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2021 ACCOMPLISHMENTS AND OPPORTUNITIES
Serving the U.S. scientific community by providing advanced neutron measurement tools, strong user support and a reliable source of neutrons is the heart of our mission. Unfortunately, we aren’t currently fulfilling this mission due to an incident that occurred on reactor restart on February 3. Our analysis has shown that an improperly latched fuel element was the proximal cause event. NIST has identified several root causes and has developed a series of corrective actions to prevent recurrence. During the event, the primary cooling system was contaminated and NIST has developed a plan to mitigate this issue as quickly as possible. We recently presented our analysis to the Nuclear Regulatory Commission (NRC) along with our request to restart the reactor while work continues on restoring the reactor to operational readiness. As of this writing, we still have much work to do to prepare the reactor for operations, but our goal is to restart the reactor in 2022.

During the unplanned outage, we continue to work on several major facility developments. Planning continues for the 2023 outage when the H\textsubscript{2} cold source will be replaced with a liquid D\textsubscript{2} cold source, doubling the cold neutron flux at long wavelengths. This upgrade will improve the performance of all the cold neutron instruments in the guide hall. The new Neutron Spin-Echo spectrometer project continues on-schedule and promises to increase the performance by increasing the data rate by an order of magnitude for a given maximum Fourier time.

Despite the issues with the reactor, the science produced by NCNR users continues to be outstanding as you will see in the high-quality research highlights in this report. I am delighted to share with you this impressive work as well as details on facility developments. Finally, I wish to express thanks to all those who have reached out to us in this difficult time and shown your support. It means a lot to me and all the NCNR staff. Thank you.
Neutrons provide a uniquely effective probe of the structure and dynamics of materials ranging from water moving near the surface of proteins to magnetic domains in memory storage materials. The properties of neutrons (outlined below) can be exploited using a variety of measurement techniques to provide information not otherwise available. The positions of atomic nuclei in crystals, especially of those of light atoms, can be determined precisely. Atomic motion can be directly measured and monitored as a function of temperature or pressure. Neutrons are especially sensitive to hydrogen, so that hydrogen motion can be followed in H-storage materials and water flow in fuel cells can be imaged. Residual stresses such as those deep within oil pipelines or in highway trusses can be mapped. Neutron-based measurements contribute to a broad spectrum of activities including engineering, materials development, polymer dynamics, chemical technology, medicine, and physics.

The NCNR’s neutron source provides the intense, conditioned beams of neutrons required for these types of measurements. In addition to the thermal neutron beams from the heavy water moderator, the NCNR has two liquid hydrogen moderators, or cold sources which supply neutrons to three-fourths of the instruments. One is a large area moderator and the other is smaller, but with high brightness. These moderators provide long wavelength guided neutron beams for industrial, government, and academic researchers.

There are currently 30 experiment stations: 12 are used for neutron physics, analytical chemistry, or imaging, and 18 are beam facilities for neutron scattering research. The subsequent pages provide a schematic description of our instruments. More complete descriptions can be found at https://www.nist.gov/ncnr/neutron-instruments. The newest instrument, a quasi-white beam neutron reflectometer (CANDOR) is currently in the commissioning stage.

The Center supports important NIST measurement needs but is also operated as a major national user facility with merit-based access made available to the entire U.S. technological community. Each year, approximately 2000 research participants from government, industry, and academia from all areas of the country are served by the facility (see pp. 54). Beam time for research to be published in the open literature is without cost to the user, but full operating costs are recovered for proprietary research. Access is gained mainly through a web-based, peer-reviewed proposal system with user time allotted by a beamtime allocation committee twice a year. For details see https://www.nist.gov/ncnr/obtaining-beam-time. The National Science Foundation and NIST co-fund the Center for High Resolution Neutron Scattering (CHRNS) that currently operates five of the world’s most advanced instruments (see pp. 57). Time on CHRNS instruments is made available through the proposal system. Some access to beam time for collaborative measurements with the NIST science staff can also be arranged on other instruments.

Why Neutrons?

Neutrons reveal properties not readily probed by photons or electrons. They are electrically neutral and therefore easily penetrate ordinary matter. They behave like microscopic magnets, propagate as waves, can set particles into motion, losing or gaining energy and momentum in the process, and they can be absorbed with subsequent emission of radiation to uniquely fingerprint chemical elements.

WAVELENGTHS – in practice range from ~0.01 nm (thermal) to ~1.5 nm (cold) (1 nm = 10 Å), allowing the formation of observable interference patterns when scattered from structures as small as atoms to as large as biological cells.

ENERGIES – of millielectronvolts, the same magnitude as atomic motions. Exchanges of energy as small as nanoelectronvolts and as large as tenths of electronvolts can be detected between samples and neutrons, allowing motions in folding proteins, melting glasses and diffusing hydrogen to be measured.

SELECTIVITY – in scattering power varies from nucleus to nucleus somewhat randomly. Specific isotopes can stand out from other isotopes of the same kind of atom. Specific light atoms, difficult to observe with x-rays, are revealed by neutrons. Hydrogen, especially, can be distinguished from chemically equivalent deuterium, allowing a variety of powerful contrast techniques.

MAGNETISM – makes the neutron sensitive to the magnetic moments of both nuclei and electrons, allowing the structure and behavior of ordinary and exotic magnetic materials to be detailed precisely.

NEUTRALITY – of the uncharged neutrons allows them to penetrate deeply without destroying samples, passing through walls that condition a sample’s environment, permitting measurements under extreme conditions of temperature and pressure.

CAPTURE – characteristic radiation emanating from specific nuclei capturing incident neutrons can be used to identify and quantify minute amounts of elements in samples as diverse as ancient pottery shards and lake water pollutants.
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NIST Center for Neutron Research Instruments
(as of December 2021)


[3] BT-2 Neutron Imaging Facility for imaging hydrogenous matter in large components such as water in fuel cells and lubricants in engines, in partnership with General Motors and DOE.

[4] BT-1 Powder Diffractometer with 32 detectors; incident wavelengths of 0.208 nm, 0.154 nm, and 0.120 nm, with resolution up to $\Delta d/d = 8 \times 10^{-4}$.

[5] BT-9 Multi Axis Crystal Spectrometer (MACS II), a cold neutron spectrometer for ultra high sensitivity access to dynamic correlations in condensed matter on length scales from 0.1 nm to 50 nm and energy scales from 2.2 meV to 20 meV.


[7] BT-7 Thermal Triple Axis Spectrometer with large double focusing monochromator and interchangeable analyzer/detectors systems.

[8] VT-5 Thermal Neutron Capture Prompt Gamma-ray Activation Analysis Instrument used for quantitative elemental analysis of bulk materials including highly hydrogenous materials ($\approx 1 \%$ H) such as foods, oils, and biological materials.

[9] NG-A Neutron Spin-Echo Spectrometer (NSE) for measuring dynamics from 5 ps to 100 ns.

[10] NG-B 10 m SANS for macromolecular structure measurements.
The Center for High Resolution Neutron Scattering (CHRNS) is a partnership between NIST and the National Science Foundation that develops and operates neutron scattering instrumentation for use by the scientific community. The following instruments are part of the Center: 5 (MACS II), 9 (NSE), 16 (CANDOR), 17 (HFBS), and 18 (vSANS).

[10] NG-2 Backscattering Spectrometer (HFBS), high intensity inelastic scattering instrument with energy resolution < 1 µeV for studies of motion in molecular and biological systems.


[14] NG-D MAGIK off-specular reflectometer for studies of thin-film samples with in-plane structure.

[15] NG-D Polarized Beam Reflectometer (PBR) for measuring reflectivities as low as 10⁻⁸ to determine subsurface structure.

[16] NG-1 CANDOR Chromatic Analysis Diffractometer or Reflectometer, capable of high throughput measurements.

[17] NG-3 VSANS for single measurement investigation of lengths from 1 nm to 2 micron.

[18] NG-4 Disk Chopper Time-of-Flight Spectrometer for diffusive motions and low energy dynamics. Wavelengths from ≈ 0.18 nm to 2.0 nm and energy resolutions from ≈ 2 meV to < 10 µeV.

[19] NG-5 Spin-Polarized Triple Axis Spectrometer (SPINS) using cold neutrons with position sensitive detector capability for high-resolution studies.


[21] NG-6 Precision measurement of the magnetic dipole moment of the neutron.

[22] NG-6 Precision measurement of neutron flux.

[23] NG-6 LAND detector development, neutron source calibration, and neutron cross section measurement.

[24] NG-6 Cold Neutron Imaging Facility for imaging hydrogenous matter in large components such as water in fuel cells and lubricants in engines.

[25] NG-7 30 m SANS for microstructure measurements, in partnership with ExxonMobil and University of Minnesota's IPrime.

[26] NG-7 PHADES Cold neutron test station.

[27] NG-3 VHS 10 m SANS for macromolecular structure studies of thin-film samples with in-plane structure.

[28] NG-3 Neutron Spin-Echo Spectrometer (NSE) for measuring dynamics from 5 ps to 100 ns.

[29] NG-6 Spin-Polarized Triple Axis Spectrometer (SPINS) using cold neutrons with position sensitive detector capability for high-resolution studies.

[30] NG-7 Horizontal Sample Reflectometer allows reflectivity measurements of free surfaces, liquid/vapor interfaces, as well as polymer coatings.

NG-4 Disk Chopper Time-of-Flight Spectrometer for diffusive motions and low energy dynamics. Wavelengths from ≈ 0.18 nm to 2.0 nm and energy resolutions from ≈ 2 meV to < 10 µeV.

NG-7 Neutron Physics Interferometry Test Bed for quantum information science.

NG-7 Polarized Beam Reflectometer (PBR) for measuring reflectivities as low as 10⁻⁸ to determine subsurface structure.

NG-7 Neutron Interferometry and Optics Station with perfect crystal silicon interferometer. A vibration isolation system provides exceptional phase stability and fringe visibility.

NG-7 Horizontal Sample Reflectometer allows reflectivity measurements of free surfaces, liquid/vapor interfaces, as well as polymer coatings.
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Small-angle neutron scattering used to determine the structure of an engineered nanoparticle vaccine

S. Krueger,1 J. E. Curtis,1 D. R. Scott,2 A. Grishaev,3 G. Glenn,2 G. Smith,2 and E. L. Maynard2

Nanoparticles represent a powerful and versatile platform for development of vaccines to combat deadly pathogens such as respiratory syncytial virus (RSV), influenza, and recently, SARS-CoV-2. Despite the growing number of nanoparticle-based vaccines being developed, little is known about the structural features that contribute to their immunogenicity. In this study, small-angle neutron scattering (SANS) with contrast variation and small-angle X-ray scattering (SAXS) were used to obtain key information that helped elucidate the structure of an RSV nanoparticle vaccine in solution. The work was made possible through strong collaboration between clinicians and basic scientists and demonstrates the importance of such collaborations in driving vaccine characterization and development.

RSV, an enveloped RNA virus in the Pneumoviridae family, is a major cause of severe lower respiratory tract infection in susceptible populations comprised of newborns, young children 6 months to 5 years old, and adults 60 and over. Repeat infections with RSV are common, making it the cause of a considerable worldwide disease burden. In spite of many attempts since the 1960s to develop an effective vaccine, no licensed vaccine for RSV currently exists. RSV infection occurs when the virus fuses to the host cell and subsequently releases its RNA into the cell (Figure 1A). This process is mediated by the RSV fusion (F) envelope glycoprotein (Figure 1B), which is present on the surface of the virus. During the fusion process, RSV F is subject to significant structural rearrangements (Figure 1C).

FIGURE 1: (A) Cartoon representation of RSV infection. Adapted from [2]. (B) Linear diagram of the RSV fusion (F) glycoprotein consisting of two subunits, F1 and F2, and two furin cleavage sites (Site A and Site B). RSV F also contains a p27 peptide and a fusion peptide (FP), as well as a transmembrane (TM) region and a cytoplasmic tail (CT) region. (C) During infection the precursor fusion glycoprotein (F0) is cleaved by furin (Site A) forming a fusion inactive F2-p27F1 intermediate (Pre-fusogenic F). A second furin cleavage (Site B) releases a p27 peptide to form the metastable prefusion F. Fusion of viral and cellular membranes is driven by a major structural rearrangement that results in the formation of a postfusion F. Credit: Novavax, Inc., Gaithersburg, MD. Used with Permission.

Novavax has produced an RSV nanoparticle vaccine that is being studied in clinical trials as a potential candidate for the protection of infants via maternal immunization during pregnancy (ClinicalTrials.gov identifier: TCT02624947) [3]. It consists of an engineered, near full-length pre-fusogenic RSV F glycoprotein trimer, importantly with an intact membrane domain, formulated into a micellar complex with polysorbate 80 (PS80) detergent. In animal and clinical studies, the RSV F:PS80 nanoparticle vaccine has been shown to induce broadly neutralizing antibodies [4]. To understand the observed efficacy of the vaccine, its structural and hydrodynamic properties were studied in solution using SANS, along with SAXS, analytical ultracentrifugation, dynamic light scattering (DLS) and transmission electron microscopy (TEM) [5]. The SANS experiments, performed using a technique known as contrast variation, proved essential in constructing a model of the
nanoparticle structure that described its overall shape and the spatial relationship between the RSV F protein and the PS80 detergent.

SANS and SAXS data were obtained for the RSV F:PS80 nanoparticles (Figure 2A), with the SANS data being obtained in buffers containing different ratios of H2O:D2O. Due to the widely different neutron scattering properties of hydrogen and deuterium, varying the H2O:D2O ratio in the buffer changed the scattering contrast between the RSV F protein and the buffer and between the PS80 detergent and the buffer in different ways. Thus, the scattering from RSV F:PS80 in 99% D2O buffer contained contributions from both RSV F and PS80, whereas that in 41% D2O buffer contained a contribution only from PS80 and that in 12% D2O buffer contained a contribution only from RSV F. This allowed for the separation of the scattering from the two components in the RSV F:PS80 nanoparticle and for the calculation of the molecular weights of the individual components [5], providing key information for constructing structural models of the nanoparticle.

All-atom models of the RSV F trimer used in the nanoparticle vaccine were constructed (Figure 2B) using available X-ray crystal structures of RSV F trimer prefusion and postfusion ectodomains (lacking the TM and CT regions) as starting structures [5]. The SANS contrast variation data and molecular weight analysis showed that the nanoparticle vaccine consisted of five RSV F trimers ordered around a cylindrical-shaped PS80 core that is assumed to stabilize the TM regions of the trimers. A hybrid all-atom and coarse-grained model of the RSV F:PS80 nanoparticle was constructed that was consistent with the SAXS and SANS data (Figure 3A). The five-trimer model also explains the TEM images (Figure 3B), which are projections of the 3-D structure (Figure 3C).

SANS data provided critical information that, when combined with those obtained from other techniques, provided a consistent picture of the structure of the RSV F:PS80 nanoparticle vaccine in solution. The resultant structure explains how the size of the nanoparticle is modulated by the ratio of protein to detergent, suggesting linear growth along the long axis of the PS80 cylindrical core and stabilization by controlling the amount of detergent available at a given protein concentration. The arrangement of RSV F in the nanoparticle is not closely packed, which helps explain why a diverse range of antibodies can bind the vaccine and thus elicit the observed robust immune response. This work outlines a general strategy that can be extended to the characterization of other colloidal vaccines and drug delivery systems in solution.
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Understanding the mechanisms underlying vaping-associated lung injury


There is increasing evidence that vaping causes lung injury known as e-cigarette/vaping associated lung injury (EVALI)—an epidemic affecting mostly youths and individuals under 35 years old [1]. EVALI is a condition with symptoms ranging from shortness of breath to chronic lung damage. The cause of EVALI is not well understood, but among the factors that link EVALI to lung dysfunction, vitamin E acetate (VitEAc) has emerged as a critical mediator [2]. VitEAc is safe when ingested as a supplement or used in topical applications. Strikingly, its use in vape mixtures implicate its direct inhalation with toxic effects: VitEAc is the primary toxicant found in the bronchoalveolar lavage fluid of EVALI patients [2], but how it may induce alveolar dysfunction is currently unknown. The use of small angle neutron scattering (SANS) and neutron spin-echo spectroscopy (NSE) indicates that VitEAc can significantly alter the properties of the inner lining of the lungs, the pulmonary surfactant.

The pulmonary surfactant monolayer is a key structure for the proper function of the lungs, and as such, needs to maintain very strict physical and mechanical properties. For example, the pulmonary surfactant monolayer should have an area compressibility of < 0.01 mN/m for proper lung function, indicative of two-dimensional membrane elasticity. If this compressibility increases, the alveoli may be prone to collapse, thus resulting in many of the symptoms observed in those suffering from EVALI. By way of NSE, we were able to measure the 2D elastic properties of two pulmonary surfactant mimic systems. The first being the commonly used single-lipid mimic of dipalmitoylphosphatidylcholine (DPPC, the most prevalent phospholipid in lung surfactant) and a more complex surfactant-mimic containing the most abundant lipid components in natural lung surfactant: DPPC, palmitoyloleyolphosphatidylcholine, palmitoyloleyolphosphatidylglycerol, and cholesterol [3].

NSE data collected on the NG-A neutron spin-echo spectrometer located at the NCNR show a softening of the both membrane system mimics upon the addition of VitEAc (Figure 1a). Interestingly, it was found that increasing vitamin E acetate concentration nonlinearly increased membrane rigidity.

![Figure 1](https://example.com/figure1.png)  
**FIGURE 1:** (A) Bending moduli ($k$) for DPPC at 45 °C (○) and PS-lipid mimic at 37 °C (□) with increasing amounts of vitamin E acetate (VEA) measured with NSE. (B) SANS curves for DPPC (blue) without VEA (○) and with $\chi = 0.10$ VEA (□) and PS lipid mimic (red) without VEA (○) and with $\chi = 0.10$ VEA (□). Data are offset for improved visibility. Optimized model fits are represented by solid lines using [5]. The inset shows the area per lipid (AL) for DPPC (○) and PS-lipid mimic (□) as a function of vitamin E acetate content. Figure adapted from DiPasquale et al. [6].
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At high surface tensions, based on the classical mechanism of pulmonary surfactant, we suspect that VitEAc-induced membrane softening promotes monolayer collapse at end expiration, thereby offering a mechanical explanation for lung dysfunction and linking the physical chemistry of VitEAc to disease pathology (Figure 2).

The data support the notion that a shortness of breath and pneumonitis-like pathology of EVALI [4] stem from a failure of pulmonary surfactant at end expiration. This failure occurs due to a physical interaction between vitamin E acetate and the PS. Although more evidence is required to confirm this theory, the effects of vitamin E acetate on the PS lipid mimics studied here could provide a multifaceted mechanical basis for prolonged lung dysfunction that makes e-cigarette/vaporizer users significantly more susceptible to complications involving respiratory distress, particularly those caused by infections [1].

The biological function of the pulmonary surfactant relies on a precarious balance of adsorption and film stability. To date, we have employed NSE spectroscopy to characterize the elastic behavior of two lipid mimics of pulmonary surfactant. We further tested the elastic behavior upon the addition of vitamin E acetate to our mimetic systems and observed an increase in compressibility of approximately 20% that could interfere with pulmonary surfactant stability at high surface tensions. From this we speculate that vitamin E acetate-induced membrane softening can promote pulmonary surfactant failure at end exhalation, thereby offering a mechanical explanation for lung dysfunction.

Though it remains unclear that vitamin E acetate is the sole culprit of EVALI, neutrons have provided a link between biophysics and pathology that suggests vitamin E acetate can affect the elastic properties of the pulmonary surfactant that play a vital role in breathing.
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Successful pharmaceutical formulations must maintain product stability and efficacy during storage and delivery. Stability of an injectable pharmaceutical is inextricably linked to the interactions among its individual components: protein, surfactant, preservative, etc. Incompatibility between any of these formulation constituents can result in undesired phase separation or aggregation, which may reduce or even negate the therapeutic effect of a pharmaceutical product. It is well known that some anti-microbial preservatives, specifically phenolic preservatives, are not compatible with common surfactants, like polysorbates [1], which sometimes results in increased aggregation, and eventually solution turbidity [2]. However, despite the popular use of both components in injectable pharmaceuticals, there has not been a conclusive investigation on the underlying mechanism of surfactant/preservative solution turbidity. It is thus of critical interest to reveal the root causes of incompatibility between non-ionic surfactants and phenolic preservatives.

Biopharmaceutical formulations such as monoclonal antibody and fusion protein solutions typically contain a surfactant component for stability. A common choice is polysorbate 80 (PS80), a nonionic surfactant that plays a key role in stabilizing protein solutions by protecting protein surfaces and preventing protein adsorption to container walls. At pharmaceutically relevant concentrations in aqueous solution, PS80 molecules self-assemble into ellipsoidal micelles. These micelles are stable in solution and have an aggregation number of \( \approx 89 \) with a radius of gyration, \( R_g \), of \( 3.0 \) nm [3].

Antimicrobial preservatives, such as m-cresol, maintain the sterility of injectable pharmaceutical products by preventing unwanted microbial growth. Inclusion of m-cresol allows for multiple doses to be housed in a single vial. At concentrations below the solubility limit, aqueous m-cresol is clear and does not assemble into micelles. Thus, PS80 and m-cresol separately produce clear stable solutions at room temperature.

However, the combination of PS80 and m-cresol may result in a turbid formulation, which is unacceptable in drug products. The onset of turbidity is sometimes delayed, requiring days or even weeks to become apparent to the eye. To understand the nature of this undesired turbidity, very small-angle neutron scattering (vSANS) is used to explore the morphology of nanostructures such as micelles that form and aggregate over time. By simultaneously covering a wide range of the scattering vector, \( q \), with multiple detectors, vSANS is well-suited for revealing the kinetics of morphological changes across a broad range of length scales. Figure 1 provides an example of vSANS data for both a nonaggregating PS80-only solution (black) and an aggregating PS80/m-cresol solution (brown/blue). For a solution of 1 mg/mL PS80 and 3.15 mg/mL m-cresol, the intensity curve shifts left and up at low-\( q \) over time, consistent with aggregate growth. Increased scattering intensity at low-\( q \) corresponds to larger aggregate size that causes greater solution turbidity [4]. These aggregates continuously grow over time, where no stable aggregate size is reached during the \( \approx 70 \) h experimental period.

The radius of gyration, \( R_g \), is extracted from scattering patterns in Figure 1 to produce Figure 2a, where \( R_g \) is plotted versus time, \( t \), for each measurement temperature. Figure 2a confirms that increasing turbidity is caused by progressive growth of...
aggregates in solution. Furthermore, warmer measurement temperatures accelerate aggregate growth resulting in larger aggregates. Interestingly, each of the three curves in Figure 2a can be collapsed onto a single master curve in Figure 2b. The master curve reveals that the aggregation mechanism is not altered by temperature changes. The evolution of $R_g$ over $t$ follows a power-law relationship after an initial growth stage. This power-law coalescence of smaller aggregates into larger ones is reminiscent of diffusion-limited colloidal aggregation (DLCA) kinetics.

When PS80 and m-cresol are combined in the presence of a 5 mM/mL citrate buffer, the solution becomes turbid more rapidly than in unbuffered solution. This unexpected effect of solution buffering is quantitatively examined by analyzing the vSANS to extract the Porod coefficient, $K$, as shown in Figure 3, where $K \propto S/V$, $S$ is aggregate surface area and $V$ is aggregate volume. Higher $K$ correlates to a Figure 3 reveals that including a citrate buffer accelerates aggregate growth by many orders of magnitude, where the open symbols (buffered solutions) represent aggregates that are much larger than those of the closed symbols (unbuffered solutions).

This vSANS study reveals that PS80/m-cresol incompatibility results in progressive aggregate growth that eventually causes increased solution turbidity. Because these aggregates continually grow over time, the sample eventually experiences macroscopic phase separation at long time. The kinetics of aggregation, coalescence and eventual phase separation are affected by both temperature and buffer conditions. These observations contribute to a deeper understanding of PS80/m-cresol solution incompatibility and reveal the structural origins of aggregation, allowing for a more systematic approach to combating this formulation challenge.
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Membrane surface recognition by the ASAP1 PH domain and consequences for interactions with the small GTPase Arf1

O. Soubias,1 S. Pant,2,3 F. Heinrich,4,5 Y. Zhang,1 N. S. Roy,6 J. Li,1 X. Jian,6 M. E. Yohe,7 P. A. Randazzo,6 M. Lösche,4,5 E. Tajkhorshid,2,3 and R. A. Byrd1

Cell membrane signaling and trafficking are fundamental properties of living organisms supporting cell communication, function, and growth. Cell signaling pathways also lay at the center of many diseases such as cancer and are a prime target for medical intervention. Many aspects of cell membrane signaling and trafficking are regulated by the assembly of dynamic multi-component protein platforms, which associate with cell membrane surfaces in a lipid-dependent fashion [1]. Phosphatidylinositol phosphates (PIPs) are a component of lipid membranes and a common target for lipid-binding domains of signaling proteins. Although present in cell membranes at relatively low concentrations, PIPs may cluster to form nanoscale domains. Pleckstrin homology (PH) domains are among the most common membrane-binding domains and bind PIPs. Our work focuses on the PH domain of the Arf GTPase (guanosine triphosphatase–activating protein (GAP) ASAP1 [2]. ASAP1 affects cell behaviors such as proliferation, invasion, and metastasis of cancer cells. Its function depends on interacting with a member of the Ras superfamily, adenosine diphosphate–ribosylation factor-1 (Arf1) [3].

The ASAP1 PH domain binds to phosphatidylinositol 4,5-bisphosphate (PI(4,5)P2)–containing membranes. Recently, a crystal structure of ASAP1 PH in complex with isolated PI(4,5)P2 was solved, providing structural evidence for the presence of two PI(4,5)P2 headgroup-binding sites in a single domain. This result suggests that PI(4,5)P2 lipids cooperate to promote membrane association, potentially switching GAP activity.

FIGURE 1: Docking geometry of the ASAP1 PH domain on a PI(4,5)P2–containing surface-tethered lipid membrane by NR. (A) CVO profiles of a lipid bilayer with the surface-bound ASAP1 PH parameterized as a Hermite spline. The protein distribution is indicated with its median (black dashed line) and 68.2% confidence region. (B) Best-fit rigid-body modeling with the crystal structure of ASAP1 PH to determine the protein orientation (PDB: 5C79) and comparison with the free-form model shown in (A). (C) Distribution of orientations of ASAP1 PH at the membrane parameterized in terms of two Euler angles, as indicated in the inset. (D) Visualization of the ASAP1 PH crystal structure on the surface-tethered membrane in a configuration (orientation and insertion depth) on the membrane at the center of the 68.2% probability region shown in (C). Phospholipids and substrate are only schematically displayed, but lipids are shown at the same scale as the protein. The CVO profile at the left shows the same data as in (B).
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within a narrow range of PIP concentrations. Neutron scattering techniques such as reflectometry are particularly suited to validate this hypothesis by structurally probing the association of such proteins with intrinsically disordered membranes, albeit at low spatial resolution. An interdisciplinary collaboration between NIST, the National Cancer Institute, Carnegie Mellon University, and the University of Illinois at Urbana-Champaign has determined the membrane-bound structure of the PH domain using neutron reflectometry (NR), nuclear magnetic resonance (NMR) and molecular dynamics (MD) simulations.

Figure 1A shows the results from fitting the NR data measured after exposing a sparsely-tethered bilayer lipid membrane to ASAP1 PH in solution. In this approach, the protein component volume occupancy (CVO) profile is modeled using a nearly bias-free monotonic Hermitian spline. Uncertainties on all model parameters are obtained from evaluating the posterior probability distribution function obtained from a Monte Carlo Markov Chain–based global parameter optimizer. Panel B shows how such a protein CVO compares to a crystal structure of ASAP1 PH for various orientations of the protein with respect to the lipid membrane. We demonstrated that only a narrow range of orientations is supported by the NR data (Figure 1C). Figure 1D shows a to-scale representation of the crystal structure positioned on the bilayer in agreement with the experimental data.

NMR experiments were performed using small membrane mimetics in the form of nanodiscs (ND) containing PI(4,5)P₂ in a background of other essential lipids. NMR monitors the binding interactions between the ASAP1 PH and PI(4,5)P₂ at atomic resolution. Analysis of both amide ¹⁵N and methyl ¹³C spectra revealed the location of the PI(4,5)P₂ binding sites and the binding affinity (Figure 2). Further NMR experiments using paramagnetic relaxation enhancement revealed which portions of the ASAP1 PH were inserted into the membrane. The NMR data collectively suggested a conformational change of ASAP1 PH at the membrane, and they provided restraints of the protein’s orientation. Molecular dynamics (MD) simulations permitted an atomistic sampling of binding events between the membrane and ASAP1 PH beyond the detail provided by NR and NMR. A correlation of the NMR results with MD trajectories identified individual residues involved in binding PI(4,5)P₂. MD simulations in detail characterized the ensemble of ASAP1 PH orientations at the membrane, which was found to be in excellent agreement with the NR data.

NR, NMR, and MD simulations collectively let us identify the orientation of ASAP PH at the membrane surface and the residues that interact with PI(4,5)P₂ lipids. We found that binding multiple PI(4,5)P₂ molecules triggers a functionally relevant allosteric conformational switch and maintains ASAP1 PH in a well-defined orientation, allowing critical contacts with an Arf1 mimic to occur. Our model [5] provides a framework to understand how binding of the ASAP1 PH domain to PI(4,5)P₂ at the membrane may play a role in the regulation of Arf1.
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lipid membranes are self-assembling macromolecular structures that encapsulate a cell’s interior, separating it from the external world. Membranes can be formed by a large variety of lipid types, with many other kinds of greasy molecules found therein, and so membranes have apparently infinite possibilities of chemical composition. In addition to acting as a barrier, the lipid bilayer also provides an environment that houses membrane proteins; for example, transport proteins that facilitate the import and export of essential biological components, such as water, protons, ions, nutrients and waste.

How might the lipid membrane influence membrane proteins? Previous studies demonstrated that membrane protein activity can be affected by structural changes in the lipid bilayer, specifically by the mechanism of hydrophobic mismatch [1]. In this event, either the membrane itself, or the proteins within, adopt conformations to minimize this mismatch. However, these conformational biases come with a cost. On a macroscopic level, the membrane behaves much like a spring, with an associated free-energy minimum and defined work required to stretch or compress it. One way around this is to alter the global thickness of the membrane by altering the lengths of the lipid chains comprising the membranes. Thus, membranes thickness can be controlled by the lipid composition, and this can alter the conformational distribution of proteins directly.

While experimental studies of model systems show that there is a clear connection of membrane thickness to membrane protein assembly, in nature, the hydrophobic thickness of the membrane is generally set to be around 35 Å, regardless of natural variations in lipid composition. This suggests that other mechanisms may be required if physiological lipid compositions are to influence membrane protein structure and function. To investigate this, we studied whether membrane protein dimerization equilibrium in membranes is sensitive to lipid composition. Our group previously demonstrated that the homodimeric CLC-ec1 chloride/protein antiporter (Figure 1A,B) demonstrates reversible, equilibrium dimerization in lipid bilayers using single-molecule photobleaching microscopy [2]. This method allows for the measurement of full equilibrium binding isotherms in a synthetic mimic of the E. coli polar lipid composition containing 16-carbon palmityl, and 18-carbon oleoyl, acyl-chains (PO lipids). The measured free energy is -11 kcal/mol, relative to the 1 subunit/lipid standard state, implying that if two CLC-ec1 subunits were expressed in an E. coli cell, they would be observed to be dimeric 90% of the time. Thus, from a biological perspective, this represents a stable association, yet the mechanism conferring such stability remained unknown.

The CLC-ec1 dimerization interface is large and significantly greasy but appears to be curved and shorter in the center, offering a clue that hydrophobic mismatch may be a factor. To quantify this, we carried out a computational analysis of the membrane structure in monomeric and dimeric states by coarse-grained molecular dynamics simulations [5]. While the dimer is appropriately matched to the surrounding membrane, the monomeric state reveals a change in the membrane structure, with a pronounced 8 Å thinning at the dimerization interface, i.e. about a quarter of the hydrophobic thickness. Thus, it appears as though the dimerization interface of CLC-ec1 is poorly solvated and non-bilayer like in 16/18 chain biological lipids.

Based on this, we hypothesized that the energetic penalty that is introduced by this membrane defect surrounding the monomeric state is a major driving force for dimerization. If true, then we would expect that adding in shorter chain lipids, such as di-lauryl lipids containing 12 carbon chains (DL lipids), would act as better solvents for this interface and thus shift equilibrium to the monomeric state (Figure 1C). Experimentally, the protein showed no change in function in membranes with (0 to 20) % DL, and a gradual decrease in transport rates for DL > 20 %. Yet, when we examined dimerization, we observed a two-phase shift in dimerization with a 1.5 kcal/mol destabilization for DL < 1 %, with an additional 0.8 kcal/mol destabilization for every 10 % increase in DL. Thus, the addition of short-chain lipids shifted the equilibrium completely to the
monomeric form while maintaining the protein’s function. While this observation supported the original hypothesis, the mechanism remained unknown.

Determining this required quantitative information about the bilayer structure, and so we carried out small angle neutron scattering (SANS) experiments of the mixed membranes examining (0 to 100) % DL (Figure 1D,E). The SANS data demonstrated that the membranes become thinner with increased DL, reaching an 8 Å decrease in thickness that is expected to hydrophobically match the thinned defect at the CLC-ec1 dimerization interface. However, comparing the change in bilayer thickness with changes in transport activity and dimerization indicated that there are different ways that the membrane is linking to the structure and function of the protein (Figure 1F). Thus, this suggests that dimerization equilibrium is linked to the membrane, but by a mechanism that is distinct from hydrophobic matching.

Examining the full titration of dimerization with DL provided a clue. In the lower DL range, the change in free energy depends on the logarithm of DL in the membrane. Classically, this type of response has been well known in the study of the stability of soluble proteins and indicates a mechanism of preferential solvation [6]. This explains how salts, sugars, glycerol and denaturants can alter the stability and solubility of many proteins that are solvated by water. While this has been proposed to be a plausible effect in membranes [7], it had not yet been observed experimentally. To further validate this idea we carried out additional computations investigating the solvation distributions of DL and PO around the CLC-ec1 monomer in these mixed membranes. The analysis demonstrated that while the non-bilayer defect is still present, the DL lipids become enriched around the dimerization interface, acting as a better solvent.

In summary, this study demonstrates that differential energetics in membrane solvation drive the dimerization of the homodimeric CLC-ec1 transporter. While hydrophobic matching is a means of modulating protein reactions, our findings demonstrate that the membrane can modulate the protein when there are no macroscopic changes in membrane structure. When the lipid composition changes at low levels within the membrane, reactions between proteins are affected by preferential solvation, presenting a new and physiological plausible mechanism of regulation within the membrane.
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Ambient-temperature hydrogen storage via vanadium(ii)-dihydrogen complexation in a metal–organic framework

D. E. Jaramillo,1,2 H. Z. H. Jiang,1,2 H. A. Evans,3 R. Chakraborty,1,4 H. Furukawa,1,2 C. M. Brown,3,5 M. Head-Gordon,1,4 and J. R. Long1,2,6

The widespread implementation of hydrogen as a transportation fuel is hindered by the high pressures and cryogenic temperatures required to store sufficient gas to achieve reasonable driving ranges. As an alternative to compressed gas storage, the realization of solid absorbent materials capable of strongly and reversibly binding \( \text{H}_2 \) at ambient temperatures and moderate pressures could transform the transportation sector and expand the adoption of fuel cells in other applications. Porous metal–organic frameworks (MOFs) have emerged as leading candidates in this context given their extremely high surface areas and atomic-level tunability. MOFs featuring coordinatively unsaturated, Lewis-acidic metal sites able to polarize and bind \( \text{H}_2 \) have been the focus of research in recent years; however, none of these materials exhibits \( \text{H}_2 \)-binding enthalpies within the optimal range of \(-15 \text{ kJ/mol to } -25 \text{ kJ/mol}\) for ambient-temperature storage. Here, we describe the hydrogen storage properties of \( \text{V}_2\text{Cl}_{2.8}(\text{btdd}) \) (Fig. 1; \( \text{H}_2\text{btdd}, \text{bis(1H-1,2,3-triazolo[4,5-b][4',5'-i]dibenzo[1,4]dioxin}) \)), a framework exhibiting an \( \text{H}_2 \)-binding enthalpy of \(-21 \text{ kJ/mol}\) and usable hydrogen capacities greater than can be achieved with compressed \( \text{H}_2 \) under the same conditions [1].

The remarkable \( \text{H}_2 \)-storage properties of \( \text{V}_2\text{Cl}_{2.8}(\text{btdd}) \) derive from the high density of exposed vanadium(II) sites (Fig. 1a, inset), which can engage in orbital-mediated interactions with weak π acids, as previously demonstrated for \( \text{N}_2 \) [2]. This framework engages in back-bonding interactions with \( \text{H}_2 \), as characterized via a range of techniques including variable-temperature in situ infrared spectroscopy, electronic structure calculations, and neutron powder diffraction. Structural models of guest-free and \( \text{D}_2 \)-dosed \( \text{V}_2\text{Cl}_{2.8}(\text{btdd}) \) (Fig. 1b) were made possible through in situ neutron powder diffraction data collected at the NCNR using a custom-built gas delivery setup.

Deuterium was used for these experiments due to its favorable neutron scattering cross section relative to \( \text{H} \). Because vanadium has a small neutron-scattering cross section, X-ray powder diffraction data were collected under the same conditions to obtain refined vanadium positions and thermal parameters. The ‘superatom’ approach was used to approximate the bound \( \text{D}_2 \) molecule as a single D-atom [3].

The refined structural model of \( \text{V}_2\text{Cl}_{2.8}(\text{btdd}) \) dosed with \( \text{D}_2 \) shows that the equatorial \( \text{V} \text{–Cl} \) bonds contract upon \( \text{D}_2 \) binding (Fig. 1b) while the \( \text{Cl} \text{–V} \text{–Cl} \) bond angle decreases slightly from 175.8(6)° to 167.9(7)°. These changes lead to a slight shift of the vanadium center out of the equatorial ligand plane, presumably to enhance metal orbital overlap with \( \text{D}_2 \). A similar structural change occurs when \( \text{V}_2\text{Cl}_{2.8}(\text{btdd}) \) is exposed to \( \text{N}_2 \) [2]. An analysis of the change in the weighted-profile R-factor with varying D-superatom positions led to a V–D centroid distance of 1.966(8) Å [1], which is the smallest metal–\( \text{H}_2 \) distance characterized in a MOF to date. In tandem with in situ infrared spectroscopy data and electronic structure calculations, these data indicate that back-bonding from vanadium(II) to \( \text{H}_2 \) is key to the stabilization of bound \( \text{H}_2 \) in the framework.

Because of the strong orbital-mediated interaction between \( \text{H}_2 \) and vanadium(II) in \( \text{V}_2\text{Cl}_{2.8}(\text{btdd}) \), the framework adsorbs appreciable hydrogen at ambient temperatures and low pressures. For example, at 1.2 bar and 298 K, the material achieves an \( \text{H}_2 \) capacity of 0.26 mmol/g, corresponding to a 10% vanadium(II)-site occupancy. Quantitative analysis of low-pressure adsorption data obtained for \( \text{V}_2\text{Cl}_{2.8}(\text{btdd}) \) at 298 K, 286 K, and 273 K revealed an \( \text{H}_2 \)-binding enthalpy of \(-21 \text{ kJ/mol}\), which lies within the optimal range for ambient-temperature \( \text{H}_2 \) storage [5]. Hydrogen uptake in \( \text{V}_2\text{Cl}_{2.8}(\text{btdd}) \) was also examined at ambient temperatures and higher pressures near target conditions for on-board \( \text{H}_2 \) storage. At and above 40 bar, 100% of the vanadium(II) sites are occupied with hydrogen compared to only 33% of the nickel(II) sites in \( \text{Ni}_2\text{(m-dobdc)} \). Significantly, at 298 K and 100 bar, the total volumetric hydrogen uptake in \( \text{V}_2\text{Cl}_{2.8}(\text{btdd}) \) (based on the framework density from diffraction data) is 10.7 g/L; this is 38% more than that achievable with compressed \( \text{H}_2 \) under identical conditions (Fig. 2a). Further, considering operation at 298 K between 5 bar and 100 bar, the usable volumetric capacity of \( \text{V}_2\text{Cl}_{2.8}(\text{btdd}) \) is 30% more than that achievable with compressed \( \text{H}_2 \) under the same conditions (Fig. 2b).

In summary, we have shown that the coordinatively unsaturated vanadium(II) sites in \( \text{V}_2\text{Cl}_{2.8}(\text{btdd}) \) are capable of back-bonding interactions with \( \text{H}_2 \), as characterized using in situ variable-
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temperature infrared spectroscopy, electronic calculations, and neutron powder diffraction, which also enabled the first structural characterization of the V=H₂ interaction. This orbital-mediated interaction gives rise to strong H₂ binding with an associated enthalpy of −21 kJ/mol, well within the optimal range for ambient storage. Significantly, usable H₂ capacities achieved with this material are greater than those of compressed H₂ under a range of conditions. Ultimately, this work suggests that pursuit of MOFs featuring coordinatively unsaturated metal sites capable of back-bonding interactions with H₂ is a promising strategy toward the continued optimization of adsorbents for hydrogen storage near room temperature.

FIGURE 1: (a) A portion of the structure of V₂Cl₂₈(btdd) determined from X-ray powder diffraction. In this material, 60% of the metal sites are coordinatively unsaturated vanadium(II) and 40% are coordinatively saturated vanadium(III). (Inset) Structure of the primary vanadium(II) coordination sphere in activated V₂Cl₂₈(btdd) determined from neutron powder diffraction data. (b) Structure of the primary vanadium(II) coordination sphere in V₂Cl₂₈(btdd), dosed with 0.75 equivalents of D₂, determined in this work from Rietveld refinement of powder neutron diffraction data collected at 100 K. Cyan, green, blue, red, and grey spheres represent V, Cl, N, O, and C, atoms, respectively, while the yellow sphere represents the centroid of an adsorbed D₂ molecule.

FIGURE 2: (a) High-pressure H₂ isotherms obtained for V₂Cl₂₈(btdd) at the indicated temperatures. Filled and open circles represent adsorption and desorption, respectively. Solid lines indicate fits to a dual-site Langmuir–Freundlich model. The gray dashed line represents the volumetric density of compressed hydrogen at 298 K. (b) Comparison of usable volumetric H₂ capacities using V₂Cl₂₈(btdd) and compression under four different loading/discharging conditions (indicated in the white boxes). The dotted gray line indicates usable volumetric capacity for 350 bar compressed storage at 298 K.
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Elucidating ion transport in Li-ion cells by *operando* neutron, contact potential measurements, and first-principles modeling

J. L. Weaver,1 E. Strelcov,2,3 E. J. Fuller,4 M. W. Swift,5,6 J. D. Sugar,4 A. Kolmakov,2 N. Zhitenev,2 J. J. McClelland,2 Y. Qi,5,7 J. A. Dura,8 and A. A. Talin2

Predicting potential distributions in solid-state electrochemical systems such as solid-state batteries (SSB) and electrochemical random-access memory are challenging due to metrological constraints but are key to understanding mechanisms that drive capacity fade and limit a cell’s performance. Measurement obstacles can be overcome by merging *operando* cold neutron depth profiling (NDP) and Kelvin probe force microscopy (KPFM) data to map otherwise difficult to quantify Li distributions and corresponding local electric potential differences, respectively [1]. The contributions from ions, electrons, and interfaces to the measured KPFM contact potential difference (CPD) have been deconvolved by correlating CPD with Li-concentration determined by NDP and confirmed by internal energy diagrams calculated from first-principles models for a fully functioning Si-LiPON-LiCoO2-SSB. New insights into the interface and bulk layer chemical evolution of these cells during early charge/discharge cycles have been gained through the combination of these techniques.

Kelvin probe force microscopy provides real-time information on the contact potential difference of a sample surface (Fig. 1 and Fig. 2c, e, g). While the CPD reflects changes in solid-state batteries *operando*, it cannot quantify the underlying variations in Li+ concentration that causes the contact potential difference to change [2]. NDP can quantitatively measure the movement of the Li using 6Li(n,3H,3He)4He neutron capture reaction (Fig. 1 and Fig. 2d, f, h) and has previously had many successful applications to the study of Li diffusion (e.g., [3]). It is also nominally non-destructive, allowing for *operando* or *in situ* measurements, and has a depth resolution similar to Kelvin probe force microscopy. NDP and KPFM contrast in that KPFM is performed on a cleaved surface under vacuum while NDP can be performed under real-world operating conditions. Successful correspondence of NDP to KPFM reveals that the necessary surface exposure does not significantly alter the electrochemistry of the cell.

The solid-state batteries studied here consist of thin layers of Cu, Si (n-type, anode), LiPON (electrolyte), LiCoO2 (LCO, cathode) and Pt. Details of cell creation can be found in [1]. Cells of a similar chemistry were modeled using first-principles calculations [4]. The model further connects KPFM with NDP through the construction of internal energy diagrams for the coupled ionic and electronic degrees of freedom. DFT-calculated materials properties of LiSi (with m ranging from 0.0 at full discharge to 3.75 at full charge), the solid electrolyte Li3PO4 (a proxy for LiPON), and Li4CoO2 (n ranging from 1 at full discharge to 0.5 at full charge) were used in these calculations. The need to model crystalline Li3PO4 as a proxy for the complex amorphous LiPON is a limitation of the model and highlights the importance of combining theory with experimental techniques when studying complex Li-ion cell chemistries.

A similar discrepancy in anticipated Li content (NDP) and contact potential difference (KPFM) was observed in the LiPON/LCO region of the pristine cell. SEM imaging implied this was the result of physical intermixing between the layers (Fig. 2a, b). Li was observed to predominantly be removed from this intermixed region and shifted to the interface region between the Si anode and LiPON during the first half of charging during the first cycle (Fig. 2d). The NDP data correlates with an ∼200 nm-wide drop in the contact potential difference along the LiPON/LCO interface. This indicates that interfacial chemistry, which is key to understanding a cell’s capacity fade, is substantially altered on a cell’s first charging cycle. Complete charging resulted in a more uniform depletion of Li across the LCO layer and an increase in Li in the Si anode with a higher Li concentration at the Si/Cu interface. Li and CPD profiles for...
the remainder of the cycles were similar, except for the noted exception below, to those measured during the second half of the first charging and subsequent discharging. Reproduction of the cycling behavior past the first cycle indicates that the first charge/discharge cycle plays an important role in forming stabilized electrode/electrolyte interfaces. Experimentation with more cycles is needed to investigate how long this evolved chemistry will be retained and whether deviation from it is an indicator of cell failure.

A slight gradient in Li content and CPD was found to form across the LiPON layer increasing over the course of all cycles measured. Net Li content calculations for the layer from the NDP profiles reveals that the total amount of Li in the LiPON was consistent throughout all cycles (Fig 2 c). This alludes to a structural change (e.g., density) within the layer over the course of repeat cycling. Further research with neutron reflectometry [5] is needed to pinpoint the source of this variation.

A stronger connection between NDP and KPFM was made through first-principles modeling (Fig. 3). The model calculated similar changes in both magnitude and direction of Li content and electrochemical potential as determined by NDP and KPFM. However, the model did not predict all experimental observations. It did not forecast the lithium variability at the LCO/LiPON interface observed by NDP and inferred from the KPFM data. It also could not predict the Li/CPD gradient detected in the LiPON upon repeat cycling as it treated this layer as a conductor of lithium ions and a static electronic insulator.

Utilization of NDP with KPFM and first-principles modeling has enabled deeper insight into the ways Li ion cells chemically develop during operation while filtering out other effects that hinder data interpretation for these techniques. This study shows that the composition and density along with the electrochemical potentials of Li ion cells can change at both the interfaces and within the bulk of the layers within the first and first few charge/discharge cycles, respectively. Findings from this work reiterate the importance of early cycling processes to the formation of a stabilized cell that can withstand repeat electrochemical cycles. These factors may be key to developing faster-charging and longer lasting Li-ion cells, fundamental goals of battery manufacturers. Additionally, the methodology could be refined for use in early capacity fade detection – a metric that can be employed industrially to extend a cell’s service life through data-driven maintenance planning.
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Hybrid organic-inorganic metal halide perovskites (HOIPs) are a novel class of semiconductor with promising optoelectronic properties for solar absorbers, light-emitting diodes, and spintronics. The HOIP family exhibits significant dynamical disorder that arises in part from weak bonding and the rotational degrees of freedom of the organic cation. The dynamical disorder correlates to the structural phase transitions in the prototypical HOIP, CH₃NH₃PbI₃ (MAPI), which transforms from orthorhombic to tetragonal to cubic symmetry at 162 K and 327.5 K, respectively. These transitions are marked by the appearance of additional Bragg peaks on cooling and result from the successive freezing of various tilt modes of the lead-iodide octahedra, which oscillate cooperatively in the cubic phase. The octahedral-tilting transition from the cubic to the tetragonal phase proceeds as a condensation of the soft, transverse acoustic $R$-point phonon, becoming the $\Gamma$ point (zone center) of the tetragonal phase. X-ray inelastic scattering measurements of the cubic-phase phonon dispersions reveal quasielastic scattering (centered at zero energy transfer) at the cubic $R$-point, leading to predictions that small, dynamic, tetragonal domains exist within the cubic phase. This hypothesis has been used to explain why the optoelectronic properties of MAPI-based devices differ little between the cubic and tetragonal phases [1]. The X-ray inelastic scattering measurements did not have sufficient energy resolution to confirm or refute the prediction of dynamic domains; therefore we performed neutron inelastic scattering measurements, which provide up to 10 times better energy resolution, on the SPINS and BT4 triple-axis spectrometers at the NIST Center for Neutron Research to test these claims [2]. We find that the domains appear static within our best experimental resolution and are most likely a manifestation of the famous neutron central peak phenomenon.

The prediction of dynamic domains is not unique to HOIPs. Many materials that exhibit soft-mode-driven structural transitions often display quasielastic “critical scattering” from finite-sized regions that fluctuate between the minority and majority phases near the critical temperature $T_c$ [3]. The lifetime, $\tau$, of these dynamic domains is related to the energy linewidth (half-width at half-maximum, HWHM) of the scattering through the Heisenberg uncertainty principle, $\tau \propto \hbar / \text{HWHM}$. As the system nears $T_c$, the minority phase lifetime diverges towards infinity, and the energy linewidth narrows until it is limited by the spectrometer resolution. Similarly, the $Q$ width of the nascent Bragg peak narrows as the domain size of the minority phase diverges. The scattering intensity also diverges as the system approaches $T_c$. Critical scattering behavior has been investigated in many other perovskite compounds including SrTiO₃, KMN₃, RbCaF₃, CsPbCl₃, CsPbBr₃, and MAPbCl₃.

Neutron inelastic scattering studies of soft-mode transitions have found that, for certain materials, no critical narrowing of the quasielastic scattering is observed; instead, the energy linewidth is always resolution-limited. This suggests that the origin of the scattering is static and has no dynamic component. First reported for SrTiO₃ by Riste et al. in 1971 [4], this phenomenon is known as the neutron central peak (CP). The origin of the CP is still under debate. Proposed origins include anharmonic renormalization of the soft-mode phonons or static domains nucleating about defects within the material.

We used high-resolution neutron spectroscopy to characterize the cubic $R$-point scattering in deuterated MAPI (to avoid the incoherent scattering from H) as a function of temperature. Data obtained from constant-$Q$ scans ($E$ scans), in which the energy transfer $\hbar \omega$ is varied at a fixed wave vector $Q$, and elastic $Q$-scans, where $Q$ is varied with $\hbar \omega = 0$, were compared to models based on the dynamic-domains and CP hypotheses. A summary of these results is presented in Fig. 1. Figure 1(a) shows the cubic-phase $R$-point scattering at 340 K as a function of four different instrumental resolutions. The scattering linewidth decreases with resolution linewidth and is resolution-limited in each case, consistent with the CP phenomenon. $E$ scans and $Q$ scans were performed at different temperatures with a resolution HWHM = 0.095 meV, the narrowest resolution that still provided sufficient dynamic range. The results, plotted in Fig. 1(b) and 1(c), show an increasing intensity on cooling towards TC. At 327 K, just below $T_c$, the intensity diverges because the sample has transformed to the tetragonal phase.

The energy linewidths in Fig. 1(b) remain resolution-limited as the sample approaches $T_c$, providing further evidence that the...
scattering is a manifestation of the neutron CP. One could argue, however, that dynamic domains with sufficiently long lifetimes would manifest as resolution-limited scattering. We therefore established a minimum bound on the lifetime of any dynamic domains by constructing a highest posterior density interval (HDPI) from the log likelihood that the E scans are described by a narrow, resolution broadened scattering linewidth (see [2] for details). The results, plotted as a function of reduced temperature ($T - T_c$) in Fig. 2(a) yield a minimum bound of $\tau = 17$ ps at 340 K to $\tau = 47$ ps at 328 K. For the narrowest resolution linewidth of HWHM = 0.065 meV, the minimum bound on the lifetime increases to 36 ps at 340 K. This is significantly longer than the $\approx 1$ ps lifetimes proposed in the literature [5].

The peak area obtained from fits of the E scans to both dynamic domain and CP models is plotted as a function of reduced temperature in Fig. 3(b). In the framework of critical scattering from dynamic domains, the peak area should diverge near $T_c$ with a power law dependence. Instead, we observe a weak temperature dependence above $T_c$ followed by a jump in the tetragonal phase. This behavior further supports the validity of the CP model and indicates that the cubic-to-tetragonal phase transition in MAPI is at least weakly first order.

In summary, we report neutron inelastic scattering experiments on MAPI through the cubic-tetragonal phase transition and find that the R-point scattering is a manifestation of the CP phenomenon rather than critical scattering from dynamic domains. Our data set a lower bound on the lifetime of any dynamic domains of 36 ps at 340 K. While we do not determine the physical origin of the CP scattering, a defect-based origin is likely. This work highlights the importance of understanding the nature of defects in HOIPs and how they affect optoelectronic properties.
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Electrostatically driven selective adsorption of carbon dioxide over acetylene in an ultramicroporous metal–organic framework material

Y. Xie,¹ H. Cui,¹ H. Wu,² R.-B. Lin,¹ W. Zhou,² and B. Chen¹

Acetylene, C₂H₂, is the simplest alkyne and an important raw material in the chemical industry. It is mainly manufactured by partial combustion of methane or the cracking of long-chain hydrocarbons. Carbon dioxide, CO₂, is a major impurity in the crude product and must be removed to produce high purity acetylene. However, the similarities between the two molecular sizes, shapes, and physical properties (boiling point, dipole moment, polarizability, etc.) make C₂H₂/CO₂ separation a great challenge. Compared with conventional approaches (solvent extraction or cryogenic distillation), adsorptive separation using porous materials is environmentally friendlier, more energy efficient, and thus considered a promising future separation technology.

Extensive research has been devoted to developing porous solids for adsorptive separations. Depending on the binding preferences for the two gas molecules, the adsorbents can be either C₂H₂-selective or CO₂-selective. Most relevant adsorbents are C₂H₂-selective because they feature certain functional sites that preferentially bind the relatively acidic and polarizable C₂H₂ molecule. The performance of C₂H₂-selective adsorbents relies on the strength of adsorbent–adsorbate interactions, ranging from non-electrostatic interactions to hydrogen bonding and π-complexation. By incorporating basic moieties such as open oxygen and fluoride sites as hydrogen-bonding acceptors, we have developed several C₂H₂-selective adsorbents that show exclusive C₂H₂ adsorption with high adsorption enthalpy [1,2].

Adsorbents that selectively adsorb CO₂ over C₂H₂ are rarely reported, not only because CO₂ is less polarizable but also because no clear separation mechanism exists to help identify potential adsorbents. In practice, CO₂-selective separation is a more efficient and feasible purification process than C₂H₂-selective separation since pure C₂H₂ can be produced directly in a single adsorption stage. Motivated by the complementary electrostatic interaction that determines the binding orientation of a variety of biological molecular recognitions, like protein folding and substrate binding, we reasoned that the dramatically different charge distributions of the two molecules, which have oppositely signed quadrupole moments (−13.4×10⁻⁴⁰ Cm² for CO₂ and +20.5×10⁻⁴⁰ Cm² for C₂H₂), could be exploited to recognize CO₂ or C₂H₂ exclusively through a similar mechanism. In a large pore space, CO₂ and C₂H₂ can find their own optimal binding configurations in different orientations; this makes it impossible to differentiate the molecules by their charge distributions. But restricting the molecular orientations in a rigid, confined space makes a charge-distribution-recognition mechanism possible.

Recently, we successfully developed such a material: cadmium nitroprusside Cd[Fe(CN)₅(NO)], or Cd-NP, a metal–organic framework compound of the Prussian blue family [3]. This compound exhibits a narrow pore aperture of 3.2 Å connecting quasi-discrete ellipsoidal cavities that resemble the molecular shapes of CO₂ and C₂H₂, and the open Cd sites at the pore extremity provide an electrostatic potential field that is well-suited for CO₂ binding (Figure 1a). Gas adsorption and column breakthrough experiments show that CO₂ can be captured in Cd-NP (58.0 cm³ g⁻¹, at 1 bar and 298 K) with a significant preference over C₂H₂ (9.7 cm³ g⁻¹), giving a new benchmark CO₂/C₂H₂ selectivity of ≈ 85 at room temperature.

Each Cd⁴⁺ atom in Cd-NP is coordinated by five nitrogen atoms from different cyanide groups, whereas the Fe⁶⁺ atoms are octahedrally coordinated by the five carbon atoms of these cyanide groups and one nitrogen atom of a nitrosyl group, which piles up in an antiparallel fashion along the b-axis creating a three-dimensional (3D) network (Fig. 1). Cd-NP consists of a 3D-pore system with a void ratio of 27.2 % in which the quasi-discrete cavities (size: 6.1 Å × 4.5 Å × 4.5 Å) are interconnected through narrow windows surrounded by cyanide linkers and nitrosyl groups (aperture size: 3.2 Å). The cavity and aperture size matches well with the molecular dimensions of CO₂ and C₂H₂. In addition, the Cd atoms are exposed to the cavity as unsaturated metal centers. We calculated the electrostatic potential (ESP) of the pore surface in the cavity of Cd-NP using density functional theory (Figure 1b), where strong positive potentials (denoted as α and β) are found on the vertex of the ellipsoidal cavity near the Cd center and the nitrogen atom in the nitrosyl group, respectively, as well as a weak negative potential (denoted as γ) near the nitrogen atom of the cyanide groups surrounding the center of the ellipsoid. Apparently, the ESP of the pore surface in Cd-NP is well-matched to that of CO₂ but not with that of C₂H₂ (Figure 1c).

To understand the adsorption behavior of CO₂ and structurally characterize the host–guest interaction, high-resolution
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neutron powder diffraction (NPD) measurements were carried out at NCNR to determine the binding site of CO2. From a sample loaded with CO2 and equilibrated at room temperature and 1 bar, a single type of CO2 binding configuration was identified. It is located at the ellipsoidal cavity (Fig. 2a and 2b). The CO2 molecules are well confined within the narrow ellipsoidal cavity through Cd$^+$···O$^-$ interactions (3.017 Å) and by van der Waals interactions with the two cyanide ligands positioned symmetrically (N···C$^+$ 3.854 Å). As shown in Fig. 2c, the negative and positive potential regions of the CO2 molecule are mainly stabilized by attractive interactions with the positive potential region near the Cd center and the negative potential region near the cyanide groups, respectively, which validates the electrostatic matching between Cd-NP and CO2.

In addition, comparing the structure of bare Cd-NP to that of Cd-NP$\supset$CO2, the unit cell expansion and conformation change are negligible, indicating the rigidity of Cd-NP framework and its pore structure.

We also performed Grand Canonical Monte Carlo simulations of C2H2 and CO2 adsorption. The calculated CO2 binding configuration is fully consistent with the NPD data. In addition, the calculated binding interaction between the Cd-NP framework and the CO2 molecule (Cd$^+$···O$^-$ 3.187 Å, N···C$^+$ 3.796 Å) is energetically favorable, whereas the C2H2 binding (Cd$^+$···H$^+$ 2.867 Å, N···C$^+$ 3.767 Å – 3.910 Å) is electrostatically unfavorable (Fig. 2d).

To evaluate the practical CO2/C2H2 separation performances of Cd-NP, column breakthrough experiments were carried out where CO2/C2H2 (equal volume) gas mixtures flowed over a packed column of activated Cd-NP at a flow rate of 0.002 L min$^{-1}$ at 298 K. Complete separation of CO2 from the mixture was demonstrated at ambient conditions. C2H2 was eluted from the outlet with no detectable CO2, showing a high purity of 99.9%, whereas CO2 was retained in the column until the uptake capacity of Cd-NP was saturated, giving a dynamic C2H2 productivity of 2.342 mol/L sorbent. Multiple cycling breakthrough experiments under the same conditions showed the same retention time of CO2 and C2H2 productivity, indicating that the adsorption capability of Cd-NP is well retained under dynamic capturing.

In summary, we have realized the inverse CO2/C2H2 separation in the ultramicroporous, metal nitro-prusside compound Cd-NP. The high separation selectivity is enabled by a pore sieving and confinement effect as well as an electrostatically compatible pore surface. We believe that this new electrostatically driven selective adsorption mechanism may be applicable to other challenging gas separation processes.
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Self-adjusting binding pockets enhance H₂ and CH₄ adsorption in a uranium-based metal–organic framework

D. P. Halter,1,2 R. A. Klein,3,4 M. A. Boreen,1,5 B. A. Trump,4 C. M. Brown,4,6 and J. R. Long1,2,7

Hydrogen and natural gas are two alternative fuels central to the global push to combat anthropogenically accelerated climate change. A key barrier to the widespread adoption of these gases as fuel sources is the low storage capacities of current technologies at operationally relevant temperature-pressure conditions. One possible solution is to boost storage capacities by adsorbing gases within porous adsorbents. Among suitable porous adsorbents, metal–organic frameworks (MOFs) stand out as extremely promising gas-storage candidates, in part because their physical properties can be fine-tuned by molecularly precise material design [1, 2]. MOFs are composed of metal nodes connected by organic linkers, both of which can be modified to create tailored materials with large internal surface areas for gas adsorption and a high affinity for the target gas. For a MOF to be a useful H₂-storage candidate, the storage capacity must exceed the DOE-defined target at temperatures and pressures relevant to the application. So far, no materials come close to meeting these requirements. Hence, new gas-storage candidates are sought [3].

An important parameter to optimize when designing new adsorbents with better performance is the isosteric heat of adsorption, Qᵣ. This parameter describes the thermodynamic affinity of a gas molecule to adsorb at a specific surface site in the material at a given temperature. Higher isosteric heats of adsorption correspond to stronger interactions during gas storage and, in turn, require higher temperatures to desorb the gas from the framework for gas delivery. To store H₂ near room temperature, the sweet spot for Qᵣ is hypothesized to be between −15 kJ/mol and −25 kJ/mol [4]. To date, two dominant structural design motifs have emerged from the effort to achieve Qᵣ values in this optimal range. These are: (i) to include metal centers with open coordination sites at which the gas molecules can be adsorbed [5], or (ii) to synthesize MOFs with tailor-made adsorption pockets into which the gas molecule fits snugly [6]. For the latter strategy, it is important to optimize the geometric fit between the gas molecule and the binding pockets of the MOF—a difficult synthetic challenge when designing such materials.

In this work [7], we attempted to facilitate the second design motif by obviating the painstaking need to tailor and synthesize a new adsorbent material with an individualized fit for each different gas and end use requirement. The idea was to design a flexible porous material that could dynamically self-adjust the size and shape of its binding pockets to optimize the fit automatically for different target gases, thereby enhancing gas storage performance.

To test this idea, we designed uranium bis(1,4-benzenedicarboxylate), U(bdc)₂, a new MOF comprised of very large U⁴⁺ cations—that are known for ionic bonding with little orbital-overlap-induced geometry preferences in their coordination compounds—paired with organic linkers capable of bridging four of the metal centers at once. This combination was predicted to produce a flexible, porous MOF that might be able to self-adjust its binding pocket geometry upon interaction with different gases or guest molecules. The material was synthesized using a depleted uranium precursor, and a subsequent structural analysis of U(bdc)₂ revealed that this new MOF indeed features two confined pockets in each pore (illustrated as blue spheres in Fig. 1) that could serve as adsorption pockets for gas molecules.

Next, we sought to test the flexibility in this material. We conducted in situ gas dosing neutron powder diffraction experiments with D₂ and CD₄ using the high-resolution powder diffractometer BT-1 located at the NIST Center for Neutron Research. Neutron powder diffraction measurements are well suited to gas-adsorption studies of porous materials, particularly for lighter elements like hydrogen for which the coherent X-ray scattering cross section is close to zero. In contrast to X-rays, the coherent neutron scattering cross section for hydrogen and deuterium are large enough that the positions of these gases can be identified at an atomic scale during powder diffraction experiments. The incoherent scattering from hydrogen is also quite large, and this gives rise to a rolling background in the powder neutron diffraction pattern. Deuterium does not have a large incoherent scattering cross section, so deuterated gases like D₂ and CD₄ are well suited for the intended measurements.
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A Rietveld refinement of the diffraction data can then produce the crystal structure of the gas-dosed MOF, yielding precise atomic-scale information about the nature of gas adsorption within the framework.

Neutron powder diffraction measurements were performed with pure U(bdc)$_2$ under vacuum to obtain reference data for comparison with diffraction patterns obtained after gas dosing. From these initial measurements, we found that the as-synthesized U(bdc)$_2$, framework with residual water in its pores has a different crystal structure than the fully desolvated structure of so-called activated U(bdc)$_2$, from which all water was removed by heating the material under vacuum. This first result confirms that the framework changes shape in response to water being present as a guest molecule inside the pores. We then conducted neutron powder diffraction measurements on activated U(bdc)$_2$, with varying stoichiometric amounts of D$_2$, gas dosed into the framework, corresponding to 0.3, 0.7, 1.5, and 2.5 molar equivalents of D$_2$ per U ion per formula unit of the material. Analogously, neutron diffraction data were obtained for activated U(bdc)$_2$, dosed with 0.7 and 1.5 molar equivalents of CD$_4$ per U ion. In addition, we conducted X-ray powder diffraction measurements of U(bdc)$_2$, solvated with dimethylformamide (DMF) at the Advanced Photon Source at Argonne National Laboratory. Together, these three probe molecules with significantly different sizes span a range of kinetic diameters from 2.9 Å, 3.8 Å, and 5.5 Å for H$_2$, CH$_4$, and DMF, respectively, enabling us to study the self-adjusting behavior of the binding pockets in U(bdc)$_2$ in response to differently sized guest molecules.

As expected, the degree of this distortion was more pronounced for the smaller guests than for the larger guests (indicated by the purple arrows in Fig. 2) such that the binding pockets fit each guest molecule optimally. The geometries of the self-adjusted pockets in the presence of the three probe molecules differ distinctly from one another as well as from the geometry of the empty binding pockets in the activated material. Upon adsorption, the framework flexes to adjust its pores to fit the guest molecules, like a baseball glove adapting its pocket to catch a small golf ball (H$_2$), a medium-sized baseball (CH$_4$), or a large softball (DMF).

Finally, we characterized the performance of the material using gas adsorption isotherm measurements, which revealed competitively large isosteric heats of adsorption for hydrogen and methane (–8.6 kJ/mol for H$_2$ and –25 kJ/mol for CH$_4$) due to the snugly-fitting, self-adjusted pockets of U(bdc)$_2$. In rigid materials with static adsorption pockets, there can generally only be a tight fit and enhanced adsorption strength for H$_2$ or CH$_4$, but not both guest molecules.

These results illustrate that it is possible to synthesize materials that adapt their shape to optimize adsorption of multiple different gas adsorbates, validating our new synthetic design concept to boost isosteric heats of adsorption in porous adsorbents without open metal sites. While uranium-containing MOFs will probably not be adopted for use in the fuel tanks of light-duty vehicles, perhaps the next generation of gas storage materials will be based on self-adjusting porous adsorbents inspired by U(bdc)$_2$.

References

Time-resolved probes of magnetic monopoles in spin ice

Y. Wang,1,2 T. Reeder,1 Y. Karaki,3 J. Kindervater,1 T. Halloran,1 N. Maliszewskyj,2 Y. Qiu,2 J. A. Rodriguez,2,4 S. Gladchenko,2 S. M. Koohpayeh,1,5 S. Nakatsuji,1,6,7,8 and C. Broholm1,2,5

Our best knowledge of magnetic interactions and dynamics stems from experiments and theory on long-range ordered magnets. Protected by symmetry-breaking, magnetic excitations form spin waves with a dispersion relation that reflects the underlying interactions. This scenario, however, breaks down in frustrated magnets, where long-range order is destabilized by competing interactions. To understand and use the unique properties of frustrated magnets, new experimental methods that are sensitive to their unique magnetic excitations are needed. In this work, we introduce a time-resolved neutron scattering technique to investigate magnetic excitations in strongly frustrated Ho2Ti2O7. This so-called spin ice material supports topological excitation known as magnetic monopoles. Combining time-domain neutron scattering and frequency-domain susceptibility measurements, the experiments span ten orders of magnitude in time scale to distinguish the distinct relaxation processes associated with monopoles and dipoles.

Fig. 1 summarizes the time-dependent neutron scattering spectrum measured in the (HHL) reciprocal lattice plane of cubic Ho2Ti2O7 at T = 0.95 K. Reflecting the absence of long-range orders and the local noncolinear spin alignments, the momentum-dependent scattering S(Q) (Fig. 1A) has no magnetic Bragg peaks but consists solely of diffuse scattering that surrounds high-symmetry points on the Brillouin zone boundary, such as (001), (003), and (3/2 3/2 3/2). We applied a square pulse sequence of magnetic field alternating between 25 mT and zero-field with a 20 s period (Fig. 1B). The time-dependent magnetic scattering signal is collected by recording the time of arrival of scattered neutrons relative to the field direction. This allows us to probe atomic scale magnetic correlations on time scales covering eight orders of magnitude from 0.1 ms to hours.

Extracting Q-independent intensity from the diffuse scattering, the 25 mT field induces resolution limited ferromagnetic (FM) Bragg peaks (Fig. 1C-E). This indicates that the magnetization arises from aligning uncorrelated point-like defects within the spin-ice state along the applied field. The complete lack of momentum dependence in the difference between the diffuse scattering in field and out of field indicates these defects are uncorrelated in the scattering plane and that magnetization of spin ice arises from the displacement of magnetic defects along the field direction.

The associated time scale is obtained from the time-dependent magnetic Bragg intensity I(t) at (002) (Fig. 2A). Upon heating from 0.6 K to 1.3 K, this time scale decreases over six orders of magnitude, which shows thermal excitation facilitates relaxation. AC susceptibility measurements in the higher frequency and temperature range reveals two distinct characteristic frequencies at elevated temperatures (T = 1.5 K in Fig. 2B). This contrast with the single-mode response observed at low-temperatures (Fig. 2A and 2B) and documented in the literature [1, 2].
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The bimodal relaxation can be quantitatively described by a superposition of two Cole-Davidson response functions

\[ \chi(\omega = 2\pi f) = \chi_l + \chi_h = \frac{x_{\text{lo}}}{(1+\omega^2\tau_l^2)} + \frac{x_{\text{ho}}}{(1+\omega^2\tau_h^2)}, \quad (0 < \beta_l, \beta_h \leq 1). \]

Here, the labels \(l\) and \(h\) refer to the response that dominates at low- and high-temperatures respectively, with \(\chi_l, \tau_l, \beta_l\) each characterizing the static susceptibility, relaxation time scale and the distribution of time scales. Fig. 3A shows the thermal crossover of \(\chi_l\) and \(\chi_h\), with \(\beta_l = 0.8\) and \(\beta_h = 0.5\). Fig. 3B shows \(\tau-T\) curves that can be described by the Arrhenius form 

\[ \tau(T) = \tau_0 \exp\left(\frac{\Delta}{T}\right) \]

with microscopic attempt time scales \(\tau_0 \sim 10^{-7}\) s and \(\tau_0' \sim 10^{-3}\) s. Finding \(\beta_l\) closer to one than \(\beta_h\) and \(\tau_0\) two orders of magnitude larger than \(\tau_0\) suggest distinct microscopic relaxation processes: A coherent slow process at low \(T\) and an incoherent fast process at high \(T\). We associate them with magnetic monopoles and spin dipoles respectively, as illustrated in Fig. 3C-E and described below.

The diffuse scattering in Fig. 1A indicates short range spin order that satisfies a two-in-two-out constraint driven by ferromagnetic interactions between Ising spins on the vertices of a corner-sharing network of tetrahedra (Fig. 3C) [3]. An elementary spin-flip out of this spin ice ground state costs energy and creates a pair of 3-in-1-out and 3-out-1-in defects. These can either remain bound as a spin dipole (Fig. 3D) or become separated as independent magnetic monopoles through successive spin-flips that cost no energy (Fig. 3E). Coexisting as thermally excited defects, spin dipoles and magnetic monopoles can be magnetized through single-site spin-flips and multiple-site hopping respectively. Long-range monopole hopping requires a uniform spin ice manifold and is undermined by the increasing density of spin-flip defects at elevated temperatures. This qualitatively explains the crossover to dipolar relaxation at higher \(T\) shown in Fig. 3A. The experiment reconciles an apparent inconsistency in previous works [1, 2] (Fig. 3B, open symbols), and demonstrates that the reduced disorder in the ultra-pure crystals used in this work slows the dynamics by 3 to 4 orders of magnitude (Fig. 3B).

By probing magnetism in a new time domain with neutron scattering and AC susceptibility measurements, we have distinguished the magnetic relaxation associated with an exotic magnetic quasiparticle, namely the magnetic monopole, from that of conventional dipolar relaxation. The fact that monopole dynamics in classical spin ice can be pushed to the Debye regime (\(\beta_l\) close to 1) at low-\(T\) suggests that quantum coherent dynamics may be possible in analogous materials with quantum spins. The exceptionally sensitivity to disorder demonstrated here, could become a tool to control the motion of topological excitation in quantum magnets.
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The topological Hall effect (THE) reflects the existence of an underlying topologically protected magnetic configuration. This type of protection results in robust states of matter which are difficult to perturb, making the host materials promising for device applications. The THE is observed when charge carriers in a material interact with a particular type of fictitious magnetic field generated by the Berry phase. The Berry phase is picked up by the charge carriers as they move through a spatially varying spin configuration, and this results in an additional term in Hall measurements, the THE. The required spin configuration for the THE has traditionally been understood as originating from a non-coplanar magnetic structure where the positive and negative chirality—or handedness—of the spin winding does not cancel. This non-null static scalar spin chirality can be found in skyrmion hosting materials which are commonly lacking inversion symmetry (i.e. non-centrosymmetric). Recently, we have proposed that the non-null spin chirality need not be static but can originate from an imbalance in the positive and negative chiral magnetic fluctuations, or magnons [1]. The theory stems from work on the centrosymmetric system, YMn$_6$Sn$_6$, where the static scalar spin chirality is null in the nearly room-temperature THE regime. By discovering this new THE mechanism, this combined neutron diffraction, transport, and theoretical study has expanded the known search criteria for THE host materials.

The crystal structure of YMn$_6$Sn$_6$ consists of Mn planes that are strongly coupled ferromagnetically but with different spacer layers (Fig. 1a). This results in weak magnetic exchange couplings of the Mn moments between layers that strongly compete. The frustration leads to a complicated helimagnetic ground state that is incommensurate along the c-axis. Due to the delicate balance of the competing interactions, the change in energetics to the system that comes with temperature ($T$) variation and the application of an in-plane external magnetic field ($\mu_0 H$) leads to the rich $\mu_0 H-T$ phase diagram shown in Fig. 1b [1, 2]. Our bulk transport and magnetic susceptibility measurements identified that the THE coincided with only one of these phases, and only at elevated temperatures between ≈100 K and up to about room temperature, with the peak effect at 4 T and 245 K. Small angle neutron scattering work confirmed that no skyrmions were present, and the origin of the THE was a mystery.

FIGURE 1: (a) Crystal structure of YMn$_6$Sn$_6$ belonging to space group $P6_3/mmm$ (191). The moments of the zero-field incommensurate helimagnetic ground state are depicted by the arrows on the Mn atoms. The moments rotate in a double spiral about the c-axis. (b) Magnetic structure phase diagram for the applied field, $H$, in-plane. The phases DS, TCS, FL, CAF, I, and FF correspond to distorted spiral, transverse conical spiral, fanlike, canted antiferromagnet, phase I, and forced ferromagnetic, respectively.
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Through a series of neutron diffraction studies combined with detailed theoretical predictions, all the various magnetic structures in the Fig. 1b phase diagram were determined, with the magnetic structure in the THE phase being a transverse conical spiral (TCS). The evolution from the zero-field ground state helimagnetic structure to the TCS phase is marked by a spin-flop transition at ≈ 2 T which can readily be observed in the neutron diffraction data as a sharp drop in intensity of the incommensurate magnetic Bragg peaks (Fig. 2a) as well as a shift in the two propagation vectors present ($k_{z,1}$ and $k_{z,2}$).

Intriguingly, although the TCS magnetic structure is non-coplanar, it has a null static scalar spin chirality, and the elevated temperatures at which the THE occurs implied that thermal fluctuations play a key role given that the TCS phase extends down to the lowest temperatures measured. The fluctuation-driven chirality can be explained as follows: of all possible magnons, there are some that generate positive chirality, but, by crystallographic symmetry, for each such magnon, there is a partner with the same energy and opposite chirality. These two partners will be thermally excited with the same probability, and their effect will cancel each other, in the absence of an external field. However, in an applied field, a nonzero chiral susceptibility is created. The THE was calculated via this theory and was shown to match the experimental Hall data remarkably well (Fig. 2b).

In addition to identifying the THE and all the associated magnetic structures in Fig. 1b, we used polarized neutron diffraction in the zero-field helimagnetic state to investigate chiral magnetic domains [2]. We found a surprising imbalance in the right and left-chiral domains. Such a spiral phase in a centrosymmetric system is not expected to show handedness as there should be no energetic preference for either domain.

YMn$_6$Sn$_6$ is one of a large class of materials exhibiting coupled electronic and magnetic properties, yet it is the first identified material to host a fluctuation-driven spin chirality leading to the THE. The elevated temperatures at which the THE occurs is particularly desirable for potential device applications which rely on the robustness of topologically protected states. It’s believed that other materials where the THE origins are currently unexplained due to the absence of a static scalar spin chirality are examples for this mechanism as well, and the inclusion of more types of centrosymmetric crystal structures greatly expands the range of THE materials for potential applications.
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Nickelates—nickel oxides—have diverse applications, including insulating magnets, semiconductors, and superconductors. However, for stoichiometric nickelates, as well as some late transition metal nickel oxides, the norm is insulating behavior. Exceptions include an unconventional paramagnetic metal, LaNiO$_3$, and layered Ruddlesden-Popper phases, R$_4$Ni$_3$O$_{10}$ (R = La, Pr, Nd). We have conducted experimental and modeling studies of the latter class of compounds owing to its unusual metal-to-metal transition [1]. The precise mechanism of this transition, which has been a mystery for nearly 25 years [2], is revealed to be due to an incommensurate density wave with both charge and spin character.

In the crystal structure of the La$_4$Ni$_3$O$_{10}$, the unit cell contains two trilayer perovskite-like blocks that are related through the B-centering operation of the Bmab space group (Figure 1). Measurements on this crystal at temperatures from >0 K to 300 K showed that the in-plane resistivity falls with decreasing temperature, indicating metallic behavior and a metal-to-metal transition at approximately 140 K. At this transition temperature, the in-plane magnetic susceptibility was found to decrease dramatically, consistent with the behavior of previous materials showing charge density wave order, such as one-dimensional K$_{0.3}$MnO$_3$ [3].

Our experimental studies with single-crystal La$_4$Ni$_3$O$_{10}$, grown using a high-pressure furnace [4], included synchrotron X-ray diffraction and neutron diffraction analyses. In X-ray diffraction patterns produced at the Advanced Photon Source of Argonne National Laboratory (Figure 2), we observed charge superlattice peaks below the metal-to-metal transition appearing at an incommensurate propagation vector $q$. These charge superlattice reflections have intensities typically four orders of magnitude weaker than the strongest fundamental Bragg reflections, which explains why others who worked with polycrystalline samples had not earlier detected them. The single-crystal neutron diffraction data collected at the NIST Center for Neutron Research revealed the presence of a spin density wave concomitant with the charge density wave. Combining the X-ray and neutron diffraction data for the La$_4$Ni$_3$O$_{10}$, we found that both the charge and spin superlattice reflections below the metal-to-metal transition indicate incommensurate propagation vectors, as expected for a system with a Fermi surface nesting-induced density wave, with the period for the spin density wave twice that of the charge.

---

**FIGURE 1:** Crystal structure of La$_4$Ni$_3$O$_{10}$. The unit cell contains two trilayer perovskite-like blocks that are related by symmetry.

Figure 3 shows the magnetic superlattice reflections resulting from this spin density modulation. Neither X-ray nor neutron data show harmonics of the fundamental superlattice reflection, implying a sinusoidal nature for both density waves.
density wave. Indeed, first principles calculations implicate Fermi surface nesting as the driving mechanism for the intertwined density waves.

The distinctive patterns of the superlattice reflections led us to propose models of the sinusoidal modulations in the charge and spin sectors within a trilayer of the structure. Figure 4 shows the results from model simulations for charge density waves (a) and spin density waves (b) as plotted in the a-b plane. Notably, the charge modulations are in phase within a trilayer, while the spin modulations are out of phase.

Further analysis of the data revealed that the incommensurate density wave associated with the metal-to-metal transition in La₄Ni₃O₁₀ lies closer in its behavior to the metallic density wave seen in chromium metal than the insulating stripes typically found in the homologous single-layer insulating nickelates, like La₂₋ₓSrₓNiO₄. The quasi-2D La₄Ni₃O₁₀ thus appears to be the missing link between the charge and spin order of 3D perovskites (e.g., LaNiO₃) and 2D insulating nickelates. From further studies of various transition metal nickelates, it should be possible to build a unified understanding of this exceptional group of quantum materials.
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Topological insulators (TIs) are an exciting new class of materials which are insulating in the bulk of the material but host symmetry-protected conductive electron states on the surface [1]. Due to their unique properties, these surface states are ideal for realizing exciting quantum phenomena such as the quantum anomalous Hall (QAH) effect, in which lossless quantized edge conduction occurs in the film without the application of an external magnetic field. To stabilize the QAH effect, time-reversal symmetry is broken in the TI through the introduction of a net magnetization in the vicinity of the surface state [2]. In this work, we examine heterostructures of the TI (Bi,Sb)$_2$Te$_3$ and the non-collinear antiferromagnet to explore antiferromagnetic proximity effects in TI heterostructures. We therefore used molecular beam epitaxy to grow thin film heterostructures of CrSe and (Bi,Sb)$_2$Te$_3$ with three different geometries:

1. CrSe (5 nm) / (Bi,Sb)$_2$Te$_3$ (6 nm) – “Bottom Bilayer”
2. (Bi,Sb)$_2$Te$_3$ (6 nm) / CrSe (5 nm) – “Top Bilayer”
3. CrSe (5 nm) / (Bi,Sb)$_2$Te$_3$ (6 nm) / CrSe (5 nm) – “Sandwich”

where the samples are labeled based on the position of the CrSe layer(s) relative to the TI. Initial characterization of the magnetic properties was performed using anomalous Hall effect (AHE) measurements (Figure 1b-d), which allows rapid screening of the different geometries for the presence of a net magnetization consistent with induced magnetism in the TI. Interestingly, while both the Top Bilayer and Sandwich exhibit nonlinear, hysteretic AHE responses, the Bottom Bilayer Hall effect is purely linear with field. This suggests a net magnetization emerges in some samples, but that the outcome depends strongly on the symmetry of the underlying structure. The next important question is whether the emergent magnetic signal is confined to the interface, as expected. We therefore performed polarized neutron reflectometry (PNR) measurements to extract a depth-dependent picture of the structure and magnetization within a Top Bilayer. Thanks to the intrinsic spin of the neutron, a spin-polarized neutron beam will experience different scattering length density profiles in a magnetized film, so that the reflectivity expected from a spin-up (↑↑) neutron beam is different from that of a spin-down (↓↓) neutron beam. As shown in Figure 2(a), which plots the spin-up and spin-down non spin-flip reflectivities, the magnetic splitting associated with a weak induced interface magnetization is very small. Fitting
it is possible to determine the net magnetization associated with the interface to be extracted. However, the PNR data is insufficiently precise to allow a detailed distribution of the moment across the interface to be extracted.

By tuning a spin-polarized X-ray beam to the absorption edges of Cr and Sb and measuring the X-ray absorption (XAS) as a function of alternating applied magnetic fields and polarization, it is possible to determine the net magnetization associated with the Cr atoms in CrSe and the Sb atoms in (Bi,Sb)₂Te₃. Although the details of this analysis are well beyond the scope of this writeup, one may understand the essentials by simply remembering that the difference between the H(+) and H(-) states (termed the XMCD) scales linearly with the net magnetization associated with that element. In Figure 4(a-b), we show the Cr XAS and XMCD for Top and Bottom Bilayers, revealing a weak net magnetization in both samples, with a stronger signal in the Top Bilayer. Similarly, Figure 4(c-d) shows the Sb-edge XAS and XMCD for the same samples, where only the Top Bilayer exhibits a net XMCD signal in the Sb.

We therefore conclude that a moment emerges in the Cr at the surface through defect-related interface reconstructions. This interaction is stronger in the Top Bilayer, which theoretical calculations indicate is due to preferential termination of the CrSe surface with Cr in this structure, strengthening the magnetizing interaction. The Bottom Bilayer, on the other hand, is terminated by nonmagnetic Sb at the interface, so that the interaction between magnetic Cr and the (Bi,Sb)₂Te₃ layer is weakened. The combination of larger magnetization and Cr-termination induced a net magnetization the neighboring (Bi,Sb)₂Te₃ of the Top Bilayer, while the (Bi,Sb)₂Te₃ remains unmagnetized in the Bottom Bilayer. These results demonstrate the critical importance of interface symmetry and surface termination details in the resulting magnetic state and suggest new routes towards engineering functional TI-based magnetic heterostructures.
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Local quantum criticality in a stoichiometric semi-metal


Red hot iron is paramagnetic and will not stick to your refrigerator (don’t even try). At lower temperatures though, magnetized domains grow larger and reorient more slowly until below a critical temperature of 770 °C, the ferromagnetic refrigerator magnet is restored. Magnetic criticality also occurs in CeRu4Sn6 but the critical temperature curiously equals the absolute zero temperature (T = 0 K) so the phase transition simply cannot be traversed by cooling. We explore this unique “quantum critical” state of CeRu4Sn6 whose very existence without “tuning” stoichiometry, pressure, or field presents an intriguing mystery.

The centered tetragonal crystal structure of CeRu4Sn6 is shown in Fig. 1A. The magnetism is associated with Ce within asymmetric Ru4Sn8 polygons. Their lack of inversion symmetry plays an important role in the electronic band structure.

Fig. 2 shows the wave vector (Q) dependence of inelastic magnetic neutron scattering from CeRu4Sn6 as measured at low temperature (1.8 K) on the MACS spectrometer [4]. The inelastic magnetic scattering takes the form of broad ridges through Q-space. These indicate that magnetic moments of cerium atoms fluctuate with correlations only amongst the very nearest neighboring sites, particularly those in neighboring a-b planes. Fig. 1B shows the so-called Fermi surface that is formed by the momenta of electrons (fermionic quasi-particles) at the chemical potential, which determine the thermodynamic and transport properties of the material. The Fermi surface reflects the electronic band structure, which was calculated using density functional theory treating cerium $4f^1$ electrons as part of the localized atomic core. The ridge-like features in Fig. 2 match wave vectors that connect large areas of the Fermi-surface in Fig. 1B especially those perpendicular to the four-fold c-axis. This indicates that correlations between cerium moments are mediated by magnetic (spin exchange) interactions with conduction electrons as they travel between near neighbors, especially those in neighboring a-b planes.

Such “RKKY” interactions are generally associated with rare earth inter-metallics and long-range magnetic ordering below a finite critical temperature is a typical outcome. For CeRu4Sn6 however, the Ce based magnetic moments remain in a fluctuating short range correlated state down to the lowest temperature accessed (0.1 K) and are unable to form long range order.

To understand this state of affairs, consider Fig. 3, which shows the spectrum of magnetic fluctuations at the top of one of the ridges of scattering, specifically near the Q = (100) point in reciprocal space (Fig. 2). Data acquired at multiple temperatures below 10 K form a consistent scaling form. Specifically, the scaling form observed indicates the magnetic susceptibility, which is related to the magnetic neutron scattering intensity through the fluctuation dissipation theorem, takes the form:

$$\chi(Q, \omega, T) \propto \frac{1}{f(Q) + (-i\omega + ck_BT)^\alpha}$$

The key feature in this expression is the scaling exponent $\alpha$, which controls the energy and temperature dependence of magnetism in the low temperature limit. The data collapse on the scaling plot in Fig. 3A reveals that $\alpha = 0.6(1)$ for CeRu4Sn6. In addition, $f(Q)$ follows the wave vector dependence of the RKKY interactions and is small on the intense ridges, while a is a dimensionless constant. Fig. 3B shows that in the low field limit the conventional uniform magnetic susceptibility of
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CeRu₄Sn₆ also follows a power-law temperature dependence. While the exponent depends on the field direction within this anisotropic material, the relevant comparison to the neutron scattering data, which probes fluctuations in the plane perpendicular to momentum transfer \( Q \), is to the average

\[
\alpha = \frac{1}{2} (\alpha_\parallel + \alpha_\perp) = 0.64(2)
\]

The presence of power law scaling of the magnetic response function signals a quantum critical state of matter wherein the absolute temperature \( T \) is the only energy scale and materials specific properties recede. The consistent power-law scaling from the uniform DC susceptibility measured in a SQUID magnetometer (\( Q = 0, \alpha = 0 \)) to broad swaths of the Brillouin zone (Fig. 2) and the THz frequency range, confirm that we are dealing with a homogeneous critical state. This sharply contrast with conventional critical phenomena where low frequency fluctuations are concentrated at a single critical wave vector \( Q \).

The experimental evidence points to a “local” quantum critical state that is associated with each cerium atom rather than with the critical fluctuations of an impending spatially coherent magnetic order [5]. The deviation of \( \alpha = 0.6(1) \) from the value of 1 associated with the Landau theory of conventional critical phenomena, shows that the local quantum criticality of CeRu₄Sn₆ belongs in a separate universality class. This conclusion is reinforced by the scaling exponents measured from thermodynamic quantities (Fig. 3b) and their relations [3]. Rather than criticality associated with the specific critical wave vector of a proximate long range ordered state, the criticality in CeRu₄Sn₆ may be associated with fluctuations of the Fermi surface proper (Fig. 1B). Fluctuations between a state where the cerium 4f electron is localized within its Ru₄Sn₈ polygon or becomes itinerant and part of an expanded Fermi-surface (Fig. 1).

While local quantum criticality has been identified in other materials including CeCu₅.₉Au₀.₁ and YbRh₂Si₂ in an applied magnetic field, in both these cases the stoichiometric compound undergoes a conventional magnetic phase transition at zero applied field. CeRu₄Sn₆, on the other hand appears to be critical in the stoichiometric state in zero field and at zero temperature. This could be a coincidence, with the quantum critical point fortuitously located near the ambient condition. A more natural possibility is that the emergence of the quantum criticality goes hand in hand with the development of the semi-metallic nature of the strongly correlated ground state in CeRu₄Sn₆, which density functional theory suggests may be associated with topologically protected band crossings and the lack of inversion symmetry (Fig. 1A). The tantalizing prospect that quantum criticality is inherent to metallic systems with reduced charge carrier concentration, along with the anomalous critical exponents, provide new challenges and exciting opportunities for theory. Neutron scattering experiments in the presence of tuning parameters such as pressure and field will be important to explore this hypothesis and better understand the unique character of local quantum critical matter.
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Imaging electric field with electrically neutral particles

Y.-Y. Jau,1 D. S. Hussey,2 T. R. Gentile,2 and W. C. Chen2

It has generally been thought impossible to determine/measure electric fields inside a physically isolated volume, especially inside an electrically shielded space, because a conventional electric-field sensor can only measure electric field at the location of the sensor. When an electric-field source is screened by conductive materials, no leakage electric field can be detected. For the first time, we have experimentally demonstrated that electrically neutral particles, neutrons, can be used to measure/image an electric field behind a physical barrier [1]. This work enables a new measurement capability that can visualize electrical properties inside a studied sample or detection target for scientific research and engineering applications.

The underlying working mechanism of this new penetrative imaging technology takes advantage of the interaction between neutrons and an electric field while neutrons are moving through an electric field region. A neutron has a magnetic moment (like a bar magnet) aligned to its spin. From electromagnetic theory [2], moving neutrons see an effective magnetic field \( B_{\text{eff}} = -v \times E \) for \(|v| < c\), where \( v \) is the neutron velocity vector, \( E \) is the electric field vector, and \( c \) is the speed of light. The neutron spins precess about this effective magnetic field with a rate that is proportional to the electric-field amplitude. For a simplified scenario, the interaction duration is \( l/v \), where \( l \) is the path length of the electric-field region. After neutrons pass through the electric-field region, we find the total spin precession angle \( \theta \) to be \( -y_nE_l/c \), where \( y_n = -1.83 \times 10^8 \text{ rad s}^{-1} \) is the gyromagnetic ratio of the neutron. Thus, the electric field can be determined by measuring the spin precession angle. As we can see, the measured electric field is independent of neutron velocity, a nice feature that allows us to use a high-fluence, polychromatic neutron source for electric-field imaging. Mathematically, different neutron velocities, probing trajectories, polarization orientations, and analyzing directions can be employed to retrieve full vector information of electric field.

In our proof-of-concept experiment, we used the Neutron Guide 6 end station (NG6e) beam line at the U.S. National Institute of Standards and Technology (NIST) Center for Neutron Research. The experimental configuration is sketched in Fig. 1. Neutrons are spin polarized before being delivered to the electric-field sample, which is a parallel-plate capacitor with plates separated and enclosed by perfluoroalkoxy (PFA) material and connected to a high-voltage source. To detect the very small neutron spin precession angle, we have developed a simple but sensitive neutron polarimetry scheme [3] that allows us to measure the change in spin rotation angle down to the micro-radian range. The left panel in Fig. 2 illustrates the typical transmission neutron image of the electric-field sample. From the picture, one can see the electrical cables, the rectangular electrodes (dark), and the PFA body and the dielectric layer between the electrodes. By engaging the neutron polarimetry and taking images with and without the high voltage, we obtain the difference image by subtracting the “OFF” state from the “ON” state with sufficient statistics, and we find the electric-field image as shown in the right panel in Fig. 2. The blue-color region on the image reveals the signal of the electric field inside the dielectric layer.

For a quantitative study, we find that the contrast signal defined in Eq. (5) in Ref. [1] (the normalized difference image/signal using the intensity background) is equal to the product of the neutron polarization \( P_n \), analyzing power \( A \), and the spin precession angle \( \theta \). This allows us to quantitatively compare the measured signals and the calculated signal strengths under different experimental conditions. In this experimental study, we used two electric-field samples, short and long versions. For the long version, the electrodes are 5 cm wide and 6.35 mm thick, \( I = 11.4 \text{ cm}, \) and the electrode spacing \( d = (400 \pm 50) \text{ µm} \). For the short version, the electrodes are 5 cm wide and 6.35 mm thick, \( I = 5.7 \text{ cm}, \) and the electrode spacing \( d = (500 \pm 50) \text{ µm} \). We measured the signal contrasts from the dielectric area on the images with several driving voltages from \(-35 \text{ kV}\) to \(35 \text{ kV}\) on the short-version sample, \(36 \text{ kV}\) on the long-version sample, and \(35 \text{ kV}\) on the short-version sample with an iron shim (neutron depolarizer) in front of the sample. The results are summarized in Fig. 3. The slope of a linear fit to the data yields \(1.01 \pm 0.02\); hence, the results are consistent with expectations. We see zero signal contrast with the shimmmed case as proof of the need for polarized neutrons for electric field imaging. We find the minimum detectable voltage on the short-version sample is about \(500 \text{ V} \) (electric field of \(10^6 \text{ V/m}\)) using the 1172-averaged contrast images. In the future, we estimate that using multiple strategies including beam focusing [4] could provide another 2 orders of magnitude improvement, yielding a total detected neutron fluence up to the order of \(10^{15} \text{ cm}^{-2}\) in a day. For this level, we find the
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The minimum detectable electric-field strength for 1 cm³ volumetric resolution to be about $5 \times 10^4$ V/m (equivalent to 500 V across 1 cm distance) and 1 mm³ volumetric resolution to be about $5 \times 10^5$ V/m (equivalent to 5000 V across 1 mm distance). As we can see, trading sensitivity for higher volumetric resolution is inevitable. We believe this kind of sensitivity is sufficient for several image diagnostics applications for targets like high-voltage electronics, which usually contain capacitors with internal electric-field strengths > 10⁷ V/m, dielectric materials with externally applied very high electric field, and ferroelectric materials, which usually have spontaneous electric polarization with equivalent $E$ strength > $10^8$ V/m.

Before this work, visualizing electric fields within an occupied diagnostic space was not feasible. In addition, owing to the great penetration capability of neutrons through metals, this neutron-based electric field imaging technology can also measure the electric field that is inside a shielded space, which cannot be achieved by any other existing sensing technology. Our work enables provides a new diagnostic for the structure of electric potential, electric polarization, charge distribution, and dielectric constant inside an investigated target by visualizing spatially dependent electric field from a distance.
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Measurement of the neutron decay electron-antineutrino angular correlation by the aCORN experiment

M. T. Hassan,1 W. A. Byron,1 G. Darius,1 C. DeAngelis,1 F. E. Wietfeldt,1 B. Collett,2 G. L. Jones,2 A. Komives,3 G. Noid,4 E. J. Stephenson,4 F. Bateman,5 M. S. Dewey,5 T. R. Gentile,5 M. P. Mendenhall,5 and J. S. Nico5

The free neutron decays into a proton, electron, and antineutrino via the weak nuclear force, the simplest example of nuclear beta decay. In contrast to beta decay of nuclei, the dynamics of neutron decay are undisturbed by complicated nuclear structure effects, so experimental observables can be directly related to fundamental parameters in the theory. As a result, neutron decay is an excellent laboratory for precision studies of the weak force and searches for new physics beyond the Standard Model of particle physics. Neutron-decay observables include the decay lifetime and the angular correlations between the momenta of the final state particles and the neutron spin. The aCORN (a CORelation in Neutron decay) experiment measures the dimensionless “$a$-coefficient” in the neutron electron-antineutrino angular correlation: $1 + a (v/c \cos \theta_{e\nu})$. Here $(v/c)$ is the beta electron velocity divided by the speed of light, and $\theta_{e\nu}$ is the angle between the beta electron and antineutrino momenta. The value of the $a$-coefficient is sensitive to the presence of hypothetical scalar and tensor weak forces, which are not present in the Standard Model but could be introduced by new physical phenomena such as supersymmetry. In this way, precision low-energy experiments such as aCORN explore the same physical frontier as the highest energy particle colliders e.g. the Large Hadron Collider at CERN.

The aCORN apparatus is depicted in Fig. 1. A highly uniform 36.3 mT axial magnetic field is produced by a stack of 24 water-cooled copper coils and an array of 76 axial and horizontal trim coils, each independently supplied and computer controlled.

In the center of the tower is an electrostatic mirror, a region of free space surrounding the cold neutron beam that contains a uniform axial electric field of 70 V/cm. When a neutron decays in this region, if the beta-electron momentum lies within the acceptance defined by the magnetic field and the electron collimator located below the decay region, then the electron is transported to the beta spectrometer at the bottom of the tower, and its kinetic energy is measured. The associated recoil proton is directed upward by the electric field, and, if the proton momentum lies within the acceptance defined by the magnetic field and the proton collimator located above the decay region, it is detected by a silicon surface barrier detector. For each neutron-decay event where both the beta electron and proton are detected, the beta energy and proton time-of-flight (TOF), the time between electron and proton detection, are recorded. The beta spectrometer uses a plastic scintillator detector to measure energy, and there is a 5% probability for the beta electron to backscatter from the scintillator without depositing its full energy, causing an incorrect energy to be measured. The spectrometer contains an array of “veto” detectors that identify such backscattered electrons with high efficiency and suppress those events.

The aCORN coincidence events, proton TOF vs. beta energy, form the characteristic “wishbone” plot shown in Fig. 2a. While the neutron-decay antineutrinos are not detected directly, conservation of energy and momentum identifies the upper branch of the wishbone (slow protons) with decays where $\cos \theta_{e\nu} < 0$ and the lower branch (fast protons) with decays where $\cos \theta_{e\nu} > 0$. For a given vertical slice of beta energy, the asymmetry in the number of upper branch and lower branch events $X(E) = N^U/E^U - N^L/E^L$ is proportional to the $a$-coefficient. Figure 2b shows a background-subtracted wishbone plot of 100 hours of aCORN data collected at the NG-C end position. Figure 3 shows the resulting measured $a$-coefficient vs. beta energy from a set of the NG-C data.

aCORN first ran at the NCNR on the NG-6 end position for 1,900 beam hours from 2013-2014. This run produced the first result that was reported in 2017 [1]: $a = -0.1090 \pm 0.0030\text{(stat)} \pm 0.0028\text{(sys)}$. When the new guide hall was commissioned, the aCORN apparatus was moved to the new high-flux neutron physics end position on the supermirror guide NG-C, where it ran again for 3,760 beam hours from 2015-2016. This led to the second, more precise, result published this year [2]: $a = -0.10758 \pm 0.00136\text{(stat)} \pm 0.00148\text{(sys)}$. Because the two results are in good agreement, we may combine them to present an overall aCORN result: $a = -0.10782 \pm 0.00182$ (statistical and systematic uncertainties in quadrature), for an overall relative precision of 1.7%.

Until recently, the experimental precision of the $a$-coefficient has lagged those of other neutron-decay observables, such as the beta asymmetry ($A$-coefficient), which has been measured to 0.18%, and it was the limiting uncertainty in a number
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The latest results from aCORN and the Institute Laue-Langevin (ILL) [3] have reduced the overall relative uncertainty of the $a$-coefficient from 4% to 0.7% over the past five years. While this has greatly improved Standard Model tests, it has also produced a discrepancy among neutron-decay observables. The aCORN result agrees well with other measurements, but the ILL result differs by 3-sigma. The upcoming new $a$-coefficient experiment Nab at the Spallation Neutron Source, and a possible future aCORN run at the NCNR, may shed further light on this problem.
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Molecular view on mechanical reinforcement in polymer nanocomposites

S. Cheng, Y. Wang, R. Sun, Y. Liu

Polymer nanocomposites (PNCs) exhibit many superior macroscopic properties than their individual components, namely the matrix polymer and the nanoparticle (NP). However, the molecular mechanism leading to the strong enhancement of the macroscopic properties remains largely unresolved. Early studies argued the enhancement arises from matrix polymer deformations necessary to accommodate the non-deformable NP phase in PNCs [1]. Although the concept of strain amplification is widely used by the PNC community, microscopic experiments intended to confirm its existence have been inconclusive and controversial. Our recent work [2] helps to shed light on this longstanding problem.

Small-angle neutron scattering (SANS) is an excellent tool for characterizing the structural anisotropy of deformed polymers. With proper polymer deuteration, the average scattering length density (SLD) of the matrix polymer can be matched with that of the NP phase. At this match point, also called the zero-average-contrast (ZAC) point, the total scattering from the NP phase is almost complete. SANS measurements up to $Q_0$ range show no enhanced structural anisotropy in the PNC. The PNC exhibits a significantly higher tensile stress than the pristine matrix polymer according to rheological measurements. In contrast, no enhanced structural anisotropy is observed from SANS measurements up to $Q$ = 2.1. A quantitative analysis of the anisotropic single-chain structure factor using a spherical harmonic expansion is given in Figure 1b. The inset shows that the isotropic expansion coefficients $S_0(Q)$ of the deformed PNC and the pristine PMMA are almost identical to those of the deformed pristine polymer at $\lambda$ = 1.2, 1.5, 1.8, and 2.1, which is consistent with the ZAC condition of the experiments. Moreover, the leading anisotropic coefficients of the deformed PNC and the pristine PMMA are also similar: they are almost identical at $\lambda$ = 1.2 and 1.5, and the magnitude of $S_2(Q)$ in PNC is only slightly smaller at $\lambda$ = 1.8, and 2.1. These observations hold over a wide $Q$ range of (0.008-0.065) Å⁻¹, covering a length scale from $R_g$ to the statistical segmental length of the polymer. In other words, no enhanced structural anisotropy in the PNC is observed, at any length scale, despite the much higher tensile stress of the PNC.

To examine the contributions of the NP-NP interactions to the mechanical reinforcement of PNCs, we further carried out stress relaxation experiments (Figure 2a). The PMMA/SiO$_2$ and PMMA show similar stress relaxation dynamics up to 1.0 $\tau$ with $\tau$ being the terminal relaxation time of the polymer. Moreover, the almost complete stress relaxation at 1.0 $\tau$ for both PMMA/SiO$_2$ and PMMA suggests the stress contribution from the NP-NP interaction is negligible, and the high stress of the PNC originates from the polymer deformation.
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SANS experiments during stress relaxation (at \( t_{\text{relax}} = 0.01, 0.03, 0.1, 0.3, \text{ and } 1.0 \, \tau \)) provide further insight into the relationship between polymer deformation and macroscopic stress. The inset of Figure 2b presents the normalized anisotropic coefficient \( S_0(Q,\tau)/S_0(Q,0) \) of the deformed PNC (symbols) and the matrix polymer (lines). The PNC exhibits similar relaxation behavior in structural anisotropy as the matrix polymer over the entire \( Q \) range. Moreover, the relaxation of polymer structural anisotropy of both the PMMA/SiO\(_2\) and pristine PMMA follows a previously reported scaling relation [5], indicating the inclusion of NPs does not fundamentally alter the slow relaxation dynamics of the deformed matrix polymer.

In summary, the combination of SANS and rheology demonstrates that polymer deformation dominates the stress response of PNCs. Despite a substantial mechanical reinforcement in the deformed PNC, a lack of molecular overstraining in the polymer phase has been identified [2]. This observation cannot be explained by the NP-NP contribution, but is consistent with the hydrodynamic effect of particles where a redistribution of the strain field in the polymer matrix is envisioned. This finding helps to clarify the molecular origin of the mechanical reinforcement in deformed PNCs and provides a new perspective for understanding the influence of NPs on the structure and dynamics of their surrounding polymer phase.
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Arresting bicontinuous channels with a solvent segregation driven gel

Y. Xi, R. S. Lankone, L.-P. Sung, and Y. Liu

The high specific surface area and interconnected channels of bicontinuous structures are promising for a wide range of applications from energy storage to biomaterials. One widely studied approach is to stabilize structures formed through spinodal decomposition by jamming submicrometer-sized particles at the interface of two-phase separating components in a binary solvent [1]. However, making these Bijels (bicontinuous interfacially jammed emulsion gels), requires a nontrivial treatment of particle surfaces so that both solvent components wet the surface equally [1, 2]. Moreover, the required fast quenching makes it challenging to prepare samples on a large scale [1, 3]. To overcome these limitations, we have developed a different method to arrest the growth of domains in bicontinuous structures by jamming particles within one of the two solvent domains [4, 5]. We term these materials solvent segregation driven gels (SeedGel). A SeedGel addresses the drawbacks of Bijels using a different physical mechanism to stabilize the structure, resulting in a general and scalable method. SeedGels are thermally reversible, forming highly reproducible and tunable structures which display unexpected optical properties.

The realization of a SeedGel is demonstrated using a model system that consists of highly charged silica nanoparticles and a binary solvent mixture of water and lutidine [4, 5]. By changing temperature, microscopic solvent phase separation is induced, which drives the transition of the sample from a liquid state to a solid gel state (SeedGel). The bicontinuous channels of a SeedGel consist of alternating particle domains and solvent domains. The nanoparticles are jammed within the particle domain that percolates throughout the sample providing mechanical strength.

Ultra-small angle neutron scattering (uSANS) was used to probe the structure of a model SeedGel having a transition to a gel state at \( T = 26 \) °C. The sample is a liquid for \( T < 26 \) °C, consistent with the featureless uSANS patterns shown in Figure 1(a). However, for \( T > 26 \) °C, the increased scattering intensity with a well-defined shoulder at around \( 1.7 \times 10^{-4} \text{ Å}^{-1} \) indicates the formation of \( \mu \text{m} \)-sized channels. The fits using the Teubner-Strey model [6] reveal an inter-channel spacing of approximately 3 \( \mu \text{m} \). Interestingly, the bicontinuous structures are thermally reversible (Figure 1(b)). By repeatedly cycling the sample between low temperature (4 °C) and high temperature (30 °C), the domain structures can be dissolved (low temperature) and reformed (high temperature).

Due to the large scattering length density (SLD) differences between particles and the solvent, the uSANS results are mainly sensitive to the domain structures formed by the nanoparticles. To probe the solvent properties inside the particle domain, the contrast variation method is used. Figure 2 (a) shows data from small angle neutron scattering (SANS) experiments obtained by mixing the appropriate amounts of \( \text{H}_2\text{O} \) and \( \text{D}_2\text{O} \) so that the SLD of water is equal to that of nanoparticles. The intensity of the inter-particle distance scattering peak at \( q = 0.02 \text{ Å}^{-1} \) is reduced by more than five times when the sample transitions from the liquid state (20 °C) to the gel state (30 °C). This indicates that water and particles largely share the same domain which results in the silica nanoparticles being almost “invisible” to the neutrons. In contrast, the sample prepared with only \( \text{H}_2\text{O} \) in Figure 2(b) shows comparable peak intensity between the liquid state (20 °C) and gel state (30 °C). The shifts of the peak position towards high-q upon the SeedGel formation is due to the reduced interparticle distance in the particle domain. As SANS is quite sensitive to the local particle packing, Figure 2 also shows that the local structures of the SeedGel are reproducible. Combining the information obtained from Figure 1 and Figure 2, it is clear that the particles and
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solvents reversibly form bicontinuous structures in our SeedGel. An advantage of SeedGel is that the gel is formed over a wide range of temperature ramping rates, including slow ones, making it a great technique for large-scale production. Furthermore, the ramping rate provides a robust control of the size of the bicontinuous channels. Figure 3 shows uSANS patterns of a SeedGel prepared with different temperature ramping rates. By analyzing the uSANS patterns, the periodicity, which is proportional to the domain size, is extracted. A linear dependence of the periodicity on the ramp rate is observed in the semi-log scale, which can be used as a guideline to design soft materials with a desired domain size. Very interestingly, even with micrometer sized domains, some SeedGels are transparent at certain temperatures.

In summary, SeedGels provide a new approach to form a solid gel with a desired bicontinuous structure. The scalability, structural reproducibility, and interesting optical properties render SeedGels useful for a wide range of applications. uSANS and SANS provide the critical structural information necessary to reveal the underlying physical mechanism of how this novel bicontinuous structure is stabilized.
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A morphous polymers are amazing and intriguing materials. In the glassy state, their mechanical properties can vary from low-strength brittle solids, synonymous with derogatory phrases like “cheap plastics,” to the high-performance engineering resins with amazing toughness. This diversity in their mechanical behavior has always intrigued polymer scientists. In the 1970’s, the polymers community surmised that collective molecular relaxations were important for dissipating energy and increasing mechanical toughness. Numerous studies sought to correlate the mechanical properties of polymers with their relaxation behavior using characterization techniques such as dynamic mechanical analysis, dielectric spectroscopy, and solid-state nuclear magnetic resonance spectroscopy. These are powerful methods for characterizing relaxation processes on the time scales of seconds to microseconds. Through this paradigm, the community was able to establish empirical correlations between the relaxation processes in the glassy state and the materials impact strength. However, there has always been a huge disconnect in the time and length scales of the characterization techniques used to quantify these anelastic processes and the molecular mechanisms that are responsible for the toughness. Bond or group-specific molecular vibrations can be readily identified using techniques such as Fourier Transform Infra-Red (FTIR) or Raman spectroscopy, but these high-frequency optical modes, which occur on the femtosecond time scale, fail to correlate with toughness. Measurements that characterize molecular relaxation processes in the window between femtoseconds and microseconds are critical to understand the origins of toughness in polymer glasses. They are critical to understand the difference between cheap brittle plastics and high-performance impact resistant resins.

Inelastic and quasi-elastic neutron scattering (INS and QENS) are well-suited to address this challenge. Somewhere within this picosecond to nanosecond window, the high-frequency vibrations evidenced by optical spectroscopies collectively couple and evolve into the many atom relaxations that have been shown at the microsecond and slower time scales to correlate with toughness. INS and QENS have the requisite sensitivity to better understand these processes. To establish this connection, we embarked upon a series of INS and QENS measurements on a series of polycarbonate glasses. Polycarbonate is a classic example of a high impact strength polymer that is routinely used in mission critical applications such as aircraft canopies, bullet proof windows, and safety glass lenses. Modifications were made to the polycarbonates, through copolymerization schemes or non-reactive diluents, to systematically increase or decrease the materials impact strength. Two spectrometers at the NIST Center for Neutron Research were used to assess how these modifications changed the dynamics of the polycarbonate in the glassy state. Fixed window scans were performed on the High Flux Backscattering Spectrometer (HFBS) and were used to characterize the level of anharmonicity of the dynamics in the nanosecond time scale while the full inelastic spectra as a function of temperature were collected on the Disc Chopper Spectrometer (DCS) to characterize the relaxation processes on the picosecond time scale.

The $Q$-dependent elastic scattering intensities from the fixed window scans measured on the HFBS spectrometer were analyzed in terms of a harmonic oscillator to calculate the mean-square atomic displacement $<u^2>$ as a function of temperature, as shown in Figure 1 for one of our synthetically modified polycarbonate copolymers [1]. Starting at the lowest temperatures, $<u^2>$ evolves linearly with $T$, consistent with a harmonic oscillator. Just below 200 K a discontinuity occurs, and
the dynamics become anharmonic (non-linear) with temperature. This level of anharmonicity is defined as \( <u^2>_{\text{excess}} \), or the difference between measured \( <u^2> \) and value extrapolated from the low temperature linear harmonic regime.

Superimposed on Figure 1 is a map of the mechanical deformation mechanisms for this polycarbonate copolymer, previously reported elsewhere [2]. When polycarbonate is cooled to low temperatures, the material loses toughness and deforms catastrophically in a brittle manner (shaded in purple). Upon heating there is a brittle-to-ductile transition near 175 K, after which the deformation becomes ductile (shaded in green) and the polycarbonate regains toughness. It is striking that this onset of ductility and toughness corresponds to the onset of anharmonicity in terms of \( <u^2>_{\text{excess}} \). From the energy resolution of the HFBS spectrometer, we know that the motions responsible for this \( <u^2>_{\text{excess}} \) occur on a time scale of approximately 1 ns or faster.

To explore the time scale of the dynamics in this transition region in greater detail, we collected full inelastic neutron scattering spectra as a function of temperature on the DCS spectrometer. While we do not show the spectra here (refer to our recent publication1), two modes were present in the scattering. At the low temperatures the spectra were dominated by the Boson Peak (BP), an inelastic vibration common to glassy materials that is understood to engulf hundreds or thousands of atoms vibrating collectively with a sub-picosecond characteristic time scale. At higher temperatures these motions are accompanied by a slower quasielastic scattering (QES) mode with a characteristic relaxation time of approximately 3 picoseconds. Our measurements reveal that this onset of \( <u^2>_{\text{excess}} \) and toughness in the mechanical response correspond to the temperature where the intensity of the QES peak exceeds the BP peak. The toughness and ductility of polycarbonate appear to be tied with the ability of the material to parlay collective vibrations on the sub-picosecond time scale into slower collective relaxations that dissipate energy.

To test this hypothesis, we extended these measurements to a series of polycarbonates where their mechanical toughness, characterized by their Izod impact strength, was systematically varied. These variations including incorporating cyclohexylene linkages into the polycarbonate backbones to enhance molecular mobility, or blending small amounts of Aroclor, a small molecule diluent that is known to embrittle polycarbonate. Across this homologous series of polycarbonates, we performed a series of fixed window scans on the HFBS spectrometer to quantify how these modifications affect \( <u^2> \). In Figure 2 we plot the resulting correlation between the normalized Izod impact strength of the material against \( <u^2>_{\text{excess}} \) at room temperature [3]. Once again, the results are striking. There appears to be a strong correlation between \( <u^2>_{\text{excess}} \) and toughness across a range of materials, strongly implicating these collective relaxations on a time scale of 3 picoseconds as the mechanism by which polycarbonates dissipate energy and increase toughness under impact. We are currently in the process of extending these measurements to a broader class of materials, including epoxy and dicyclopentadiene networks, with our latest results indicating that these initial observations are quite general.

This is, to the best of our knowledge, the first direct evidence based on physical measurements that shows relaxations on picosecond time scale, and length scale of just a few cubic nanometers, influence the yield and deformation mechanisms. These insights are seminal because they give polymer scientists a powerful tool to interrogate toughness and provide molecular level information that can be used to design new and improved materials. Furthermore, the time and length scales of these measurements directly overlap those accessed by fully atomistic molecular dynamic (MD) simulations. The potential to bridge MD simulations with mechanical toughness via QENS is an exciting prospect for the design of new polymers with improved toughness. This has the potential to be a paradigm shift for the community.
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The macroscopic mechanical properties of soft materials often are determined by their molecular composition. From small molecule surfactants to high molecular weight polymers, small changes in the molecular composition can have considerable effects on the rigidity and viscosity of the materials, and ‘short’ and ‘long’ molecules are blended to engineer the properties of their mixtures. Short-tail and long-tail surfactants can be blended to soften worm-like micelles often used in household and personal care products [1], and high-molecular weight (long) and low-molecular weight (short) polyolefins are blended to enhance the mechanical properties while maintaining the processability of polymers in commercial applications [2]. In each case, the macroscopic properties of the soft materials are tuned by the microscopic molecular composition.

Here we use the same framework to shed light on how cell membranes, composed of a large variety of lipids, sterols, and other components, can alter their mechanical properties to accommodate the ever-changing requirements of their various functions. By mixing long- and short-tailed lipids, we show that small changes in the molecular composition can significantly impact the elastic and viscous properties of the bilayers and make the membrane softer and more dynamic than predicted with simple mixing rules. While the properties of the mixed lipid membranes could not be predicted from the known quantities for the corresponding pure component membranes, we take advantage of the unique insights provided by the combined structural and dynamical neutron scattering measurements to show that the enhanced dynamics are directly linked to changes in the membrane structure and instead follow simple scaling relationships [3].

This work studies membranes composed of binary mixtures of a short-tail (dimyristoylphosphatidylcholine, 14:0 PC, DMPC) and long-tail (distearoylphosphatidylcholine, 18:0 PC, DSPC) lipid. These lipids have the same phosphatidylcholine headgroup, but different in hydrophobic tail length by four carbons. The four extra carbons in the acyl tails make a DSPC lipid membrane ≈ 0.8 nm thicker than a pure DMPC lipid membrane, and as such, mixing these two lipids should be a convenient means of tuning the bilayer thickness (\(d_B\)). In particular, it is often assumed that the properties of mixed lipid membranes can be predicted from the constituent single component lipid membrane properties using simple mixing rules i.e. \(d_B^{\text{mix}} = \sum x_i d_B^i\), however, small angle neutron scattering (SANS) studies of the structure of mixed DMPC/DSPC membranes showed that this assumption is not always true.

Shown in Figure 1 is the bilayer thickness as a function of the mole fraction of the long-tailed DSPC lipid (\(x_{\text{DSPC}}\)) in the membrane. The measured values for the mixtures fall below the line calculated using simple mixing rules and are \(\approx 5\%\) to \(7\%\) thinner than expected if the single component bilayer thicknesses were additive. Complementary densitometry measurements showed that there was no change in lipid volume upon mixing, i.e. \(\Delta V = 0\), and as such, the decrease in bilayer thickness corresponds to an increase in the area per lipid (\(A_I\)) where \(2V_{\text{lipid}}/d_B\). The area per lipid is a measure of the lateral organization of the membrane, suggesting that the effective ‘size’ of the molecules in the membrane increases more than expected when long- and short-tail lipids are mixed, and consequently, the mixed bilayers are less ordered than the single component membranes.

Neutron spin echo spectroscopy (NSE) measurements also showed that the mixed long- and short-tailed lipid membranes were more dynamic and softer than predicted from simple mixing rules, and in fact, even softer than either of the pure component membranes. Incorporating a mole fraction of 30 % short tail DMPC lipids into a majority DSPC membrane (\(x_{\text{DSPC}} = 0.7\)) reduced the bending rigidity (\(\kappa\)) by almost a factor of 2 compared to the pure DSPC membrane. Similarly, NSE measurements of the collective thickness fluctuations showed that these dynamics also are enhanced in mixed DMPC/DSPC lipid membranes. The increase in the thickness fluctuation amplitude indicated that mixing the lipids decreased the membrane compressibility modulus (\(K_A\)), while the increase in relaxation rate suggested that the mixed lipid membranes also had a lower viscosity (\(\eta_m\)) than the pure component membranes.

Taken together, the NSE data show that the mixed lipid membranes are easier to bend and compress and are less viscous than either of the single component membranes. These enhanced dynamics are surprising without context; however, taking a holistic view of the neutron scattering data reveals that
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the changes in both the membrane structure and dynamics show similar trends with the composition of the mixed lipid membranes and suggests that they are directly linked. The direct link between the membrane structure and dynamics are exemplified in Figure 2, in which $\kappa$, $K_A$, and $\eta_m$ determined from the NSE data for all lipid compositions across a wide range of temperatures can be collapsed onto their respective master curves, in which the dynamic property directly scales with the area per lipid, $A_L$.

These scaling relationships provide a simple framework for understanding the role of lipid composition in controlling the elastic and viscous properties of biological membranes. While linking the complex and highly regulated lipid diversity to the membrane physical properties has been a long-standing challenge in biophysics, the neutron scattering studies show that any changes in membrane composition that disrupt the lipid packing and make the membrane less ordered, such as by incorporating unsaturated lipids with kinked hydrophobic tails, will make the membrane softer and more dynamic.

The results in mixed lipid membranes also parallel finding in surfactants, liquid crystals, and polymers, and importantly, show that the same approach of blending molecules can be used to manipulate the physical properties of lipid mixtures.
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Sub-micrometer neutron tomography

B. Heacock,1,2 D. Sarenac,3 D. G. Cory,3,5 M. G. Huber,6 J. P. W. MacLean,3,4 H. Miao,7 H. Wen,7 and D. A. Pushin3,4

Neutron imaging and tomography is a rapidly expanding field in studying materials, working devices, archeological and meteorological artifacts, and fundamental physics. Recent advances in neutron detector technologies are pushing detector resolution to a few micrometers. However, the typical neutron resolution is only a few tens of micrometers. This resolution usually defines the resolution of the tomographic reconstructions. Often the experiments and materials dictate the need for higher resolution of micrometer or less while studying “internal” bulk properties with neutrons.

We have demonstrated [1] a resolution of 300 nm could be achieved using neutron diffraction patterns generated from periodic/quasi-periodic materials/devices combined with phase-retrieval and computed tomography techniques. In [1] we used 2.4 μm periodic silicon phase grating [2, 3] as a sample under investigation (see Fig.1 (a)) where the incoming neutron beam (wavelength $\lambda = 4.4$ Å) passes through perfect Si crystal monochromator and Cd entrance slit. The grating sample diffract neutrons and diffraction orders were analyzed using a 2nd Si crystal. Neutron intensities vs monochromator rotation ($\theta$) are recorded using a 3He integrating counter. For phase retrieval and computed tomography, we repeated these procedures at different sample angle ($\beta$) orientations (see Fig. 1 (a)). Fig.2 (b) shows how position space image reconstructed from diffraction data. We repeated this experiment for gratings with different profiles and heights. The summary of these studies is shown in Fig. 2 where the left column shows pictures obtained by scanning electron microscopy (SEM), the middle column is reconstructed profile from neutron experiments and the right column is an overlay of both measurements for comparison. Both data (SEM and neutron) are in a good agreement and we can see the grating structures with resolution about 300 nm. Expansion of this technique is possible into 3D tomography and, most importantly, allows for sub-micron resolution neutron imaging.
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Design of a neutron microscope based on Wolter mirrors

D. S. Hussey,1 M. Abir,2,3 J. C. Cook,4 D. L. Jacobson,1 J. M. LaManna,1 K. Kilaru,5,6 B. D. Ramsey,2 B. Khaykovich2

We have designed a novel neutron microscope (Fig. 1) that is anticipated to achieve time and spatial resolution comparable to that of an early generation synchrotron X-ray imaging beamline [1]. The design is analogous to Hooke’s microscope and is expected to realize 3 μm spatial resolution with a time resolution that is about 20,000 times faster than that of a conventional neutron imaging beamline.

For neutrons, the refractive index of materials is nearly one. Therefore, they are difficult to focus, as focal lengths are on the order of hundreds of meters. However, neutrons possess critical reflection angles that are large enough to create reflective, achromatic lenses with meter-long focal lengths. This was shown by the pioneering experiments of M. Gubarev and B. Khaykovich who demonstrated that one can apply X-ray telescope technology to create neutron image-forming mirrors [2, 3]. X-ray telescopes (and the neutron microscope) are based on Wolter optics, [4] which involve axysymmetric mirrors composed of two confocal conic sections (hyperbolas, parabolas, ellipses).

A neutron lens is attractive for neutron imaging for the same reason that a regular lens is for visible light. To obtain high spatial resolution images, one must use small apertures and place the sample as close to the neutron camera as possible. Apertures with diameters of a few millimeters strongly reduce the neutron flux, making it impractical to use geometric magnification to improve spatial resolution. A neutron microscope removes these limitations.

The neutron microscope that we have designed is composed of two Wolter optics; one serves as a condenser lens and the other as an objective lens. The condenser optic is similar to an X-ray telescope, where the first conic section is a parabola and the second section is a hyperbola. The condenser is comprised of 6 such shells with a total length of 600 mm and intersection radii that range from about 25 mm to 45 mm. This geometry focuses about 7% of the neutrons exiting the upgraded NG6 guide (80 mm x 60 mm) onto a sample area that is about 5 mm x 5mm in size and 1000 mm downstream of the condenser. The objective optic has 5 nested mirror pairs that are made of an elliptical section and a hyperbolic section with a total length of 200 mm and intersection radii that range from about 20 mm to 35 mm. The objective lens is located 750 mm from the sample and magnifies the neutron image by a factor 10, so that the detector is 7500 mm downstream of the optic. The objective optic can focus approximately 10% of the flux from the condenser optic to the detector, resulting in an effective flux at the sample of about 10¹⁰ cm⁻² s⁻¹. The comparable conventional imaging setup for 3 μm spatial resolution would provide a flux of about 5 x 10⁵ cm² s⁻¹. The NIST neutron microscope will thus be able to perform tomography at a spatial resolution of 3 μm with an acquisition time of order minutes [5].
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New measurement capability enabled by a linear chopper for cold neutron beam activation analysis

D. J. Turkoglu¹ and H. H. Chen-Mayer²

When a neutron is absorbed by a nucleus, it gives off gamma rays, either immediately (prompt gamma), or following a certain decay half-life. The energies of these gamma rays are characteristic of the absorbing nucleus, and therefore useful for multi-elemental compositional analysis. Instrumental neutron activation analysis (INAA), the spectroscopy which is used to measure these gamma rays, has been a definitive technique for the certification of Standard Reference Material (SRM) for nearly six decades. INAA is conventionally performed by shooting samples into the reactor core to be irradiated. The irradiated samples are then retrieved to a remote laboratory for data acquisition. This process involves sample transfer, which limits the observable decays to those which are no shorter than a few minutes. To overcome this limitation, we have developed a programmable chopper to perform in-beam INAA, lowering the measurable half-life of short-lived radionuclides from a few minutes to below 100 ms.

To enable these measurements, a chopper has been installed at the prompt gamma activation analysis (PGAA) station located at NGD. This chopper allows us to achieve irradiation and decay counting in predetermined duty cycles with prompt gamma emission eliminated when the neutron beam is turned off, leaving only the decay gamma rays. This process can be repeated for hours resulting in thousands of precisely timed cycles to boost counting statistics. Thus, the chopper allows us to measure prompt and/or delayed gammas in the same geometry with the same detector.

Figure 1 illustrates the chopper design and installation. The chopper consists of a ¹⁰B-Al shutter driven by an electrical linear motor for precise positional timing. The chopper transit time depends on the distance it traverses, designed to be 4 cm for the full coverage of the 2 cm neutron guide, including the acceleration and deceleration zones (Fig. 1d). Therefore, the neutron beam is turned on or off in less than 20 ms, or 40 ms per cycle. The system’s dwell time can be programmed for each chopper position, thereby delivering periodic pulses of neutrons to the target sample, creating “on-off” phases with any desired duty cycle. During the beam-off phase, only the decay gamma rays are emitted, and the signal acquisition begins after the chopper transition time (40 ms), a capability currently relying on ultra-fast transport systems available in few facilities worldwide. Additionally, compared to rotational disk choppers which have fixed duty cycles, a linear chopper can be programmed to have arbitrary on-off ratios according to measurement needs. Test samples containing ⁷⁷Se (T½ = 17.36 s) and ¹⁷⁵mYb (T½ = 68.2 ms) were used to derive a calibration curve for the sensitivity of detection under different chopper settings [1]. Theoretical calculations based on the experimental parameters were in good agreement with observed results. In addition, this measurement system enables separation of overlapping energy peaks of different decay half-lives: the decay events can be recorded in the form of time-stamped list mode data. Another test sample containing ¹⁷⁵mYb (T½ = 0.0682 s) and ¹⁶⁴Dy (T½ = 75.4 s), both have a decay peak close to 515 keV and cannot be resolved even with the high-resolution HPGe detector in the normal histogram mode but can be time-resolved by their half-lives in the list mode. Measurements of elements of interest with a short half-lives are anticipated in the future.
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Neutron Source Operations

The Reactor Incident of February 3, 2021

On February 3, 2021, shortly after commencing a normal reactor startup, the reactor which provides neutrons to the NCNR, experienced a rapid power drop. This was followed by one of the radiation monitors in the building stack exceeding its set point, causing the reactor to automatically shut-down. During the event all reactor safety systems functioned as designed and at no point was there any danger to either NCNR workers or the public.

Shortly afterwards we engaged a nuclear services contractor to investigate the reactor core with special radiation hardened underwater cameras. It was quickly established that one of the fuel elements had not been properly latched in place allowing it to depart from the hole in the lower grid plate through which cooling water is provided to the fuel element (Figure 1). Based on the observations, it was also concluded that the element had been damaged through significant overheating. This was reported to the U.S. Nuclear Regulatory Commission (NRC).

A radiation survey of the reactor plant indicated that the entire primary coolant loop of the reactor had become contaminated, with dose rates peaking in areas where the flow is low, or eddy-like, such as the blind extensions of plumbing manifolds.

After the technical diagnosis was completed, all fuel elements, except the damaged one and its two immediate neighbors, were removed from the core and placed in the storage pool. In addition, a tool was inserted that allowed the hole belonging to the damaged element to be covered from the reactor top (Figure 2). Then, after cleaning debris off the bottom of the damaged element, we were able to transport it to the storage pool, where it now resides in the vicinity of an oversized ion exchange system, which makes sure that any leaching of radioactive ions into the storage pool are removed right away.

It is important to note that no damage to other reactor core components such as the lower grid plate was observed. Further cleanup of the system will consist of removing debris from the upper and lower grid plates and then filtering the primary system using custom designed filters to be placed in the core, which – from the outside – look just like a fuel element. Then, using the main primary pumps, we will try to gather the primary system debris into the filters.

Shortly after the event, a technical working group was convened to identify the root causes of the event. In May, the NCNR reactor oversight committee, the Safety Evaluation Committee, formed a subcommittee to review the root causes identified by the technical working group and to evaluate the NCNR response to the event. Both groups found that there were inadequacies in training, procedure compliance, refueling equipment, and management oversight and this was also reported to NRC.

In response to these findings, nineteen Corrective Action and Reactor Recovery Items (CARRI) teams were formed consisting of staff from Reactor Operations and Engineering, NCNR Health Physics, and NCNR Safety. These teams developed and began to implement corrective actions and recommended program improvements. In addition to the above reviews, NIST management has requested a NIST-wide review of the incident by external consultants.

The CARRI teams are shepherding a fundamental change in the way we approach operating and maintaining the reactor, strengthening the safety culture throughout the organization. Corrective actions are ongoing, with the goal to restart the reactor as soon as NRC permits, and we determine that the reactor and staff are ready for restart.
FIGURE 1: The damaged element in the as-found position. The element is parked against its nearest neighbors and the hole in the lower grid plate is uncovered. Obviously, no flow through the damaged element is possible in this configuration.

FIGURE 2: The damaged element in the as-found position with its nearest neighbors still in place. The hole in the lower grid plate is covered by a tool that has been inserted in the third nearest neighbor position.
Facility Developments 2021

Progress on D₂ Cold Source Outage Work

An extended reactor outage is planned for 2023 to replace the current "Unit 2" liquid hydrogen cold source with a new liquid deuterium cold source. This upgraded moderator is a significant gain for the scientific community, as it will boost the data rate of guide hall instruments by an average factor of 1.6. Construction of the new D₂ cold source is currently in progress. Two prototype cold source cryostats are being built to validate the design.

This outage will be further exploited by upgrading neutron guides NG5, NG6, and NG7, as well as replacing the in-pile optics serving NG1-NG4. The current ⁵⁸Ni-coated guides 5-7, which are 30 years old, will be replaced with modern supermirror guides, providing significant flux gains for all instruments served by these guides. Progress on the guide upgrades over the past year has primarily involved design, fabrication, and acquisition of key components. Figure 2 shows new elements that will be installed within the confinement building. Fabrication of the in-pile helium jackets that will go into the reactor face at CTC and CTE is complete, and testing and alignment is underway. The design is complete, and contracts have been awarded for fabrication of the 5-7 common casing, the pre-shutter vacuum jackets, primary shutters, and post-shutter penetration vacuum jackets.

CHRNS vSANS High Resolution Detector Upgrade

The CHRNS vSANS is designed to use multiple detectors to simultaneously map out different regions of reciprocal space. The instrument’s original high-resolution detector used for the lowest wavevector transfers was essentially a neutron camera. Early operation showed that this technology was not ideally suited to the task, as readout calibration and associated artifacts were a consistent issue. We have developed a plan to replace this camera with a more conventional, high resolution 20 cm x 20 cm ³He area detector that is already available in-house. The manufacturer has provided a design for retrofitting the detector to operate in vacuo (i.e. in a SANS vessel), and will optimize the gas balance for vSANS resolution needs. Installation is planned for early 2022.

Next Generation Timestamping

CHRNS is supporting an Initiative for Non-Equilibrium Structure of Materials (see the CHRNS Section, p.57) that will enable more sophisticated time resolved neutron measurements at the NCNR. This effort will utilize the

FIGURE 1: Deuterium cold source cryostat prototype fabrication.
ADARA time streaming protocol developed at the Spallation Neutron Source. ADARA describes a network packet structure that associates neutron events and metadata with an absolute timestamp using the Precision Time Protocol (PTP) (IEEE 1588). This protocol will be used in new data acquisition electronics that NCNR is procuring to timestamp neutron events for three CHRNS instrument - vSANS, CANDOR, and MACS.

The refactored version of the NCNR VIPER motor control application will produce timestamped motor position metadata using the same absolute times. Additionally, Labview virtual instrument libraries have been written to enable sample environment equipment to generate timestamped values of process variables (temperature, magnetic field, etc).

Motor Control Upgrades

The system software for VIPER, the NCNR’s standard motor control system, has been massively reworked. The old program was a large TCL script, and is no longer sufficient in terms of speed or stability for newer instruments with large numbers of controlled axes of motion. The new program is a compiled application written using the cross-platform Qt toolkit. With this rewrite, not only does VIPER gain speed and robustness of operation, but it also accommodates new features such as the ability to produce IEEE 1588 absolute timestamps of motor position data.

We have also concluded a program of upgrades to stepper motor drivers facility-wide. The new drivers consume less current and subject the motors and stages to less associated heating than the previous generation.

BT-8 Residual Stress Diffractometer Upgrade

A multi-year project to overhaul the BT-8 Residual Stress Diffractometer is now complete. Earlier work included implementation of a new area detector, and a 3-wavelength monochromator that improved the data rate by a factor of 20, and the Octo-Strain and shearing load frames that enable the study of multi-axial deformation. The final element was the recent installation of a new instrument table, goniometer, and detector arm that rolls on a metal track atop a new epoxy floor. This assembly, referred to as the “bucket” is shown in Figure 3.

The robust new sample table can handle a load of up to 250 kg, necessary to accommodate very large samples, or the Octo-Strain load frame. The new detector housing features a much bigger opening to fully utilize the new area detector, and it includes a modular snout and slit system to allow for a wide range of sample sizes and experiment setups. The bucket also has a fixture for a dedicated laser scanner arm used to assist with sample alignment.

Data Acquisition Software

Features and upgrades continue to be made to the New Instrument Control Environment (NICE), as the software is adopted by more instruments across the NCNR. Most recently, NICE has been deployed on the CHRNS MACS spectrometer. Both high-level and low-level control of motors and other hardware have been successfully tested. NICE is expected to be running on MACS full-time in early 2022. The NICE sample alignment system has been replaced with a more advanced version. The new system streamlines the common way most samples are aligned on triple-axis spectrometers such as BT-7
and MACS. This code has been successfully tested, without neutrons, by simulating a virtual crystal sample on both of those instruments. CHRNS is supporting ongoing work to update NICE with metadata features consistent with the FAIR (findability, accessibility, interoperability, and reusability) principles of scientific data management. Initial features have been successfully tested and implemented.

10 m Sans Detector Upgrade

A new area detector has been installed at the nSoft 10 m SANS instrument. Where the old detector was a monolithic multiwire proportional counter, the new detector is an array of linear position sensitive proportional counters grouped in modular units of 8 tubes. 14 such modules are laid out to form an active area of 1 m × 1.1 m. The sensitivity is 75% for 5 Å (3.27 meV) neutrons. The event discrimination and position encoding electronics are located on each module so the count rate over the entire detector is specified to exceed two million counts per second. Additionally, should any tubes experience a fault, the modules may be rearranged on the frame without removing the entire detector from service.
The mission of the NIST Center for Neutron Research is to assure the availability of neutron measurement capabilities to meet the needs of U.S. researchers from industry, academia, and other U.S. government agencies. To carry out this mission, the NCNR uses several different mechanisms to work with participants from outside NIST, including a competitive proposal process, instrument partnerships, and collaborative research with NIST.

Proposal System

Most of the beam time on NCNR instruments is made available through a competitive, peer-review CHRNS proposal process. The NCNR issues calls for proposals approximately twice a year. Proposals are reviewed at several different levels. First, expert external referees evaluate each proposal on merit and provide us with written comments and ratings. This is a very thorough process where several different referees review each proposal. Second, the proposals are evaluated on technical feasibility and safety by NCNR staff. Third, we convene our Beam Time Allocation Committee (BTAC) to assess the reviews and to allocate the available instrument time. Using the results of the external peer review and their own judgment, the BTAC makes recommendations to the NCNR Director on the amount of beam time to allocate to each approved experiment. Approved experiments are scheduled by NCNR staff members in consultation with the experimenters.

The current BTAC members are:

- Pinar Akcora (Stevens Institute of Technology)
- Andrew Allen (NIST Materials Measurement Laboratory)
- Jeffrey Allen (Michigan Technological University)
- Collin Broholm (The Johns Hopkins University)
- Leslie Butler (Louisiana State University)
- Sara Callori (California State University San Bernardino)
- Mark Dadmun (University of Tennessee)
- Kendra Elk (Purdue University)
- Kushol Gupta (University of Pennsylvania)
- John Heron (University of Michigan)
- Michael Hore (Case Western Reserve University)
- Hubert King (ExxonMobil - Retired)
- Valery Kryukhin (Rutgers University)
- Kai Liu (Georgetown University)
- Martin Mourigal (Georgia Institute of Technology)
- James Neilson (Colorado State University)
- Olivier Soubias (National Institute of Health)
- Stephen Wilson (University of California Santa Barbara)

Partnerships

The NCNR may form partnerships with other institutions to fund the development and operation of selected instruments. Partnerships are negotiated for a fixed period and may be renewed if there is mutual interest and a continued need. These partnerships have proven to be an important and effective way to expand the research community’s access to NCNR capabilities.

Collaboration with NIST

Some time on all instruments is available to NIST staff in support of our mission. This time is used to work on NIST research needs, instrument development, and promoting the widespread use of neutron measurements in important research areas, particularly by new users. As a result of these objectives, a significant fraction of the time available to NIST staff is used collaboratively by external users, who often take the lead in the research. Access through such collaborations is managed through written beam time requests. In contrast to proposals, beam time requests are reviewed and approved internally by NCNR staff. We encourage users interested in exploring collaborative research opportunities to contact an appropriate NCNR staff member.

Research Participation and Productivity

The NCNR continued its strong record of serving the U.S. research community this year. Over the 2021 reporting year, the NCNR served 2576 researchers. (Research participants include users who come to the NCNR to use the facility as well as active collaborators, including co-proposers of approved experiments, and co-authors of publications resulting from work performed at the NCNR.) As the number of participants has grown, the number of publications per year has also increased.

2019 NCNR Proposal Program

In response to the last two calls for proposals (calls 40 and 41) for instrument time, we received more than 723 proposals, of which 396 were approved and received beam time. The following table shows the statistics for several instrument classes. The oversubscription, i.e., the ratio of days requested on all proposals to the days available, was 2.3 on average. Proposal demand has grown substantially since the NCNR first began accepting proposals in
1991. Note that the experiments for call 41 will be run immediately following the current shutdown. (Note that Imaging results from call 41 are not included in the totals.)

<table>
<thead>
<tr>
<th>Instrument class</th>
<th>Proposals</th>
<th>Days requested</th>
<th>Days allocated</th>
</tr>
</thead>
<tbody>
<tr>
<td>SANS</td>
<td>274</td>
<td>999</td>
<td>487</td>
</tr>
<tr>
<td>Reflectometers</td>
<td>100</td>
<td>648</td>
<td>288</td>
</tr>
<tr>
<td>Spectrometers</td>
<td>297</td>
<td>1938</td>
<td>757</td>
</tr>
<tr>
<td>Diffraction</td>
<td>32</td>
<td>104</td>
<td>57</td>
</tr>
<tr>
<td>Imaging</td>
<td>20</td>
<td>92</td>
<td>38</td>
</tr>
<tr>
<td>Total</td>
<td>723</td>
<td>3781</td>
<td>1627</td>
</tr>
</tbody>
</table>

**Users Group**

The NCNR Users Group (NUG) provides an independent forum for all facility users to raise issues to NCNR management, working through its executive officers to carry out this function. All members of the Executive Committee (EC) are elected by NCNR users. The current members of the NUG Executive Committee are Claire White (Chair, Princeton University), Michael Hore (Vice Chair, Case Western University), John Riley (The Dow Chemical Company), Malin Zackrison Oskolkova (Novo Nordisk), Nairiti Sinha (Student/Postdoc Member, University of California Santa Barbara), and Stephen Wilson (CHRNS Liaison, University of California Santa Barbara).

The EC regularly solicits user feedback via a variety of means. The User Group held a well-attended meeting at the virtual American Conference on Neutron Scattering (ACNS) in July 2020 and plans to have another meeting at the ACNS in 2022. The EC also administers a brief email survey that is sent to users approximately one week after the completion of their experiment. Issues identified by the EC are regularly discussed with the NCNR and CHRNS management teams with a focus on resolving those requiring immediate action. The EC also conducted a comprehensive user survey in the winter of 2020. There were more than 160 responses, the majority of whom are CHRNS users. The results from the 2020 survey are posted on the NUG website (https://ceem.indiana.edu/lens/nug/nug.php).

Working closely with NUG, the NCNR and CHRNS management teams is in the process of developing a comprehensive response/action plan to the 2020 survey designed to make the user experience more productive and enjoyable (Refer to https://ceem.indiana.edu/lens/nug/NCNRResponse_to_2020survey_Preamble%20final.pdf).

**Panel of Assessment**

The major organizational components of NIST are evaluated annually for quality and effectiveness by the National Research Council (NRC), the principal operating agency of both the National Academy of Sciences and the National Academy of Engineering. A panel appointed by the NRC convened virtually on July 20 - 22, 2021. The panel members included Cherry Murray (University of Arizona, Harvard University - emerita, chair), Simon Billinge (Columbia University, Brookhaven National Laboratory), Olivia Graeve (University of California San Diego), Andrew Harrison (Diamond Light Source), Andrew Jackson (European Spallation Source), Dale Klein (University of Texas at Austin), Tonya Kuhl (University of California, Davis), Emilia Morosan (Rice University), Ann Salamone (Rochal Industries), Andrew Stephen (Frederick National Laboratory for Cancer Research), and Michael Tsapatsis (Johns Hopkins University). The report from the 2018 Panel of Assessment entitled “An Assessment of the National Institute of Standards and Technology Center for Neutron Research: Fiscal Year 2018” is available at https://www.nap.edu/catalog/25282/an-assessment-of-the-center-for-neutron-research-at-the-national-institute-of-standards-and-technology.
The Center for High Resolution Neutron Scattering (CHRNS)

CHRNS is a national user facility that is jointly funded by the National Science Foundation and the NCNR. Its primary goal is to maximize access to state-of-the-art neutron scattering instrumentation for the research community. It operates five neutron scattering instruments at the NCNR, enabling users from around the nation to observe dynamical phenomena involving energies from $\approx 30$ neV to $\approx 10$ meV, and to obtain structural information on length scales from $\approx 0.1$ nm to $\approx 10$ µm. A more detailed account of CHRNS activities may be found on pp 57 of this report.

Partnerships for Specific Instruments

**NG-7 SANS Consortium**

A consortium that includes NIST, the ExxonMobil Research and Engineering Company, and the Industrial Partnership for Research in Interfacial and Materials Engineering (IPRIME) led by the University of Minnesota, operates, maintains, and conducts research at the 30m SANS instrument located on NG7. Twenty-five percent of the beam time on this instrument is allocated to the general scientific community through the NCNR’s proposal system. Consortium members conduct independent research programs primarily in the area of large-scale structure in soft matter. For example, ExxonMobil has used this instrument to deepen their understanding of the underlying nature of ExxonMobil’s products and processes, especially in the fields of polymers, complex fluids, and petroleum mixtures.

**The nSoft Consortium**

Formed in August 2012, the nSoft Consortium allows member companies to participate with NIST in the development of advanced measurements of materials and manufacturing processes and develop their own expertise in state-of-the-art measurement technologies to include in their analytical research programs. nSoft develops new neutron-based measurement science for manufacturers of soft materials including plastics, composites, protein solutions, surfactants, and colloidal fluids. Members receive access to leading expertise and training support in neutron technology and soft materials science at NIST. Contact: Ron Jones, nSoft Director, rjones@nist.gov, 301-975-4624.

**NIST / General Motors – Neutron Imaging**

An ongoing partnership and collaboration between General Motors and NIST, which also includes Honda Motors through GM’s partnership with Honda, continues to yield exciting results using neutron imaging. Neutron imaging has been employed to visualize the operation of fuel cells for automotive vehicle applications. Neutron imaging is an ideal method for visualizing hydrogen, the fuel of electric vehicle engines. These unique, fundamental measurements provide valuable material characterizations that will help improve the performance, increase the reliability, and reduce the time to market introduction of the next generation electric car engines. 25% of the time on the BT-2 Neutron Imaging Facility is made available to the general scientific community through peer-reviewed proposals.

**Interagency Collaborations**

The Smithsonian Institution’s Nuclear Laboratory for Archaeological Research is part of the Anthropology Department at the National Museum of Natural History. It has had a longstanding and productive partnership with the NCNR, during which time it has chemically analyzed over 43,100 archaeological artifacts by Instrumental Neutron Activation Analysis (INAA), drawing extensively on the collections of the Smithsonian, as well as on those of many other institutions in this country and abroad. Such chemical analyses provide a means of linking these diverse collections together in order to study continuity and change involved in the production of ceramic and other artifacts.

**DENIM**

The Smithsonian Institution’s Nuclear Laboratory for Archaeological Research is part of the Anthropology Department at the National Museum of Natural History. It has had a longstanding and productive partnership with the NCNR, during which time it has chemically analyzed over 43,100 archaeological artifacts by Instrumental Neutron Activation Analysis (INAA), drawing extensively on the collections of the Smithsonian, as well as on those of many other institutions in this country and abroad. Such chemical analyses provide a means of linking these diverse collections together to study continuity and change involved in the production of ceramic and other artifacts.

The Center for Food Safety and Applied Nutrition, U.S. Food and Drug Administration (FDA), maintains laboratory facilities at the NCNR providing agency-wide analytical support for food safety and food defense programs. Neutron activation and low-level gamma-ray detection techniques yield multi-element and radiological information about foods and related materials and provide a metrological foundation for FDA’s field investigations and for radiological emergency response planning.
The Center for High Resolution Neutron Scattering (CHRNS)

The Center for High Resolution Neutron Scattering (https://www.nist.gov/ncnr/chrns) is a national user facility jointly funded by the National Science Foundation through its Division of Materials Research (grant number DMR-2010792) and by NIST. The CHRNS agreement was renewed for five years beginning on September 1, 2020. The mission of CHRNS is fourfold: (i) to develop and operate neutron scattering instrumentation, with broad application in materials research, for use by the general scientific community; (ii) to promote the effective use of the CHRNS instruments by having an identifiable staff whose primary function is to assist users; (iii) to conduct research that advances the capabilities and utilization of CHRNS facilities; and (iv) to contribute to the development of human resources through educational and outreach efforts. Simply put, CHRNS primary aim is “Maximizing access for the scientific community to transformative neutron scattering instrumentation.” A 2½ minute video, Getting Great Data with CHRNS (https://www.ncnr.nist.gov/staff/dimeo/CHRNS_Animation_Final.mp4), highlights and summarizes CHRNS’ focus on advancing neutron scattering measurement capabilities and its prominent role in expanding, educating, and diversifying the community of researchers who use neutron methods.

The scientific community provides essential input through a variety of mechanisms including post-experiment feedback and user surveys, the most recent of which was administered by the NCNR User Group Executive Committee (EC) in the winter of 2021. The EC also led a well-attended discussion for neutron users at the recent virtual American Conference on Neutron Scattering (ACNS) held on July 13-16, 2020. Another meeting of the User Group is anticipated to be held during the next ACNS meeting on June 5 – 9, 2022 at the University of Colorado Boulder. Users are also encouraged to provide input by directly contacting the CHRNS Director, Associate Director, NCNR Director, and/or members of the EC.

**Initiative for Non-Equilibrium Structure of Materials**

As part of the current agreement, CHRNS is pursuing a new initiative that aims to provide the scientific community powerful new tools for probing materials out of equilibrium. The goals of the program are to enhance the nation’s capabilities for using neutrons to study the time evolution of materials in operando, under processing conditions, etc., such as the charge and discharge cycles of batteries, the non-equilibrium structures of complex fluids under shear, the kinetics of reactions, and the formation of biomolecular complexes.

Specifically, CHRNS is in the process of implementing a systematic methodology for the absolute time-stamping of instrument and sample environment data. The aim is to couple the event-mode scattering data, collected with the NICE data acquisition software, with new sample environment capabilities (such as stopped-flow mixing) that are integrated with the same master clock. Since this initiative will also produce complex data sets that can be explored during and after the experiments, CHRNS is developing the data structures, hardware, and software required for facile manipulation and analysis of the data.

During the unplanned reactor shutdown, CHRNS staff has made significant progress on advancing this project toward its goals. To date, detailed computer network diagrams have been developed, and some hardware procurements have been submitted, with several computer systems already delivered. A proof-of-principle stopped-flow apparatus with ≈3 second time resolution has been designed and constructed for pilot measurements on vSANS. Preliminary visualization software has also been written for vSANS where ranges of relative times can be summed/ histogrammed easily with a mouse click and drag, with automatic handling of data fetching and file-naming. Using a commercial automatic pipetting device, colleagues in the nSoft consortium have developed a robot system to support the event-mode scattering data acquisition hardware. The eventual goal is to enable a continuous data collection mode for data accumulation that will significantly reduce data acquisition times.

An additional aim of CHRNS is to expand the scope of the data management within the context of FAIR principles. These principles emphasize that data should be Findable, Accessible, Interoperable and Reusable to increase their value to the scientific community. The current policies for data management at the NCNR reflect a long-standing commitment to open data principles. Specifically, the data are created immediately and are permanently accessible.
(with limited exceptions) from an external repository. As an extension of these policies, short term goals of this effort include generation of a permanent DOI identifier for CHRNS raw data/metadata and support for ORCiD identifiers. Improvements are planned for metadata capture and searchability, as well as for implementing standard, traceable workflows for data reduction with automatic handling of classifications between backgrounds, empty cells, and data etc. The time-dependent measurements should benefit from these FAIR data management efforts as they are anticipated to generate a large volume of data.

### Scattering Instruments

From July through December of 2020, CHRNS provided robust user operations on the following premier neutron scattering instruments: a backscattering spectrometer (HFBS), the Multi-Axis Crystal Spectrometer (MACS), a neutron spin echo (NSE) spectrometer, and a very small angle neutron scattering instrument (vSANS). In addition, CHRNS supported the launch of an innovative white beam neutron reflectometer (CANDOR) with a unique multiplexing detector bank. An ultra-small angle neutron scattering instrument (uSANS) was phased out in the fall of 2020 as CANDOR completed its commissioning phase. Combined, CHRNS instruments can provide structural information on a length scale of 0.1 nm to ≈ 3 microns, and dynamical information on energy scales from ≈ 30 neV to ≈ 10 meV.

The unique strengths of these premier instruments are complementary by design. Specifically, HFBS can resolve motions with characteristic times of order a few nanoseconds. Since it offers the highest count rate with sub-μeV resolution in the US, it is an ideal choice for high resolution, quasi-elastic scattering studies of low-energy dynamics in polymers and biomolecules. MACS boasts the world’s highest monochromatic cold-neutron flux and routinely is featured in transformative investigations of quantum magnetism. With its 20-detector analyzer array, MACS is well suited for surveys of large regions of reciprocal space, leveraging its exceptional polarized beam capabilities that incorporate a unique toroidal ³He spin filter. As part of the Non-Equilibrium Initiative in the CHRNS agreement, efforts are underway to implement the ABCD (Always Be Collecting Data) approach on MACS which involves continuous sweeping of various angles and recording the position each time a neutron is counted. Compared with step scanning, this approach will substantially increase the data rate, particularly for strongly scattering samples. The NSE instrument provides the highest energy resolution of any neutron spectrometer in North America. It relies upon the Larmor precession of neutrons’ magnetic moments as an internal “clock” attached to each neutron allowing measurements of the final polarization of the neutrons to be directly correlated with the speed of the neutron. This modality results in data being obtained in the time domain rather than in the frequency domain. Fourier times as long as 300 ns (roughly corresponding to an energy resolution of 0.01 μeV) have been achieved for investigations of slow diffusive processes in a range of soft materials notably including polymer nanocomposites, biomembranes, and biopharmaceuticals. A complete upgrade of the NSE is underway with funding received by the University of Delaware, in collaboration with NIST, from the NSF Mid-Scale Research Infrastructure program. The new primary coils and detector will increase the maximum Fourier time achievable at a given wavelength by > 2.5x and reduce count times by as much as a factor of 10 for a given Fourier time. For soft matter and magnetic structure characterization, the innovative vSANS instrument is meeting the emerging...
needs of the CHRNS user community. vSANS has a variety of front-end optics choices including three choices of wavelength resolution in addition to the traditional velocity selector and slit collimation as well as the standard pinhole geometry. Three separate, adjustable detectors yield an extended $Q$ range from 0.002 nm$^{-1}$ to 7 nm$^{-1}$ in a single instrument setting. The flexible sample area opens possibilities for sophisticated sample environments ranging from capillary rheometers to Peltier temperature blocks to superconducting magnets. The 45m instrument can also be readily configured for GISANS (Grazing Incidence Small Angle Neutron Scattering) experiments. All these features can be used with full polarization analysis. These elements together provide unprecedented possibilities not only for structural characterization of materials, but also for time-dependent studies of complex hierarchical structures.

FIGURE 2: CHRNS scientist Kathryn Krycka sets up a mail-in vSANS experiment with $^3$He polarization analysis.

A significant addition to the CHRNS instrument suite is CANDOR, which was included for the first time in the Call for Proposals in November of 2020. The novelty of CANDOR lies in its use of a bank of state-of-the-art “energy-dispersive” detectors, which permits a polychromatic beam to impinge on the sample for measurements of either specular and non specular reflectivity with or without polarized beams. A gain of $\approx 20$ compared to the previous generation of neutron reflectometers in service at the NCNR has been realized, and reflectivities as low as $10^{-8}$ have been measured. Data reduction is provided by Reductus which allows users to access and reduce their data anywhere they have a web connection. This exceptional performance will enable unprecedented structural and kinetic characterization of complex materials from the nanoscale to the mesoscale.

Research
The wide range of instrument capabilities available in CHRNS support a very diverse scientific program, allowing researchers in materials science, chemistry, biology, geosciences, and condensed matter physics to investigate materials such as polymers, metals, ceramics, magnetic materials, colloids, fluids and gels, rocks, and biomaterials. The research community can obtain access to the state-of-the-art CHRNS instrumentation using the NCNR’s proposal system. Proposals to use the CHRNS instruments are reviewed on the basis of scientific merit and/or technological importance and broader impacts. In the most recent Call for Proposals in November of 2020, 311 instrument-days were awarded of the 887 days requested on the CHRNS instruments. These experiments will be run immediately following the current shutdown. More than 1/3 of NCNR publications (see the “Publications” section on p. 66), are based at least in part on research performed using these instruments. This report contains several highlights of CHRNS publications. See the labeled highlights in the table of contents.

Scientific Support Services
CHRNS provides scientific support in the critical areas of sample environment and chemical laboratories. Specifically, CHRNS offers eight well-equipped and well-supplied user laboratories, including a Guide Hall Laboratory which provides a safe environment for CHRNS users to handle activated samples. The laboratory staff continues to ensure that the required equipment and/or supplies are available for users for their experiments.

The CHRNS sample environment staff ensures that CHRNS users have the equipment and training needed to make neutron measurements under external conditions of temperature, pressure, magnetic field, humidity, and fluid flow. From mK dilution refrigeration systems to a 1600°C furnace, the equipment spans a large temperature range. Beyond precise temperature control, CHRNS users have access to a variety of flow systems, rheometers, gas-loading systems, two superconducting magnets with fields of up to 11 Tesla, leak detectors, and other complex equipment to control parameters such as pressure, humidity, and electric fields. From July 2020 through December 2020, CHRNS sample environment staff set up and operated a diverse range of complex sample environment equipment for more than 85 experiments on CHRNS instruments, many using multiple pieces of equipment for the same experiment. This total includes six ultra-low temperature experiments in a dilution fridge or $^3$He insert, of which three were in a superconducting magnet. The majority of the experiments (> 11) on MACS and HFBS used either an ILL cryostat or closed cycle refrigerator, while NSE ran four high temperature experiments (above 325 K) during this time period. Three experiments on vSANS included complex sample environments such as the standard and capillary rheometers. In addition, ten experiments involved electromagnets with seven that utilized the polarized incident beam and three of which also employed the $^3$He spin filter analyzer.
The procurement, development, and commissioning of sample environment is an essential part of the duties of the CHRNS sample environment staff. Recently, the 100 mm cryostat used on MACS was equipped with new liquid helium and liquid nitrogen level sensing capabilities and a digital pressure gauge for precise needle valve adjustments. A new serial port interface extender for automatization was purchased along with a new high-capacity liquid nitrogen trap dewar with level sensing capabilities for a dilution refrigerator. The temperature control was upgraded for the cryostat housing the 11 T magnet providing precise measurements at ultra-low temperature. A new, lightweight closed-cycle refrigerator was purchased for CANDOR that can cool to 3 K. In addition, a new CHRNS high-pressure clamp cell was commissioned. The clamp cell can achieve 2 GPa using Fluorinert or d-ethanol/d-methanol as a pressure medium in the temperature range between 300 K and 300 mK. A new sample cell was designed for HFBS so that electric fields can be applied to powders. Finally, a low background sample holder made of boron nitride was designed for thin films in vacuum for use up to 800 K in closed cycle refrigerators.

The capillary µRheoSANS, originally developed by nSoft, is now in routine usage on the CHRNS vSANS instrument. This simple and cost-effective system maximizes the scattering signal with coiled, fused silica capillaries that create an approximate 30 mm diameter sample. The flexibility of the coils allows for both straight and sequential coiling to understand any effect of coiling. Capillary RheoSANS provides a means to measure the rheology and nanostructure of complex fluids at shear rates that are three orders-of-magnitude higher than traditional rheometers.

Broadening Participation in STEM

Since direct outreach has proven to be an effective means to attract users, CHRNS pursues many avenues for engaging institutions that serve diverse groups. Specific activities include PREM and CREST partnerships. Specifically, a partnership with the Interdisciplinary Materials Research and Education Laboratory (IMREL) at Fayetteville State University (FSU) was established in August 2018 through the NSF PREM (Partnerships for Research and Education in Materials) program (Agreement No. DMR-1827731). The PREM supports cutting-edge materials research as the context for producing motivated and skilled members of those groups most underrepresented in materials research as future professional leaders. This partnership is organized around a common theme of structure-processing-property correlations of nanomaterials to support student training in research using neutron scattering.

Recent accomplishments of this PREM partnership include the publication of three peer-reviewed articles that feature neutron scattering measurements performed as part of the collaboration among CHRNS and FSU researchers. These articles included data obtained by two of the student co-authors, Washat Roxanne Ware and Candyce Collins, who were CHRNS SURF students during the summer of 2019. In lieu of facility visits during this past year, CHRNS representatives (Patrick Quaterman, Katie Weigandt and Yimin Mao) gave virtual seminars for FSU students and professors that highlighted the capabilities of neutron scattering. In a similar vein, CHRNS is engaged in a partnership with California State University, San Bernardino within the NSF CREST (Centers of Research Excellence in Science and Technology) program as part of their new Phase II Center for Advanced Functional Materials (HRD-1914777). Activities to date include a virtual tutorial for students on reflectivity data reduction.

Education and Outreach

CHRNS sponsors a variety of educational programs and activities tailored to specific student groups and professions. One of the premier outreach activities is the annual neutron summer school. During the past few years, the school has continued to attract graduate students, post-docs, and junior professors with a wide range of expertise in areas such as chemistry, engineering, physics, materials science, and biology. Recently we have adapted to the travel restrictions imposed by COVID-19 and developed a successful virtual school. The 26th Center for High Resolution Neutron Scattering (CHRNS) "School on Methods and Applications of Small Angle Neutron Scattering and Neutron Reflectometry," originally planned for June 1-5, 2020, was held virtually February 3-19, 2021. It was attended by 36 students affiliated with North American universities and US industry located in 22 US states, the District of Columbia, and Mexico. Students came from a diverse set of backgrounds including Chemical Engineering, Materials Science and Engineering, Chemistry, Physics, Biochemistry, Biomolecular Engineering, Energy, Mechanical Engineering, Aerospace & Nuclear Engineering, Polymer Science, and Electrical and Computer Engineering.

This school had many unique features due to its virtual venue. It included introductory lectures along with hands-on data analysis which simulated the work of a researcher after collecting neutron reflectivity and SANS neutron data. While the lectures were provided via a conventional video-conference platform, the students’ poster sessions, coffee hours, and small-group tutorial sessions were held in GatherTown, an online platform that allows participants to move their avatars around a virtual conference center, providing an atmosphere for the school more like an in-person setting. As a final project, the students were asked to write a beam time proposal on a subject of their choice, either related to their own research or based on one of the school experiments that they did. The best SANS and neutron reflectivity proposals were awarded certificates and coffee mugs featuring CHRNS SANS data. Lessons learned from this undertaking are currently being applied to other events and will potentially open new opportunities even after travel returns to normal.
CHRNS scientists also participated in teaching courses and giving lectures at universities or as part of workshops on topics including scattering theory and techniques. Ben Trump (NCNR Post-doctoral Scientist) organized and led lectures and tutorials for the Powder Diffraction Workshop held virtually on May 6 - 9, 2020 for over a dozen students in the University of Delaware Chemistry Department. In May of 2021 CHRNS ran an online “Contributing to SasView” training workshop, with a follow up workshop scheduled for later in 2021. Significantly, a very popular CHRNS Online Scattering Course with University Credit Option will be offered again in the fall of 2021 with Yun Liu as the primary lecturer. The registration limit of 400 was reached quickly with 63 students taking the course for credit and 360 students auditing the course.

William Ratcliff (NCNR Instrument Scientist) was featured as a lecturer at the virtual “Magnetic Structure Determination from Neutron Diffraction Data” which was organized by scientists from Oak Ridge National Laboratory and held on September 28 - October 2, 2020. In mid-June 2020 and late July 2021, Chuck Majkrzak (NIST Fellow and NCNR Team Leader) and Kathryn Krycka (CHRNS vSANS Instrument Scientist) gave lectures on the fundamentals of reflectivity and on polarized neutrons, respectively, at the virtual National School on Neutron and X-ray Scattering which is co-sponsored by Argonne National Laboratory and Oakridge National Laboratory.

As part of its expanding education and outreach effort, CHRNS allows university-based research groups with BTAC-approved experimental proposals to request travel support for an additional graduate student to participate in the experiment. This support is intended to enable new graduate students, for example, to acquire first-hand experience with a technique that they may later use in their own research. Announcements of this program are sent to all university groups whose experimental proposals receive beam time from the BTAC. Recipients of the announcement are encouraged to consider graduate students from under-represented groups for this opportunity. The program is also advertised on the NCNR’s website at [https://www.nist.gov/ncnr/chrns/travel-support](https://www.nist.gov/ncnr/chrns/travel-support). As a new initiative in the CHRNS renewal, this opportunity will be expanded to include a limited number of travel awards to enable graduate students or post-docs to attend workshops or related CHRNS-sponsored events, once travel to NIST is opened again to users.

CHRNS supports universities seeking an NSF INTERN supplemental grant that allows them to station graduate students at NIST for an extended period of time to help educate them on neutron scattering and become successful facility users. There have been four recent recipients. Donghui Zhang from LSU obtained the supplemental grant for her research on structures in amphiphilic coil-comb block copolymers, and her student was at NIST in 2020. Marcus Foston from Washington University in St Louis won an award to work on catalyzing lignin depolymerization. Dario Arena from the University of South Florida will send a student in September 2021 to investigate magnetic coupled heterostructures. In addition, Carol Korzeniewski at Texas Tech and Shelly Minteer from the University of Utah were successful in obtaining funding for their student to apply neutron reflectometry to polymer electrolytes.

For 11 weeks in the summer of 2021, CHRNS participated in NIST’s Summer Undergraduate Research Fellowship (SURF) program by hosting 10 SURF students, including two previous Summer High school Internship Program (SHIP) students. Though the program was virtual due to NIST-site access restrictions, it featured a variety of group instructional activities such as the Sketchnote Workshop given by Rob Dimeo (NCNR Director) in July 2021. The students performed
research on topics ranging from assessing particle orientation from 2D SANS scattering patterns to exploring organic cation dynamics of hybrid vacancy-ordered halide perovskites. The students gave oral presentations describing their work at the virtual NIST SURF colloquium in early August 2021 moderated by programming officers from the National Science Foundation. The colloquium featured a plenary talk by Claire Lamberti from the University of Texas at Tyler on broad spectrum antibiotic glasses characterization.

CHRNS initiated a Research Experiences for Teachers (RET) program in 2010. Unfortunately, CHRNS was unable to host RET participants on-site during the summer of 2021 due to access restrictions.

The Summer High School Intern Program (SHIP) is a successful, competitive NIST-wide program for students who are interested in performing scientific research. In the summer of 2021 CHRNS hosted four SHIP interns from local high schools in a completely virtual format. The students developed a methodology for neutron field profiling for activation analysis, used AI to classify neutron diffraction patterns in Bravais lattices, and authored an analysis program for prompt gamma activation spectra. The results of the students’ summer investigations were highlighted in a NIST-wide virtual poster session, as well as in a well-attended symposium at the NCNR. Aaron Tian from Poolesville High School was honored as a finalist in the Outstanding Poster Award competition from NIST’s chapter of Sigma Xi for his work entitled “Data-Driven Traceability of Reagents and Stock Solutions.”

Despite access restrictions due to COVID-19, CHRNS was able to provide specialized tours and activities for high school and university students, all of them virtual unless otherwise noted. Chuck Majkrzak (Surfaces and Interfaces Team Leader) and Przemek Klosowski (NCNR Staff Scientist) mentored the FIRST Robotics Club at St. Johns High School during the 2020-21 academic year. Steven Dewey (Health Physics Team Leader) gave a lecture on basic Health Physics to over 160 chemical engineering undergraduates at Pennsylvania State University. Craig Brown (Structure and Dynamics of Materials Team Leader) was a guest lecturer for a University of Delaware graduate chemistry class in November of 2020.

William Ratcliff (NCNR Staff Scientist) described opportunities at NIST for students, postdocs, and faculty as a panel member at the National Society of Black Physicists Conference, also in November. In January 2021 Rob Dimeo (NCNR Director) spoke at the Career Month event at Harford Technical High School in Bel Air, MD. Craig Brown gave another lecture to an undergraduate Chemistry class, in March of 2021, this time for Colgate University. In April, Yun Liu (vSANS Instrument Scientist) participated in the National Lab. Career Panel at U. Texas Austin. Julie Borchers (CHRNS Associate Director) along with William Ratcliff discussed Careers with students at the virtual NIST booth at the IGEN Networking Fair at IGEN National Meeting in June 2021.
2021 Awards

George Baltic received the 2020 NIST Distinguished Career Award for “creating and sustaining a world-class construction and maintenance program at the NIST Center for Neutron Research”. The Distinguished Career Award recognizes NIST employees who have made positive, lasting, long-term, quality contributions to accomplishing NIST goals.

Nick Butch received the 2020 NIST Samuel Wesley Stratton Award for “pioneering research into the exotic physics and extremely high-field re-entrant superconductivity in uranium ditelluride”. The Stratton Award recognizes outstanding scientific or engineering achievements in support of NIST objectives.

Tanya Dax received the 2020 NIST Colleagues Choice Award for “exemplary support of NCNR sample environment equipment and invaluable assistance to hundreds of facility users and staff”. The Colleagues Choice Award recognizes outstanding non-supervisory NIST employees who, in the eyes of their colleagues, have made significant contributions that broadly advance the NIST mission and strategic goals or notably contribute to the overall health and effectiveness of NIST.

The NCNR team of John Barker, Doug Ogg, Danny Ogg, Jim Moyer, Thuan Thai, Andrew Malone, Phil Chabot, Nick Maliszewskyj, Steve Kline, and Steve Pheiffer received the 2020 Department of Commerce Gold Medal for “the development of a very small angle neutron scattering instrument giving unprecedented structural information on the nano to meso length scales.”

An NCNR team composed of Sam MacDavid, Dan Keyser, Andrew Main, Tony Norbedo, Dagistan Sahin, Brian Wright, and Justin Hudson have been awarded the 2020 Department of Commerce Silver Medal for “the flawless planning and execution of a never-before-attempted complete replacement of an obsolete, 50-year old, nuclear safety relay system.”

The NCNR’s Antonio Faraone received the 2020 Department of Commerce Bronze Medal Award. He was recognized “for rigorous neutron spin-echo measurements that reveal the role of nanoparticles in tailoring the properties of polymer nanocomposites.”
Scott Dewey of NIST’s PML received the 2020 NIST Bronze Medal Award for his work in “developing and carrying out the world’s most precise measurement of the antineutrino-electron correlation coefficient in neutron beta decay.”

Dan Hussey of NIST’s Physical Measurement Laboratory has been elected a Fellow of the American Physical Society for “novel developments in neutron radiography and tomography leading to significant advances in lithium-ion batteries, hydrogen fuel cells, concretes, and additive manufacturing; and for the invention of simultaneous neutron/x-ray imaging for analysis of complex natural and engineered materials.”

Fred Wietfeldt, Professor of Physics at Tulane University has been elected a Fellow of the American Physical Society, for “contributions to precision measurements using free neutrons, in particular, studies of neutron beta decay and investigations employing neutron interferometry.” He is a Guest Researcher in PML’s Neutron Physics Group which is located at the NCNR.

Gordon Jones, the Stone Professor of Natural History at Hamilton College has been awarded the 2021 Prize for a Faculty Member for Research in an Undergraduate Institution by the American Physical Society. Gordon was recognized for “outstanding contributions to fundamental neutron physics, development of neutron polarizers using optically polarized helium-3, and extraordinary engagement and education of undergraduate students.” Gordon was a post-doc at NIST and has remained active in neutron programs at the NCNR including the successful development of neutron spin filters.

Wangchun Chen, Ross Erwin, and Shannon Watson of the NCNR were awarded the 2020 Department of Commerce Bronze Medal Award “for development and application of the world’s best polarized neutron capabilities using polarized helium-3 spin filters.”

Geoffrey Greene, Professor Emeritus of the Department of Physics and Astronomy at the University of Tennessee was awarded the 2021 Tom W. Bonner Prize in Nuclear Physics by the American Physical Society for “foundational work establishing the field of fundamental neutron physics in the US, for developing experimental techniques for in-beam measurements of the neutron lifetime and other experiments, and for realizing a facility for the next generation of fundamental neutron physics measurements.” While at NIST, Geoffrey helped start the fundamental physics program, and has been a collaborator ever since.

Robert Cava of Princeton University was awarded the 2021 David Adler Lectureship Award in the Field of Materials Physics by the American Physical Society for “enabling significant advances in the field of topological materials by recognizing, discovering and fabricating novel compounds, and demonstrating with collaborators that such materials show the expected exotic topological properties.” Robert is the Russell Wellman Moore Professor of Chemistry at Princeton University and has been a long-time user of the NCNR facilities.

Eric Bloch, Assistant Professor of Chemistry and Biochemistry at the University of Delaware, was named a 2020 Emerging Investigator by the Royal Society of Chemistry. Eric is a member of the Center for Neutron Science at the University of Delaware and his group regularly uses NCNR facilities.
Greg Newbloom, founder and CEO of Membrion, was recognized as one of AIChE’s “35 Under 35”, recognizing young professionals for their work with the Institute and within the chemical engineering profession. Membrion is a start-up company that manufactures membranes for water purification and other applications. In just four years and with a dozen team members, Membrion has raised $7.5 million and generated more than $2 million in revenue, and it has helped save 400,000 gallons of water through its various applications. Greg used the NCNR facilities extensively during his graduate research.

Professor Karen Fleming (Johns Hopkins University) is the recipient of the Carl Brändén Award from the Protein Society. The award honors an outstanding protein scientist who makes “exceptional contributions” in the areas of education or service. Dr. Fleming is cited for her work on thermodynamic measurements of membrane protein folding. Karen is a long-time collaborator and NCNR user.

Mitchell DiPasquale, a doctoral candidate in the Department of Chemistry and Biochemistry at the University of Windsor, was awarded the Frederick Banting and Charles Best Canada Graduate Scholarships Doctoral Award from the Canadian Institutes of Health Research (CIHR). The award provides special recognition and support to students who are pursuing a doctoral degree in a health-related field in Canada. Mitchell has used the NCNR facilities to study E-cigarette or Vaping use-Associated Lung Injury, highlighted in this year’s report.

Julia Mundy, an Assistant Professor of Physics at Harvard University has been awarded a Packard Fellowship. The fellowship citation reads: “In some materials, quantum mechanics transcends from the microscopic length scales to the macroscopic and in doing so can produce spectacular effects. Mundy’s group combines atomically-precise thin film synthesis with picoscale electron microscopy imaging to design, construct, and probe new quantum materials.” Julia has used the NCNR facilities for many years.

Yuyin Xi is the 2021 recipient of the University of Delaware College of Engineering Award for Post-Doctoral Researcher Excellence. This award recognizes a postdoctoral fellow who has demonstrated excellence in research, teaching, mentoring, service, and/or leadership. Yuyin has also been recognized with a 2021 PEAR Postdoc Technical Accolade from NIST for “the breakthrough discovery of a novel type of thermal reversible colloidal gel systems with exceptional optical properties and precise structure reproducibility that can be used in a wide range of applications such as smart windows, temperature sensors, and filters.” Yuyin is a post-doc in the Center for Neutron Science at the University of Delaware. He is stationed at the NCNR where he is advised by Yun Liu.

Alannah Hallas, an Assistant Professor in the Department of Physics and Astronomy at the University of British Columbia has been named a CIFAR Azrieli Global Scholar. The CIFAR Azrieli Global Scholars program supports outstanding early-career researchers through mentorship, a global network, professional skills development, and $100,000 in unrestricted research support for two years. CIFAR Azrieli Global Scholars join CIFAR research programs for 24 months where they collaborate with fellows and contribute new approaches toward the most important questions facing science and humanity. Alannah’s research makes extensive use of the NCNR facilities.

Roisin Donnelly received a Langmuir Poster Award winner at the 95th ACS Colloid and Surface Science Symposium held in June 2021. Roisin’s poster was titled “Exploring the relationship between temperature activated hydrogen-deuterium exchange and protein stability with SANS”. She is currently a PhD student in the Center for Neutron Science at the University of Delaware and is co-advised by Prof. Norm Wagner and the NCNR’s Yun Liu.


Instruments and Contacts

(name, tel. 301-975-xxxx, email)

High resolution powder diffractometer (BT-1):
• H. Wu, 2387, hui.wu@nist.gov
• Q. Z. Huang, 6164, qing.huang@nist.gov
• C. M. Brown, 5134, craig.brown@nist.gov

Engineering diffractometer (BT-8):
• T. Gnaeupel-Herold, 5380, thomas.gnaeupel-herold@nist.gov

vSANS instrument (NG-3) (CHRNS):
• E. Kelley, 8584, elizabeth.kelley@nist.gov
• Y. Liu, 6235, yun.liu@nist.gov
• J. Gaudet, 5010, jonathon.gaudet@nist.gov
• R. P. Murphy, 8544, ryan.murphy@nist.gov
• C. Gagnon, 2020, cedric.gagnon@nist.gov

30-m SANS instrument (NG-B) (CHRNS):
• P. D. Butler, 2028, paul.butler@nist.gov
• S. Krueger, 6734, susan.krueger@nist.gov
• Y. Mao, 6017, yimin.mao@nist.gov
• M. Zhang, 5513, zhenhuan.zhang@nist.gov

10-m SANS instrument (NG-B) (nSoft):
• R. Jones, 4624, ronald.jones@nist.gov
• K. Weigandt, 8396, kathleen.weigandt@nist.gov
• T. Martin, 8866, tyler.martin@nist.gov
• M. Zhang, 5513, zhenhuan.zhang@nist.gov

uSANS, Perfect Crystal SANS (BT-5) (CHRNS):
• J. G. Barker, 6732, john.barker@nist.gov
• P. D. Butler, 2028, paul.butler@nist.gov

30-m SANS instrument (NG-7):
• S. Teixeira, 4404, susana.marujoteixeira@nist.gov
• J. G. Barker, 6732, john.barker@nist.gov
• J. Gaudet, 5010, jonathon.gaudet@nist.gov
• J. R. Krzywon, 6650, jkrzywon@nist.gov

CANDOR, White-beam reflectometer/diffractometer (CHRNS):
• A. Grutter, 4198, alexander.grutter@nist.gov
• D. Hoogerheide, 8839, david.hoogerheide@nist.gov
• B. Maranville, 6034, brian.maranville@nist.gov
• C. F. Majkrzak, 5251, cmajkrzak@nist.gov

MAGIK, Off-Specular Reflectometer (NG-D):
• J. A. Dura, 6251, joseph.dura@nist.gov
• F. Heinrich, 4507, frank.heinrich@nist.gov

Polarized Beam Reflectometer/Diffractometer (NG-D):
• C. F. Majkrzak, 5251, cmajkrzak@nist.gov

Neutron reflectometer-horizontal sample (NG-7):
• S. K. Satija, 5250, satija@nist.gov

HFBS, High-flux backscattering spectrometer (NG-2) (CHRNS):
• M. Tyagi, 2046, madhusudan.tyagi@nist.gov
• R. Azuah, 5604, richard.azuah@nist.gov

NSE, Neutron spin echo spectrometer (NG-A) (CHRNS):
• A. Faraone, 5254, antonio.faraone@nist.gov
• M. Nagao, 5505, michihiro.nagao@nist.gov

MACS, Multi-angle crystal spectrometer (BT-9) (CHRNS):
• J. A. Rodriguez-Rivera, 6019, jose.rodriguez@nist.gov
• Y. Qiu, 3274, yiming.qiu@nist.gov

Double-focusing triple-axis Spectrometer (BT-7):
• Y. Zhao, 2164, yang.zhao@nist.gov
• R. Dally, 8369, rebecca.dally@nist.gov
• J. W. Lynn, 6246, jeff.lynn@nist.gov

SPINS, Spin-polarized triple-axis spectrometer (NG-5):
• G. Xu, 4144, guangyong.xu@nist.gov

Triple-axis spectrometer (BT-4):
• W. Ratcliff, 4316, william.ratcliff@nist.gov

FANS, Filter-analyzer neutron spectrometer (BT-4):
• C. M. Brown, 5134, craig.brown@nist.gov

DCS, Disk-chopper time-of-flight spectrometer (NG-4):
• N. Butch, 4863, nicholas.butch@nist.gov
• W. Zhou, 8169, wei.zhou@nist.gov
• C. M. Brown, 5134, craig.brown@nist.gov

Cold neutron depth profiling (NG-A®):
• J. Weaver, 6311, jamie.weaver@nist.gov

Cold-neutron prompt-gamma neutron activation analysis (NG-D):
• R. L. Paul, 6287, rpaul@nist.gov
• H. H. Chen-Mayer, 5595, heather.chen-mayer@nist.gov
Thermal-neutron prompt-gamma activation analysis (VT-5):
• R. L. Paul, 6287, rpaul@nist.gov

Other activation analysis facilities:
• N. Sharp, 3926, nicholas.sharp@nist.gov
• R. L. Paul, 6287, rpaul@nist.gov

Thermal Neutron Imaging Facility (BT-2):
• J. LaManna, 6809, jacob.lamanna@nist.gov
• D. Jacobson, 6207, david.jacobson@nist.gov
• E. Baltic, 4842, eli.baltic@nist.gov
• D. Hussey, 6465, daniel.hussey@nist.gov

Cold Neutron Imaging Instrument (NG-6):
• D. Hussey, 6465, daniel.hussey@nist.gov
• E. Baltic, 4842, eli.baltic@nist.gov
• D. Jacobson, 6207, david.jacobson@nist.gov
• J. LaManna, 6809, jacob.lamanna@nist.gov

Neutron interferometer (NG-7):
• M. Huber, 5641, michael.huber@nist.gov
• S. Hoogerheide, 8582, shannon.hoogerheide@nist.gov

Quantum-based neutron interferometer facility (NG-7):
• M. Huber, 5641, michael.huber@nist.gov
• S. Hoogerheide, 8582, shannon.hoogerheide@nist.gov

Fundamental neutron physics station (NG-C):
• S. Hoogerheide, 8582, shannon.hoogerheide@nist.gov
• H. P. Mumm, 8355, hans.mumm@nist.gov
• M. S. Dewey, 4843, maynard.dewey@nist.gov
• J. Nico, 4663, jeffrey.nico@nist.gov

PhAND: Advanced Neutron Detector Development (NG-6a):
• H. P. Mumm, 8355, hans.mumm@nist.gov
• C. B. Shahi, 8194, chandra.shahi@nist.gov

α-γ: absolute neutron counter (NG-6m):
• M. S. Dewey, 4843, maynard.dewey@nist.gov
• H. P. Mumm, 8355, hans.mumm@nist.gov
• C. Haddock, 5761, christopher.haddock@nist.gov

Grating interferometer for fundamental physics (NG-6u):
• M. G. Huber, 5641, michael.huber@nist.gov
• D. Hussey, 6465, daniel.hussey@nist.gov

Theory and modeling:
• J. E. Curtis, 3959, joseph.curtis@nist.gov
• T. Yildirim, 6228, taner@nist.gov

Neutron test station (PHADES):
• R. Erwin, 6245, ross.erwin@nist.gov
• S. Watson, 6232, shannon.watson@nist.gov

Instruments under development:

SPINS-II:
• L. Harriger, 8360, leland.harriger@nist.gov
Copies of annual reports, facility information, user information, and research proposal guidelines are available electronically.

Please visit our website:  http://www.ncnr.nist.gov

For a paper copy of this report:

Steve Kline
301-975-6243
steven.kline@nist.gov

For general information on the facility:

Rob Dimeo
301-975-6210
robert.dimeo@nist.gov

Dan Neumann
301-975-5252
dan.neumann@nist.gov

For information on visiting the facility and/or user access questions:

Julie Keyser
301-975-8200
julie.keyser@nist.gov

Mary Ann FitzGerald
301-975-8200
maryann.fitzgerald@nist.gov

Becky Ogg
301-975-8200
rebecca.ogg@nist.gov

For information on performing research at the facility:

Yamali Hernandez
301-975-5295
yamali.hernandez@nist.gov

Facility address:

NIST Center for Neutron Research
National Institute of Standards and Technology
100 Bureau Drive, Mail Stop 6100
Gaithersburg, MD 20899-6100 USA