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the deposit of scientific data arising from unclassified research and programs, funded wholly
or in part by NIST, except for Standard Reference Data, free of charge in publicly accessible
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scholarly publications arising from unclassified research and programs funded wholly or in
part by NIST.

This Special Publication represents the work of Center for Nanoscale Science and
Technology and Physical Measurement Laboratory researchers at professional conferences,
as reported in Fiscal Year 2017.
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Probing Nanoscale Objects in Liquids through
Membranes with Near-Field Microwave Microscopy

Alexander Tselev

Center for Nanophase Materials Sciences
Oak Ridge National Laboratory
Oak Ridge, TN 37831, USA
E-mail: atselev@utk.edu

Andrei Kolmakov

Center for Nanoscale Science and Technology
National Institute of Standards and Technology
Gaithersburg, MD 20899, USA
E-mail: andrei.kolmakov@nist.gov

Abstract—In this work, scanning near-field microwave imaging was implemented to test the feasibility of the approach for in-situ
studies of nanoscale objects immersed in liquids under thin dielectric membranes. It was found that mechanical strength and stability of
SiN membranes on Si frames are sufficient for contact mode imaging in a standard AFM setup. Model polystyrene particles immersed in
glycerol in contact with the membrane from the cavity side could be reliably detected. The probing depth of this imaging mode can be
estimated to be approximately 100 nm.

Keywords— microwave imaging; scanning probe microscopy; impedance measurement; atomic force microscopy

I. INTRODUCTION

The fast development of nanotechnology enables study and control of materials and devices at the level down to single atoms.
Valuable knowledge can be gained through observations of nanometer- and atomic-scale objects and events in operando such as
living cells, photo- and electrochemical reactions. This need boosted the development of in-situ electron microscopy techniques with

Fig. 1. Plant tissue immersed in water and imaged in an SEM through
polyimide membrane. Top: Initial state; the image was acquired
immediately after microscope adjustments at a neighboring spot. Bottom:
the state after ca. 1 min. of exposure to the electron beam. The beam-induced
degradation of the cellular walls is presumably due to water radiolysis and
formation of chemically active species such as H;O,.

Kolmakov, Andrei; Tselev, Alexander.
"Probing Nanoscale Objects in Liquids through Membranes with Near-Field Microwave Microscopy." SP-2
Paper presented at 2015 European Microwave Conference (EuMC), Paris, France. September 6, 2015 - September 11, 2015.
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samples imaged in liquid cells. In such cells, objects of interest are immersed in liquids confined by capsule-like structures, where
one of the capsule dimensions is small enough to be transparent to electron beams [1]. However, electron energies and intensities in
these experiments need to be high enough to penetrate through such membranes with acceptable attenuation. Typically, energies are
in the tens of keV range for scanning electron microscopes (SEM) and hundreds of keV for transmission electron microscopes (TEM).
Such energies are far above the thresholds for breaking chemical bonds in materials, which may eventually lead to sample destruction
because of radiation-induced damage and unwanted chemical reactions. For example, 79 different chemical reaction were identified
as occurring concurrently under an electron beam of a TEM in water [2]. The images in Fig. 1 show, for instance, a consequence of
one-minute-long exposure of a plant tissue in water to electron beam of a 30 keV energy in an SEM. Apparent degradation of the
cellular walls indicates that the radiation damage is unacceptably large for the selected imaging parameters. Similarly, electron
damage and electron beam induced artifacts can be observed in many other soft matter objects such as polymers and electrolytes.
Therefore, alternative imaging technique operating at smaller radiation energies are needed for radiation-sensitive specimens. Imaging
using optical wavelengths would be an obvious candidate. However, the far-field optical imaging is limited in spatial resolution by
diffraction effects. To achieve special resolution close to 100 nm and below, typical for in-situ electron microscopy of encapsulated
samples, near-field imaging should be implemented. In a near-field, the special resolution limit is set by the scanning probe size rather
than by the radiation wavelength, and one can use a radiation with wavelengths several orders of magnitude larger that the size of the
probe or the field-concentrating element.

Microwave frequencies of about 1 GHz are the lowest where high-resolution near-field imaging was achieved [3]. Its important
distinction is a very low energy photons - in the ueV range. At this energy scale, the energy is largely adsorbed by collective
excitations in matter, and only heating can potentially lead to irreversible changes in the materials. Therefore, the radiolysis as well
as radiation damage associated with the electron microscopies can be completely eliminated. Simultaneously, microwave radiation
can penetrate into solids and liquids including those, which are opaque for optical radiation. As an example, microwaves were
proposed for medical tomography and disease diagnostics [4-6] and used for underground and through-the-wall surveillance. In light
of these properties, microwaves may have a significant potential for in-situ imaging objects in their native environment including
biological, reactive, toxic, and others. While the history of near-field imaging goes back a few decades [3], the recent realization of
the near-field microwave imaging on atomic-force microscopy (AFM) platforms with precise probe-sample distance control not only
dramatically improves the spatial resolution [7-11], but also potentially offers new imaging capabilities taking advantage of
penetrating ability of microwave fields [7, 9, 12, 13]

Il. METHODS

The goal of this work was to analyze and experimentally prove the applicability of near-field microwave imaging for studies of
objects immersed into liquids under a few tens nm thick dielectric membranes. The dielectric membranes serve as molecularly
impermeable “walls” separating the liquids from the environment, however allowing the fields from the probe to reach the objects in
the liquid. The main questions to be answered were the mechanical stability of the membrane under the AFM tip and the evaluation
of the microscope sensitivity needed for informative imaging in this configuration.

coax to y-wave
laser beam cantilever  reflectometer

signal

membrane/

(distance/force control)

SiN 1 mm

membrane

s pamlegf o sealant Fig. 3. Optical image of a membrane chip. The arrow indicated the corner,

o & liquid where images in Fig. 5 were acquired.

Fig. 2. Schematic of the experimental setup.

A. Experimental Setup

Fig. 2 displays a schematic of the near-field microwave imaging system employed in the experiments (Scan Wave, Prime Nano,
Inc., Palo Alto, CA, USA). The probe is made as a standard AFM cantilever-based probe with a metallic sensing tip at the free
cantilever end. The probe is completely shielded on the sample side, including the cantilever. The waveguiding structure runs to the
very pyramid (sensing tip) and is geometrically close to a microstrip line. Importantly, the cantilevers are relatively soft with a spring
constant of about 0.8 N/m, which can be used as advantage for imaging over thin membranes. The relatively moderate stiffness of
the cantilevers allows for the formation of a mechanically and electrically stable contacts between the probe and the sample without
the membrane being punched or moved by the probe while scanning, which is a necessary prerequisite for a successful AFM-based
imaging.

Kolmakov, Andrei; Tselev, Alexander.

"Probing Nanoscale Objects in Liquids through Membranes with Near-Field Microwave Microscopy." SP-3

Paper presented at 2015 European Microwave Conference (EuMC), Paris, France. September 6, 2015 - September 11, 2015.
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The probe is installed in a commercial AFM microscope with imaging performed with a probe in contact with the sample (contact
mode). Generally, several images are obtained simultaneously within one scan frame corresponding to different microscope signals:
height, deflection error, and microwave imaging channels.

The microwave detection system is based on the reflectometer principle. The amplitude and phase of the reflected waves are
determined by the impedance of the tip-sample system, which is in turn determined by the average-over-cycle electric or magnetic
energy stored in the near, evanescent, fields at the probe. For the tip-style probes, the energy is overwhelmingly stored in the electric
component of the near fields, and therefore, the probes of this type are sensitive to sample dielectric permittivity and conductivity
[3]. Accordingly, the output signals are provided as two channels: capacitive (C) and resistive (R), and this technique is named
scanning Microwave Impedance Microscopy (sMIM). The probed sample volume is determined by the spatial extent and distribution
of the fields. Since the electric field distribution has a singular character near the tip apex, the characteristic length scales in all three
dimensions contributing to formation to the microscope signal and image contrast are defined by the tip apex radius. The nominal
radius of the used tips is about 40 nm according to the manufacturer.

In the experiments, we used commercially available SiN membranes on Si frames designed as a support in TEM applications.
We have chosen membranes of 50 nm thickness with the window shape shown in the optical image in Fig. 3. Such membranes are a
good initial compromise between the membrane thickness and the mechanical strength. For the measurements, the cavities under the
membranes were filled with glycerol. The high viscosity of glycerol was expected to facilitate the mechanical stability of the
membrane under the localized pressure imposed by the probe. Prior to that, polystyrene particles of a diameter of ~1.5 um were
placed in the cavity. The cavity was covered by a 10 mm-diameter steel disk and hermetically sealed with a glue. After that, the SMIM
imaging was performed through the membrane at a microwave frequency of ~3 GHz and a generator power set to -20 dBm.
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Fig. 5. (a) Height, (b) deflection error, and (c) sSMIM-C images of a
membrane window corner with agglomerated polystyrene particles in
glycerol. The dashed line in (b) indicated the edge of the silicon substrate.
See Fig. 3 as well. The full range of the color bar in (a) is 1.3 um.

B. Numerical Modeling

To make an assessment of the applicability of the near-field microwave imaging for nanoscale objects immersed in liquids under
a membrane, we have performed numerical calculations of the quasi-static electric field distribution in the tip-sample system in the
presence of a particle in a glycerol. The modeling and calculations were carried out in quasi-static approximation employing a
commercial finite elements analysis package. The model layout is displayed in Fig. 4. The model is axisymmetric. The tip is in
contact with a membrane of a 50 nm thickness and a dielectric permittivity & = 7.5 (SisN4). The space under the membrane is filled
with a dielectric of a permittivity ¢ = 40 (glycerol). A dielectric particle (¢ = 2.5) of a spherical shape and a diameter of 500 nm is in
contact with the membrane from the cavity side. The tip-sample contact radius is set to 45 nm.

<

A 35x107
%107

nm

100 200 300 ¥ 75.2

Fig. 4. Calculated distribution of the absolute value of the electric field
near the probe tip apex in the presence of a dielectric particle.
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I1l. RESULTS AND DISCUSSION

Fig. 4 show a calculated distribution of the electric field in the vicinity of the tip apex. As evident, there exists an appreciable
coupling between the tip and the particle, however, only the top part of the particle can be accessed by the penetrating probing field.
The calculation results also reveal a significant dielectric screening by the membrane due to a relatively large difference in the
dielectric permittivities of SiN and glycerol.

Next, we performed imaging experiments with the setup described in the previous section. Fig. 5 presents one of typical sets of
simultaneously acquired 25 x 25 um? images of polystyrene particles in glycerol. The figure displays (from top to bottom) images of
height, deflection error, and SMIM-C channel. In this particular case, the particles agglomerated in a corner of the membrane window.
The particles are well visible against the background of glycerol. Both the particles (¢ = 2.5) and Si frame (e =12) are darker in the
image compared to glycerol (¢ = 40), as expected due to a higher dielectric constant of glycerol for the used microscope settings. The
images also reveal a high stability of the membrane under scanning in contact mode. However, a significant fraction of the particles
seen in the SMIM-C image appeared in the deflection error image as well, indicating the deformation of the membrane under the
probe. This also evidences that the particles seen in the microwave image are in contact with the back side of the membrane. The
structure formed by the particles is ordered with the main pattern corresponding to a hexagonal close-packed structure signaling that
the particles are in contact with each other. Therefore, the distance between the particles in the images is equal to particles diameter.
The image analysis reveals that the distances are narrowly distributed at the expected 1.5 um corresponding to the nominal particle
diameter. Since the apparent diameter of the darker spots in the SMIM-C image is about 0.25 to 0.4 of the particle diameter, the
probed depth below the membrane can be preliminary estimated to be in the range from about 50 nm to 110 nm based on the spherical
shape of the particles.

To further estimate the sensitivity and the spatial resolution of the microwave probing, we have imaged a smaller, 7 x 7 pm?,
region farther away from the membrane widow corner. For these images, the tip-sample set force was reduced by a factor of about
2.5. The height and sSMIM-C images of an area with two isolated polystyrene particles under the membrane are shown in Figs. 6a and
b. As seen, any signs of the particle presence are completely absent in the topographic image Fig. 6a; however, the image is streaky
indicating some degree of instability in the tip-membrane contact causing the noise in the height image at a level of a few nm. Still,
good-quality microwave images could be obtained. In the microwave image, the particle contrast has a characteristic profile expected
for the spherical shape. The line profile across one of the spots in Fig. 6b shows a peak-like shape with base-line peak width of about
1.5 um (Fig. 6¢), suggesting that the signal variation is imposed by the whole particle diameter. It could be inferred that, in the tested
configuration the sensitivity of the microwave imaging is sufficient for probing up to a depth of about 1 um and even more. However,
the influence of the probe side field has to be carefully analyzed and taken into account to verify this conclusion. Further experiments
are planned to test the imaging mode in different liquid-particle configurations together with the numerical modeling and varying the
membrane thicknesses.

IV. CONCLUSIONS

In conclusion, we have demonstrated the feasibility of the near-field microwave imaging for in-situ probing of nanoscale objects
under thin membranes. The 50 nm thick SiN membrane stability and mechanical strength are adequate to enable contact mode imaging
in a standard AFM setup with the membrane cavity filled with a viscous liquid. The sensitivity of the near-filed images used in the
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Fig. 6. (a) Height and (b) SMIM-C images of two isolated polystyrene
particles under the membrane. (c) The sSMIM-C signal profile along the
line indicated by the arrow in (b). The full range of the color bar in (a) is
9.5 nm.
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experiments was sufficient to detect polystyrene particles in glycerol in contact with the membrane. The probing depth can be
estimated to be above 100 nm.Acknowledgment
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Abstract — Electron beam induced current (EBIC) is a
powerful technique which measures the charge collection
efficiency of electron-hole pairs generated by an electron beam.
EBIC offers sub-micron spatial resolution and is naturally suited
to study polycrystalline materials. Ideally, an EBIC
measurement reflects the spatially resolved quantum efficiency of
the solar cell. However, critical analysis of low energy EBIC data
obtained on CdTe-CdS solar cells indicates that the EBIC signal
is not simply proportional to the collection probability of a
working device. As a step towards more quantitative analysis of
EBIC measurements of these materials, we develop models of the
collection efficiency which account for surface recombination in
depletion regions and screening of built-in fields from carrier
accumulation. We discuss how these models can be applied to
obtain quantitative data on grain boundaries in polycrystalline
materials.

Index Terms —thin film photovoltaics, electron beam induced
current, surface recombination.

1. INTRODUCTION

Quantitative determination of electronic properties at high
spatial resolution is crucial for the development of high-
efficiency polycrystalline solar cells. Electron beam induced
current (EBIC) is a powerful technique in which electron-hole
pairs are created in proximity to an exposed surface, and the
carrier collection efficiency is measured as a function of
excitation position [1]. EBIC is a well-established tool to
measure material properties such as the bulk minority carrier
diffusion length and surface recombination. High-resolution,
low electron beam energy EBIC has recently become a
commonly used technique to image the response of
polycrystalline solar cells such as CdTe, particularly to
discriminate between the properties of grain boundaries and
grain interiors. These studies demonstrate a clear correlation
between device preparation, power conversion efficiency, and
the contrast of grain boundaries in EBIC images [2,3].
Generally, properly treated, high efficiency devices result in
bright grain boundaries, while low efficiency devices result in
dark grain boundaries. This correlation is most pronounced in
samples prepared by focused ion beam milling (FIB). Several
techniques, such as Kelvin probe and atomic force
microscopy, indicate that grain boundaries in CdTe are
charged, and most likely undergo type inversion such that the
grain boundary core is n-type (within the bulk p-type CdTe)
[4]. This results in electrostatic fields near the grain boundary
core which serve to separate carriers.

It is commonly assumed that an EBIC image corresponds to
a spatially resolved map of the internal quantum efficiency.
We argue that this cannot be the case, simply due to the
discrepancy between the device short circuit current Jg. and
the /. implied by an EBIC image. Referring to Fig. 1, the
EBIC collection efficiency (which we denote by 7) maximum
is less than 0.13. We estimate 10 % relative uncertainty in the
measured EBIC efficiency (all uncertainties are reported as
one standard deviation). The dominant sources of uncertainty
are from the beam current, and from the inhomogeneous
material composition, which introduces uncertainty into the
backscattering coefficient of the electron beam. Integrating
the CdTe EBIC collection efficiency with the absorption
profile of CdTe leads to a J. value of 1 mA/cm?, compared
to the device J,. of 23.5 mA/cm”2. The reduced collection
efficiency is specific to CdTe: we’ve observed that single
crystal Si solar cells prepared by cleaving exhibit a maximum
EBIC collection efficiency of 1.

EBIC collection efficiency

N W

Position [um]

(=]
o
N

4 6 8 10 12
Position [um]

Fig. 1. EBIC collection efficiency versus beam position for a
CdTe-CdS solar cell. The sample is prepared by focused ion beam
milling. Note the collection efficiency varies between 0 and 0.13.

Though the EBIC image does not represent a direct map of
the internal quantum efficiency, the correlation between EBIC
grain boundary contrast and device performance strongly
suggests that the image reveals meaningful and important
material characteristics. To help uncover the information
contained in EBIC images of polycrystalline solar cells, we’ve
developed models which account for the important features of
experiments performed on polycrystalline samples.

The factors which are of significance to interpreting the
collection efficiency in low electron beam energy EBIC
measurements include: 1. The substantial (if not dominant)
role of the surface, 2. The effect of built-in electric fields on
the collection probability, and 3. The possible screening of
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built-in fields due to the high carrier generation rate associated
with electron beam excitations. In this work we describe the
theoretical development of models which include these
effects. The system is inherently nonlinear, requiring “brute
force” numerical methods for the general solution. Our
approach is to make approximations in order to extract simple
analytical expressions which are amenable to fitting
experimental data. We compare the analytical expressions to
numerical simulation results to check the validity of the
approximations employed. We discuss how these formulas
may be applied to obtain quantitative information about grain
boundaries from EBIC data.

IT. MODELS
A. The effect of surface recombination in depletion regions.

In the first section we describe the model which accounts
for surface recombination in depletion regions. Traditional
models of EBIC assume perfect carrier collection in depletion
regions — an assumption which is clearly violated by the data
of Fig. 1. Two factors point to a dominant role of surface
recombination on the collection efficiency in the depletion
region: 1. The maximum collection efficiency in samples
prepared with FIB is significantly less than in samples
prepared by cleaving, indicating that the FIB process leads to
significant surface damage 2. The maximum collection
efficiency increases sharply as the beam energy is increased
and carriers are generated further from the surface.

Fig. 2(a) shows the geometry of the numerical model we use
to explore the influence of the surface on the collection
efficiency in the depletion region. The drift-diffusion
equations for electrons and holes are solved together with the
Poisson  equation. We assume Shockley-Read-Hall
recombination due to a defect level positioned at midgap. The
size of the system in the z-direction (L,) is chosen to be large
enough to ensure the results are independent of its value. See
the caption of Fig. 2 for all simulation parameters. We
assume a Gaussian excitation centered at the beam position
x and below the surface a distance of z, = 0.3 X Rz, where
the excitation bulb size Ry is taken to vary with the electron
beam energy Epeam @S  Rp = Ry % 0.043 (py / p) X
(Epeam/Eo )"1.75, where p is the material mass density, p, =
1 g/cm3, Eyean is the electron beam energy, E, = 1 keV , and
R, = 1 um. The variance o2 of the Gaussian excitation varies
with Ry as 02 = (R3)/15.

Fig. 2(b) shows the calculated EBIC linescan for Ejpqyy, = 1
keV and 3 values of the surface recombination velocity. The
maximum EBIC collection efficiency decreases with
increasing S. We find the following expression for the EBIC
efficiency describes the simulation results well:

n=1- (D/DZZ-O;LE) (s/szizuE) M

where u is the carrier mobility (assumed equal for electron
and holes), D is the carrier diffusivity, E is the magnitude of

the electric field (which will depend on position), and z, is the
distance of the excitation center from the surface. In (1), the
first factor in parentheses represents the probability a charge
located at a distance z, below the surface will diffuse to the
surface. This is given by the ratio of the diffusion velocity to
the sum of the diffusion velocity and drift velocity. The
second term in parenthesis is the recombination probability for
a charge located at the surface. This is given by the ratio of
the recombination velocity to the sum of drift and
recombination velocities. The position-dependent electric
field E (x) is used with (1) to predict EBIC lineshapes 1(x).
The Eye.m dependence of z, results in the beam energy
dependence of 7. Figs. 2(b)-(e) demonstrate that this
expression agrees well with the simulation data for a range of
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Fig. 2. (a) Model schematic of the 2-d numerical simulation of EBIC.
(b) Simulation and analytical result for varying S, curves labeled 1, 2,
and 3 correspond to S values of (2 X 10%,2 X 105,10°) cm/s. (c)
Simulation and analytical result for varying beam energy. Curves
labeled 1, 2, and 3 correspond to electron beams of 5, 3, and 1 keV.
(c) maximum EBIC versus beam energy for fixed S. (d) Maximum
EBIC versus surface recombination velocity for fixed electron beam
energy. Simulation parameters are: E; = 1.5 eV,L, = 15 um, Ny =
10°cm3,Np = 5 x 10%°cm™3,u = 10cm?/(V-s), 7=12ns , €=
11, and selective contacts: Spin = 0, Sy = 10° cm/s.

An important feature of Eq. (1) is that the concavity of the
lineshape in the depletion region is downward. In contrast,
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it’s known that in the neutral region — where traditional
models of EBIC apply — the concavity is upward [4]. The
downward concavity in the depletion region follows from the
monotonically decreasing magnitude of the electric field there.
Fitting the concave downward portion of the EBIC lineshape
at different beam energies and allows for an estimation of S
and E(x). This procedure may be used to map out the field
distribution of the p-n junction, and the fields surrounding
isolated grain boundaries.

B. Screening of internal fields due to high carrier generation
rate

We next describe a model which accounts for the screening
of built-in fields due to the high generation rate associated
with electron beam excitation. An electron with energy Epeam
generates approximately Epeam/ (3 X Eg) free electron-hole
pairs, where Egis the material band gap. The range of
excitation is given by Rp, as described in the last section. For
an electron beam current of 200 pA and energy Epeam =
5keV, the generation rate density exceeds that of 1 sun
illumination by a factor of 10°. This indicates that it is
possible to drive the system into a nonlinear regime, by
inducing large nonequilibrium carrier concentrations which
screen the build-in fields.

Generally, screening is important when the total carrier
generation rate G exceeds the maximum current which is
accommodated by the p-n junction. In a one-dimensional
description, this maximum current is quN,Vy;/L, where q is
the electron charge, u is the majority carrier mobility, Ny is
the doping, V}; is the built-in potential of the p-n junction, and
L is the absorber thickness. In this case, the maximum current
is the product of the material conductivity with the built-in
electric field. In an EBIC experiment, carriers are generated
in a small region of three-dimensional space inside a material.
This alters the electrostatics relative to the one-dimensional
description, as described in detail in Ref. [6]. In three
dimensions, the critical generation rate scales as quN,4V,;L.

(a) Experimental (b) Analytic (3d)
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Fig.3. (a) shows experimental EBIC profiles for CdTe with
electron beam energy of 5 keV, and electron beam currents of (26,
97, 162, 231, 516, and 2110) pA (in blue, red, black, cyan, green, and
purple, respectively). (b) shows the analytical model lineshape for
the same set of beam current values, with uN, = 1.2 X 10** (cm -
V-s)™1, V,; =1.5eV, and L, = 500 nm. (c) dashed green curve
shows the experimental maximum EBIC efficiency as a function of
total generation rate (scaled by critical generation rate, taken
experimentally from letting /..y = 70 pA.) Solid blue line is the
same result for the analytical model. Note the experimental
(analytic) y-axis is on the left (right). (d) dashed green curve shows
the experimental position of the EBIC maximum, while the solid blue
line is the analytical model.

We omit a detailed derivation of the form of the EBIC
lineshape in the screened regime. To give a flavor of the
model, we offer the following qualitative description of the
important ingredients: We assume that the -carriers
accumulate and screen the built-in electric field. We denote
the length scale over which fields are screened by R*. We
assume charges diffuse and recombine within the screened
volume (a sphere of radius R*), while charges which diffuse to
the edge of the screened region are collected. Setting the total
charge generated equal to the sum of the recombination and
collected current leads to an implicit the equation for the
screening length R* , from which the EBIC collection
efficiency may be determined. R* satisfies:

GR*
sinh(R*/Lp)

2nuVpiNaL
1-R*/L

)

where Lj is the diffusion length.

Fig 3(a) shows experimental EBIC lineshapes for increasing
electron beam current. As before, we estimate 10 % relative
uncertainty in the measured EBIC efficiency amplitude. The
uncertainty in the magnitude of the EBIC signal therefore has
little influence on the uncertainty of the shape. This is
because the length scale for this material inhomogeneity (e.g.
allying) is much smaller than the electron beam spot size, so
that this source of error is uniform across linescans. We
estimate an uncertainty in the maximum position of 50 nm
based on the discretization of the electron beam position in the
linescan. Fig. 3(b) shows the corresponding lineshape derived
from (2). The model provides the qualitative features of the
EBIC lineshapes as one enters the screening regime: the
maximum of the EBIC profile moves away from the p-n
junction into the middle of the device, and the peak broadens
out substantially. Additionally, the maximum value of the
EBIC efficiency drops. By varying the beam current and
studying the trend of these quantities, the presence of
screening may be detected, and the EBIC lineshapes may be
interpreted appropriately. The model also provides guidance
for the onset of the screening regime: when the total
generation rate exceeds G3%, = quN,V,;L, screening effects
become important.
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III. CONCLUSIONS AND OUTLOOK

To summarize, we present two models which apply to EBIC
experiments on polycrystalline solar cells. Using the fact the
collection efficiency is always below 1, we develop a model
which described carrier collection efficiency in depletion
regions which may be applied to extract the structure of built-
in fields near grain boundaries. Additionally, we develop a
model that accounts for screening effects which may be
important for thin film photovoltaic response to electron beam
excitation.
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Abstract — Organometal halide perovskite CH;NH;3PbIs solar
cells have witnessed unprecedented progress in power conversion
efficiency, reaching more than 20 % within 5 years. Despite this
rapid progress, there remain open questions about the basic
properties of these materials, such as the role of the polar
molecule CH3NH3 (methylammonium), and the possible existence
of ferroelectric ordering, and its role in device operation. Using
first-principles density-functional theory, we investigated the
effect of molecular alignment on the electronic structure. We find
that the molecular alignment significantly modifies the near-gap
states indirectly through the induced structural distortion of the
(Pblg)* octahedron. The reduction in symmetry due to this
distortion, combined with strong spin-orbit coupling of Pb, leads
to a Rashba-like splitting of valence and conduction bands. This
in turn leads to reduction of the degeneracy of the valence and
conduction bands. These results imply that the electrical and
optical properties are highly sensitive to ordering of the CH3:NH3
dipole orientation.

Index Terms — organometal halide perovskite, molecular
alignment, Rashba splitting.

I. INTRODUCTION

Organometal halide perovskites have recently attracted a
great deal of attention because of their exceptional power
conversion efficiency. The current record efficiency is more
than 20 %, following an unprecedented pace of development
since being first employed as photovoltaic absorbers in 2009
with an efficiency of 3.8 % [1]-[2]. The high efficiency is
attributed to the optimal band gap (=1.5 eV), high absorption
coefficient, efficient charge transport properties, and long
charge carrier diffusion length of over 100nm for
CH3NH3Pbls and 1 um for mixed perovskite CH3NH3PbI3.«Cly
[3]-[4]. In addition to the exceptional performance in power
conversion efficiency, these perovskite materials exhibit many
unusual characteristics, among which the anomalous
hysteresis in /] — V curve is of great interest [5]. The hysteretic
behavior leads to a large discrepancy in the cell efficiency
between the forward and reverse bias scans. The source and
significance of the hysteretic behavior are still unclear, with
proposals such as trapping and de-trapping of carriers, ionic
motion driven by the applied potential, and ferroelectric
ordering of the material [5-7]. Ferroelectric domains have
been experimentally observed directly using piezo force
microscopy on solution-processed CH3;NH;3;Pbls perovskite
thin films [8]. It has been proposed that the presence of
ferroelectric domains would facilitate separation of electrons

and holes, providing “ferroelectric highways” for efficient
charge collection [9].

In this work, we focus on the effect of ferroelectric ordering
on the electronic structure. Ferroelectric order breaks
inversion symmetry. It’s well known that the presence of
strong spin-orbit coupling, combined with breaking of
inversion symmetry leads to a Rashba splitting of the
electronic states [10]. This alters the electronic structure near
the band gap, which can have significant impact on the optical
and electronic material properties.

The ferroelectric polarization is derived from two distinct
features of the lattice structure. One is the alignment of the
methylammonia molecules’ dipole moments. The other is
associated with the structural distortion of the inorganic
framework. The Rashba splitting is a result of these two
contributions. In this paper, we investigated the effect of
molecular alignment on the electronic structure and found that
the molecular alignment leads to large Rashba splitting
through the alignment-induced structural distortion in the
(Pblg)* octahedron. Since the different molecular alignments
have comparable energies, temperature may be used to tune
the percentage of the ordering. We therefore, propose that the
electronic structure and optical properties will change with
varying temperatures if ferroelectric effects are present.

Z& OCS ON
Q0! OcC
> @Pb OH

(b)

Fig. 1. Schematic of cubic perovskite (a) CsPblz and (b)
CH3NH3Pbls. The polar CHsNHs* ions are aligned along
<001> direction.
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II. ATOMIC STRUCTURES

Experimentally, the perovskite crystals exhibit three
different structural phases, namely cubic (Pm3m), tetragonal
(I4/mcm), and orthorhombic (Pnma) depending on the
temperature [11]. To focus on the effect of molecular
alignment, we choose the cubic phase and align the molecules
along <001> direction which is of the lowest energy among
several possible alignments [12]. The lattice constant and
atomic positions within the cubic unit cell were optimized
using local density approximation in the form of norm-
conserving pseudopotentials as implemented in Quantum-
ESPRESSO [13] with an energy cutoff 80 Ry for the plane
wave basis expansion and a 6 X 6 X 6 grid for the Brillouin
zone sampling. During relaxation, all atoms in the unit cell
were allowed to move until the force on each atom is less than
0.5eV/nm. The lattice constant is calculated to be a =
0.621 nm, in good agreement with the experimental result (a =
0.626 nm [14]) and also consistent with the structural
determination with local density approximation which usually
underestimates the lattice constant. Distortions of the (Pble)*
octahedron are observed and the Pb atom shifts away from the
body center by 0.019 nm. For comparison, we also studied the
CsPbl; with undistorted octahedron. The lattice constant is
determined to be 0.619 nm, comparable to the experimental
value of 0.629 nm [15].

III. ELECTRONIC STRUCTURES

We first consider the cubic CsPbls with undistorted
octahedron as a reference system and show in Fig. 2 the total
and projected density of states without spin-orbit coupling
included. Near the Fermi level, the conduction band states are
derived from the p orbital of Pb while the valence band states
are composed of the Pb s orbital and I p orbital. The electronic
energy states derived from the Cs atom are mostly located
more than 2 eV away from the Fermi level both within the
valence and the conduction bands. CH3NH;Pbls has similar
orbital contributions near the Fermi level. So the electronic
and optical properties in the visible range are dominated by
the orbitals of Pb and I atoms. Fig. 3(a) depicts the electronic
structure of CsPbl; without spin-orbit coupling considered.
Both the valence band maximum (VBM) and the conduction
band minimum (CBM) are located at the R point [zone
boundary, (mw/a,m/a,m/a) ]. The band structure of
CH3NH3Pbl; is similar to that of CsPbls, but with significant
changes in the conduction band edges as shown in Fig. 3(b).
The presence of aligned dipolar methylammonium and the
octahedral distortion lift the degeneracy between p,, p,, and
p, orbitals. The gap becomes slightly indirect, with nearly
degenerate energy states for CBM at R point.

Because of the heavy Pb atom, relativistic effects are
expected to play an important role. We calculate the electronic
structures of CsPbl; and CH3NH;Pbls with spin-orbit coupling
included as shown in Fig. 3(c) and (d), respectively. In CsPbls

adding spin-orbit coupling splits degenerate conduction band
states (L = 1) into lower ] = 1/2 and upper /] = 3/2 bands,
whereas spin-orbit coupling has little effect on the valence
band derived from the s orbital, leading to aJ =1/2 CBM
and S = 1/2 VBM. The spin-orbit coupling also significantly
reduces the band gap by 0.98 eV.

— TDOS

15 F -

— (Cs-s
4 - - Cspl]

Density of States (arb. units)

—6 -4 -2 0 2 4 6
Energy (eV)

Fig. 2. Total and partial density of states projected onto s
and p orbitals for CsPbls. The Fermi level is set to zero.

The effect of spin-orbit coupling in CHsNHsPbls is
more significant because of the ferroelectric polarization
derived from the dipolar molecules alignment and ensuing
structural distortion. Using the Berry phase approach, we find
a polarization of 47.2puClcm? As discussed in the
introduction, the interplay between spin-orbit coupling and
inversion symmetry breaking results in Rashba splitting. As
shown in Fig. 3(d), the electronic structure exhibits larger
Rashba splitting for the conduction band and in Fig. 4 we
show the Rashba-type spin distribution on the energy contours
of 170 meV above the conduction band minimum in k, -
k, plane. The asymmetry in conduction band and valence
band may have impact on the absorbance, and radiative
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Fig. 3. Electronic structures of relaxed (a) cubic CsPbl; and (b) CH3NHsPbl; with ordered methylammonium ions and

octahedral distortion, and without the consideration of spin-orbit coupling. (c) and (d) are the corresponding electronic structures
with spin-orbit coupling included. (e) corresponds to the cubic CH3NH3sPbl; with ordered methylammonium ions and no

octahedral distortion.
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Fig. 4. In-plane spin distribution on the energy contours of
170 meV above the conduction band minimum. Arrows
indicate the in-plane orientation and the length is proportional
to the modulus of the spin.

recombination of photo-excited electron and hole charge
carriers.

In order to gain insight on the relative importance of dipolar
ordering versus the distortion of the (Pblg)* octahedron, we
carried out simulations with a hypothetical model system in
which we fixed the Pb in the body center and I atoms at face
centers and aligned methylammonium along <001> direction.
The polarization is calculated to be 51 pC/cm?. Fig. 3(e)
shows that the Rashba effect is nearly vanishing, suggesting
that the octahedral distortion is the main cause of Rashba
splitting. To understand this, we note that the Rashba splitting
magnitude depends on the spin-orbit coupling strength and the
degree of inversion symmetry breaking. In this material, the
splitting is therefore determined by the asymmetry of the
environment surrounding the Pb atom. In a symmetric
octahedron with aligned dipoles, the screening of I ions leads

to small change in the electrostatic potential around Pb atom
and therefore reduced Rashba splitting. On the other hand, a
distortion of the octahedron leads to a highly asymmetric
environment for the Pb atom. For this reason, we conclude the
alignment of the molecules is important for the band structure
mostly due to the resulting distortion of the octahedron.

IV. SUMMARY

In summary, we report on first-principles density-functional
simulations on the effect of molecular alignment on the energy
states near the Fermi level. We found that only the alignment
of methylammonium ion dipoles alone does not significantly
modify the near-gap states. However, accounting for the full
relaxation of the atomic positions leads to an off-center
displacement of the Pb atom which induces a much larger
Rashba splitting. Therefore, the role of the methylammonium
ions ordering on the electronic structure is indirect, and takes
place through a structural change. Our finding suggests that
engineering the octahedron directly or indirectly through
tuning the molecules may be an effective route in tailoring the
Rashba splitting and band gap nature. Additionally, these
results suggest a strong dependence of optical properties, such
as absorption, on the alignment of the methylammonium ions,
and more generally on the symmetry of the octahedron. An
observed dependence of the optical properties on temperature
would be consistent with ferroelectric ordering, and would
suggest that this effect plays an important role in the
photovoltaic properties of this material.
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Abstract — We investigate local carrier dynamics in n-CdS / p-
CdTe solar cells, where the electron-hole pairs are generated by
either near-field optical illumination or highly focused electron
beam excitation. A focused ion milling process was used to
prepare a smooth surface and cross-sections of the devices. The
spatially resolved photocurrent images confirm high carrier
collection efficiencies at grain boundaries. An analytical model
was used to extract material parameters at the level of single
grains. We find that the minority carrier diffusion length and
device parameters extracted from the local measurement
techniques are in excellent agreement, but can be different
determined from macro-scale measurements.

1. INTRODUCTION

Polycrystalline thin film photovoltaic (PV) technologies
have shown great promise for solar energy harvesting using
inexpensive PV materials, currently reaching a power
conversion efficiency of 21.0 % for cadmium telluride (CdTe)
and 21.7 % for copper indium gallium selenide (CIGS) solar
cells [1]. To achieve the maximum efficiency of =~ 30 %
possible for these technologies, considerable efforts have been
made to understand the physical mechanisms that limit cell
performance. Large-area optical characterizations are well-
established techniques that diagnose optical and electrical
losses of PV devices. Among them, external quantum
efficiency (EQE) measures the ratio of the collected charged
carriers to the incident photons on a solar cell at different
wavelengths, showing how effectively a photovoltaic device
converts sunlight into electricity throughout the spectrum.
Light absorption varies as a function of the wavelength of
incident light (e.g., larger absorption volume at longer
wavelengths) and thus the EQE data provides rich information
about each layer and interface of the solar cell [2].

While extremely informative, the macro-scale (> 1 mm)
optical data alone are not sufficient to understand the impact
of microstructures (< 1 pm) on their operation and
performance in CdTe or CIGS [3]. Local quantum efficiency
can be measured by near-field scanning optical microscopy
(NSOM). In this technique, local electron-hole pairs are
generated by light injected through a small aperture (< 200 nm
in diameter). Spatially resolved local quantum efficiency can
be obtained by varying the wavelength of light. Alternatively,
electron-beam induced current (EBIC) is a complementary
technique that provides higher spatial resolution (<20 nm). In

addition, this technique allows systematic controls of the
carrier generation (three orders of magnitude) and of the size
of interaction volume (tens of nm to a few pm), well-suited
for quantitative study. As in NSOM, the generated electron-
hole pairs are rapidly separated at Schottky barrier or p-n
junction before they recombine, and the carriers collected by
the contacts produce a current. Although EBIC does not
represent a direct map of the quantum efficiency, the
correlation between EBIC grain boundary contrast and device
performance strongly suggests that this technique reveals
meaningful and important material characteristics [4, 5]

In this work, we perform cross-sectional photocurrent
measurements using optical and electron beam excitations. By
fitting the line-scans using analytical models, materials
parameters are extracted and compared to the corresponding
macro-scale optical data. We discuss possible origin of the
discrepancy between macro- and micro-scale properties.

II. EXPERIMENTAL

Standard semiconductor processes were used to fabricate
Ohmic metal contacts on the surface of p-CdTe / n-CdS
junctions extracted from a commercial solar panel [4]. Cross-
sections of the devices were obtained by a focused ion beam
milling (FIB) technique. In this process, a beam of Ga ions
Vs, 6o =30 keV; I, = 2.5 nA) is precisely controlled to etch
away the target material, creating a smooth surface. The
acceleration voltage and the beam current of the electron
beam and the ion beam used in this work are nominal values.
The measured fluctuation of the beam current is < 5%.
Topography and NSOM measurement were performed using a
tapping mode atomic force microscopy (AFM) system.
Multiple single mode lasers (405 nm, 520 nm, 635 nm, 780
nm) were used. Acquisition of EBIC images at beam energies
ranging from 1 keV to 20 keV was performed in a scanning
electron microscopy (SEM) system. While the contact of
TCO/n-CdS/indium was grounded, a Tungsten probe tip
controlled by a nano-manipulator was used as a current
collector from patterned metal contact to p-CdTe. A custom
designed sample stage was used to ensure high signal-to-noise
ratio within the full range of signals for low- and high keV
EBIC.
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III. RESULTS AND DISCUSSION

The baseline PV performance of the extracted CdTe device
was evaluated. The measured power conversion efficiency
was =12 % with a short-circuit current (Jy) of (23 + 0.5)
mA/cm?, an open-circuit voltage (V,.) of (820 + 10) mV, and
fill factor (FF) of (64 + 3) %, indicating that the device
properties are mainly preserved after the extraction processes.
Standard external quantum efficiency (EQE) profiles were
collected under 1 sun illumination, shown in Figure 1 (a). In
this optical measurement, a ratio of the number of collected
carriers to the number of absorbed photons is recorded at each
wavelength. A complete QE analysis is used to identify the
optical and electronic losses reducing Jy. and to extract the
materials parameters. By fitting the variation of the QE from
650 nm to 800 nm, we estimated the minority carrier diffusion
length (L,) to be approximate 1pum. Taking the average grain
size of =1 um (Figure 1 b), the typical beam (=2 mm in
diameter) interacts with over ~10° grains.
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Fig. 1. (a) External quantum efficiency profile of a n-CdS / p-
CdTe extracted from a commercial solar panel. The estimated
minority carrier diffusion length (650 nm to 800 nm) is ~ 1 pm. (b)
An AFM image displays the peak-to-valley surface roughness of the
CdTe ~ 0.6 um. The typical grain size of the CdTe is =1 pm.

In order to correlate the macro-scale PV properties to
microstructural properties, we perform near-field scanning
optical microscopy. In contrast to the EQE, the electron-hole
pairs are locally generated by the light injected through a
small aperture (< 200 nm in diameter). Cross-sectional
devices were used to map the local responses throughout the
entire p-n junction region. The topography of the FIB milled
section is very smooth (peak-to-valley roughness < 20 nm).

Figure 2 (a) and (b) shows the photocurrent map at 405 nm
and 635 nm illumination, respectively. The spatial resolution
decreases at the higher wavelength, as expected, due to the
increase in the absorption depth. Nonetheless, the bright
contrast at the grain boundaries indicates high carrier
collection efficiency, as proposed in previous works [4, 5].
We fit the line-scan collected in a single grain bulk under the
635 nm illumination (Figure 2 c¢) and estimated L, = 0.6 um +
0.06 um.

(a) (c)

Current (nA)

0.1}

]
00 05 10 15 20 25
Distance from the p-n Junction (um)

Fig. 2.  Near-field scanning microscopy of a FIB prepared CdTe
device. Photocurrent maps at 405 nm (a) and 635 nm (b). The
estimated photon absorption depth is 100 nm and 400 nm,
respectively. (c) A line-scan profile at 635 nm illumination (white
dot line in b). The red line represents the model fit to extract the
minority carrier diffusion length.

The spectrally resolved photocurrent images are compared
to the carrier collection maps obtained by EBIC. A series of
cross-sectional EBIC images were obtained by varying the
acceleration voltage of the electron beam (Figure 3). The
strong bright contrast at the grain boundaries reflects high
carrier collection efficiencies also seen in NSOM data (Figure
2 ¢). Qualitatively, the 5 keV and 10 keV EBIC images are
similar to that of 405 nm and 635 nm NSOM maps,
respectively. This correspondence indicates that the calculated
photon absorption and electron penetration depths are in good
agreement.

Fig. 3.

(a) Cross-sectional SEM image on a FIB prepared device.
Corresponding EBIC images at (b) 3 keV, (¢) 5 keV, and (d) 10 keV.
The calculated penetration depth in CdTe is 40 nm, 90 nm, and 310
nm at 3 keV, 5 keV, and 10 keV, respectively [7].
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Both EBIC and NSOM techniques are surface sensitive
owing to the carrier generation close to the exposed surface.
To extract material parameters, an analytical modeling is
required to de-convolute non-linear responses at different
beam energies (or different wavelength) and complex signals
arising from grain bulk and grain boundaries. Figure 4 (a)
plots a series of EBIC line scans obtained on a large, single
grain at different acceleration voltages. We estimate an
uncertainty in the p-n junction position of 50 nm based on the
discretization of the electron beam position in the line scan.
For quantitative comparison, we performed least-squares
fitting of the individual EBIC line scans using an analytical
model [6]. Figure 4 (b) plots extracted effective minority
carrier diffusion lengths at different acceleration voltages,
which is quite similar to that estimated from NSOM data
(Figure 2 c). However, this local value (L, = 0.6 um) is
smaller than the value of L, extracted from the macro-scale
quantum efficiency profile (L, =~ 1 pm), which would be
attributed to influence of grain boundaries.

In conventional EBIC models, the carrier collection
efficiency at p-n junction is 100 % inside the depletion region
where built-in potential is present [6]. On the contrary, we
found that the EBIC efficiencies extracted in our devices are
well below 100 %. The measured EBIC efficiency rapidly
increases with the beam voltage, indicating that a strong
recombination occurs near the surface. However, the EBIC
efficiency remains below 60 % even when the electron beam
is injected far away from the surface. Such low EBIC
efficiencies implies that some factors (e.g., recombination,
screening of built-in field by generated carriers) not accounted
in standard model play an important role. The source of the
reduced EBIC efficiency in the depletion region is the subject
of on-going work. Nevertheless, our model has shown that the
diffusion length extracted in the neutral region is insensitive to
enhanced recombination in the depletion region.

IV. CONCLUSIONS

In summary, we present local photocurrent measurements of
a cross-sectional CdTe solar cell that were obtained by near-
field optical illumination and by focused electron beam
irradiation. The spatially and spectrally resolved efficiency
maps confirm a higher carrier collection at grain boundaries.
We estimate the minority carrier diffusion lengths of
individual grains away from grain boundaries obtained from
NSOM and EBIC data, showing an excellent agreement
between the techniques. Local values (L, = 0.6 pum) are
smaller than the one (L, ~ 1 um) extracted from the macro-
scale quantum efficiency measurement which is attributed to
the contribution of grain boundaries. We find that the
maximum EBIC efficiency at the p-n junction in the FIB
prepared CdTe solar cell is significantly less than 100%,
implying that the standard EBIC model is insufficient for

quantitative data processing. Development of analytical
models which account for surface recombination in depletion
regions and screening of built-in fields from carrier
accumulation are in progress.
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Fig. 4.  (a) Solid are experimental EBIC line scans obtained for a
large, single grain. (b) Estimated minority carrier diffusion lengths at
different acceleration voltages.
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ABSTRACT: Polycrystalline thin film technology has
shown great promise for low cost, high efficiency
photovoltaics. To further increase the power efficiency, a
better understanding of microstructural properties of the
devices is required. In this work, we investigate the
inhomogeneous electrical and optical properties using
local excitation techniques that generate excess carriers by
a near-field light illumination or by a focused electron
beam irradiation. The spatially-resolved photocurrent
images of n-CdS / p-CdTe devices obtained by both
techniques show high carrier collection efficiencies at
grain boundaries. A novel and complementary technique,
photothermal induced resonance (PTIR), is also used to
obtain absorption spectra and maps in the near-field over a
broad range of wavelengths. In PTIR a wavelength tunable
pulsed laser is used in combination with an atomic force
microscope tip to detect the local thermal expansion
induced by light absorption. Sub-micrometer thick lamella
samples of CdTe solar cells are measured, and the

variation of local band-gap is analyzed. We discuss the
resolution and the sensitivity of the techniques in the range
of photon energies close to the band gap.

Keywords: photothermal induced resonance (PTIR),
CdTe solar cells, band-gap, scanning photocurrent
microscopy (SPCM), near-field scanning optical
microscopy (NSOM)

1 INTRODUCTION

Polycrystalline  thin ~ film  photovoltaic  (PV)
technologies have shown great promise for solar energy
harvesting using inexpensive PV materials, currently
reaching a power conversion efficiency of =21 % for
cadmium telluride (CdTe) and =22 % for copper indium
gallium selenide (CIGS) solar cells [1]. To achieve the
maximum efficiency of =30 % theoretically possible for
these technologies, considerable efforts have been made to
understand the physical mechanisms that limit cell
performance. To further understand current limitations, the
impact of inhomogeneous variation of grains and grain
boundaries (GBs) on charge transport needs to be
analyzed. In general, grain boundaries can act as
recombination centers, even if they are passivated during
the post-annealing process (e.g., CdClz treatment) [2].
Inter-diffusion between CdTe and CdS can also induce
additional recombination in the p-n junction or at the
heterogeneous interfaces (e.g., grain to grain, grain to grain
boundary) [3, 4]. In this work, we investigate the
inhomogeneous electrical and optical properties using
local excitation techniques that generate excess carriers by
a near-field light illumination or by a focused electron
beam irradiation. Furthermore, we present a
complementary  technique,  photothermal  induced
resonance, which can directly measure the local variations
of energy band-gap within CdTe grains and along the p-n
junction.

2 EXPERIMANTAL

p-CdTe / n-CdS solar cells extracted from a
commercial solar panel were used for scanning
photocurrent microscopy electron beam induced current
(EBIC) and  photothermal  induced  resonance
measurements. A thick 100 nm evaporated Au pad served
as a top contact (Au / p-CdTe) and the common contact to
the TCO layer was made using indium solder (indium / n-
CdS / Sn02). Cross-sections of the samples for SPCM and
EBIC and the lamella samples for PTIR were prepared by
a focused ion beam (FIB). To achieve high spatial
resolution (< 1 pm) in SPCM measurements, we adapted
an optical fiber probe (200 nm in diameter) mounted on a
tuning fork, typically used for near-field scanning optical
microscopy (NSOM). EBIC measurements were
performed in a scanning electron microscope (SEM)
equipped with a nano-manipulator that was used to
position an electrical probe on the contact to CdTe.

3 RESULTS AND DISCUSSION

3.1 Scanning photocurrent microscopy (SPCM)

Fig. 1 shows a cross-sectional SPCM (a; 405 nm
illumination) and an EBIC image (b; 5 kV excitation) of
CdTe devices prepared by a FIB milling process. As
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Fig. 1 Cross-sectional photocurrent images of FIB
prepared p-CdTe/n-CdS devices. (a) SPCM image (laser
wavelength: 405 nm, diameter of NSOM probe: 200 nm).
The measured maximum photocurrent was 3.3 nA. (b) A5
kV EBIC image (beam current: 300 pA).

expected, the measured photocurrent is large at the
excitation near the p-n junction and decreases away from
the junction [5]. Both images show that the grain
boundaries are indeed more efficient photocurrent
collectors than the grain interiors (GIs). This property can
be associated with the local electric field at GBs, possibly
induced by the accumulation of chlorine (CI") [6] or by
other charged defects. The band bending drives holes away
from the grain boundary thus decreasing recombination.
[7] Somewhat surprisingly, the photocurrent at GBs can be
as strong or stronger than that at the p-n junction, making
the identification of the depletion region difficult. We note
that both a 405 nm laser beam and a 5 kV electron
irradiation have similar shallow absorption depth in CdTe
(= 100 nm), and thus the generated free carriers are subject
to high recombination at the surface or within a layer
modified / damaged by ion milling. The interaction
volumes are increasing at longer laser wavelengths and at
larger electron beam voltages, thus the contrast between
GBs and Gls becomes weaker due to the averaging of
photocurrent over the excitation volume. To extract
quantitative parameters, an accurate modeling is required
to de-convolute the responses at different beam energies
and/or different wavelengths and to explicitly account for
recombination at or near the surface, which is an on-going
study.

3.2 Photothermal induced resonance (PTIR)

To independently determine a compositional variation
over the polycrystalline absorber and across the overall
device structure, we explore the potential of a novel optical
spectroscopic microscopy, PTIR, based on the photo-
thermal effect [8]. The local expansion of the sample
induced by the absorption of pulsed light from a tunable
laser is detected by an AFM tip instantaneously (see Fig.
2). PTIR was recently extended to the visible and near-IR
ranges [9]. In this work, we employ the PTIR technique to
measure the local band-gap of CdTe lamella obtained by
FIB-sectioning of a CdTe photovoltaic device. The band-
gap transition of bulk CdTe absorber is expected to be
~1.45 eV, while the local absorption may vary at interfaces
(e.g., grain boundaries, metallurgical junction) due to
inhomogeneous local compositions. For this study, we use
a range of the energies near the CdTe band gap transition
(around of 1.45 eV) to determine local absorption variation
due to compositional variation in CdTe layer.

(a)

4-quadrant detector

P

AFM laser

AFM cantilever
ZnS prism

Tunable pulsed laser,

Lamella

Fig. 2 Schematics of PTIR technique. (a) A visible laser
illuminating from the side of the ZnS prism produces local
expansion of the sample. (b) The local expansion induces
the deflection of the AFM cantilever, which is detected by
a 4-quadrant detector. (¢) An SEM image of a FIB
prepared lamella (CdTe/CdS/ITO/glass) on a ZnS prism.

We applied the PTIR technique to the FIB prepared
lamella of CdTe sample that was transferred to a zinc
sulfide (ZnS) prism by a glass needle using a mirco-
manipulator. Fig 3 shows the topography, PTIR images
(1.45 eV, 1.55 eV), and PTIR spectra (1.2 eV to 1.7 eV)
for the CdTe/CdS/ITO(indium tin oxide)/glass lamella
sample. PTIR images and spectra were acquired in the
range of the energies of laser excitation close to CdTe band
gap to explore the compositional variation through the
absorber. As seen in the maps, the intensity of the PTIR
signal varies over CdTe area: a larger signal is seen near
CdTe surface (Fig. 3b) and, in some areas, in the vicinity
of the p-n junction (blue lines in each image).
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Fig. 3 PTIR data of a p-CdTe / n-CdS / ITO / glass lamella
sample. (a) Topography, (b) 1.45 eV PTIR image, and (c)
1.55 eV PTIR image. (d) PTIR spectra collected at three
different spots (color-coded locations denoted in the PTIR
images)
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Thus, the PTIR technique enables imaging heterogeneous
and homogeneous domains in CdTe with submicron
spatial resolution. We interpret the origin of PTIR contrast
as the variation of absorption caused by a band gap
variation. The PTIR spectra in Fig. 3d clearly show a band
gap shift (0.045 eV) at the color-coded locations denoted
in the PTIR images. The extrapolation lines (dashed lines)
indicate optical band-gaps (Eg) of ~1.412 eV, =1.426 eV
and ~1.457 eV for black, red, and blue lines, respectively.
A possible reason for the band gap variation is sulfur
diffusion from the CdS to the CdTe, resulting in the
formation of CdTei1xSx [10]. Other possibility is that
CdCl: treatment affects the interior of CdTe grains via
potential incorporation of electrically active impurities.

4 CONCLUSIONS

In summary, we have analyzed functional and
structural properties of CdTe solar cells with two different
techniques. In high-resolution photocurrent maps of cross-
sections of CdTe devices obtained by SPCM and EBIC
techniques, grain boundaries showed higher carrier
collection properties than grain interiors, and the
photocurrent decreases away from the p-n junction.
Spectroscopic PTIR measurements showed a variation of
local absorption in a range of wavelengths near the CdTe
band gap, implying an inhomogeneous composition of the
CdTe absorber layer although the PTIR images don’t show
the contrast between Gls and GBs.
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The ability of the near-field microwave microscopy to image subsurface structures has been realized
shortly after the invention of the technique [1-3]. Based on these capabilities, we proposed and
successfully tested a novel concept of in situ near-field scanning microwave impedance microscopy
(sMIM) for imaging of reactive and biological samples [4, 5]. In our approach, the samples of interest
were separated from ambient by a few nanometer thick dielectric membranes transparent for microwave
radiation. Different from prior examples of microwave imaging in liquids, where the probe had to be
immersed in a liquid or exposed to aggressive vapors [6, 7], our approach benefits from complete isolation
of the probe and the rest of the microscope from reactive environment and therefore enables in situ
imaging of previously inaccessible highly reactive, toxic, corrosive, or radioactive samples. Here we
report on a comparative side-by-side study of imaging capabilities of liquid scanning electron microscopy
(SEM) and liquid sMIM technigues using the same set of biological and inorganic samples. In particular,
the sensitivity, spatial resolution, probing depth, scanning rate, and probe induced effects are compared.

Figure 1 demonstrates, the experimental setup and nanoscale images of electrochemical processes in
liquids, using microwave near-field, formed at a sharp scanning probe. In particular, we demonstrate in
situ real time imaging of metal (Ag) dendrites growth at electrode-liquid electrolyte interface during
electrochemical plating reaction. The panel (d) shows low resolution SEM image of the same sample area
as in (c). The contrast of the dendrites in secondary electron images confirms their higher Z number
compared to the liquid electrolyte. The central part depicts the attempt to acquire higher resolution SEM
image. The degradation of Ag deposit is due to electron beam induced oxidation of metal Ag and its
dissolution by the electrolyte [8][9]. Different to the liquid SEM and transmission electron microscopy,
sMIM imaging is nondestructive, free from beam-induced artifacts and can be readily applied to
electrochemical studies thanks to the extremely low energy deposited to the sample. Indeed, the energy of
3 GHz microwaves is of the order of ~10 peV, which can affect neither electronic states nor chemical
bonds in condensed matter.

The demonstrated spatial resolution of SMIM imaging in our experiment was ~ 250 nm. However, the
resolution can be improved since it depends on parameters such as probe tip radius, membrane thickness
and dielectric constants difference. Under optimal conditions, a resolution of =~ 50 nm can be achieved for
metallic objects with the commercially available probes with ~ 50 nm tip apex radius. Such resolution is
comparable to that demonstrated by SEM in liquids [10].
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Figure 1. (a) Optical bright field top view of the electrochemical environmental cell for SMIM imaging
in liquid electrolytes with sSMIM probe scanning over the SiN membrane. (b) A cyclic voltammogram of
Ag dendritic growth and stripping at/from Ag electrode of the environmental cell. (c) SMIM-C maps of
electrochemical Ag dendritic growth on Ag cathode taken at open circuit condition induced by a sequence
of the applied potential (-1 V, 15 s) steps. (d) Comparative liquid SEM image of the same dendrites. An
attempt to acquire high-resolution SEM image of the dendrite apex leads to beam induced dendrite
oxidation and dissolution by electrolyte. Scale bars in (b) and (d) are 100 um and 2 um correspondingly.
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Bridging the Pressure Gap in Electron Beam Induced Current Microscopy: Imaging
Charge Transport in Metal Oxide Nanowires under Atmospheric Pressures
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We investigate the charge transport in metal oxide semiconductor nanowires which are capable of
converting solar light into electrical energy. The charge transport in semiconductors is influenced by
electron donor or acceptor molecules adsorbed on a nanowire surface and by concentration of local defects
affecting the work function and resulting in bending of the conduction and valence bands [1,2]. It is
important to understand how this band bending in solid materials can be manipulated and optimized for
the purposes of improving both photovoltaic (PV) cells and photocatalysts. In PV cells, band bending
influences the charge transport along nanowires while in photocatalysis, the band bending governs the
rates of photo-oxidation or photo-reduction reactions when electrons or holes are promoted to a surface.
Therefore, the main objective is to characterize the dependence of charge transport through the nanowire
and the chemical state of its surface.

We are developing a novel ambient pressure scanning electron microscopy (SEM) technique to study
the interplay between surface reactivity and electronic properties of metal oxide nanowires such as SnOa,
TiO2 and ZnO. The main objective is to image electron beam induced current (EBIC) along a nanowire in
the presence of oxidizing or reducing gas at atmospheric pressure. To bridge the “pressure gap” between
high vacuum required for SEM operation and atmospheric pressure environment that houses the nanowire,
we designed a measurement cell that is functional over a wide pressure range of 10 Pa to 10° Pa. An
electron transparent SiNx membrane separates the two extremely different ambiences, atmospheric
pressure region and high vacuum, allowing for both SEM and EBIC imaging as shown in Figure 1A.
Figure 1B shows the SEM image of a single 50 um long and 0.22 pum (220 nm) thick SnO2 nanowire
stretched between two platinum electrodes.

Here, we present the first imaging of the charge transport along SnO- nanowire excited by 10 keV
electron beam under both vacuum and atmospheric pressure environments. We found that EBIC
measurements are sensitive to adsorbates on SnO> surface and electrode contacts that induce changes in
the electronic structure of the semiconductor affecting its conductivity. Figure 2 shows the change in
contrast in EBIC images under (A) vacuum and (B) air at 10° Pa. The change in EBIC contrast when the
nanowire is exposed to air shows that electron transport is significantly reduced (gray scale is less bright
compare to the vacuum measurement) likely due to the adsorption of oxygen on SnO> surface that acts
like an electron acceptor molecule. In addition, the I-V measurements reveal that the conductivity of the
nanowire under vacuum is much higher (about three orders of magnitude) than in air.
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Figure 1. A. Fabrication of a micro cell - side view. A 50 nm thick SiNx electron transparent
membrane (blue) which separates atmospheric from high vacuum conditions is deposited on the Si-chip.
B. Electrodes layout. The micro sensor consists of Pt electrodes, Pt heaters and guarding electrodes [3].
The Pt electrodes can accommodate different nanowire lengths (10 um; 20 um; 50 pum and 100 pum) and
the Pt heaters allow for uniform heating and cooling. The two guarding electrodes serve to block the
electromagnetic field interference of the working heaters on electron beam induced current through a
nanowire.

A. Vacuum B. Air

I 5

Figure 2. EBIC images of the charge transport through the SnO2 nanowire under A. vacuum and B. air
at 10°Pa. Both images show increase in EBIC contrast as electron beam approaches the non-grounded
electrode and electronically excited electrons in SnO2 are more collected there. However, the EBIC image
recorded in air shows less contrast than the image recoded under vacuum. This decrease in charge transport

in air can be attributed to the adsorption of O that takes away excited electrons from the nanowire.
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The development of all-solid-state batteries has opened new scientific and engineering perspectives
towards miniature standalone micro-electronics and medical devices [1]. All-solid-state batteries with
thin-film solid electrolytes exhibit a high power-to-weight ratio and double or even triple energy density
of liquid electrolyte batteries. In addition, solid batteries enable significant reduction of safety risks related
to thermal runaway observed for liquid organic electrolytes [2]. Despite growing interest in the energy
storage community dedicated to all-solid-state thin-film batteries, the electrochemical and electro-
mechanical interfacial processes remain largely unexplored at the nanoscale. In particular, LIPON (lithium
phosphorus oxynitride) is successfully used as a solid electrolyte for Li-ion batteries [3]. However, the
factors that control the intercalation and homogeneity of Li transport in the solid electrolyte are still
unknown. Balke et al. utilized electrochemical strain microscopy to study Li-ion transport through LIPON
into Si anode at nanoscale level [4]. Ruzmetov et al. employed transmission electron microscopy (TEM)
to probe a nanowire battery with a radial geometry to reveal the scaling limit of a LiPON layer [5].

Here, we report spatially- and depth-resolved study of Li intercalation into a thin-film solid electrolyte
applying a combination of optical and electron microscopy. Varying the depth of electron interaction
volume by changing energy of electron beam from 2 keV to 15 keV, we selectively probe an electrolyte
lithiated on one side at different depths. This approach can be used to reconstruct 3D diffusion pathways
of Li similar to scanning electron microscopy (SEM) tomography. Our model thin-film all-solid-state Li
battery consists of ultrathin silicon anode, LIPON as electrolyte, and metallic lithium as the positive
electrode (Fig. 1). To make such a stack, 430 nm thick LiPON was sputtered onto 35 nm thick Si
freestanding membrane (Fig. 1a). Micro-patterned 100 nm thick nickel layer was deposited onto
electrolyte by e-beam evaporation through a stencil mask to serve as a diffusion barrier for Li intercalation.
Using Ni as a stencil mask, spatially separated metal Li patches were created on LiPON via thermal
evaporation (Fig. 1b). Lithium diffusion in LiPON layer was monitored using SEM imaging through the
35 nm thick Si membrane. Due to difference in electron yield from pristine and lithiated LiPON regions,
the Li transport in the electrolyte can be mapped using different electron beam accelerating voltages. Fig.
2a was recorded at 2 kV electron beam and, therefore, shows Li distribution close to surface (= 40 nm)
region. At higher accelerating voltage (15 kV), the electron probing depth spans up to 1.9 pm;
consequently, (Fig. 2b) SEM image depicts Li distribution in electrolyte next to Ni layer. Comparative
SEM image analysis reveals the difference in Li spatial distribution via specific choice of electron energy
level (Fig. 2c). Monte-Carlo simulations of electron beam interaction in LIiPON at Ep= 2 keV and 15 keV
supported the observed results. In addition, due to optical transparency of thin-film electrolyte and
ultrathin Si anode, Li diffusion profiles at both sides of the battery can be visualized optically (Fig. 2d).
We envision that depth selective electron microscopy of thin-film ion batteries will help elucidate the role
of temperature, chemical and morphological inhomogeneity of the electrolyte in Li ion transport [6].
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Figure 1. Sample structure: a) The optical image of the top side of the battery before Li evaporation; b)
The schematics of the cross sectional view of the battery. Ultra-thin Si membrane is used as optical and
electron transparent window.

Si/ LIPON/ Ni

Si/ LIPON/ Ni

Ni 100 nm diffusion

Figure 2. a), b) SEM images obtained at Ep= 2 keV and 15 keV, respectively; bright areas in Si windows
regions correspond to electron scattering from Ni electrode; dark regions represent electron yield from
lithiated electrolyte; c) schematic explanation of SEM contrast formation at different energies of the
electron beam; d) optical image: lithiated regions are seen through 35 nm Si and LiPON layers.
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Electrochemical techniques such as electrodeposition are crucial for fabrication of nanostructured
materials. The details of cluster nucleation and growth at early stages of electrodeposition are
extremely important for morphology and properties of the deposits. The growth mechanism is
usually determined by analyzing global electrochemical data in conjunction with ex-situ images.
Though this approach gives us a clear picture as a whole, it fails to reveal the evolution of islands
morphology at nanoscale and its effects on reaction rate. Lately, in-situ transmission electron
microscopy (TEM) in liquids has been used successfully to study the surface and interface
processes and also to interpret the electrochemical data [1-3]. Surprisingly, there has been less
research performed using liquid scanning electron microscopy (SEM) [4]. In this report, we
describe novel chip and cell designs enabling us to study electrochemical processes in real time
and as a function of temperature using SEM in liquids.

The cell is shown in figure 1. The cell is based on a microfabricated Si chip equipped with 50 nm
thick SiNx membrane, 150 nm thick Pt electrodes as working electrodes (WE) and heaters [5-6].
30 nm layer of Al>Os covers the top of electrodes and heaters and serves as an electrochemical
protection layer. In conventional electrochemical experiments, a three- electrode geometry is
usually preferred. This is because even if the counter electrode (CE) is designed to be larger than
the working electrode, the current passing the cell will polarize the counter electrode. If a third
electrode is used as a pseudo reference electrode (RE), the current drawn from it should be
extremely small (e.g., a few fA) to avoid similar polarization issues. In addition, monitoring the
voltage of the counter electrode proves to be useful even in three-electrode experiments to avoid
large voltage sweeps that could damage the counter electrode or cause bubble formation in the
electrolyte. Both the counter electrode (Pt) and the reference electrode (Ag) were wire bonded to
the ceramic chip carrier. The ceramic microchip carrier pressed against a rubber gasket sits tightly
on the top of a fluidic cell made of polyetheretherketone. For Ag electroplating, 100 mol/m?
solution of AgNOs in water was introduced through syringe and the cell was sealed.

Figure 2 shows the typical SEM images obtained during in-situ Ag electrodeposition on Pt
electrode. The images detail the morphological evolution of silver dendrites that were prepared at
100 mol/m?3 silver nitrate aqueous solution. The growth of the dendritic nanostructure was carefully
monitored in real time by a current measurement. As the applied deposition potential of -0.5V, the
initial silver nucleation experienced a morphological evolution and converted to some widespread
dendrites. In the first few seconds, Ag start nucleating at several areas of Pt electrode. As the
reaction proceeded individual dendrite length of about 5 um to10 pum start branching out from the
electrode.

In conclusion, the proposed environmental cell is well suited for in-situ electrochemistry. The
setup can be widely extended to investigate morphological transformations in biological systems
and electrochemical phenomena like corrosion
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Figure 1: A. Microchip holder and liquid cell. The microchip carrier (dark grey) pressed against a rubber gasket
sits tightly on the top of a liquid cell (gray). The chip carrier assembly consists of a Si-chip that hosts a metal
oxide nanowire which can experience different gas environments (as shown in B in the circled area.) B. Design
of a microchip. The microchip consists of Pt electrodes and Pt heaters. The Pt electrodes are the working

electrodes in electrochemical process and the Pt heaters allow for uniform heating and cooling.

Figure 2: SEM images of the Ag dendrites electrochemically grown over at Pt electrode before (A) and after (B)

potential hold at -0.5 V vs Ag/AgCl in 100 mol/m? AgNO3 water solution through 50 nm SiN membrane.
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Abstract—Two-photon time-resolved photoluminescence has
been recently applied to various semiconductor devices to deter-
mine carrier lifetime and surface recombination velocities. So far
the theoretical modeling activity has been mainly limited to the
commonly used one-photon counterpart of the technique. Here
we provide the analytical solution to a 3D diffusion equation that
describes two-photon microscopy in the low-injection regime.
We focus on a system with a single buried interface with
enhanced recombination, and analyze how transport, bulk and
surface recombinations influence photoluminescence decays. We
find that bulk measurements are dominated by diffusion at
short times and by bulk recombination at long times. Surface
recombination modifies bulk signals when the optical spot is
less than a diffusion length away from the probed interface. In
addition, the resolution is increased as the spot size is reduced,
which however makes the signal more sensitive to diffusion.

Index Terms—Two-photon microscopy, carrier lifetime, sur-
face recombination velocity.

I. INTRODUCTION

The development of semiconductor devices such as pho-
tovoltaic solar cells requires quantitative characterization of
materials parameters to improve their overall performances.
While the minority-carrier lifetime may be the most influential
parameter for photovoltaic devices, polycrystalline materi-
als such as CdTe have many grains and grain boundaries
whose contributions to recombination remains unclear. Time-
resolved photoluminescence (TRPL) is a long-standing op-
tical technique capable of probing bulk lifetime and surface
recombination velocities of direct bandgap materials. A TRPL
experiment consists of generating electron-hole pairs via a
laser pulse, and collecting the radiatively emitted photons
over time. The non-radiative recombination occurring in the
bulk and at various interfaces influences the resulting photolu-
minescence (PL) intensity decay, so that adequate modeling
of this decay can lead to values of bulk lifetime, diffusion
constant and surface recombination velocities.

Two different setups have been used to realize TRPL
experiments. The first, most common one, uses incident
photons with energy larger than the semiconductor bandgap.
The absorption of a single photon is sufficient to generate
an electron-hole pair which leads to carrier generation that
decays exponentially away from the sample surface. A second
route taken in [1]]- [2] uses photons with energy smaller

Paul M. Haney
Center for Nanoscale Science and Technology
National Institute of Standards and Technology
Gaithersburg, MD, 20899, USA
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Fig. 1. Schematic of the sample probed by two-photon microscopy. The
optical spot (gray area) has lateral size 1 pum and axial size L, = 3 pm.
Generation and collection regions are taken identical.

than the semiconductor bandgap, that is in a spectral range
where the material is normally transparent. The generation
of an electron-hole pair now requires the absorption of two
photons. Because this non-linear process is proportional to the
square of the incoming photon flux, the generation of carriers
occurs preferably at the focal volume of the optical setup.
By changing the position of the sample with respect to this
focal volume, electron-hole pairs can be generated far below
the sample surface. Details on the operating principle can
be found in the literature [3]]- [4]]. There exists an extensive
literature on the modeling of one-photon TRPL [5][7]], which
assumes a carrier generation that decays exponentially away
from the sample surface. The direct carrier generation below
the surface taking place in a two-photon TRPL experiment
requires new investigations.

In this manuscript we review our 3D model for two-photon
TRPL (section [M)), and we apply it to optical spots in the
bulk and at the buried bulk/substrate interface of our model
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system described in Fig. [} In section [IIl] we focus on the
impact of carrier diffusion and recombination on PL decays
for a bulk measurement. We show how surface recombination
changes PL intensities and discuss the resolution of the
optical technique in section [V} Throughout this paper, unless
explicitly stated otherwise, we consider an optical spot shaped
as a rectangular prism with lateral dimensions of 1 yum and
axial size L, = 3 pum. We assume a uniform excitation
of carriers and identical generation and collection regions.
While these two regions may be in general different, this case
can be obtained in an experimental setup using a confocal
microscope.

II. OPTICALLY INDUCED MINORITY-CARRIER TRANSPORT

We start with our model for the transport of optically
induced carriers in a p-type material, and introduce the
general solution of the problem for the case of a single surface
with enhanced recombination. This surface can describe a
sample surface or a buried interface as described by our model
system in Fig. [Tl We refer to [§] and references therein for
more details on the derivations.

The minority-carrier transport is described by the 3D time-
dependent diffusion equation

%(r,t) — DAn(r,t) + n(:—, 2 = g(r)d(¢), (1

and the boundary conditions determined by the surface re-
combination velocity .S

D —sn. .-, )
0z
n=0, z— +oo, 3)

where n(r,t) is the electron density, D is the electron diffu-
sion constant, 7 the bulk lifetime and g(r)d(t) is the carrier
generation, taken to be instantaneous. Because we linearized
the recombination rate [third term in Eq. (I)], Eq. (I) is valid
only for small excited carrier densities (low-injection regime).
We introduce the Green’s function of the problem G(r,r’, )
that satisfies

/
9G (e r/ 1) — DAG(r 1) + ST

5 . =5(r —1)6(t).

)
Upon solving Eq. @) with the boundary conditions Eqgs. (Z)
and (3), one finds [8]
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where erfc is the complementary error function. The electron
density follows by computing the convolution of the Green’s

function above with the carrier generation profile. Because the

optical generation is assumed uniform, the electron density is
obtained by simply integrating the previous Green’s function
over the volume of the spot Vot

n(r,t) = /V

spot

dr’ G(r,r',t), 6)

and similarly integrating the above density over the collection
volume Vot yields the PL intensity

spot

dr n(r,t). (7)

The calculation of PL decays hence requires the integration
of the Green’s function Eq. (3) over all spatial arguments
over the generation/collection volumes. We performed these
integrations numerically for all the results presented in this

paper.

In addition to being limited to the low-injection regime, our
model does not include photon recycling [9] and space charge
effects caused by local electric fields. Effects of differences
in electron and hole mobilities as well as the high injection
regime have been studied numerically [[10].

III. TRANSPORT AND LIFETIME EFFECTS IN BULK
MEASUREMENTS

We first consider the case of a bulk measurement, i.e. the
generation/collection volumes are far from both the sample
surface and the bulk/substrate interface. We analyze how the
carrier recombination and diffusion away from the genera-
tion/collection region affect the PL intensity.

Fig. |Z| shows the PL intensities obtained for (a) several
values of the diffusion constant, keeping 7 = 1 ns, and (b)
several values of the bulk lifetime, keeping D = 25 cm?/s.
We compare these results to the limiting case of a point source
whose PL decay reads [8]

eft/ T
8(wDt)3/2"
While the PL intensities at short times (¢ < 7) are all identical

Iy(t) o ®)
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Fig. 2. Normalized PL intensities as a function of time for the optical spot
in the bulk. (a) The diffusion constant D is varied: D = 5 cm? /s (circles),
D = 50 cm? /s (squares) with 7 = 1 ns. The dashed line corresponds to
Eq. @) (b) The lifetime is varied: 7 = 1 ns (circles), 7 = 2 ns (diamonds),
T = 5 ns (squares), 7 = 50 ns (triangles), with D = 25 crn2/s.
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in Fig.2[b), sharp drops occur as the diffusion constant, hence
the diffusion velocity, is increased in Fig. 2[a). These drops
reveal that charge carriers diffuse away from the generation
spot and recombine outside of the collection volume, so
that emitted photons are not collected. Note that the fast
decay is not exponential but algebraic, as shown by Eq. (8)
(e=*T ~ 1). One can recover purely exponential decays
at short times when collecting all emitted photons, which
implies a collection region much larger than the diffusion
length. Differences in generation and collection volumes can
therefore be used as a knob to characterize carrier diffusion
properties.

At long times (¢t > 7), Fig. |Zka) shows identical exponential
decays, while the slopes of the decays decrease as the
bulk lifetime is increased in Fig. Pfb). Eq. (8) shows that
recombination exponentially reduces the PL intensity. At long
times, this exponential decay (recombination) dominates the
previously discussed algebraic decay (diffusion). This is seen
in Fig. 2|b) for 7 = 1 ns and 7 = 2 ns, while the traces for
7 =25 ns and 7 = 50 ns are still in the diffusion dominated
regime. As a result, experimentally, in the long time limit
a mono-exponential fit should suffice to determine the bulk
lifetime 7. Comparisons with experimental data can be found
in [8].

IV. SURFACE RECOMBINATION EFFECTS AND
RESOLUTION OF 2-PHOTON TRPL

We turn to calculations done for a generation/collection
region at or close to the bulk/substrate interface. We analyze
how the enhanced recombination at the interface changes the
previous bulk PL decays, and discuss the resolution of the
two-photon TRPL technique. Plots presented in this section
were obtained with 7 = 1 ns and D = 25 cm?/s. We denote
z as the distance of the bottom of the optical spot from the
bulk/substrate interface.

10° § i E| 10°
oo S=10° cm/s o z=
10t vv S=10" cmss|] 191l B8 z=Ll; ||
&8 S=10° cm/s -- z=10L
> 6 >
2902 L S=10" cm/s|] £ 192}
f=4 c
Q 19
< <
g 1%L g 107}
10| 10 b SO
(a) (b) N
10° A 10° L . .
0 1 2 3 4 5 0 1 2 3 4 5
time (ns) time (ns)
Fig. 3. Normalized PL intensities as a function of time for the optical spot

around the bulk/substrate interface. (a) The spot is at the bulk/substrate inter-
face (z = 0) and the surface recombination velocity varies: S = 103 cm/s
(circles), S = 10% cm/s (down triangles), S = 10° cm/s (squares),
S =10% cm /s (up triangles). (b) The distance of the bottom of the optical
spot is changed: z = 0 (circles), z = Lg (squares), z = 10L4 (dashed line).
Calculations were done with S = 108 cm/s. For all plots 7 = 1 ns and
D =25 cm?/s.
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Fig. 4. Normalized PL intensities as a function of time when the axial size
of the spot (L) varies. (a) L, =1 pm, (b) L; =2 pum, (¢) L, =5 pm,
(d) L, = 10 pum. The lines with symbols correspond to S = 5 x 10% cm/s
and the simple lines to .S = 0. All calculations were done with 7 = 1 ns
and D = 25 cm?/s.

Fig. B[a) shows PL intensities for various surface recom-
bination velocities when the generation/collection spot is at
the bulk/substrate interface (z = 0). As expected the PL
signal decreases more rapidly for greater values of S, as
the recombination current is increased at the interface. PL
decays at short times are still dominated by diffusion, as the
fast decays for ¢ < 1 ns are independent of the value of
the recombination velocity. However, contrary to the previous
bulk calculations, PL. decays are not purely exponential for
times ¢ > 7 as S is increased. Consequently, a numerical
fitting procedure relying on Eq. (3) together with known
generation profile and collection volume is necessary to
determine materials parameters.

We increased the distance of the generation/collection
region from the bulk/substrate interface in Fig. [3[b). Cal-
culations were done with z = 0 (bottom of the spot at
the interface), = = Ly (Lg = /D7 diffusion length) and
z = 10L,4. The latter can be considered in the bulk of the
system (i.e. no surface effects). We find that a displacement
of the optical spot away from the interface by a diffusion
length (Ly = 1.6 pum) is enough to make the PL intensity
insensitive to the probed interface.

In Fig. @ we examine the variation in the PL decays as a
function of the axial size of the generation/collection region.
L, is varied from 1 pgm to 10 pm, and we compare the PL
decays to the case S = 0 (lines without symbols). The spot
is at the bulk/substrate interface (z = 0). Increasing the spot
size should reduce the effect of diffusion. However, because
we only increase the axial dimension while keeping the lateral
size (1 pm) smaller than the diffusion length (1.6 pm), there
is still a rapid drop of the PL decay for ¢ < 1 ns. The drop
is stronger for L, = 1 um, and the PL intensity is extremely
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reduced when the surface effects become visible, which may
pose a challenge for experimental detection of photons. At
times ¢t > 7 comparisons to the case S = 0 show that the
PL signals converge towards a single exponential decay as
L, is increased. As expected the contribution of the bulk to
recombination becomes dominant as the surface to volume
ratio of the spot decreases.

V. CONCLUSION

Two-photon microscopy is a non-invasive and non-
destructive optical technique that can probe subsurface ma-
terials parameters. Our 3D modeling allowed us to separate
lifetime (recombination) from transport (diffusion) effects in
PL intensities. In particular we found that the former influ-
ences decays at long times while the latter dominates short
times. We have shown that the resolution of the technique for
interfacial features is improved as the optical spot is confined
at the bulk/substrate interface. However this comes with an
increase of the diffusion effects causing a sharp drop in the
PL decay at short times.
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Subdiffraction optical motion transduction using a scalable
plasmomechanical platform
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Abstract: We present a scalable platform for producing reconfigurable plasmonic devices. Using
localized-gap plasmon resonators exhibiting large quality factors, we demonstrate sensitive,
plasmon-based measurement of motion from a deep subdiffraction region.

OCIS codes: (250.5403) Plasmonics; (230.4685) Optical microelectromechanical devices; (220.4241) Nanostructure
fabrication

Plasmonic devices and metasurfaces have had a broad impact across optical nanoscience, with applications
including optical tweezers, holograms, and ultrathin optical elements [1, 2]. Recently, there has been considerable
interest in creating dynamic, mechanically reconfigurable plasmonic systems [3—5]. Such devices herald exciting
opportunities for controlling light on the nanoscale, for instance, through the production of ultrafast and compact
optical modulators [6]. Here, we present a new platform for creating these “plasmomechanical” devices, whereby
gold plasmonic elements (rectangular blocks) are embedded directly into movable mechanical components
(cantilever beams) and suspended above an underlying gold pad by a narrow gap (Fig. 1a). The gap, which is the
critical feature defining plasmonic performance, is constructed “vertically” using a thin, planar Cr sacrificial layer
that is selectively removed using wet-chemical etching; etching simultaneously releases the cantilevers from the
substrate, allowing them to move. This method avoids complications associated with top-down milling processes,
enabling repeatable production of large arrays of devices having precise, individual plasmonic gaps < 15 nm in size.
Using our platform, we demonstrate a new type of dynamic localized-gap plasmon (LGP) resonator, which is
characterized by a high plasmonic quality factor and exceptionally large optomechanical coupling strength. We use
these unique qualities of the LGP modes to achieve high-sensitivity transduction of mechanical motion from a deep
subdiffraction region.

The basic concept features a mechanically coupled plasmonic resonator formed from a 350 nm long, 165 nm
wide, 35 nm thick Au rectangular block embedded into a silicon nitride (SiNy) mechanical resonator and suspended
above an underlying Au pad by a narrow gap. As the mechanical resonator — in this case, a 4 um long, 185 nm
thick, singly clamped cantilever (Fig. 1b) — vibrates, the gap separating the block and pad is modulated. This, in
turn, modulates the resonant optical frequency of the LGP mode. Consequently, the plasmomechanical device
strongly couples the plasmonic resonance frequency and the local motion of the cantilever in a footprint determined

by the block size.
EBL+LO EBL+LO b
- - - eailock _
—
PECVD

S

mm Cr
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mmmm SiN,
EBL+RIE
“ Cr etch
+
.. ! CPD
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O
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Fig. 1. a, Fabrication process flow for the plasmomechanical devices using electron beam lithography (EBL), metal evaporation and liftoff
(LO), plasma-enhanced chemical vapor deposition (PECVD), reactive ion etching (RIE), and critical point drying (CPD). Black lines
surrounding the Au block are included for clarity. b, Optical image of the 4 um long cantilever device with overlaid red circle showing the LGP
resonator used for measurement.

The fabrication process (Fig. 1), which uses repeated aligned electron beam lithography (EBL) exposures and
reactive ion etching (RIE) to pattern devices, has several unique features. First, devices are made with a very thin,
12 nm Cr sacrificial layer placed atop the Au pad using metal evaporation and lift off (LO). This layer temporarily
supports the Au blocks, formed by a second EBL+LO step, and therefore defines the gap in the plasmonic
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resonators. Second, we use low temperature (180 °C) plasma-enhanced chemical vapor deposition (PECVD) to
deposit a conformal SiNy layer onto the pad-sacrificial layer-block stack, thereby embedding the block directly into
the mechanical resonator and ensuring, after release using a Cr wet-etch and critical point drying, that the block
travels with the cantilever. In addition to yielding thousands of functioning devices per chip, our process provides
facile tunability of the plasmonic and mechanical geometries via simple modification of the EBL write pattern.
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Fig. 2. a, Experimentally measured reflectivity for the LGP resonance; inset shows the normalized total electric field of the LGP mode on
resonance, calculated using the finite-element method. b, Setup for motion measurement; collimator (C), 50:50 beamsplitter (BS), electronic
spectrum analyzer (ESA), polarization maintaining (PM) optical fiber. c, Measured mechanical response of the device with Lorentzian fit (blue
curve), showing a full-width at half-maximum (FWHM) of 160 kHz. Signal reference power is 1 mW.

The LGP mode is a standing wave formed from counter-propagating gap plasmons that reflect from the ends of
the upper block (Fig. 2a inset). We experimentally measure the LGP response of our device using a confocal optical
spectroscopy setup. As shown in Fig. 2a, the LGP mode manifests as a distinct dip in the spectral reflectivity near a
wavelength (1) of 790 nm. The resonance has a quality factor Q;qp = 22, which, owing to reduced radiation losses,
is more than twice the value expected from dipolar antennas. From finite-element calculations, we find that for
initial gaps < 15 nm, the optomechanical coupling constant (g, ), defined as the optical frequency shift of the LGP
for a given change in gap size, ranges from 2 THz-nm™' to 4 THznm™'. Such values are among the largest reported
to date and more than 40% achieved in dielectric systems [7].

The combination of large Q;p and g, makes the LGP resonators well-suited for transducing the motion of the
overall plasmomechanical device. We measure the thermal motion of the cantilever by placing it in a vacuum
chamber to reduce damping and probing the reflectivity of the LGP mode at wavelength 1, = 780 nm on the
resonance shoulder (Fig. 2b). Motion of the device gap introduces a minute shift in the LGP resonance, which alters
the reflectivity for the probe laser. We measure this amplitude-modulated reflectivity by imaging reflected light,
collected with a 0.3 numerical aperture objective, onto a photodiode connected to a spectrum analyzer. The
displacement power-spectral density of the cantilever motion is given in Fig. 2¢, which shows a calibrated noise
floor of = 32 fm'Hz "2+ 3.2 fm-Hz "2, where the uncertainty corresponds to an estimated 10 % error in determining
the thermal displacement calibration factor. Transduction occurs from a region, corresponding to the (350x165) nm?
plasmonic footprint, that is 150x smaller than the diffraction-limited focal spot of our microscope. This
measurement represents a motion sensitivity = 7x larger than previously demonstrated with comparable
plasmomechanical devices.
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Cantilever array with optomechanical read-out and
Integrated actuation for simultaneous high sensitivity
force detection
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Abstract—We present an on-chip cavity optomechanical
cantilever array with integrated actuation, that combines high
measurement bandwidth and very low displacement noise floor
with compactness, robustness, small size, and potential for low
cost batch fabrication inherent in micro- electro- mechanical-
systems (MEMS)

Keywords—optomechanics;  cantilever
actuation

array; integrated

l. INTRODUCTION

Research and development of transducers based on cavity
optomechanics is a topic of high interest particularly because
these transducers enable measurement of mechanical motion
down to the fundamental limit of precision imposed by
qguantum mechanics. We have developed an on-chip cavity
optomechanical cantilever array that combines high bandwidth
and high sensitivity with compactness, robustness, small size,
and potential for low cost batch fabrication inherent in MEMS.
The parallelization of multiple probes within one transducer
array allows the simultaneous measurement of serial forces or
mass detection [1].

optical fiber
micro disk

/

mechanical member

Fig. 1: Exemplary schematic of the transducer (not to scale) showing
overhung cantilever on a torsional pivot as the mechanical device.

Il. FABRICATION

Our fully-integrated, fiber-pigtailed cantilever array combines
high sensitivity (= 0.5 fm-Hz'? to = 10 fm-Hz"?), high
bandwidth optomechanical readout and built-in thermal
actuation. We use a wafer-scale microfabrication process
combining one e-beam patterning, six stepper, and three
contact mask aligner lithography steps. These define the
silicon nitride (SiN) cantilever, the single-crystal silicon-on-

insulator (SOI) microdisk optical cavity with high optical Q
(up to = 2x10%), SOI optical waveguides, and the patterned
gold layer for bimorph actuation [2]. Back and front side
anisotropic potassium hydroxide (KOH) silicon etch allows
the cantilever to hang over the edge of the silicon chip and to
define v-grooves for single- mode optical fiber attachment.
Two sacrificial silicon dioxide layers are removed by an
isotropic hydrofluoric acid (HF) etch to free the mechanically
movable structures. The fabrication process is shown in Fig. 3
on the example of a single cantilever device.

Attenuator
“ Polarization . ’

controller

Tunable laser
C ~

Device

Photodiode

i Y

Spectrum analyzer

Fig. 2: Schematic of the detection setup with an embedded optical micrograph
of the cantilever array.

Aksyuk, Vladimir; Michels, Thomas; Rangelow, Ivo.

"Cantilever array with optomechanical read-out and integrated actuation for simultaneous high sensitivity force detection."

Paper presented at International Conference on Optical MEMS and Nanophotonics, Singapore. July 31, 2016 - August 4, 2016.

SP-37



€-6£2)'dS" LSIN/8209 01 /610°10p//:sd)y :woy abieyd jo daly o|qe|ieAe si uoneolgnd siy L

definition of micro
disk, waveguide

taper, and
waveguide
deposition of silicon
dioxide layer —

definition of anchor
hole and v-groove

\\

silicon nitride
deposition and
metalization

S

front and backside
anisotropic etching

~

Materials:

HF release and fiber
attaching

—

| |
| |
1 |
| Gold |
I SiN -_
: Si (device)‘:
I sio !

|
: Si (bulk) |

Fig. 3: Representation of the process flow for the transducer with integrated
thermal actuation and overhanging tip. The image in the top left shows the
whole device. The dashed red in indicates the path for the cross sectional
views (a).

The SiN cantilever can be excited by an electrical signal
supplied to an integrated thermal actuator. The cantilever is
evanescently coupled to a high-Q optical whispering gallery
mode of the optical microdisk cavity and the motion is
detected by measuring the resonance frequency shift of the
optical cavity mode. A schematic of the cantilever is shown in
Fig. 1. The actuator can be used to individually address the
cantilevers and dynamically move them as well as to tune the
distance between the cantilever and the optical cavity, to

change the sensitivity and range of measurement of the
cantilever. One side of the cantilever overhangs the edge of
the chip, where it can be easily coupled to a variety of off-chip
samples and physical systems of interest. A ~10um long
probe is currently designed to have a stiffness of
~0.1N/mto=~5N/m and a resonance frequency of
~50 kHz to ~4 MHz. The design can be easily and broadly
tailored for specific sensing applications.

The detection setup used to characterize the device is shown in
Figure 2. Motion of the cantilever results in a frequency
modulation of the optical cavity modes, which can be
translated into an intensity modulation by probing these modes
on the side of their resonance minima. The output signal is
intensity-modulated in proportion to the mechanical motion,
and is transduced by a photodetector before being sent to an
electronic spectrum analyzer to reveal the spectrum of
mechanical modes (Fig.4).

-60 T T T T r
130
N
X
£
{20 &
-65 i >
2 FWHM =~ 70 kHz 8
= g
S 8
= w
20 ]
70+ ]
110 §
Mo E
A o
ey 2
-75 *

2.9 3 3.1 3.2 3.3 3.4 3.5
Frequency [MHz|
Fig. 4: Measured mechanical frequency noise spectrum of the cantilever
transducer in vacuum with Lorentzian fit. The dotted green line indicates the
background noise level. Signal power is reported relative to 1 mW.

I1l.  CONCLUSION

We have demonstrated the micro- and nanofabrication
process and characterization of a novel type of fully- integrated
cavity optomechanical cantilever array for high sensitivity
force detection.
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Design and fabrication of neuroelectronic device containing gold

pyramid electrodes
Gymama Slaughter* *> Joel Tyson®, , Matthew Robinson‘, Chen J. Zhang‘, Minhquan

Tran®
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Electrical Engineering,1000 Hilltop Circle, Baltimore, MD, USA 21250;

“Center for Nanoscale Science and Technology, National Institute of Standards and Technology Gaithersburg, MD,
USA, 20899

Abstract. A neuroelectronic device containing an electrochemically deposited multi-walled carbon nanotube
(MWCNT) sensitive layer was designed, fabricated and characterized. The neuroelectronic device consists of a
flexible polyimide substrate bearing four shanks with 16 gold rectangular pyramid electrodes per shank and
MWCNT sensitive layer. Each of the 16 gold pyramid electrodes with a top active area of 6 pm x 60 pm and depth
of 750 pum are positioned with a vertical separation distance of 100 um on a shank width of 40 um. Gold rectangular
pyramid electrodes are selected as the recording electrodes to enhance the -electroactive surface area.
Electrochemical impedance spectroscopy (EIS) analysis of the resulting 16 gold pyramid electrodes on one of the
shanks of the neuroelectronic device was characterized at the physiological relevant frequency of 1 kHz. The
experimental results show that the gold electrodes are uniformly coated with MWCNTSs sensitive layer. With no
MWCNT coating, the impedance response at 1 kHz could reach as high as 17.16 MQ on average. Additionally, the
MWCNT coated gold pyramid electrodes exhibited a significant reduction in electrode impedance at 1 kHz to 45.73
kQ on average demonstrating MWCNT ability to lower the impedance of the electrodes by roughening the electrode
surface.

Keywords: Microfabrication, polyimide, flexibility, neural probes, electrochemical impedance spectroscopy.

*Corresponding Author, E-mail: gslaught@umbc.edu

1 Introduction

Neuroelectronic devices used for the integration of neurons with electrodes in neurological
studies have enabled a better understanding of the complex neurological processes in animals
and in humans. Electroencephalography (EEG), electrocorticography (ECoG), local field
potential (LFP) and single-unit recordings are the four main technologies employed to stimulate
and record electrical signal from targeted neural tissues, and are particularly useful for
elucidating the complex processes that contributes to the onset of neurodegenerative diseases'”.
However, these technologies suffer from a number of limitations such as relatively low

resolution and are not suitable for use in recording brain activity from multiple sites deep within

Robinson, Matthew; Slaughter, Gymama; Tyson, Joel; Zhang, Chen.
"Neuroelectronic Device Process Development and Challenge."
Paper presented at Optical Microlithography, San Jose, CA. February 26, 2017 - March 2, 2017.

SP-39



€-6£21°'dS 1SIN/8209°01/610"10p//:sdny :woly abieyd jo aauy s|ge|ieAe si uoneoljgnd siy|

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

58

59

the brain. The application of micro- and/ or nano-electromechanical systems (MEMs) or (NEMs)
to the fabrication of LFPs or single-units recording electrodes have led to the development of
minimally-invasive high density neuroelectronic devices that are designed to penetrate the pia
and maintain intimate contact with neurons. Electrode characteristics such as size, electrical
impedance, and the electrode’s ability to achieve intimate contact with a neuron play a key role
in differentiating LFPs from single-units recordings”.

The current metal stereotrodes, tetrodes and microwire arrays employed are only capable
of recording activity at their exposed distal tips and the number of recording electrodes that can
be incorporated in these devices are limited®. A key challenge that remains to be addressed is the
reduction in the probe size while maintaining a large density of recording electrodes in order to
minimize tissue damage, scarring and device encapsulation. An advantage of using silicon based
microelectronics and/ or MEMs based fabrication techniques is that it can effectively reduce the
probe size and address the limitations of conventional metal microwire based neuroeletronic
devices’ in addition to the fact that it can be batch processed and yield reproducible planar or
three-dimensional electrode geometries’. However, these silicon-based electrodes are also prone
to host immune responses’® that eventually cause the recording signal to degrade during the
operation of the electrodes. Neuroelectronic devices based on polymers have been recently
demonstrated to offer an alternative to silicon based devices due to their mechanical (flexibility)
and chemical (biocompatible)’ properties. These devices can easily conform to the surrounding
brain tissue'’, thus minimizing inflammation due to micromotion and tissue damage and improve
the device overall biocompatibility' 2.

In order to acquire high quality signal when implanted, it is important that the impedance

of the recording electrode is optimal for the recording and stimulation of brain cells or tissues.
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Neuroelectronic devices that exhibit high electrode impedance increases the electrode noise
profile, which further obscures recorded neuronal signals'. Therefore, it is important to employ
neuroelectronic devices with electrode sites that have low electrical impedances and high signal-
to-noise ratio to enable the acquisition of high quality recording signals from targeted neural
cells or tissues. Xiang et al demonstrated the reduction of gold electrode impedance
characteristics via the electrochemical deposition of multi-walled carbon nanotubes
(MWCNTs)". The deposited MWCNTs provided a roughened sensitive layer that have been

shown to detect dopamine via cyclic voltametry'*"

and improve the quality of neuronal cell to
electrode adhesion'’,

In this paper, we took advantage of the flexibility and biocompatibility of polymers to
design and fabricate polyimide based neuroelectronic device. Thin MWCNT coated gold
pyramid electrodes were employed to reduce the electrode impedance. The detailed design,

development and fabrication of such fully integrated neuroelectronic device is described and

discussed.
2 Experimental Results and Discussion

2.1 Flexible Neuroelectronic Probe Design

The flexible polyimide neurotronic probes are designed to use silicon substrate to provide initial
mechanical support, from which the flexible probe substrate is released and integrated with
interconnect cable. The 64-site flexible multi-shank neuroelectronic probes are constructed by
sandwiching the electrical interconnect traces in between two polyimide layers. These
interconnect traces connect the small electrodes sites to the large bond pads and is made from

chromium (Cr) thin film and gold (Au) thin film. The two polyimide layers consist of 1) an
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insulating layer of HD-4104 (HD Microsystems, USA) polyimide (PI1) to structurally connect
the electrodes sites and bond pads, but electrically isolate them and 2) a final passivation layer of
HD-8820 polyimide (PI2) to serve as the final structural material and passivation for the
interconnect traces. Figure 1 presents the probe architectural design where four shanks are
protruding from the wider base platform. The multi-shank probe is made up of two metallization
layers: the first metallization layer forms the exposed 64 electrode sites and bond pads and the
second metallization carries the insulated interconnect traces. The metallization layers are
separated by a thin PI1 film. This architecture enables the packing of 16 electrodes per shank.
The shank width is 40 um, widening to 250 pm at the base platform. The probe thickness is
approximately 8 um. The shank length is 3 mm and the shanks are spaced at 7750 um with 16
electrode sites on each of shanks. The electrode sites have top area of 6 um x 60 pm and
thickness of 750 um and distributed with 100 pm pitch. Additionally, the key design elements of
the probe structure are: the fine tip pyramidal shaped electrodes, 30° tapered polyimide shanks

for penetration into neural tissue, and the narrowly spaced gold interconnect traces.
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Figure 1. Schematic design of the flexible neuroelectronic probe structure and CAD layout showing the

electrode sites, interconnect traces and bond pads.
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2.2 High-Density Electrode and Probe Fabrication

A flexible gold rectangular pyramid neuroelectronic probe platform is fabricated using flexible
biocompatible polyimide'’. Figure 2 illustrates the fabrication sequence employed to translate the
gold pyramid electrodes into a flexible multi-shank neural probe in a cross-sectional view. Five
photolithographic masks are used to fabricate the probes on a 4-inch silicon wafer. The p-type
(100) silicon wafer is purchased from WRS Materials. The electrodes contain two metallization
layers. The first metallization forms the gold pyramid recording electrodes and bond pads and
the second metallization defines the interconnection traces. Polyimide (HD-4104) is used as the
insulation layer for the electric interconnection traces on the front side and are necessary to block
ionic current flow due to HD-4104 high electrical resistivity (~10'° Qcm)'™". Both negative
(HD-4104) and positive (HD-8820) polyimide are used as the dielectric and structural material
respectively for the probe manufacturing because together they provide better mechanical

stiffness and flexibility for probing neurons.
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Figure 2. Schematic illustration of the major processing steps in the fabrication of the 64-site probe.

A 200 nm thermal oxide is grown on the silicon wafer to serve as a mask for anisotropic etching
of silicon using potassium hydroxide (KOH). Photoresist patterning (standard S-1813 recipe
using MA6/MAS mask aligner) is employed to create a mask for etching the SiO, with buffer
oxide etchant. The silicon is then etched with KOH to form the inverted rectangular pyramid
cavity to enable the molding of the gold rectangular electrode sites inside the inverted pyramid

cavity. Upon stripping the SiO, layer, a blanket 600 nm LTO is deposited and serves as the
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sacrificial layer for final release of the probe. HD-4104 is photolithographically patterned on the
silicon substrate to expose the inverted pyramid cavity and to define the bond pads as well as
serve as the insulation layer for the second metallization layer. After curing the polyimide, the
polyimide film measures approximately 2-4 um thick depending of the curing processing details.
NR9-6000PY is photolithograpically patterned on top of the polyimide to expose the electrodes
and associated bond pads. The first metallization layer composed of 20 nm chromium and 750
nm is then deposited. The chromium layer is designed to provide adhesion between gold and
LTO. The gold electrodes and associated bond pads are e-beam evaporated to a thickness of 750
nm from a 99.99% pure gold target. Gold (Au) is selected as the electrode material due to its
chemical inertness, and compatibility with brain tissue’*'. The second metallization layer of
Cr/Au (20 nm/ 250 nm) is e-beam evaporated and designed for the interconnection traces. The
interconnect traces are photoresist patterned and etched via ion milling to connect the electrode
sites to the bond pads. After interconnect traces fully patterned, a second polyimide layer HD-
8820 is spin coated, patterned to define the outer geometry of the devices and insulate the
interconnect traces as well as serve as the structural material. This is then followed by the
complete etching of the 600 nm LTO layer in buffer oxide etchant for the final release of the
flexible neuroelectronic probe. The chrome surfaces on the electrode sites and bond pads are
then removed by carefully dipping the probe in a chromium etchant solution while monitoring
the etch process under a microscope. The chromium etched probes are cleaned with Isopropanol

and DI water.

2.3 Process development and integration challenges

The polyimide based neuroelectronic probe fabrication was carried out on a 4-inch silicon

substrates. Polyimide serves as structural, insulating, and passivating layers for the device. Both
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negative and positive polyimides selected provide mechanical flexibility, chemical stability, and
biocompatibility. In addition, they both exhibit the lowest moisture uptake of 0.5% and are
expected to provide excellent biostability by minimizing possible failure due to moisture
absorption. As for the metallization layers, gold was chosen for its biocompatibility and process
compatibility. The characteristic pyramid profile of the electrode was achieved via anisotropic
etching of 5 um x 50 um features patterned on the silicon wafer with KOH. The bias introduced
by KOH in these features and the alignment marks resulted in several process challenges
downstream, wherein subsequent features were not perfectly aligned. To resolve this challenge,
it was important that the mask used (Step 1; Figure 2) was aligned flush with the wafer during
UV exposure to ensure minimum KOH bias. Additionally, the first polyimide layer PI1 (Step 4;
Figure 2) was designed to create a larger 6 um x 60 um openings to account for this bias in the
electrode features and any undercutting that may occur during the wet-chemical etch process.
The 10 wm routing leads, bond pads and electrode sites were formed on a single metallization
layer (Step 5; Figure 2). However, the wet etching of Cr/Au resulted in an interface-activated
undercutting of the resist film and openings between some of the routing leads and the bond
pads. Although the use of 10 um routing leads with a wider opening toward the bond pads were
found to eliminate the openings observed between these features, the electrode site features were
still defective. To circumvent this problem, we employed e-beam lift-off process using negative
resist to eliminate the undercut problem.

Moreover, the thick polyimide/metal stack posed challenge for process integration. In
order to ensure continuous electrical flow between the pyramid gold electrode and bond pad,
blanket Cr/Au deposition follow by ion milling was developed over the thick polyimide to form

the interconnect traces (Step 6; Figure 2). The interconnect traces were designed to overlap the
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10 um routing leads and the electrode sites. During the initial ion milling process development,
complete etching of the Cr/Au was not achieved, thereby impacting the functionality of the final
device. A descum step using reactive ion etching (RIE) was adopted to remove any residual
photoresist thus enable the Cr/Au to be fully etched. As a result, the ion milling process produced
interconnect traces with a width and spacing as narrow as 1 um on certain portions of the shank.
Final device was formed by releasing shanks from the silicon substrate using buffer oxide
etching. The final shank formed has thickness of 8 um and width of 40 um. These shanks are
tapered at angle of 30° and exhibit flexible properties. Thereby, flexible gold pyramid electrode
probes with a Young’s Modulus of 8.5 GPa are realized. The flexibility afforded by the probe
enables the shanks to bend when in contact with neural tissue, thus minimizing neural tissue
damage.

Scanning electron microscopy (SEM) micrographs of the 16-site electrodes per shank are
shown in Figure 3. A shank width of approximately 40 um accommodates16 channels. The
thickness of the shank varied from 6-10 um. The shank length of 3 mm is necessary to allow
access to specific target of neural clusters within the brain tissue. The probe tip has a sharp angle
of 30° to enable easy penetration where the insertion force is concentrated at the end of the
probe. The shanks are placed 7750 um apart and all the electrode sites are positioned within a
1.55 mm vertical coverage in order to increase the probability of recording neural signals from
multi-target neural clusters. The insert of Figure 3 depicts a close up view of the tip of the shank
and subsequently the electrode site, rectangular pyramid structure. This pyramidal structure
increases the conductive surface available for signal acquisition similar to that observed for

nano-composite surfaces [13].
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Figure 3. SEM micrographs of neuroelectronic probe shank with 16 recording electrode sites and submicron
interconnect traces sandwiched between two polyimide layers and insert views of shank tip and rectangular pyramid

shaped electrode.

The probes that are acceptable for testing are identified by visual inspection under a microscope,
and by electrochemical impedance spectroscopy (EIS) to assure electrical isolation of the
electrode sites. Optical images of the fabricated probes are shown in Figure 4. To isolate the
interconnect traces of the device from the aqueous environment, the traces were sandwiched
between two biocompatible polyimide layers with low liquid permeability. The polyimide layers
show very good adhesion. No visible delamination or defect due to adhesion is found between
the first polyimide (HD-4104) layer and the second polyimide (HD-8820) layer, nor between the
two polyimide layers and the gold electrode sites, interconnect traces and bond pads. The present
yield indicates that about 90% of the fabricated probes pass these initial tests and can be suitable
for impedance characterization and neural recording. As shown in Figure 4, the surface of the
gold interconnect traces and electrode sites are smooth and reflective, whereas the polyimide

surface appears dark due to light absorption by the polymer resin.
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Figure 4. Flexible and optically transparent polyimide neuroelectronic probe accommodates associated bond pads,
interconnect traces 10 um to 1 um in two distinct metallization layers, and the traces are connected to the electrode

sites.

2.4 Device Packaging

The optical image in Figure 5 displays a clear view of the fabricated interconnects, bonding pads
and electrode sites on a single shank equipped with 16 gold recording electrode sites. For ease of
interfacing the flexible polyimide neuroelectronic probe to the measurement equipment, a printed
circuit board (PCB) consisting of interconnect lines is fabricated and connected to the probe
contact pads via tungsten wires (¢ =200 pum). The tungsten wires were manually affixed with
conductive silver wire glue to the bonding pads in order to create a secure electrical connection.
Finally, a group of jumper wires were soldered to the distal end of the PCB for further wire

extension.
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Figure 5: Flexible and optically transparent polyimide neural probe packaging.

2.6 Electrochemical Impedance Spectroscopy

The shank of probe was mounted in a test fixture and the probe was then immersed beyond
the uppermost electrode site in a phosphate buffer saline (PBS) to mimic the physiologic
environment at 37 °C and pH 7.4. The EIS experiment was performed with a potentiostat
PGSTAT204, Metrohm Autolab to determine the electrode site impedance before and after
MWCNT deposition. A three-electrode cell configuration with a Ag/AgCl electrode as the
reference electrode and platinum electrode as the counter electrode was used. The probe was left

in solution for 45 minutes before acquiring each impedance recording in triplicates. The
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electrochemical impedance measurements were taken with a frequency range between 0.1 Hz —
10 kHz using a 10 mV peak-to-peak waveforms in order to identify stabilized probe site
impedances. The electrode impedance was observed to be on average approximately 135 kQ (n =
24) at 1 kHz. In addition, the impedance was observed to gradually increases with decreasing
frequency. The impedance values obtained for the gold electrode sites are attributed to the
pyramidal geometry of the recording site electrode. The impedance value is well below most
values reported for non-surface treated neural probes™. Moreover, observed failed sites
(impedance out of range) are usually due to open interconnect traces or over etched traces. Post
failure SEM micrograph of probes appear to indicate open interconnect traces caused by

fabrication as the major cause for the failed sites.

2.5 Multi-walled carbon nanotube (MWCNT) deposition

The gold recording pyramid electrode surfaces were roughened with MWCNT in order to
increase the electrocatalytic surface area for cell adhesion and sensing, in addition to lowering
the overall electrode impedance. MWCNTs concentration of 1mg/mL was prepared using gold
sulfite electrolyte solution. The prepared solution was sonicated for 1 hour prior to
electrochemical deposition. The probe shank was assembled in a test fixture and to isolate the
gold bond pads of the device from the liquid test fixture environment, the tungsten wires and the
upper section of the probe were encapsulated with a biocompatible epoxy low water
permeability. MWCNT were deposited on six electrodes subsequently using each of the
recording electrodes as the cathode. A platinum wire electrode was used as the anode. The anode
and cathode were then connected to a function generator (Agilent 33250A). A monophasic
voltage pulse of 1.2 V, 10 Hz, at 50% duty cycle was applied for 1 minute. After the deposition

cycles, multiple layers of MWCNTs with gold nanoparticles were deposited on each of the gold
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recording electrode sites on the shank. The optical images of the flexible polyimide probe shank
tip pre and post-MWCNT deposition are shown in Figure 6. The surface of the rectangular gold
electrode appears smooth and reflective, whereas the MWCNTs coated electrode surface

appeared rough and dark.

-

Bare Electrode | MWCNT-Electrode

Figure 6: Recording electrode site before (left) and after (right) MWCNT deposition.

Figure 7 shows the comparison of the electrode impedance before and after MWCNT deposition.
The relatively large impedance value of 17.16 MQ at 1 kHz on average is attributed to the
electrode area being covered by a small amount of the biocompatible epoxy used to affix the
flexible probe shank to the borosilicate glass during the construction of the test fixture chamber.
The 60 seconds long deposition of MWCNTs resulted in a significant decrease in the overall
impedance. The average impedance at 1 kHz after MWCNT deposition was 45.73 k€. Clearly,

the MWCNTs contribute to the decrease of the electrodes electrical impedance. Thereby
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resulting in an enhancement of charge storage capability”’. The observed average impedance

after MWCNT deposition is an acceptable impedance value for electrochemical sensing of
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Figure 7. EIS measurement of six electrodes on a single probe shank before and after MWCNT deposition on a

logarithmic scale.

This work is the first to demonstrate the use of standard microfabrication processes to fabricate
multi-site neural probes with polyimide as supporting/structural and insulating/protective layers.
Polyimide is an excellent alternative because it exhibits high electrical resistivity, mechanical
flexibility, and biocompatibility properties. In addition, polyimide is known to not hydrate over
time, which will eventually improve the probes’ usefulness for chronic neural recording. The
flexible neuroelectronic probe as described herein contains two polyimide layers as the insulting
and structural material. The probe is approximately 8 wm thick and contains 64 pyramidal shaped
electrode sites. The device was successfully integrated and the process development challenges

were overcome by employing lift-off process to eliminate metal undercut, ion milling process to

Robinson, Matthew; Slaughter, Gymama; Tyson, Joel; Zhang, Chen.
"Neuroelectronic Device Process Development and Challenge."
Paper presented at Optical Microlithography, San Jose, CA. February 26, 2017 - March 2, 2017.

SP-54



€-6£21°'dS 1SIN/8209°01/610"10p//:sdny :woly abieyd jo aauy s|ge|ieAe si uoneoljgnd siy|

290

291

292

293

294

295

296

297

298

299

300

301

302

303

304

305

306

307

308
309

310

create good step coverage of Cr/Au layer over the thick polyimide, and RIE descum process to
remove resist residual and resolve thin interconnect traces. The polyimide probe structure is
fabricated using standard microfabrication technology and does not require advanced CMOS
processing techniques. The flexibility afforded by the probe should increase the ruggedness of
the probe in various chronic neural recording applications. Additionally, we successfully
demonstrated the reduction of the gold recording electrodes’ impedance via the electrochemical
deposition of MWCNTs. The observed impedance values at physiologically relevant frequency 1

kHz were on average 45.73 kQ), which is suitable for electrochemical sensing.
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Caption List

Fig. 1 Schematic design of the flexible neuroelectronic probe structure and CAD layout showing
the electrode sites, interconnect traces and bond pads.

Fig. 2 Schematic illustration of the major processing steps in the fabrication of the 64-site probe.
Fig. 3 SEM micrographs of neuroelectronic probe shank with 16 recording electrode sites and
submicron interconnect traces sandwiched between two polyimide layers and insert views of
shank tip and rectangular pyramid shaped electrode.

Fig. 4 Flexible and optically transparent polyimide neuroelectronic probe accommodates
associated bond pads, interconnect traces 10 um to 1 um in two distinct metallization layers, and
the traces are connected to the electrode sites..

Fig. 5 Flexible and optically transparent polyimide neural probe packaging..

Fig. 6 Recording electrode site before (left) and after (right) MWCNT deposition.

Fig. 7 EIS measurement of six electrodes on a single probe shank before and after MWCNT

deposition on a logarithmic scale.
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Parametric Amplification of Acoustically-Excited Micromechanical Oscillators Using
Fringing Electrostatic Fields

Stella Lulinsky”, Tsvi Schmilovich®, Bojan Rob Ilic** and Slava Krylov *
*School of Mechanical Engineering, Tel Aviv University, Tel Aviv, ISRAEL
“Center for Nanoscale Science and Technology, National Institute of Standards and Technology
Gaithersburg, MD, USA

Summary. We present an experimental demonstration of parametric amplification of acoustically excited bulk micromachined single-
crystal silicon cantilevers. We used electrostatic actuation by fringing fields for the parametric pumping of vibrational oscillations. The
omnidirectional acoustic pressure served as a non-contact source for linear harmonic driving. We show that acoustic actuation is a
convenient and versatile tool for dynamic characterization of micromechanical devices. This excitation method is suitable for wafer level
dynamic testing, and could serve as an alternative to commonly used piezoelectric actuators. Our results suggest that this amplification
approach may have applications in a wide variety of micromechanical devices, including resonant sensors, microphones and hearing aids.

Introduction

Parametric amplification plays an important role in resonant micro and nanoelectromechanical (MEMS/ NEMS)
sensors due to its ability to increase the amplitude of vibrations and squeeze noise, thereby improving sensitivity [1-4].
In MEMS/NEMS structures parametric pumping of an external harmonic signal was demonstrated using electrostatic
[1,2], piezoelectric [3] and magnetic actuation. The use of electrostatic actuation for direct harmonic driving [2]
introduces a nonlinearity that alters the spectral characteristics of the structure. While integration of piezoelectric
materials allows linear actuation and high vibrational amplitudes [3], the method requires deposition of additional
layers, complicating the fabrication process. These layers may also induce undesirable residual stresses. To achieve
parametric amplification in conjunction with a commonly used linear harmonic forcing by an external piezoelectric
actuator [1,4], an additional electric signal is required at the electrode. In a laboratory environment, the piezo mounted
devices cannot be electrically connected with micro manipulator probes. System testing requires wire bonding and
packaging. Consequently, inertial excitation of micro structures is not suitable for wafer level testing.

In this work we use electrostatic forces associated with fringing fields for parametric pumping, and omnidirectional
acoustic pressure as a source for non-contact linear harmonic mechanical excitation. In the MEMS/NEMS arena,
investigations into the acoustic actuation were primarily motivated by the development of microphones and hearing
aids [5]. Several groups have reported on resonant acoustic excitation of optical micro scanners [6] or micro
cantilevers [7]. Here, we use acoustic fields for the mechanical excitation of a parametrically amplified device.
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Fig. 1: (a) Schematics of the device. (b) Scanning electron micrograph of the fabricated device. The scale bar is 100 #m. Measured
dimensions of the structure are L =296.13 + 0.60 ym, b = 15.13 £ 0.60 gm, L. = 97.27 + 0.60 pm, go = 5.61 £ 0.60 um. The
estimated measurement error was based on the pixel-to-micrometer conversion factor of the scanning electron micrographs and a
one-pixel uncertainty in determining feature dimensions. (c) Schematics of the experimental setup.

Device Architecture

Our device [8] consists of a cantilever of a nominal (as deigned) length L =300 gm, width b = 16 gm and thickness
d =3 um, Fig. 1(a). A planar side electrode of length L. = 100 gm is located symmetrically at two sides of the beam, at
a distance gp = 5 ym. To allow large unobscured vibrations in the out-of-plane (z) direction, an opening was created in
the substrate under the beam. Since both the cantilever and the electrode are fabricated from the same wafer layer, due
to symmetry, the resultant electrostatic force is zero in the initially undeformed configuration. In the deformed state,
the distributed electrostatic force, arising from asymmetries of the fringing fields, acts in a direction opposite to the
beam’s deflection and serves as a restoring force. Application of a time-dependent voltage to the electrode results in a
modulation of an effective stiffness and in parametric amplification of the beam. Using deep reactive ion etching
(DRIE), cantilevers and electrodes were fabricated from a ~ 3 um thick single crystal silicon device layer using a silicon
on insulator wafer. DRIE was used also to etch a cavity within the handle wafer. The devices were released using a
vapor hydrofluoric acid process. A fabricated device is shown in Fig. 1(b).
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Experimental Setup

The schematics of the experimental setup is illustrated in Fig. 1(c). The device was mounted on the chuck of a wafer
prober. Using micro manipulator probes, the beam was set to ground with the electrodes set at a potential supplied by
a voltage source. The cantilever was acoustically actuated by a speaker placed at a distance of = 5 cm from the device.
The sinusoidal, zero offset, voltage signal provided by a network analyzer was split into two channels. The first channel,
connected to a fixed x20 gain amplifier, supplied to the speaker a peak-to-peak voltage signal (Vi) ranging from= 3 V
to = 10 V. The second channel, connected to a variable gain (up to x150) voltage amplifier, supplied a signal to the
electrode. The out-of-plane response of the beam was measured using a laser Doppler vibrometer (LDV) operated in a
velocity acquisition mode. The output of the LDV was fed back into the network analyzer. The velocity time history of
the LDV output was monitored by an oscilloscope. During our speaker calibration, the acoustic signal was monitored
by a microphone. The measured resonant frequency of the speaker was 39.68 kHz + 6.63 Hz (mean + one standard
deviation). The uncertainties were estimated from a Lorentzian functional fit to the measured spectra.

Results

First, the electrode was disconnected from the voltage source and vibrations of the beam were induced acoustically.
Two resonant peaks were registered, associated with the speaker and the cantilever resonances, Fig. 2(a). To distinguish
between the spectral outputs of the speaker and the beam, the re-scaled response of the speaker was subtracted from the
LDV output, Fig 2(a). Acoustically excited amplitudes of the cantilever were estimated using the velocity time history
(insert in Fig. 2(a)). In our frequency tuning, experiment, a harmonic voltage of Vi~ 5 V was applied to the speaker.
The signal frequency was swept from ~ 43 kHz to = 47 kHz for = 25 s. Simultaneously, a steady-state dc voltage V.
was applied to the electrode. We demonstrate that by applying a steady dc voltage the fundamental beam frequency can

be tuned up to = 2.5 %, Fig. 2(b). Finally, voltage signals V, cos(axr)and V _cos(ax) were applied simultaneously

to the speaker and to the electrode, respectively. In this scenario, the beam undergoes direct harmonic acoustic forcing
and parametric excitation by the electrostatic force. Since the electrostatic force is proportional to the square of the
voltage, the parametric signal is at the frequency of 2w and the case of a degenerate parametric pumping [1-4] is
realized. Results shown in Fig. 2(c) indicate that the application of the electrostatic force at the voltage values below
the parametric resonance threshold [3,4] allows amplification of the acoustically induced vibrations.
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Fig. 2: (a) Frequency response of the beam excited by the speaker at Vsprr = 9 V before (dashed) and after (solid line) extraction of
the microphone output. Two peaks at 39.61 kHz + 6.63 Hz and 44.34 kHz + 1.98 Hz correspond to the speaker’s and to the beam’s
resonances, respectively. Insert shows the beam's resonant amplitude at different Viyr. The amplitude uncertainty, estimated by
sinusoidal fitting to the time history data is 15 nm. (b) Frequency response of the beam at different values Vi (numbers) of the
voltage applied to the side electrode; speaker voltage is Vipir =5 V. (c) Parametric amplification: 1 — acoustic excitation;

2 — electrostatic excitation; 3 — combined acoustic and electrostatic excitation. Vi = 600 mV, Vie =30 V.
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ABSTRACT

We demonstrate an open-loop self-excitation response in
a curved, bistable microelectromechanical beam under a
time-independent electrostatic load. The self-excitation is
triggered by placing a high value resistor in series with a
beam that is on the wverge of bistability. The
voltage-deflection curve of such a beam contains an
inflection point, where the slope of the curve is
approximately zero. Our results show that actuation at a
voltage corresponding to the inflection point induces stable
self-sustained oscillations. We further observe that
implementation of the same actuation scenario in a bistable
beam, with the voltage-deflection curve containing two stable
branches, does not lead to self-excitation.

KEYWORDS

Curved micromechanical beam; Electrostatic actuation;
Self-excitation; Bistability; MEMS/NEMS

INTRODUCTION

Self-excited systems are able to maintain stable
oscillations under steady, time-independent, loading. Due to
its beneficial features, this effect, which is also of
fundamental scientific interest, has been employed in various
applications, including atomic force microscopy [1,2],
sensors [3,4] and energy harvesting [5].

In the realm of micro- and nanoelectromechanical
systems (MEMS/NEMS), self-induced oscillations can be
achieved using several approaches. The most common
methods employ a closed-loop control, where an actuation
voltage change, based on the velocity of the system,
introduces nonlinear virtual damping [1,2,4]. Closed-loop
control, proposed by S. S. Lee [6], includes an active
amplification change of the driving electronic circuit for
enhancing amplitude oscillations of the acoustic transducer.
In general, closed-loop control at the micro- and nano-scale
requires implementation of complex feedback algorithms
[1,2,4] with demanding accuracy requirements for the
position or velocity of the sensing transducer.

In contrast, open-loop devices take advantage of the
structural intrinsic nonlinearities and interactions with their
surroundings [3-8]. In these systems, self-induced
oscillations are caused by parametric, configuration
dependent forces. These forces result from nonlinear thermo-

opto-mechanical coupling [7] or electrostatically-induced
structural contact with an actuating electrode [8,9]. Contact
based systems may suffer from inferior reliability and
long-term performance stability.

In this work, we report on experiments where self-
sustained oscillations are triggered in an open-loop driven
micromechanical device. We used an electrostatically-
actuated, curved, bistable micromechanical beam. We show
that self-excitation is an intrinsic property of such a beam,
and can be achieved under appropriate conditions.

EXPERIMENT

Experimental Procedure & Equipment

Curved microelectromechanical beams (Fig. 1) were
fabricated from a highly doped, single-crystal silicon device
layer using a silicon-on-insulator wafer [10,11]. The
structures were lithographically defined and etched using a
deep reactive ion etching process. The structures were
released by dissolution of the sacrificial oxide with
hydrofluoric acid. After a high-pressure critical-point drying
process, the device dimensions were measured using an
environmental scanning electron microscope.

Micromechanical beams were designed with nominal
dimensions of b=20pm, d=35pum, go=10pum,
L = 1000 pm and nominal initial elevations of ho = 0.5 um
and ho =2 pm. Fabricated structural dimensions of the first
beam were d = 3.31 um, go~ 10.97 um and h = 2.12 um. The
second beam had a higher h with system dimensions of
d~3.71 um, go~10.37 um and h=3.13 um. We attribute
the discrepancy between the nominal and measured
dimensions to the fabrication-related scatter in the geometric
parameters due to residual stress, as discussed in our previous
work [11,12].

Devices were mounted onto a wafer probing station
and tested at room temperature under ambient air conditions.
The electrical signal was generated and amplified by a factor
of 20 using a signal processor and a high voltage amplifier,
respectively. The in-plane motion of the beams was measured
using an optical setup by video recording the beam’s motion
with a camera operating at a frame rate of ~ 12 Hz. The beam
midpoint position (wm) corresponding to each video frame
was determined using image processing technique [13].
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Figure 1: Schematics of a curved beam of length L, elevation
h, thickness d, width b, beam to electrode distance go, series
resistor R and source voltage Vs.

Results & Discussion

Curved, micromechanical beams are characterized by
their equilibrium curves, as Figure 2 illustrates. The plots
were obtained using a reduced order (RO) model for a
specified beam geometry [12]. Figure 2 presents two possible
equilibrium curve scenarios for a curved beam used in our
experiments. Figure 2(a) shows a beam on the verge of
bistability with two limit, zero-slope, points labeled as the
inflection and pull-in points. Figure 2(b) shows an
equilibrium curve for a bistable beam characterized by three
limit points: snap-through, release and pull-in points.

(a) 180 (b) 180

PI | S
140 140
Z 100 I = 100,
el e 1
= 60 =~ 60
0

8-6-4-20 2 “8§-6-4-20 2

Win ('um) wm(‘um)

Figure 2: Reduced order model results: equilibrium curve for
beams with L=1000 pm, b=20 pm, d=3.23 pm,
go=10.88 pum. (a) h = 2.85 um showing two limit points, a
pull-in (PI) and an inflection point (I). (b) h=3.5 pm
showing three limit points, snap-through (S), release (R) and
pull-in (P1).

In our experiments, equilibrium curves were first
obtained by applying a triangular voltage signal between the
beam and the electrode. The maximum amplitude and
duration of the signal were ~ 30 V and = 60 s, respectively.
A resistor R = 10 kQ was placed in series with the beam to
limit current induced heating resulting from a possible pull-in
collapse. Subsequently, static experiments with R =20 MQ
showed qualitatively similar beam motion with additional
oscillations around the equilibrium curve. This procedure
was carried out for two different beams. Figure 3 shows a
response of a beam with h~=212 pm. The measured
equilibrium curve shows that the beam is on the verge of
bistability. This implies that instead of having a snap-through
point, the beam has an inflection point [12]. The results
presented in Fig. 4 superimposed against the applied
triangular actuation signal, further show a gradual increase of
vibrational amplitudes with increasing voltage. At the applied
load of = 20 V, vibrational amplitudes of = 0.69 um were
observed.

Based on the results of the above experiment, we applied
the following trapezoidal voltage signal

V. (t)zvmaX(%(l—H(t—T))—%H(t—2T)J 1)

where t is time, H(t) is the Heaviside step function. The
maximum voltage signal was Vmax~ 20 V, with time T~ 30 s
for each of the three trapezoidal segments: linearly increasing
ramp, constant and a linearly decreasing ramp. Figure 5
shows the beam response to the trapezoidal signal.
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Figure 3: Experimental results: a quasi-static experiment
with R=10kQ, L~1000 pm, b~=20 pm, d~3.32 pm,
h~=2.12 um, and go = 10.97um. (a) Direct visualization of
the time history. (b) Static buckling curve. Insets represent
snapshots of the initial position and maximum deflection
corresponding to the highest voltage Vmax = 30 V. Scale bars
represent = 10 um. The two-directional arrows represent the
beam midpoint movement along the equilibrium curve. Label
I denotes the inflection point.
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Figure 4: Experimental time history results for the beam with
dimensions defined in Figure 3 with R =20 MQ: (a) Time
history of the beam mid-point motion (black) and the source
voltage (red). (b) Direct visualization of the time history.
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Figure 5: Experimental results of the beam from Fig. 3 with
R~=20MQ. The voltage signal consisted a linearly
increasing ramp, a constant region with Vimax=~20 V, and a
decreasing ramp (red curve): (a) Time history. The black and
blue framed insets represent zoomed-in figure data.
(b) Direct visualization of the time history.
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Figure 6: Results of experiments on a bistable beam with
L~1000 um, b=20pum, d=3.71um, h=3.14pum,

go ~ 10.37 um. (a) Direct visualization of the time history
and (b) buckling curve with snapshots of the beam with
R~ 10kQ under a triangular signal. Insets represent the
initial position and maximum deflection corresponding to the
highest voltage Vmax = 55 V. Scale bars represent = 10 um.
The arrows represent the beam midpoint direction upon
loading-unloading triangular signal. (c) Direct visualization
of the response of the beam with R ~ 20 MQ t0 a trapezoidal
voltage signal of amplitude Vmax =50 V, and total duration
of 3T=90s. Sand R represent snap-through and release
points.

We observed high amplitude oscillations in the
region of constant bias (= 30 s <t < =60 s). Figure 5 insets
show the measured beam response during the linearly

increasing voltage ramp (black frame inset) and in the region
with Vimax= 20 V (blue frame inset). With the frame rate of
=~ 12 Hz, even though the full time history of the oscillatory
behavior is not fully apparent, the boundaries of the response
are visible, yielding a maximum oscillatory amplitude of
~1.66 pm.

To gain further insight into the conditions for the
observed self-excitation, the behavior of a bistable [10]
curved beam with h = 3.13 um under a triangular signal with
T = 60 s was examined and is shown in Fig. 6. For the case
of R = 10 kQ, the quasi-static response and the corresponding
equilibrium curve, Fig. 6(a) and (b) show bistability with a
clear distinction between the snap-through and release limit
points. Figure 6(c) shows that a trapezoidal signal with Vimax=
50 V and R=20MQ did not produce large amplitude
self-excited oscillations. The observed oscillations had a
maximum amplitude of ~ 0.16 pm, which is smaller than the
distance between the two stable equilibria of the bistable
beam. These results imply that in order to induce self-
oscillations, the difference between the snap-through and the
release voltages should be small. This condition is satisfied
when the beam is on the verge of bistability, where the snap
and release points coincide.

SUMMARY & CONCLUSIONS

Our work demonstrates a first instance of self-oscillatory
behavior of curved, bistable, micromechanical beams
electrostatically actuated by a single electrode in an
open-loop configuration. We experimentally showed that
self-induced oscillations occur when an additional,
sufficiently large, resistance is added in series with the
microelectromechanical beam. Our observations suggest that
the development of high amplitude vibrations is possible
when the curved beam is on the verge of bistability. This
requirement allows vibrational shifting along the zero slope
part of the equilibrium curve around an inflection point.

The self-excitation is attributed to the influence of a large
resistor which limits the charging current and therefore
increases the capacitor charging time. As the beam moves
quasi-statically, wherein the rate of motion is much slower
than the capacitor charging rate, the beam is in equilibrium at
any point. Alternatively, when the beam approaches and
passes the inflection point, where the slope of the
voltage-displacement curve is close to zero, the rate of
motion increases. Since the electric current, limited by the
resistor, is not sufficient to charge the capacitor, the effective
electrode voltage drops. As a result, the beam is in a
non-equilibrium state, where the elastic restoring force is
larger than the electrostatic force. This configuration
corresponds to smaller beam deflections and decreased
capacitance. The consequent voltage increase sets the beam
to a non-equilibrium configuration, where the actuating
electrostatic force is higher than the restoring mechanical
force. This process repeats, thereby producing self-sustained
vibrations.
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Measuring the Phase Transformation Kinetics Under Non-Equilibrium Conditions
from Time Resolved High Resolution TEM Images

Renu Sharma?, Zahra Hussanit, Pin Ann Lin'? and Bharath Natarajan’?

L Center for Nanoscale Science and Technology, National Institute of Standards and Technology,
Gaithersburg, MD 20899-6203.
2 Maryland NanoCenter, University of Maryland, College Park, MD 20742, USA

The interaction of gases with a solid catalyst nanoparticle during catalysis is a non-equilibrium system
that requires high spatial and temporal resolution measurements to elucidate underlying mechanisms.
State-of-the-art environmental transmission electron microscopy (ETEM) enables in situ measurements
of the dynamic changes occurring under reaction conditions [1,2]. These changes usually take place
rapidly at the nanometer scale. In order to record them in real time, both the high image resolution and
frame rates are needed. Recently, direct electron detection cameras, have enabled us to record atomic
resolution images with ms time resolution but result in producing large video data sets (gigabytes per
second). To follow the atomic-level changes occurring under reaction conditions over time, the structure
and phase of the nanostructure under observation must be analyzed for each individual frame. It is
laborious to analyze such large videos frame by frame. An automated image processing scheme (AIPS)
is therefore desirable to increase the speed and reliability of the analysis. There are two major inherent
problems for such an automated structural analysis: (a) individual frames are noisy due to the short
frame acquisition time and (b) the sample drifts during video recording periods that can range from
seconds to minutes. We have developed an automatic method to mitigate these problems using a
combination of publicly available and NIST-developed algorithms to obtain structural information from
the images extracted from videos. Here we present the kinetics of phase transformation in catalyst
nanoparticles under non-equilibrium reactive environment.

We use an ETEM to record atomic resolution videos of catalyst nano particles under reaction conditions.
The images are analyzed using fast Fourier transform (FFT) and image simulation to identify and
confirm the structures of different phases present. Individual frames extracted from the videos are
filtered and drift corrected, using publically available programs such as ImageJ [3], to obtain a stack of
images for automated image processing scheme (AIPS). Atomic coordinates are obtained using template
matching followed calculating centroid of each atomic column. Structure of phases present was then
identified from the nearest neighbor distances to measure the reaction kinetics.

Carbide phase has been reported to form during the nucleation and growth of carbon nanotubes [4,5].
Here we show that the formation and decomposition of metal carbide is an intermediate step for the
formation carbon-carbon bonds, i.e. nucleation of single wall carbon nanotube (SWCNT). Figure la
shows an atomic resolution image of a catalyst nanoparticle during a SWCNT growth at 650 °C in 0.01
Pa C2H: gas pressure. Measured inter-atomic distances, i.e. nearest neighbor distances (Figure 1b) were
used to identify the areas occupied by Co and CoC: at any given time (Figure 1c). Figure 2 (left) shows
a series of images extracted from the videos at different time showing the fluctuation in the two regions
with time. We find that fluctuations in the measured carbon content (Figure 2, right) for either of the
reactions is aperiodic and in anti-sync, i.e. SWCNT growth is negligible as the carbide region in the
particle increase. On the other hand, the tube grows as the carbide region decrease. Such precise (0.07
pm) measurement of interatomic distances can be used not only to measure phase transformation rates in
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a catalyst nanoparticle during the growth of SWCNT but also for other reactions such as reduction of
iron oxide nanowires. Videos recorded using two different cameras have been analyzed. Details of the
image processing scheme and its application will be presented.
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Figure 1. (a) Filtered high resolution image extracted from a video showing the existence of two
phases, green and pink in a nanoparticle. (b) measured nearest neighbor distances are used to identify the
green and pink regions as Co metal and Cobalt carbide structures, respectively. (a) Atomic model
showing the relationship between the structures that was used for image simulation (not shown here).
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Figure 2. Sequence of ‘unprocessed’ time resolved images (left) showing the fluctuation in the area
occupied by Co and CoC: structures with time. The measured areas were used to calculate the
fluctuation in the number of carbon atoms with time in the particle (top right) and compared with
number of carbon atoms added to SWCNT during growth (bottom right). Areas shaded in blue and
yellow in the graph show the increase in carbon content in carbide and SWCNT, respectively.
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A Simple Model for the Prediction of AC-DC Difference of Multi-
Junction Thermal Converters
Stefan Cular and Thomas E. Lipe

Quantum Measurement Division
National Institute of Standards and Technology
Gaithersburg, MD 20899-8172 USA
stefan.cular(@nist.gov

Abstract — This paper describes a simple model for planar

multi-junction thermal converters based on physical dimensions
and properties of the converter chip and all wire bonds. The model
was used to explain extremely low (<700 pnV/V) AC-DC differences
at 100 MHz. Two designs of multi-junction thermal converters
(MJTC) were tested against the model and the results are
presented.

Index Terms — AC-DC Difference, Planar Multi-junction
Thermal Voltage Converters, MJTC, SPICE model.

I. INTRODUCTION

AC voltage is a unique measurement that requires a standard
to compare the energy from an AC voltage to that of a DC
voltage. Several notable designs of voltage converters have
been used with ever decreasing AC-DC differences and
uncertainties. Today, it is possible to know AC voltage to
within 16 uV/V at 1 MHz; however, as the frequency increases
to 100 MHz, the expanded uncertainty (k=2) in the
measurements increases to 0.18 %. There are many causes for
the increasing uncertainty with increasing frequency that were
previously accounted for through various physical models [1-
4]. While all of these models focused on explaining the results,
available literature does little to link physical design parameters
to electrical models in a fashion that can readily be used to
revise designs.

LTSPICE' is a common electrical engineering tool that
permits quick simulations of electrical circuits. The advantages
of using this tool are quick computations and ease of adding
additional components such as capacitance for a bifilar resistor
versus a straight geometry.

II. MULTI-JUNCTION THERMAL CONVERTER DESIGNS

The premise for this work was based on knowing the physical
dimensions and general layout of the multi-junction thermal
voltage converter (MJTC) chip. Based on these, estimates for
the resistance, capacitance and inductance were created using
simple models and approximations.

The first design, referred to as coaxial, consists of a resistive
element that is a straight line on the substrate. The signal and
ground connections for the device are on opposite ends of the
device. The second design, referred to as bifilar, consists of a
U-shaped resistive heating element, with signal and ground
connections at the same reference plane. Both general designs
have been in use at the National Institute of Standards and
Technology (NIST) for a number of years and detailed
descriptions of the designs and AC-DC differences from 10 Hz
to 100 MHz are readily available in the literature [5, 6].

III. COMPONENT CONTRIBUTIONS

The model was based on an impedance for each of the various
sections as shown in Fig. 1. For the practical purposes of this
work, the typical coaxial connector was not included in the
model, as the dimensions and materials are not readily changed;
however, the authors acknowledge the connector does
contribute to the AC-DC difference as described by Huang, et
al. [2]. We identified the following seven conductors as
contributors to the AC-DC difference: Wire from connector to
carrier, Carrier, Wire bond from carrier to MJTC chip, MITC

Connector to Carrler Carrier Carrier to Chip Chip
R1 L1 R2 L2 R3
5 11! M\—350) \ (50
: 3 nH 6 nH 1nH
Vi 260 pQ 350 pQ 2 mQ R4 :
: 3 mQ
L4
R6 i1 RS L5 1nH i
: (550 :
WV WV 1 nH

350 pQ

Fig. 1. Schematic of LTSPICE model for coax1al MJTC device without typlcal coaxial connector.

3 mQ
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chip, Wire bond from MIJTC chip to carrier, Carrier, and Wire
from carrier to connector. For each of the conductors, an
inductance and a resistance were calculated using common
material properties and measured dimensions. These values
were then entered into the LTSPICE model as shown in Fig. 1.

IV. RESULTS

The model was run from DC to 100 MHz, and the resulting AC-
DC difference values were calculated and compared with two
actual devices that were built for each of the designs. Analysis
of the data shown in Fig. 2 yields agreement within the expected
measurement uncertainties highlighted in Table 1.

S
S
= 200
B
=
5
£ =400 -
O
o Model
[a] (=
G -600 *  Measured 1
< o Measured 2 }
-800
DC 1 kHz 1 MHz 100 MHz
Frequency

Fig. 2. AC-DC difference of coaxial MJTC as measured on two
devices of the same configuration with comparison to LTSPICE
model. Error bars are omitted from this plot for clarity.

Further testing of the model was conducted through
implementation of a second design referred to as bifilar. In this
design the resistive element of the MJTC forms a U-shape, that
adds capacitance to all elements as the signal and ground paths
are parallel. The results for the second design and comparison
to two actual devices are shown in Fig. 3.

% 0
8 2000 |
S
£
o -3000 - Model
2 *  Measured 1
3 -5000 o Measured 2
DC 1 kHz 1MHz 100 MHz

Frequency

Fig. 3. AC-DC difference of bifilar MJITC as measured on two devices
of the same configuration with comparison to LTSPICE model. Error
bars are omitted from this plot for clarity.

Table 1. AC-DC difference measurement uncertainties for key
frequencies.
Frequency | 1kHz | 1 MHz | 10 MHz | 100 MHz
Expanded 1.7 18 150 1800
Uncertainty (k =2)
[uV/V]

VI. CONCLUSION

A simple model for estimating the AC-DC difference of
MJTC’s from physical design parameters was created and
compared to actual devices. The results indicate overall general
agreement with experimental data for both coaxial and bifilar
designed devices. The gained insight from the model can be
used to further develop MJITC AC-DC difference standards.
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Abstract

In response to a published discussion (Wei & Houser, 2015) on the 2013 NIST experiment on
white light chromaticity for lighting (Ohno & Fein, 2014), the second experiment was conducted
at NIST to determine the white light chromaticity perceived most natural in a simulated interior
room environment using the NIST Spectrally Tunable Lighting Facility. The 2015 experiment
was conducted with 21 subjects, for shift of Duv (chromaticity shifts above and below the
Planckian locus), using the same procedures as the 2013 experiment but minimizing the
changes in gamut area in each pair of lights compared so that only the effects of chromaticity
would be evaluated. The results showed that the lights with Dy, = -0.015, nearly the same as
the results in 2013, appeared the most natural at all correlated color temperatures.

Keywords: colour rendering, white light, chromaticity, light source, Planckian locus, preference

1 Introduction

Traditionally the white chromaticity points of light sources for general lighting have been designed to be
around the Planckian locus, as specified by the standards for fluorescent lamps (e.g., IEC, 1997, ANSI,
2001) as well as by the recent standard for solid state lighting products (ANSI, 2015). These
specifications assumed that Planckian radiation for lower correlated color temperature (CCT) and
daylight for higher CCT ranges would be natural white light, but these were not based on visual
experimental data. In this paper, chromaticity shifts away from the Planckian locus (yellowish/pinkish
shift) is expressed by Duv (Symbol: D,,), which is defined as the shortest distance from the chromaticity
of the light to the Planckian locus on the CIE (u’, 2/3v’) coordinates, with plus sign for above and minus
sign below the Planckian locus, as defined by (ANSI, 2015) and also described in a recent article (Ohno,
2013).

A recent study on a vision experiment (Rea & Freyssinier, 2013) reported that perceived neutral white
points are D,, = - 0.01 at 2700 K to 3500 K, D,, = 0.00 at 4000 K, and D,,~ 0.005 at 6500 K (though the
report did not use Duv). This experiment was done with a lighting booth with white inner walls and no
objects inside. Another experimental study (Dikel et al, 2014) showed that subjects viewing an office
miniature set preferred white light illumination of Duv around -0.014 on average. In 2013, vision
experiments were conducted at NIST for white points perceived most natural in a simulated real-size
interior room environment using the NIST Spectrally Tunable Lighting Facility (STLF) (Miller et al 2009),
with 18 subjects. The results showed that the lights with D,, = -0.015 on the average, much below the
Planckian locus, appeared most natural (Ohno and Fein, 2014). This experiment used broadband
spectra, and the gamut area for saturated object colors naturally increased as the Duv shifted to the
negative direction.

Following this research, a discussion (Wei & Houser, 2015) was published that the results of the NIST
2013 experiment might have been caused by the changes of gamut area and other color quality
characteristics, rather than change of chromaticity. It was considered to be an important point to clarify.
To address this question, another series of vision experiment was conducted at NIST in 2015 so that
the effect of only chromaticity could be evaluated, with other effects such as color gamut or chroma
saturation minimized.

2 Method

The experiment was conducted using the same facility (NIST STLF) and the same procedures
as those used in 2013, with only light spectra modified. See (Ohno & Fein, 2014) and (Miller et
al 2009) for the details of the NIST STLF.
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Fig. 1 shows the curves of Color Rendering Index (CRI) R,, Color Quality Scale (CQS) Q,, Q,
and Qg (Davis & Ohno, 2010), for the spectra used in the NIST 2013 experiment. Qq is the
relative gamut area of the 15 test samples of CQS on (a*, b*) coordinates of CIELAB color
space. Fig. 2 shows a few examples of the gamut area plots at 3500 K. As shown in these
figures, the relative gamut area increases as the Duv changes in the negative direction, which
is the reason for the discussion by Wei and Houser (2015). Increase of the gamut area at
negative Duv is inevitable because the green region of the spectra must decrease to bring the
chromaticity below the Planckian locus, which in turn increases the luminance of colored objects
(compared to that with the reference illuminant at the same illuminance). This effect cannot be
removed over the large range of Duv (-0.03 to 0.02). However, the 2013 experiment consisted
of a number of comparisons of light pairs of small Duv differences, and it was possible with
NIST STLF to adjust the light pairs so that the gamut area and chroma differences in each pair
were made nearly equal.
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100 —+-CQs af
100 —-cas af - .
» \ 90 . v cas Qg
90 : Cas Qg "
80 - \ 80 T \
70 70 %
60 \ 60
-0.0300 -0.0200 -0.0100 0.0000 0.0100 0.0200 0.0300 -0.0400 -0.0200 0.0000 0.0200 0.0400
Duv Duv
4500 K
120 6500 K
~—CRI Ra: 120

110 |

€Q$9.0Qa 110 TCRIRa:
100 |

€Qs9.0Qa
= =<CQs af 100
% | T . D ~-cas af
= ‘ cas Qg % =
N CQS Qg
s0 4 e
80

70 | 70

60 ' 60
-0.0400 -0.0200 0.0000 0.0200 0.0400 -0.0400 -0.0200 0.0000 0.0200 0.0400
Duv Duv

Figure 1 — CRI and CQS color quality values of the lights used in the 2013 experiment.
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Figure 2 — Gamut area plots of the CQS 15 samples of the lights at 3500 K used in the
2013 experiment. The blue curve is for the reference illuminant (Planckian) and the red
curve is for the test light source.

For the 2015 experiment, the broadband spectra, similar to those used in 2013, were first
prepared for each Duv point, and they were slightly modified and adjusted so that the gamut
area Qg and the chroma difference AC*,;, for the red and green CQS samples would be as equal
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as possible in each pair of light. Figure 3 shows the plots of Qg, and Figure 4 shows the chroma
difference AC 5, of the red and green test samples of CQS (between the test light and the
reference illuminant). The thin solid lines in Figs. 3 and 4 are the same plots of the 2013
experiment data. The intention in 2015 experiment was to remove the slopes and make them
as flat as possible between the lights in each pair. As it is difficult to make both of these
completely flat, a higher priority was placed in minimizing the chroma differences in the red and
green test samples, as these colors are most critical in perception of color quality.
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Figure 3 — Plots of the relative gamut area Q4 in the 2015 experiment.

Thus, the remaining differences in the gamut area (Fig. 3) are mostly in the yellow-blue
direction, which is much less distinctive in perception of color quality. For example, the average
differences in Qq between two lights in each pair for the six Duv conditions at 4500 K was
reduced from AC*,, =5.1in 2013 to AC*,, = 1.5 in 2015. The average chroma differences AC*y;,
for red and green samples between the lights in each pair were reduced from 1.4 (red) and 2.2
(green) in 2013 to 0.3 (for red and green) in 2015, at 4500 K.

The resulting spectra of the lights used in the 2015 experiments are shown in Fig. 5. Each curve
corresponds to each point on the graphs in Fig. 3 or Fig. 4.

21 subjects having normal color vision from 19 to 68 years of age participated in the experiment.
The subjects were the summer students and employees at NIST, who were not experts on color
or lighting.
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Figure 4 — Plots of the chroma differences AC*ab of the red and green test

samples of CQS in the 2015 experiment.
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Figure 5 — Spectra of the lights used in the 2015 experiment.
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3 Experimental Procedures

The experiments were conducted generally at six different Duv levels (0.02, 0.01, 0, -0.01, -
0.02, -0.03) and at four CCTs (2700 K, 3500 K, 4500 K, 6500 K) plus 2200 K, at the illuminance
level of 300 Ix. These experimental points are depicted in Fig. 6 (black circles). The highest
Duv point at 2200 K had to be Duv=0, and for 2700 K, Duv=0.01, because further points would
be too close to the spectrum locus and nearly monochromatic. 2200 K was added in this
experiment because the CCT categories of 2500 K and 2200 K have been added in the latest
version of the ANSI specification (ANSI, 2015) and data at such very low CCTs were desired.
However, this was decided at a later stage, this condition was run separate from the other four
CCTs, using only six subjects, and no adjustment was made for gamut and chroma saturation
(it was very difficult), thus the results for 2200 K was to connect to the 2013 results. The 2200
K experiment was done with 2700 K (2013 setting) again to verify the consistency with the 2013
experiment.

0.60

CIE 1976 u'-v' diagram

Figure 6 — The chromticity points for the experiment (black circules) and pairs of light
for visual comparison (red triangules)

Figure 7 shows the room settings of the NIST STLF. The subject sat on a couch placed at the
open side of the cubicle so that he/she viewed the entire room, and was completely immersed
in the lighting environment, and his/her full view was adapted to the illumination. For the
subjects to be able to judge naturalness of light, common real objects in daily life were placed
on the table. They were two dishes of real fruits and vegetables (red apple, yellowish apple,
orange, green pepper, lettuce, tomato, banana, strawberries, and grapes). These were the
same set of objects as in the 2013 experiment. The fruits and vegetables were replaced at a
few days’ intervals to keep them fresh. There was a mirror in front of the subject, and he/she
could look at their face skin tone in the mirror, as well as their hands skin tone. Along the wall
of the cubicle, there was a bookshelf with some books, artificial flowers, and two paintings hung
on the side walls. The subjects were asked to make overall judgement of viewing the whole
room, fruits and vegetables, and their skin tone.
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Figure 7 — The experimental settings of STLF — the room setting (left) and fruits and
vegetables on the table (right).

The experimental run was made in the order from high Duv to low Duv (forward direction) and
low Duv to high Duv (backward direction) at each CCT condition. The subject was adapted to
the light for 5 min at the first Duv point in a CCT (either end of the Duv points) and adapted for
1 min at each subsequent Duv point. See (Ohno & Fein 2014) explaining this adaptation time.
After adaptation at each Duv point, a pair of lights (red triangles in Fig. 6), slightly above and
below (+ 0.005) the adaptation point Duv (black circles in Fig. 6), were presented alternately,
and subject chose which light looked “more natural”. When starting from D,,=0.02, for example,
a subject typically chose the light with lower Duv shift (toward Planckian) in the pair, which
indicates that D,,=0.02 was too yellowish. At D,,=-0.03, the subject typically chose light with
higher Duv shift (toward Planckian), which means D= -0.03 was too pinkish. As these
comparisons were made from the high Duv end to the low Duv end, or vice versa, subject’s
response changes over at some point of Duv, and this crossover point of Duv is considered as
the most natural point. The crossover point was determined at each run for each subject at
each CCT condition. The results for the forward and the backward direction were averaged for
each subject and each CCT to remove any effects of imperfect chromatic adaptation or
sequential effect. In 2013, the whole experiment depicted in Fig.4 repeated, but in 2015 it was
not repeated due to the time limitation. The reproducibility of whole experiment in 2013 was
checked that the results of repeated sessions were very consistent, and it was concluded that
one session was sufficient.

The experiments were conducted in June to August 2015. Each run for six Duv points for one
CCT took 12 to 15 minutes, so about 1 hour for four CCTs, and total about 2 hours for each
subject. The order of CCT and the order of forward/backward was randomly set, and the same
order was used for all subjects.

The chromaticities of these points were initially adjusted to be within +0.0003 from the intended
chromaticity, and were maintained within £0.0006 (relative to Duv measured at 0.000) throughout the
experiment. The illuminance of all lights were set to 300 Ix £ 1 %. The CCT, Duv, and illuminance was
monitored before each experiment with each subject to verify that the colorimetric values are stable
within the variations as above.

The color quantities of the lights were measured on the center of the table in the cubicle, using
an array type spectroradiometer with a small integrating sphere input for cosine response,
calibrated with a NIST spectral irradiance standard scale (NIST, 2011). The spectroradiometer
measured spectra and illuminance on the table from the 2r solid angle including light from the
entire room including reflections from the walls and other objects as well as from the light source
itself. The estimated expanded uncertainties (k=2) of measurements varied depending on
spectra, but in all cases, they were within 0.0012 in u’, 0.0011 in v’, 0.0009 in Duv, 24 Kin CCT
at 2700 K and 92 K at 6500 K. The expanded uncertainty in the relative chromaticity
measurement between each pair of light was 0.0002 in u’ and v’, which is the typical
repeatability of the instrument. The expanded uncertainty of illuminance of the
spectroradiometer is estimated to be 3 % (k=2) for directional incident light, and its uncertainty
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for relative measurement was 0.1 %, which is the typical repeatability of the instrument. Also,
when the spectrum is changed on STLF, the spectrum and color are switched instantly and
stable immediately so that sequential comparison of lights is possible.

The spatial uniformity of color and illuminance in the room was evaluated using the broadband
spectra shown in Fig. 5 at Duv=0 setting at all four CCTs. Figure 8 shows the layout of the STLF
room and the 28 points measured on the table, floor, and the walls including two positions on
the mirror. Measurements were made with a tristimulus colorimeter for chromaticity and
illuminance. The uniformity of chromaticity over the table top at all CCTs was within £0.0013 in
(u’, v’) and within £0.0002 in Duv. The chromaticity of all 28 points at all CCTs were within
0.0044 in (u’, v’) and within £0.0010 in Duv from the average chromaticity on the table. The
uniformity of illuminance on the table was within 13 %, on the floor +16 %, and on the walls
15 %. The absolute illuminance on the floor was about 40 % lower, and about 60 % lower on
the wall (vertical illuminance) than the average illuminance on the table.

Mirror Bookshelf
28
22 23
- i
21 24
12 100 13 100 14
0 Table
1 2 3 4 5
20 . " 216 25
6 7 8 ] 049 <
> > > > P> t'_‘ N
= 9 25 25 25 25
19 118 26
‘\\\Ti‘ 21 27
293
Couch
247 .
Unit: cm

Figure 8 — STLF room layout and the points for uniformity measurements. The red fonts
show measurement points.

4 Results

The data analysis was similar to that used in the 2013 experiment. See (Ohno & Fein 2014) for
the details. Figure 9 shows the results for the crossover points determined from the 2015
experiment for each subject. Each line in the figure is for each subject. Several straight lines
around -0.03 are all at D,,=-0.03 and actually overlapped with each other but lines are shown
separately to indicate that there are several lines. Since -0.03 was the lowest Duv used this
time, these subjects may have preferred even lower Duv lights.

The results for 2200 K are also included in this figure. Note that 2200 K results are only with
six subjects, and the lines from 2200 K are connected to results at 2700 K, which was run at
the same time with 2200 K. These six 2700 K points, as well as 2200 K lights, were not adjusted
for gamut area and chroma saturation (as explained in section 3) and are different from other
2700 K results where gamut and chroma were adjusted.

The average of all subjects is plotted in the thick red line in Fig. 9. The average results of the
2015 experiment, together with the 2013 experiment, are shown in Fig. 10. The error bars are
the standard deviations of the averages of all subjects. Table 1 shows these results numerically.
Considering the standard deviations, the average results of the experiments in 2015 and 2013
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are practically the same. It was also shown that preference for 2200 K is similar to other CCTs,
possibly with larger shifts, but this result is less reliable due to fewer number of subjects.
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Figure 9 — The results of experiment (crossover Duv points) of individual subject.
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Figure 10 — The average results of the 2015 and the 2013 experiments

Table 1 — Average results of 2015 and 2013 — Duv values at 50 % crossover
oints and standard deviations.

2015 Experiment 2013 Experiment
Duv at 50 % Standard Duv at 50 % Standard
CCT crossover . .. crossover . .
deviation deviation
average average
2200 K* -0.021 0.013
2700 K -0.016 0.014 -0.016 0.016
3500 K -0.014 0.018 -0.017 0.015
4500 K -0.015 0.016 -0.016 0.014
6500 K -0.018 0.016 -0.016 0.013

* 2200 K is from six subjects. Gamut area and chroma not adjusted.

The results below are broken down into different conditions and different subject groups, though
the number of subjects may not be sufficient for such analyses. Figure 11 shows the results.
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There are slight differences between forward and backward direction, which indicates that the
adaptation time may not have been sufficient or there may have been some time sequential
effects, but the differences are not significant. The differences in sex groups and age groups
are also shown but it is uncertain whether these distinctions are significant due to insufficient
number of subjects.

0.02 0.02 0.02 10205 (7)
Forward ~+Male (14) ~#-30~40's (6)
0.01 -=-Backward 0.01 ~#-Female (7) 0.01 -4-50's ~ (8)
0.00 0.00 0
2700K 3500K 4500K 6500k 3 2700K  35Q0K 4500K  6500K g 2700K 3500K  4500K  6500K
> =] A
8 oo -0.01 -0.01 i G
— . T~ -0.02 ‘
-0.02 0.02
-0.03
0.03 -0.03

Figure 11 — Break down results for forward/backward, gender, and age groups.

In addition to the results presented above, subjects were also asked whether each presented
light after adaptation was acceptable or not, before comparing the light pair. Figure 11 shows
the results. All the curves make their bottom at around Duv -0.01 to -0.02, which is consistent
with the results of the preferred crossover points reported above. Also, these data show that
positive Duv at low CCTs (2700 K and 2200) are clearly disliked by many subjects, while this
judgement is less sensitive at higher CCTs.

Not acceptable Not acceptable
50% o 50%
2 3 ~#-2700 K
£ 0% 2700K B 40y ——2200K
g 3500 K ﬁ
5 30% TEAS00K 5 309
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Figure 11 — The percentage of subjects’ response of “Not acceptable”
for the light presented, after adaptation.

5 Conclusions

The experiments conducted in 2015 clarified that there were no notable effects of changes in
gamut area or chroma saturation in the results of the NIST 2013 experiments. It is considered
that the preference for negative Duv is mainly due to the effects of light chromaticity, though
the increase of gamut area may also be contributing. The two experiments at NIST verified that
there is a general preference to the negative Duv lights for typical interior room environment
and that the most preferred white light chromaticity, after sufficient chromatic adaptation, was
found to be around Duv -0.015 and is consistent over all CCT ranges from 2200 K to 6500 K.
This preference, however, may be different for different applications. Also, these results are for
the condition when subjects are fully adapted to each Duv point. A shift of -0.015 in Duv may
be significant under the transient conditions when the occupants move from one space under
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such Duv to other spaces or vice versa. Field studies are desired on the preferred Duv levels
in various real applications.
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Abstract

The National Institute of Standards and Technology (NIST) began to offer proficiency testing
for Solid-State Lighting (SSL) products through a Measurement Assurance Program (MAP) in
2010. This article communicates the results of the first version of the MAP in which 118
worldwide laboratories participated. Statistical analysis of how the laboratories’
measurements compared to NIST's measurements are presented. In general, all the
laboratory results are within +/- 4 % for total luminous flux and Iluminous efficacy
measurements. The discussion provides reasons for any discrepancies or large uncertainty
intervals found in the data. A major finding was that measurement differences of RMS current
had a larger standard deviation and number of outliers than expected. Two possible
explanations are (1) the discrepancies are due to issues with using 4-pole sockets, and (2)
the large deviation is caused by some solid state lamps being sensitive to impedance and
slew rate of AC power supplies.

Keywords: e.g. Photometry, Proficiency Testing, Solid-State Lighting

1 Introduction

In January 2010, the National Institute of Standards and Technology (NIST) began to offer a
Measurement Assurance Program (MAP) for solid-state lighting (SSL) products to customers
of the National Voluntary Laboratory Accreditation Program (NVLAP) Energy-Efficient Lighting
Products (EELP) program1 under the support of the United States Department of Energy
(DOE). The MAP program provided proficiency testing complimenting laboratory accreditation
to ensure that as SSL products became more prevalent, capable testing laboratories would be
available to handle the volume of measurement work. At the request of the Energy Star
program, in January 2011 the MAP was opened to any testing laboratories that wanted to
participate, independent of accrediting body. As of December 2014, the first version of the
MAP was closed with 118 participant laboratories representing 13 countries. The results of
the comparison provide a snapshot of the capabilities of accredited laboratories worldwide.
The participant laboratories include the United States (49 laboratories), China (45), Taiwan
(9), Korea (4), Canada (3), the Netherlands, Brazil, Singapore, India, Malaysia, Hungary,
ltaly, and Germany.

Scope of the measurement assurance program covered the procedures described in
[lluminating Engineers Society (IES) LM-79-08°. The following properties/quantities were
measured for each artifact: total luminous flux (Im), RMS voltage (V) and current (A),
electrical active power (W), luminous efficacy (Im/W), chromaticity coordinates (x, ),
correlated color temperature (CCT) (K), and color rendering index (CRI) (Ra).

2 Artifact Characteristics

Six different types of lamp or luminaire were used in MAP as listed in Table 1. The F-lamp is a
recessed ceiling luminaire (downlight) which was chosen because of its physical size (large
enough to cause potential self-absorption concerns with sphere measurements) and because
it has a feedback mechanism that measures the chromaticity of the emitted light (and light
reflected into the luminaire) and adjusts the red light emitted to maintain a constant
chromaticity. The L-lamp has a large remote phosphor that may cause potential self-
absorption concerns in a small sphere measurement system. The S-lamp has a sharp peaked
current wave that has a maximum when the voltage is at a maximum which makes the
measurement of the current and power factor of the lamp challenging. The R-lamp is a 30°
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spot lamp which requires the laboratory to correct for angular non-uniformity in a sphere
measurement or angular sampling frequency for a goniometric based measurement. The |-
lamp is a simple incandescent halogen lamp used to evaluate the luminous flux scale of the
laboratory. These five lamps are operated with 120 V of 60 Hz AC electricity. The sixth lamp,
T-lamp, is a 24 inch under cabinet type lamp which is operated with 0.2250 A of constant
current DC electricity with an approximate compliance voltage of 12 V. The T-lamp has a high
correlated color temperature near 7000 K.

Table 1 — Test artifact identification, nominal CCT and rated electrical conditions

. Rated
Identifier Type Nocné'.?al voltage pRoa\;[Veedr
or current

F-lamp Directional 3500 K 120 V AC 12 W
L-lamp Omnidirectional 2700 K 120 V AC 125 W
S-lamp Omnidirectional 2800 K 120 V AC 8w
R-lamp Spot lamp 3000 K 120 V AC 8w
T-lamp Undercabinet tube 8000 K | 0.225 ADC | 2.88W
I-lamp Incandescent 2900 K 120V AC 100 W

3 MAP Structure and Analysis

The Measurement Assurance Program was conducted as a star-type comparison. Along with
the measurement results each laboratory provided information on how they conducted the
measurements and what equipment was used. The difference between the results of the
laboratories’ measurements and NIST’s measurements for each of the eight
properties/quantities was calculated and categorized by lamp type. This analysis provides a
‘snapshot’ of the lighting measurement community’s capability to measure solid-state lighting
products and is presented in such a way that an individual laboratory’s results cannot be
identified. Individual laboratories have received formal reports describing their particular
results. With those reports, individual laboratories can determine where their results fit into
the overall capabilities of the lighting measurement community.

To determine whether the differences between measurements were normally distributed and
therefore potentially coming from a random process, the values were ordered from smallest to
largest and then plotted on a Normal Probability Plot (NPP).® This method uses theoretical
normally distributed values (called “normal order statistic medians”) as a horizontal axis to
plot against the observed measurement differences. If the observed differences are normally
distributed, then the resulting graph will be linear to a certain significance determined by the
correlation coefficient and the number of data points.® For example, Fig. 1 shows the
sequenced distribution of all the observed differences between laboratories’ measurements
and NIST’s measurements of luminous flux, and Fig. 2 shows the NPP of the data in Fig. 1.
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Figure 1 — The sequenced distribution of all the observed differences in luminous flux
measurements

Miller, Carl; Nadal, Maria; Ohno, Yoshihiro; Tsai, Benjamin; Zong, Yuqin.
"Solid-State Lighting Measurement Assurance Program Summary with Analysis of Metadata."
Paper presented at CIE Lighting Quality and Energy Efficiency 2016, Melbourne, Australia. March 3, 2016 - March 5, 2016.

SP-81



€-6£21°'dS 1SIN/8209°01/610"10p//:sdny :woly abieyd jo aauy s|ge|ieAe si uoneoljgnd siy|

6.0%
— (o]
5
T 4.0%
(]
=)
2 2.0%
g
3 0.0%
=
£ -2.0%
[
£ -4.0%
g el y = 0.0203 x - 0.0054
—— 2 _
£ 6.0% R2=0.9927
® S

-8.0%

-4 2 0 2 4
Normal Order Statistic Medians

Figure 2 — A Normal Probability Plot of all the observed differences in luminous flux
measurements which has been fit to a linear function

The NPP also provides the mean and standard deviation of the sequenced distribution as a
result of the fit where the mean is estimated by the y-intercept and the standard deviation is
approximated by the slope of the fit. The y-intercept of the graph shows how far the
laboratories’ measurements fall from NIST’s measurements altogether. In this case, the
intercept is -0.0054 meaning that in general, laboratories measured luminous flux about
0.54% lower than NIST. The standard deviation of the measured differences is £+ 2.0 %.
Another analysis step included is identifying ang/ outliers in the data which were dealt with by
using the method described in ASTM E 178-08.

4 Results and Discussion

4.1 Luminous Flux

Fig. 3 shows a compilation of the normal probability plots for the difference of luminous flux
for each lamp type. The difference, NIST's measurement minus the Ilaboratory’s
measurement, is shown on the vertical axis and the normal order statistic medians are shown
on the horizontal axis. Table 2 lists the standard deviations of the distributions in the figures
above them, the overall bias/offset of laboratories’ measurements compared to NIST’s
measurements, the number of data points in the distributions, the correlation coefficients of
each linear fit, and the critical values for each distribution. Not included in Fig. 3 or the results
in Table 2 is one data point identified as an outlier. The measurement made by a laboratory
on an S type lamp may have been influenced by the S type artifact instability. The S type
lamp in question was removed after this laboratory’s measurement.
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Figure 3 — Normal Probability Plots of the percent differences in luminous flux measurements
between the laboratories and NIST for each lamp type
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Table 2 — Fit parameters for the luminous flux measurement differences for each lamp

Standard . Number of Correlation .
Lamp Type Deviation Bias/Offset Points Coefficient Critical Value
F 1.93% -0.54% 135 0.9947 0.9897
I 1.47% -1.37% 129 0.9920 0.9897
L 1.53% -0.94% 89 0.9975 0.9850
R 2.12% 0.15% 88 0.9968 0.9850
S 1.99% -0.43% 129 0.9944 0.9897
T 2.47% 0.04% 128 0.9921 0.9897

The number of data points is larger than the number of laboratories participating because
some laboratories used several measurement facilities (different spheres or sphere and
goniometer). The L type and R type lamps were added after the initial roll out of the
measurement assurance program. These lamps were found to be more stable than the initial
lamps chosen.

For all the types of lamps the correlation coefficient is larger than the critical value; therefore,
the hypothesis that the distributions do not come from a normal distribution cannot be
rejected. The distribution of differences is well represented by a normal distribution which
implies the data is generated by a random process. Using a sigma of 2 and the standard
deviation of the fits, 95 % of the measurements are within £4.0 %. The incandescent lamps
which are operated on AC electricity are slightly better at £+3.0 %, and the T type lamp which
has a very high correlated color temperature is slightly worse at +5.0 %.

The bias shows the difference between the population and NIST. The average bias is 0.54 %
which means laboratories typically measure lamps with lower lumen values than NIST. This is
somewhat expected because as the calibration chain becomes longer and older in time,
incandescent lamps which maintain the scale decrease in luminous flux. The positive bias for
the R type lamp which is a spot lamp may be due to the angular non-uniformity of sphere
responsivities. The larger negative bias for the | type lamp may be due to problems with 4-
pole sockets used in the laboratories.

4.2 RMS Current

Fig. 4 shows a compilation of the NPP for the difference of RMS current for each lamp type.
Not included in Fig. 4 or the results in Table 3 are the data points listed in Table 4 which were
identified as outliers. An unexpected result of the MAP1 was the large standard deviation and
the number of outliers identified for the measurement of current. The 30 measurements
identified as outliers included the results from 19 different laboratories. For all the types of
lamps the correlation coefficient is smaller than the critical values; therefore, the hypothesis
that the distributions come from a normal distribution is rejected. The S type lamp was
included in the MAP1 because of its current waveform and the standard deviation was twice
any of the other type lamps. One laboratory was a consistent outlier and many times had the
largest deviation; measuring a much larger current than NIST. This laboratory identified a
wiring problem and has corrected the situation.

In Fig. 4 it visually appears that a fraction of the laboratories’ measurements may result from
a normal distribution while the standard deviation is larger than expected. In the wings of the
distribution the deviation becomes larger quickly; therefore, there are two types of
laboratories. The laboratories with the larger deviations may be due to wiring concerns where
resistance, capacitance, or inductance out of the normally expected ranges is playing a role.
NIST is conducting research to determine potential dependencies. Another possible
explanation for the differences is improper implementation of using a 4-pole or Kelvin socket
to eliminate junction potentials. If a laboratory is measuring the voltage drop across the lamp
at a wiring junction outside of the sphere or perhaps at the power supply terminals, a voltage
drop will be measured that includes the voltage drop across the lamp, at any junctions, and
through the length of wire. The lamp will be operated at a lower than specified voltage.
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Figure 4 — Normal Probability Plots for the differences in RMS current measurements for each
lamp type except the T type lamp which is a difference in voltage measurements.

Table 3 — Fit parameters for the current measurement differences for each lamp.

e | Senceen | mwsionser | Nimberol [ Goreier | onucarvaue

RMS Current

F 1.18% -0.46% 134 0.9581 0.9897

I 0.15% -0.09% 127 0.9791 0.9897

L 1.31% -0.57% 89 0.9405 0.9857

R 0.65% -0.09% 84 0.9156 0.9850

S 2.59% 0.13% 124 0.8937 0.9889
RMS Voltage

T 0.75% 0.02% 127 0.9573 0.9897

Table 4 — Measurement differences that were determined to be outliers.

Lamp Type | Outlier 1 Outlier 2 Outlier 3 Outlier 4 Outlier 5

RMS Current

F 18.7 % 9.68 % 5.76 % -5.17 %

I 0.62 % -0.58 % -0.81 % -0.93 % -1.37 %

L 4.55 % -4.43 %

R 17.9 % 12.5 % 10.4 % 6.86 % -3.82 %

s 20.9 % 19.1 % 18.1 % 17.9 % 14.5 %
12.5 % -13.1 % -13.3 % -13.8 % -29.0 %
RMS Voltage

T 11.4 % 4.22 % 3.84 % 3.58 %

5 Conclusions and Future Work

The results of the Measurement Assurance Program offered by NIST are a ‘snapshot’ of
lighting testing laboratories’ capabilities to measure total luminous flux (Im), RMS voltage (V)
and current (A), electrical active power (W), luminous efficacy (Im/W), chromaticity
coordinates (x, y), CCT (K), and CRI (Ra) according to IES LM-79-08. The results are for the
measurements of 118 laboratories located worldwide between the years of 2010 and 2014.

In general, independent of the lamp type, the laboratories that participated in MAP were able
to measure the total luminous flux and the luminous efficacy within £ 4 % (variance of the
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distribution, capturing 95 % of the measurements). The laboratories were able to measure the
active power within + 1 % (k = 2) for most of the lamps. The F type lamp which has an active
feedback and the T type lamp which is a 12 V DC lamp (uncommon for many laboratories)
have a larger spread.

The somewhat surprising result was the large spread for the measurement of RMS current, +
5 % (k = 2) for the S type lamp. This large spread has motivated research in this area. One
conclusion is that many laboratories may have issues with 4-pole sockets. A specific lamp has
been included in the second version of the MAP to investigate 4-pole socket problems.
Additionally, some of the early results reveal that a select set of solid state lamps are
sensitive to the impedance and slew rate of the AC power supplies, which is not specified in
LM-79. Additional research is required in this area to help the testing community reach more
consistent results.The CCT, chromaticity coordinates and CRI results showed standard
deviations that were on the order of the expected uncertainty of these measurements.

In January 2015, NIST started to offer a second version of the MAP (MAP 2) with different
SSL artifacts meant to evaluate the laboratory’s capabilities. The new version has a set of
proficiency artifacts for a laboratory to measure, and the laboratory will be graded for passing
or failing for each artifact. The MAP 2 artifacts were selected to allow the laboratory to
diagnose potential deficiencies in its measurement system or to provide diagnostics to
improve the lighting measurement standards. MAP 2 is expected to run for three years and is
available to any testing laboratory for a service fee. MAP 2 has three options: A — SSL
products, B — SSL products with 2 different 4 foot LED tubes, and C —SSL products along with
4 compact fluorescent lamps (CFLs) (with or without 4 foot LED tubes). Not every laboratory
has the capability to measure lighting products 4-foot-long, so the 4 foot tubes are not part of
the proficiency test grading.
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ABSTRACT

The use of tissue phantoms as calibrators to transfer Sl-referenced scale to an imager offers convenience, compared to
other methods of calibration. The tissue phantoms are calibrated separately for radiance at emission wavelength per
irradiance at excitation wavelength. This calibration is only performed at a single geometric configuration, typically
with the detector normal to the sample. In the clinic however, the imager can be moved around, resulting in a geometric
configuration different from the calibration configuration. In this study, radiometric measurements are made at different
sample-imager angles to test whether the tissue phantoms are Lambertian and the angular limits to which the calibration
values hold true.

Keywords: near infrared fluorescence imaging, molecular imaging, radiometry, calibration, tissue phantoms

1. INTRODUCTION

The acquired light signal in in vivo fluorescence imaging is intended to correlate to the presence, or if possible, quantity
of a desired biological marker. Inside the tissue, the fluorescence emission is dependent on factors of biological (e.g.,
binding to desired marker), chemical (e.g. proticity, solvation, competitive energetic pathways), and physical
(attenuation of excitation and emission radiation, scattering) origin. Once the emitted fluorescence exits the patient (e.g
skin) surface into free space and of which a portion is collected by the imager situated at some distance away from the
patient, it is a physical measurement of light involving primarily geometric optics. The measurement sources of
uncertainty are the same as that of other measurements of a light source.

The imager is a light collector and its performance can be specified using light, independent of the molecular probe.
Spectrally, the performance specification needs to be relevant to the molecular probe the imager is intended for use.

1.1 Radiometric Calibration

In order to quantify the amount of fluorescence emitted from the surface (patient), the imager’s quantitative response to
light (responsivity) has to be calibrated. Calibration is the process where the instrument acquires a scale by virtue of
comparisons against a standard. It is an important task in the validation of diagnostic and therapeutic devices. It
provides the daily user with confidence in the performance of the device to the specified task.

A photodetector such as the fluorescence imager can be calibrated to acquire a responsivity scale. That is, the imager’s
signal in digital counts can be correlated to the amount of light detected in units traceable to the International System
(S1). Being traceable to the Sl is highly advantageous because the Sl is anchored in physical laws and maintained by an
international system of laboratories which underpins the global scientific and commercial measurements. The
fluorescence imager can be calibrated against a standard detector, a standard source, or through the use of a reference
material.[1]

1.2 Radiometric Units

There are various units by which the quantity of light can be expressed. The choice of radiometric quantity and therefore
units to use in a measurement is fit-for-purpose. For example, radiant flux (power) with units of watts (W or Js™) is an
appropriate quantity only if the light to measure underfills the detector, such as in the case of measuring the power in a
laser beam. Radiance with units of W m™ s is typically a quantity associated with real light sources. Irradiance with
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units of W m? is the appropriate unit to measure how much light is incident on a given surface area. Fig. 1 illustrates the
difference between radiance L and irradiance E.

Tissue phantoms consisting of quantum dots dispersed with titanium dioxide to mimic tissue optical scatterers in a
polyurethane matrix have been shown to be robust enough to serve as near infrared fluorescence imager calibrators.[2] It
is a good candidate as a reference material to use as transfer or working standard to carry Sl-traceable scale for light
measurements. Currently there are no transfer standard reference materials for use in the near infrared with radiometric
units.

. w
Sou:;ge. 1 (—W ) 1 (m2 xsr)
1 ( 2 xsr)

Radiance L is invariant with Distance

Source: w W
I 0.1 (%) 0.025 ()
1(5

Irradiance E is proportional to

Distance?

Figure 1. Illustration on the differences between radiance and irradiance variation with distance
from source.

The spectral radiance Ljg,, (W m*sr),,, from the fluorescence emission of the tissue phantom is a function of the
spectral irradiance of the excitation radiation Ej;,, (W m?),., and the fluorescence characteristics Fem aex OF the material

Lyem = FAem,Aex *Ejex (1)

Here we use the special character F as an aggregate fluorescence yield factor for radiometry purposes, to distinguish it
from the normally reported molar fluorescence yield of the pure fluorophore, which is an intrinsic optical property of the
material. The factor F,., ., t0 be determined in a separate calibration procedure, will need to have units of spectral
radiance at emission wavelength per spectral irradiance at excitation wavelength (W m? sr),,,, (W m?),.,. With the
calibrated tissue phantom and the irradiance of the excitation radiation E;,, measured at the time of image collection, the
spectral radiance emitted L,,,, by the phantom can be known. Since the phantoms then act as light sources of known
radiance, and the collection geometry are known (m? and sr), the signal counts correlated to that radiance can then be
converted to watts (W). We have recently shown the procedure of transferring the calibration scale from a photodiode,
to a laser input into an integrating sphere matching radiance of the tissue phantoms.[3] Since this procedure is not
readily accessible to most laboratories, a convenient method is to have the tissue phantoms calibrated using a dedicated
measurement station, using the choice of excitation and emission wavelengths for which the clinical imager will be used.

1.3 Angular distribution of emission

The optical properties of the tissue phantoms as radiator (fluorescence emission) needs to be studied as a matter of
course for materials intended for use as reference standards. Ideal extended sources are assumed to be Lambertian,
diffusely radiating in all directions. That is, the radiance measured at all angles with respect to the surface normal is
constant; and that the irradiance measured at the observation plane follows Lambert’s cosine law.[4] In reality, extended
sources are not perfectly Lambertian or the angular range with respect to surface normal at which the radiance is
constant is limited.

Litorja, Maritoni; Lorenzo, Simon; Sevick Muraca, Eva; Zhu, Banghe.
"Lambertian nature of tissue phantoms for use as calibrators in near infrared fluorescence imaging."
Paper presented at Molecular-Guided Surgery: Molecules, Devices, and Applications 1I (Conference 9696),
San Francisco, CA. February 12, 2016 - February 18, 2016.

SP-87



€-6£21°'dS 1SIN/8209°01/610"10p//:sdny :woly abieyd jo aauy s|ge|ieAe si uoneoljgnd siy|

2. LABORATORY MEASUREMENTS
2.1 Measurements of Radiance

The tissue phantom is a photoactivated light source, as opposed to an electrically driven light bulb, a common calibrator
for radiometry. Since the tissue phantoms are intended to be used as radiance calibrators, we examine its properties as a
radiator. The objective of the measurement is to compare the tissue phantom radiance with respect to distance to that of
a typical lamp calibrator. Figure 2 illustrates the measurement setup in the laboratory for measuring radiance. The
radiance from one tissue phantom is compared to that of a typical tungsten halogen lamp. The detector used to measure
radiance is a NIST-calibrated silicon photodiode. The excitation radiation for the tissue phantom is supplied by a
785 nm laser, with the beam expanded using a Galilean telescope assembly such that the laser uniformly illuminated the
whole surface of the tissue phantom. A field stop is placed in front of the tissue phantom to define the source area. An
830 nm bandpass filters is placed in the detection optical path to limit the band fraction detected. All optical components
are placed on an optical rail. The detector assembly is placed at least 300 mm away from the source. The radiance is
then measured at different source-detector distances. Baffles and shields comprising of black cloth, and black painted
metal shields are used.  The photodiode assembly includes a series of baffles to minimize stray light. An aperture is
placed in front of the photodiode to define the collection area. The tissue phantom is replaced by a tungsten halogen
calibrated lamp source and its radiance measured. Results from the variation of radiance with distance for the tungsten
halogen lamp calibrator and the tissue phantom are shown in Figure 3. While the radiance level of the tissue phantom is
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Figure 2. Illustration of the laboratory Figure 3. Radiance of tissue phantom (top) is constant with distance, similar to a source
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are not drawn to scale.
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much lower than a lamp calibrator, the value is constant with distance, as is desired in a calibrator. The radiance values
have an estimated 1 % relative uncertainty at coverage factor of k=1. The steps in estimating the standard uncertainty in
radiance is discussed in Sec. 2.2.

It should be noted that a tungsten halogen lamp with its broadband spectral output is not an appropriate light source to
calibrate the imager, even with a bandpass filter since the detector is sensitive over the entire visual range and the filter
has a non-zero throughput outside of the specified 10 nm bandpass. The lamp introduces stray light into the camera.
Moreover, unlike the tissue phantom, its radiance does not have any relationship to the 785 nm excitation radiation. In
calibration terms, it is dissimilar to the radiance source being interrogated by the imager for its intended use.

2.2 Uncertainty in Radiance Measurements
The photocurrent generated at the photodiode by the collected light is converted to voltage, amplified and measured
using a multimeter. The total radiance collected giving rise to this signal is

. 2

A= Sp A AyGT

where L, is the spectral radiance of the source with units of W m?sr*nm™

v is the voltage measured with units of V

S, IS the spectral flux (power) responsivity of the detector with units of A Wtnm?
A, is the bandwidth of the filter with units of nm

G is the amplifier gain setting with units of V A™

I is the throughput of the optical configuration, defined in this optical configuration as

I'=A, ws-T ®)
A, is the receiving area of the detector with units of m?
w is the solid angle of the source viewed by the detector with units of steradian (sr) and approximated as
wg = %. A is the area of the source and d the distance between the source and detector at the optic
axis (centers of source and detector planes). Note that w,; = 2—‘21 since radiance is invariant with distance.
T is the filter transmittance
To estimate the combined uncertainty u2(Lgs,) in radiance value Lgs, computed from the measured voltage signal from

the tissue phantom as measured by the photodiode with a filter, we follow the method of propagation of uncertainties [5]
in Equation (4) or its relative form (Equation (5)) for the radiance measurement equation in Equation (2) and Equation

3).

uZ(Ly) = X0y ¢ u? () + 2 X0 X7 ¢ ux, %)) 4)

u(x)\ 2 _ u(xyx;)
wda) = 13- [ 2 (cir - 220) 4 2505 B s iy g M0 )

xix]-

¢ = % is the absolute sensitivity coefficient and c; - the relative sensitivity coefficient to each variable
L

Xi = the variables v, s¢ g30, A;, G and the elements of I" which are Ay, A and d
u(x;) = standard uncertainty of x;
u(xi, X;) is the covariance of x; and x; (assumed to be zero in this measurement)

The uncertainty of each variable is estimated and the value may be determined experimentally (Type A), such as the case
with v from replicate measurements and A; and T from a spectrometric measurements. The uncertainty in the
photodiode’s spectral power responsivity s, ; comes from the calibration [6] and the uncertainty in gain G is given by
the manufacturer specification of the preamplifier used (Type B). The optical system throughput I is the arrangement of
lenses, filters, baffles, apertures, that collects incoming light that give rise to the signal. Many factors affect throughput.
This includes the filter transmittance, stray light, as well as dimensional measurements of aperture areas, solid angle and
distances. Table 1 is a partial list of possible sources of uncertainty in measuring radiance from the tissue phantom
using the photodiode. The effort to reduce uncertainties requires careful cataloguing of possible sources and refining the
measurement through better instrumentation and procedures.
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Evaluating the contribution of each variable to the combined uncertainty in the measurand is useful in prioritizing effort
and resources to minimize the combined uncertainty. For instance, in Table 1, the major contributors to uncertainty in
the radiance Lgs, are the voltage signal measurements which are dominated by random (Type A) uncertainties, the filter
bandwidth and the filter transmittance. The filter bandwidth and transmittance uncertainties can be reduced by finer
spectroscopic measurements and the voltage signal uncertainty can be reduced by replicate measurements.

Variable | Unit Value Standard Type Relative Relative Total Rel Rel Variance
Unc. Sensitivity Unc Uncertainty Fraction
2
Xi u(x;) Cir wx)/x;) c:2 - (u('xl)) <u(xi)>z/(uc(L830))z
L
Xi Xi Lg3o
Signal v \Y 0.1199 0.006 AB 5.0E-2 2.5E-3 0.43
S¢,830 Aw? 0.4411 0.1% B 1 1.0E-3 1.0E-6 0.00
Ay nm 9.3 4.0E-1 A 1 4.3E-2 1.9E-3 0.32
G VA* 10° 1% B 1 1.0E-2 1.0E-4 0.02
m 0.577 2.1E-3 A 2 3.6E-3 5.3E-5 0.01
T 0.66 0.024 A 1 3.6E-2 1.3E-3 0.23
Ag m* 1.1E-4 4.4E-7 A 1 4.1E-3 1.7E-5 0.00
A m* 4.9E-5 4.4E-8 A 1 9.0E-4 8.0E-7 0.00
Combined Rel Uncertainty 7.7E-2 1.00
Lgso Wm*sr | 2.8E-3
uc(Lgzo) | Wm%srt | 2.1E-4

Table 1. The contributors to the uncertainty of a single radiance measurement from the tissue phantom fluorescence evaluated

using the measurement Equation 2.

2.3 Measurements of Irradiance at Off Normal Observation Angles
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Figure 4. (Left)The measured and expected irradiances at off-normal angles if the source is Lambertian.(Right) The differences
between the measured and expected irradiances are within the estimated uncertainties of 7 % at k=1.

The tissue phantoms’ emittance distribution over a range of angles from the normal position was measured using both
the photodiode and the camera, similar to the radiance measurements in Section 2.1. The irradiance measured at
632 mm from the source is shown in Figure 4 (left) along with the expected irradiance for a Lambertian radiator at those
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same angles computed from the irradiance measured at normal position (0°). The differences between the measured and
computed irradiances are within the estimated uncertainties.

3. DISCUSSION AND FUTURE WORK

The measurement configuration used in this measurement is meant to mimic that of a clinical imager viewing the patient
at a distance of about 600 mm and the excitation light incident at 45 degrees from the tissue phantom surface. We have
shown in these few measurements that the tissue phantoms behave similarly to a lamp calibrator. Unlike a lamp
calibrator with emission and over a wide spectral range, the tissue phantom is designed to have radiance output at the
radiance level of the fluorophores emitting from inside the body and only at the desired spectral range. The choice of
radiance as the radiometric quantity to ascribe to the tissue phantom enables the user to evaluate stray light issues with
the collection geometry since radiance does not vary with distance. We have shown in Table 1 that the radiance
measurement uncertainty is estimated to be at 7 % at a coverage of k=1. A similar procedure will be used to determine
the uncertainty in irradiance of the excitation light incident on the surface to give the total uncertainty estimate for
Faemaex » the calibration values for the tissue phantom for a range of excitation irradiances.

In order for the tissue phantoms to be useful as a reference material bearing radiometric units, its properties as a radiator
need to be known. In this short experiment, we have verified that the tissue phantoms show evidence of being a
Lambertian radiator; it does not show anomalous radiance at some angles as it would if the fluorescence emitted were
somehow directional. This is not surprising given that the quantum dots are dispersed with highly scattering titanium
dioxide. Calibration at a single position, typically at detection normal to the tissue phantom surface, is sufficient. If the
tissue phantom is viewed at angles differing from surface normal, its radiance will be the same. Since the measurements
were taken only at a single angle of incidence for the excitation light and a single viewing plane, this does not offer a
complete picture of the hemispherical reflectance and fluorescence angular emission.  Measurements using the NIST
Robotic Optical Scatter Instrument (ROSI) [7], a goniometer where any combination of angles of incidence and viewing
is possible, are planned; this will require some modifications to the instrument for fluorescence detection.

The tissue phantoms consisting of quantum dots dispersed with titanium dioxide in a polyurethane matrix offers a
convenient way by which an optical calibration scale can be transferred from a reference detector (calibrated
photodiode) to an imager. The calibrated tissue phantom can be presented to different imagers and each imager’s
response in arbitrary units can be converted to Sl-traceable radiometric units.
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Abstract: Novel, birefringent thin-film coatings have been developed for improved irradiation
uniformity by polarization smoothing in direct-drive fusion. Forward scatter distribution of 351 nm

radiation is characterized and its operational impact analyzed.
OCIS codes: (290.0290) Scattering; (290.1483) BSDF, BRDF, and BTDF; (290.5855) Scattering, polarization

1. Introduction

To achieve spherical direct-drive implosions at the National Ignition Facility at Lawrence Livermore National
Laboratory, beam-smoothing techniques, such as illumination with different polarization states, are employed to
avoid beam modulation on target [1]. Efforts have been made at the Laboratory for Laser Energetics (LLE) to create
a distributed polarization rotator (DPR) to accomplish this goal [2]. Although they have many benefits, birefringent
thin films can have appreciable scatter from their microstructure, which can create amplitude modulation at the
target, reducing the efficacy of the DPR. Collaboration between LLE and the National Institute of Standards and
Technology (NIST) has begun to measure scattered light fields at 351 nm. To help optimize DPR manufacturing, it
is necessary to understand the source of the scattered radiation and the directions in which it radiates.

The birefringent coatings are fabricated using glancing angle deposition (GLAD), whereby material is deposited
at very high angles onto a substrate. The coatings are deposited in alternating directions through the layer
thickness—a method known as serial bideposition—to suppress column broadening and extinction, creating vertical
columns of material with elliptical cross sections [3]. Figure 1(a) shows a typical scanning electron microscopy
(SEM) image of a cross section. The optical properties of the coating will change based on the density of the
columns, the material used, the ellipticity of the columns, and the angle at which the material is deposited [4]. The
goal is to create a quarter-wave coating and to pattern that coating with alternating optical axes. The coating will be
index-matched to the substrate to minimize inter-reflections. Currently, magnesium oxide (MgO) is the material of
choice because of its refractive index, stress, and deposition properties.

G10822]11

Fig. 1. (a) SEM image of an optic similar to Sample C and (b) the geometry of the scattered-light measurements.
2. Scatter measurements

A goniometric optical scatter instrument [5] was used to measure optical scatter and polarization effects of a variety
of GLAD coatings. The instrument measures both the forward and backward scattered radiation. Figure 1(b) shows
the geometry of the measurement for reflection and transmission.

The scatter was measured over many directions in both polar angle 6 and azimuthal angle ¢. The reported
bidirectional scattering distribution function (BSDF) is f, =P / ( B, Qcos 6) where the incident power is P;, the
scattered power is Pg, and the solid angle subtended by the detector is Q. Data were taken such that the incident

power direction was normal to the substrate surface and the polarization was oriented 45° to the deposition direction.

These conditions match the geometry and polarization for which the DPR will be used. The BSDF can be integrated
to yield the total hemispherical scatter level.
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3. GLAD DPR scatter measurements

Table 1 describes some of the manufacturing parameters of each sample measured. The main difference between

Sample A and Sample B is the dipped sol-gel antireflective (AR) coating, which changed the retardance properties

and likely contributed to the increase in scattered light. Figure 2 shows the transmitted BSDF as a function of

projected cosine space. The center of each image corresponds to the normally transmitted beam, and the detector is

blocked by parts of the instrument in the dark corner points. It is noted that the larger retardance of Part C did not
correlate to more scatter, as originally expected. Overall, scatter in the backward hemisphere was very low (less

<1%) and showed minimal directionality. The standard uncertainties in the BSDF and integrated measurements are

expected to be below 2% of the stated values.

Table 1. Sample information and integrated scatter results.

Part Deposition Estimated Film Retardance Sol-gel antireflective Transmitted
Angle Thickness coating Scatter
A 73° 1.14 ym 55 nm yes 2.77%
B 73° 1.14 ym 89 nm no 1.65%
C 58° 1.15 um 96 nm no 1.69%
(a) (b) ©
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Fig. 2. BSDF in the forward, transmitted hemisphere projected on a 2-D plane for (a) Part A, (b) Part B, and (c) Part C. Data are shown in BSDF
units (sr '), and the axes are defined by the direction cosines.

Future work will focus on ellipsometry of the birefringent MgO GLAD coatings and modeling of the interaction
of the electric field with serial bideposition columnar structures. More exploration is needed to correlate scattered
light with variations in deposition angle, film thickness, and retardance.

The authors acknowledge funding from the Frank J. Horton Fellowship at the Laboratory for Laser Energetics.
This material is based upon work supported by the Department of Energy National Nuclear Security Administration
under Award Number DE-NA0001944, the University of Rochester, and the New York State Energy Research and
Development Authority. The support of DOE does not constitute an endorsement by DOE of the views expressed in
this article.

4. References

[1]J. E. Rothenberg, “Polarization beam smoothing for inertial confinement fusion,” J. Appl. Phys. 87, 3654-3662 (2000).

[2]7J. B. Oliver, T. J. Kessler, C. Smith, B. Taylor, V. Gruschow, J. Hettrick, and B. Charles, “Electron-beam-deposited distributed polarization
rotator for high-power laser applications,” Opt. Express 22, 23,883-23,896 (2014).

[3] M. M. Hawkeye, M. T. Taschuk, and M. J. Brett, Glancing Angle Deposition of Thin Films: Engineering the Nanoscale, Wiley Series in
Materials for Electronic & Optoelectronic Applications (Wiley, Chichester, United Kingdom, 2014), pp. 240-244.

[4] M. W. McCall, I. J. Hodgkinson, and Q. Wu, Birefringent Thin Films and Polarizing Elements, 2nd ed. (Imperial College Press,

London, 2015).

[S]T. A. Germer and C. C. Asmail, “Goniometric optical scatter instrument for out-of-plane ellipsometry measurements,” Rev. Sci. Instrum. 70,
3688-3695 (1999).

[6]7J. B. Oliver, C. Smith, J. Spaulding, A. L. Rigatti, B. Charles, S. Papernov, B. Taylor, J. Foster, C. W. Carr, R. Luthi, B. Hollingsworth, and
D. Cross, “Glancing-angle—deposited magnesium oxide films for high-fluence applications,” to be published in Optical Materials Express.

Brown, Thomas; Germer, Thomas; Oliver, James; Sharma, Katelynn; Smith, Christopher; Zuegel, Jonathan.
"Scattered Light Analysis of Birefringent Coatings for Distributed Polarization Rotators." SP-93
Paper presented at Frontiers in Optics 2016, Rochester, NY. October 17, 2016 - October 21, 2016.



€-6£21°'dS 1SIN/8209°01/610"10p//:sdny :woly abieyd jo aauy s|ge|ieAe si uonedljgnd siy|

Stochastic Single Flux Quantum Neuromorphic
Computing using Magnetically Tunable Josephson
Junctions
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Abstract— Single flux quantum (SFQ) circuits form a natural
neuromorphic technology with SFQ pulses and superconducting
transmission lines simulating action potentials and axons,
respectively. Here we present a new component, magnetic
Josephson junctions, that have a tunablility and re-
configurability that was lacking from previous SFQ
neuromorphic circuits. The nanoscale magnetic structure acts as
a tunable synaptic constituent that modifies the junction critical
current. These circuits can operate near the thermal limit where
stochastic firing of the neurons is an essential component of the
technology. This technology has the ability to create complex
neural systems with greater than 10?' neural firings per second
with approximately 1 W dissipation.

Keywords—single flux quantum,
Josephson junctions

neuromorphic, magnetic

[. INTRODUCTION

Single flux quantum (SFQ) logic[1-3] relies on voltage
pulses generated by 2m phase slips of the superconducting
order parameter across a Josephson junction. These voltage
pulses have a time-integrated amplitude given by the flux
quantum ¢o=2.068 x 10 Vs. Complex logic circuits have
been fabricated using this technology and major efforts are
ongoing to fabricate a new class of low power SFQ
supercomputers.[4]  Neuromorphic variations of SFQ logic
have been proposed and fabricated.[5-7] These papers have
highlighted the natural analogy between SFQ pulse trains and
action potentials. However, key components of neural
operation, such as neuromorphic synapses that are dynamically
reconfigurable and system operation near the thermal limit,
have not been addressed. Here, we introduce magnetic
Josephson junctions based on reconfigurable magnetic
nanoclusters, as a new component for neuromorphic SFQ.
Further, we develop stochastic models required to characterize
and design SFQ neural circuits which, to achiever ultra-low
power, need to operate near the thermal limit. In addition to
achieving ultra-low power, operating in the partially stochastic
regime has been identified as important for efficient
neuromorphic learning systems.[8]

Design tools and state-of-the-art fabrication facilities have
been developed for SFQ logic circuits including fabrication on
200 mm wafers, planarized multilayer wiring and high junction

uniformity.[9] These capabilities can be leveraged to develop
high-complexity very fast neural systems that may be suitable
for both application specific computing such as image analysis
and, more importantly, for computations that require cognitive
processes.

While SFQ logic circuits require a high degree of device
uniformity, this constraint is greatly relaxed for neuromorphic
circuits. Further, SFQ logic requires precise timing and clock
distribution, at frequencies of 10 GHz and above, which can be
very challenging, while neuromorphic SFQ is asynchronous
(although strongly correlated). Finally, SFQ circuits usually
require significant bias currents, typically 100 pA per device,
which can lead to a prohibitively large total current when
device counts are on the order of 10°. Stochastic SFQ works
very close to equilibrium and does not require significant bias
currents.

II. STOCHASTIC JOSEPHSON JUNCTIONS

A standard circuit model of a Josephson junction is shown
in Fig. 1 along with the equations dictating the junction
dynamics.[10] The supercurrent is given by I, = I, sin(9),
where 6 is the change of the phase of the superconducting
order parameter across the junction, V is the voltage across the
junction which is proportional to the time derivative of &, /. is
the critical current, R, is the normal state resistance of the
device, C is the junction capacitance, /, is the thermal noise
term, and /, is the total current through the junction. Here, /,is
assumed to be random Gaussian noise with rms amplitude of
(4kgT/R, )", where kg is Boltzmann’s constant, 7" is the device
temperature, and 7 is the noise sampling time used in
modeling. The resulting dynamics are the same as a driven
damped pendulum. The energy barrier, the difference between
the energy at 4 = 0 and € = =, is given by /l.¢o/2m. For
stochastic operation (as shown in the modelling below) we
require I.do/ksT ~ 10 to 20, with the exact value being an
important circuit parameter. The damping is given by the
McCumber parameter S, = 27'EICR,,2C/(|)0. Most SFQ circuits
require the junctions to be close to critical damping with S.~ 1.

Fig. 2 shows numerical solutions of the dynamical
equations for a typical stochastic SFQ junction with an
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Figure 1 Circuit model of a Josephson junction, along with the corresponding
dynamical equations.

operation temperature of 4 K and a critical current of 0.5 pA.
Fig. 2b shows the resting state spiking characteristic of the
junction, while Figs. 2a, c show the spiking with small applied
bias currents of = 0.1 pA. Unlike real neural systems, the
resting state can generate either positive or negative pulses and
the pulse durations are < 100 ps. We see that small bias
currents can stimulate strong pulse trains. The bias current can
be viewed as integrated inputs from other neural spike
chains.
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Figure 2 Simulations of spiking characteristics of a Josephson jucntion with
0.5 pm diameter, 2 nm thick Si barrier, 7,= 0.5 pA, R,=400 Q, T =4 K.
I.do/ksT = 18: a) -0.1 pA bias current, b) resting state spiking, ¢) spiking with
+0.1 pA bias currents. The circuit bandwidth gives a pulse width near 50 ps.

Fig. 3 shows the spiking characteristic of two otherwise
identical junctions with different critical currents, 7. = 0.5 pA
and 1.0 pA. Since the spiking rate is exponentially dependent
on the critical current, a small change in critical current has a
dramatic effect in the spiking characteristics. This type of /.
change is what we hope to dynamically produce through the
use of magnetically tunable junctions discussed in the next
section.

The spiking rate shown in Fig. 3b is approximately 10"
single flux quantum per second. The power dissipated for a
single active SFQ neuron, the bias current times the average
voltage, is therefore 10" s'Ido ~ 1 x 10" W. Hence, large
scale neural circuits can be fabricated with up to 10" neurons
and 10*' firings per second that consume less than 1 W of
power (this does not include the refrigeration power).
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Figure 3 Simulations of spiking of a 0.5 pum diameter 400 Q junction at 4.2 K
for critical currents of a) 1.0 pA and b) 0.5 pA and a bias current of 0.3 pA.
The 7.= 0.5 pA junction shows spikes corresponding to 1, 2 and 3 flux quanta.

[II. MAGNETIC JOSEPHSON JUNCTIONS

Magnetic Josephson junctions have recently received a lot
of attention due to their potential use as compact nonvolatile
memory elements in SFQ circuits. It has been shown that by
changing the magnetic state of a spin valve incorporated into a
Josephson junction, one can modulate both the amplitude and
phase of the supercurrent.[11-16] For carefully chosen
thicknesses of the magnetic layers, the modulation of the
critical current can be greater than 100%.[17] Further, it has
been shown that in small devices of less than 100 nm diameter,
the magnetic state can be changed by current pulses though the
device via spin transfer torque.[17, 18]

An existing drawback of the digital magnetic Josephson
devices is that large currents are required to switch them. This
is due to the fact that the magnetic layers have large moments
and that each electron can only transfer % of angular
momentum. A large number of electrons are required to
transfer the required angular momentum, while only a small
percent of the energy of the electrons is used to overcome the
magnetic energy barrier. To make the magnetic Josephson
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junction have an analog /. variation and to make switching
more efficient, we fabricate Josephson junctions with Mn
clusters embedded in the Si barrier, as shown in Fig. 4. These
Josephson junctions, with the exception of Mn doping, are very
similar to the ones used in NIST Josephson voltage
standards.[19, 20]

Nb
S - 7
2353 280 s
Z#j-ﬁ +ﬂf§
Nb

Si/Si02

Figure 4. Schematic of magnetic Josephson junction with Mn clusters
embedded in a Si barrier.

The junctions, as seen in Fig. 5, show nearly ideal current-
voltage characteristics for overdamped junctions, nearly ideal
1. vs field characteristics, high uniformity as determined by
measurements on large arrays, and high quality microwave
response. The presence of the magnetic clusters can greatly
suppress /. and it has been shown (to be reported in another
publication) that /, as with other magnetic Josephson junction
structures [11, 21-24], depends on the magnetic state. While
the critical currents for the junctions shown here are quite
large, for smaller junctions with dimensions of 100 nm, which
are appropriate for large scale neural networks, the critical
currents will be on the order of a few microamps.

14
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10

I, (mA)

=10 -5 0

Figure 5 Critical current vs. magnetic field for a 3 um x 6 um
Mn-doped Josephson junction.[23] The insets show the
current-voltage curves for series array of 600 Mn-doped
Josephson junctions with and without 4.7 GHz microwaves
applied.

The cluster size and switching energies are set by post
deposition anneals. The anneals are done in a rapid thermal
annealer at 573 K to 723 K for approximately 2 min. Fig. 6
shows typical zero-field-cooled and field-cooled moment vs.

temperature data. Below the blocking temperature, indicated by
the vertical arrows, the Mn spins can be configured in either
random or ordered states. Figure 6a shows a sample that was
annealed at 573 K with a blocking temperature of 34 K. Figure
6b shows a sample that was annealed at 723 K with a blocking
temperature of 240 K. Figure 6 demonstrates the ability to
readily change both the blocking temperature as well as the
total moment by varying the annealing temperature. By
varying the anneal time and temperature we have been able to
vary the blocking temperature, 7, from 10 K to 240 K.

The lower the blocking temperature, the easier the magnetic
clusters are to switch, with a tradeoff of loss of thermal
stability. The switching energy for a magnetic cluster is given
approximately by E; ~ In(¢,/2,) kgTp, where ¢, is a
measurement time, and ¢, is an attempt time. For a blocking
temperature of 30 K, E; ~ 70 meV. The cluster moment can be
estimated from Langevin fits to moment versus field curves
above the blocking temperature. These fits give the cluster
moments of a few Bohr magnetons to several hundred Bohr
magnetons, depending on the annealing conditions. A key
element of these junctions is that the ratio of the switching
energy to the angular momentum of the clusters is close to the
ratio of energy to angular momentum of an electron, indicating
that efficient energy and angular momentum transfer can occur.
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Figure 6 Zero field cooled (red) and field cooled (black)
magnetic moment plots of a Mn-doped Josephson juntion
showing hysteretic magnetic states below the blocking
temperature, indicated by the vertical arrows.

IV. MAGNETIC JOSPEHSON JUNCTION DEVICE MODEL

To develop complex neural circuits it is essential to have a
device model that can be incorporated into large scale circuit
simulations. We have modified existing Verilog A models of a
standard Josephson junction to accommodate an internal
magnetic order parameter. Fig. 7 shows the circuit model of a
nanocluster magnetic Josephson junction, now with the
supercurrent a function of the magnetic order parameter m,
which in turn is a function of the integrated voltage history.
The parameter m is zero when the spins are disordered and 1
when they are completely aligned. Positive applied voltage
pulses will drive the system to a disordered state with m = 0,
while negative pulses will drive the system to m = 1.

Here we ignore the dependence of the phase on the
magnetic order parameter, &(m) = constant, and only allow the
critical current to vary. As with the spin valve Josephson
junctions, the critical current is maximized in the state with
unaligned spins and minimized in the state with spins aligned.
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The temperature is a critical experimental parameter that can
simultaneously scale all critical currents to allow evaluation of
the performance with different levels of resting state activity.
At present, this model is not validated by experimental data. It
represents the simplest dependence of /. on m to allow
simulations to determine the utility of such a device in complex
neural circuits.

b1,
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Ieo(MT) = ((1 = mMey + Iom) * (1 _ﬁ)
[

Figure 7 Circuit model of a nanocluster magnetic Josephson
junction along with model equations describing dependence of
1. on the magnetic order parameter.

Given this device model, the performance of devices and
circuits can be modeled with SPICE as shown in Fig. 8. This
simulation shows similar device response as seen in Fig.1, but
now with dynamically variable critical current and done in
SPICE, which is capable of extension to large scale circuit
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simulation. Fig. 8b shows the dynamical response, voltage vs.
time, of a magnetic cluster Josephson junction, at 7= 0 K, for
large negative bias, zero bias, and large positive bias. The
voltage oscillation amplitude is seen to first decrease with time
in the negative current bias regime and then increase with time
in the positive current bias regime. This corresponds to a time
dependent decrease in the critical current during negative bias
(negative input pulses) and an increase in critical current
during positive bias. As shown in Fig. 3, this change in critical
current can activate a magnetic Josephson junction or
deactivate it. An input of negative pulses to a junction will
increase /. causing it to fire more strongly, while a series of
positive input pulses will raise /. preventing future firings.

SUMMARY

We have introduced nanocluster magnetic Josephson
junctions as a potential synaptic component for SFQ neural
circuits. We have demonstrated that in the stochastic limit the
spiking behavior can be made very sensitive to small changes
in critical currents that can be obtained by changing the
magnetic structures in magnetic Josephson junctions. We have
shown that operating in the stochastic limit can achieve much
lower power and eliminate the need for large total bias
currents. Finally, we have introduced stochastic circuit models
that can be used in large scale SPICE simulations of SFQ
neural circuits.
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Color Quality Metrics — Recent Progress and Future Perspective

Y. Ohno
Sensor Science Division, National Institute of Standards and Technology
100 Bureau Drive, Gaithersburg Maryland 20899 USA

ABSTRACT

The color quality of light sources for lighting includes the effects of white light chromaticity, as well
as color rendition characteristics, including color fidelity and the aspects related to color preference
and perception. In this paper, the current standards and the latest research on white light chromaticity
and color saturation preferences are overviewed. The characteristics of TM-30 Fidelity Index and
Gamut Index from the Illuminating Engineering Society (IES) are examined in comparison to the
Color Rendering Index (CRI). Current activities in International Commission on Illumination (CIE)
related to these and future perspective of color quality metrics are discussed.

1. INTRODUCTION

It is critical for light-emitting diode (LED) sources for general lighting to have acceptable color
quality suitable for intended applications. There are two primary aspects of color quality of lighting
sources: white light chromaticity and color rendition. These two aspects are interrelated, and both of
these characteristics are critical for general lighting. The chromaticity ranges for general lighting
products have been well standardized for many years [1, 2]. However, new research is raising
questions about whether the current chromaticity ranges are most appropriate for all lighting
applications. The current standards and recent studies on white light chromaticity are overviewed and
discussed in section 2. Color rendition is considered largely in two aspects — color fidelity and an
aspect related to color preferences. The current standardized metric, Color Rendering Index (CRI) [3],
is designed to evaluate color fidelity. However, color fidelity does not always correlate well with
visual evaluations of the color quality of lighting, and thus there is a need for another metric that
evaluates these aspects of color preference and perception. This issue is discussed in section 3 with
the results of recent studies conducted at National Institute of Standards and Technology (NIST). TM-
30 [4] from the Illuminating Engineering Society of North America (IES) was recently published as a
proposed new method for evaluating color rendition. This metric is discussed and compared to CRI in
section 4, and the related CIE activities and future considerations are discussed.

2. WHITE LIGHT CHROMATICITY STANDARDS AND RECENT RESERCH
The chromaticity of light sources for general lighting is

normally chosen to be around the Planckian locus or the 0.56
daylight locus, which are generally considered as the

center locations for white light, as specified in the 054 [
existing standards [1, 2]. Figure 1, for example, shows

the American National Standards Institute (ANSI) 082 1
chromaticity specifications for solid state lighting
products [2]. While these standards are widely used, new
research raises questions as to whether the current
chromaticity ranges are most appropriate for all lighting
applications. Shifts in chromaticity across the Planckian
locus are expressed by the term, Duv (symbol D,,),
defined in the standard [2] as shown in Fig. 2, and its use i

is discussed in elsewhere [5]. 018 020 022 024 026 028 030
u’

ANSI (78.376
4-Step MacAdam
ellipsas)

7-step MacAdam
ellipses

0.486

046 |

Fig. 1 The chromaticity specifications for
solid-state lighting products by ANSI
C78.377, 2015 revision [2] on the CIE
(u’,v’) diagram.

A recent study on a vision experiment [6] reported that
perceived neutral white points determined by the subjects
were D,, = - 0.01 at 2700 K to 3500 K, D, = 0.00 at
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4000 K, and D,, = 0.005 at 6500 K (though the report did not use the Duv measure). This experiment
was done with a lighting booth with white inner walls and no objects inside. Another experimental
study [7] showed that subjects, viewing an office miniature, freely adjusted the chromaticity of
illumination as they preferred, choosing points mostly below the Planckain locus, with an average
Duv around -0.014.

In 2013, vision experiments were conducted at NIST for white chromaticity points perceived most
natural in a real-size interior room setting using the NIST Spectrally Tunable Lighting Facility
(STLF) [8], participated by 18 subjects. The average results are plotted with the ANSI specifications
in Fig. 3. The results showed that the lights with average D,, = -0.015, far below the Planckian locus,
appeared most natural to the subjects [9]. The results from this experiment were verified with
additional experiments conducted in 2015 [10] with 21 subjects, using modified spectra of lights,
addressing the question raised by other researchers [11]. Further studies are desired to verify the
applicability of these results in various real application conditions.

0.40 CIE 1960 (u, v) Diagram 056

CIE 1976 (u', V') diagram
0.38

0.36
0.52

0.34

0.32

5700 K Experimental!
0.48 results

0.30 6500 K '
0.28 0.46

0.26 0.44

016 018 020 022 024 026 028 030 0.32 0.16 0.18 0.20 0.22 0.24 0.26 0.28
u u
Figure 2. The scale of Duv shown on the CIE Figure 3. Average chromaticities judged to be most
1960 (u, v) diagram. natural, plotted with ANSI C78.377 chromaticity

specifications for SSL products.

3. RECENT RESEARCH ON COLOR SATURATION PREFERENCE

There have been many research articles about this topic, and it is generally well known that people
prefer slightly over-saturated object colors in illuminated indoor scenes. Increased chroma, however,
deviates from the fidelity, causing decreases in the CRI R, score. To determine the level of chroma
saturation that is generally most preferred, a large-scale vision experiment was conducted at NIST in
2014 using the NIST STLF [12]. The experiment was conducted with 20 subjects at correlated color
temperatures (CCTs) of 2700 K, 3500 K, 5000 K (all D,,= 0) and 3500 K with D,, = - 0.015. There
were four different viewing targets: mixed fruits and vegetables and the entire room, skin tone, red
fruits/vegetables only, and green fruits/vegetables only. Pairs of lights were presented, one of which
was always the neutral saturation (the same level as the CRI reference illuminant). Figure 4 shows
the STLF room setting (left) and the nine different levels of chroma saturation used in the experiment
(right). The right figure shows the plots of the 15 test color samples used in Color Quality Scale
(CQS) [13]. Figure 5 shows the average results for all subjects and all CCT/Duv conditions for each
viewing target. The vertical axis is the percentage that subjects preferred the light with a given
chroma saturation (horizontal axis) over the neutral light (AC",, =0). The chroma saturation (AC",) is
calculated for the red test sample in the CQS. The results were unexpectedly consistent across all
CCT/Duv conditions and for all targets, showing that the subjects most preferred the chroma increase
AC’,, between 4 to 8. The subjects’ preference starts decreasing at larger saturations, as the objects
start appearing unnatural. The subjects’ preference at saturation level AC",, = 16 (most saturated
condition) is still comparable to that of the neutral saturation (AC", = 0).
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Figure 4. The experimental set up (left) and the CIELAB . L
(a*, b*) plots of the 15 CQS samples for the nine different Figure 5. Subjects’ preferences for all

saturation levels used for the NIST experiment (3500 K, CCT/Duv condition; Jor the diﬁ”erent'viewing
D,.=0). targets, as a function of chroma difference

from the reference illuminant.

Figure 6 shows the 3500 K results (average of
all participants, all targets) plotted with the
CRI R, values and other metrics’ values
(discussed in section 4) for these lights. The

Average of all targets (3500 K)

—=—Subjects
preference

R, value sharply decreases as the chroma . 1::0:0 TeRIRa
saturation increases from neutral. The CRI § ¢ -4+ TM30R
penalizes these preferred lights with increased ;3 NN Y .
chroma. For example, if R, > 80 is required in g A%

a regulation, many preferred lights (shaded § 20% TM30Rg

area) are disqualified. This sharp slope results %
from the heavy weights in the red region in the
W*U*V* color space (see section 4). Further
studies are desired on the effects for longer-
term use of such preferred lights in real
applications.

-6 -12 -8 -4 0 4 8 12 16
Chroma difference AC*ab (red)

Figure 6. The 3500 K results plotted with the CRI
R, values and other metric values.

4. ANALYSES OF IES TM-30 COMPARED TO CRI

The IES TM-30 [4] was developed to address the shortcomings of CRI experienced with LED light
sources for general lighting [14]. A major problem is that CRI is a color fidelity metric and it does not
assess other aspects related to color preference and perception of illuminated scenes. The CRI R,
scores do not correlate well with visual evaluation for preferred light sources as discussed in the
previous sections. The earlier research, Color Quality Scale [13], attempted to address this issue, but
could not be agreed in CIE as an update of CRI, mainly due to the difficulty in defining what it
measures scientifically. The CIE then decided to take the direction to develop new metrics separately,
one for color fidelity (dealt with by TC1-90) and another for the aspects other than color fidelity (dealt
with by TC1-91). IES TM-30 was developed as a proposal from IES in this direction, to provide an
improved color fidelity metric and a means to assess the aspects related to color preference. Thus,
TM-30 is a two-metric system, consisting of Fidelity Index Ry and Gamut Index R,. The Ry is intended
as an improvement of CRI R, as a color fidelity metric. However, a color fidelity metric alone is not
sufficient to assess all aspects of color rendition. Gamut Index is intended to provide preference-
related information, though it does not directly indicate the degree of preference. A research article
on the details of TM-30 is available [15].

One of the significant problems of CRI as a color fidelity metric is the very non-uniform object color
space W*U*V* used to evaluate color differences of test color samples. Figure 7 shows how distorted
the W*U*V* color space is for a 2700 K Planckian source and standard daylight (D65). As shown,
this distortion is less prominent at higher CCTs. This distortion causes the color differences in the red-
green region (particularly red) to be weighted heavily and the yellow-green region very lightly
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weighted in CRI. This feature of CRI might be suitable for preference aspects, but is a significant
problem as a color fidelity metric. CIE 1976 L*a*b* (CIELAB) [16] is the current CIE standard
object color space. CAMO2UCS is the latest color space based on the color appearance model [17]
and has been experimentally verified that the color differences calculated on this color space correlate
well with the perceived color differences of objects of various colors, better than CIELAB.

WU CIELAB CAMO2UCS
used in CRI Used in CQS used in TM-30
wuv CELAB | CAMO2UCS b
| w018 ®
M 13
2700 K |, = Jo| S o
' o - ] 1 / { 4
Planck f &3 =, = s =amis. i B oA
" -80 -60 -§0 -20 20 /40 60 B0 0 “
] \ 2] ~ -
ol N\ 04” )
-0 -
sol b* -
W =75 cmzues
“0: 80 wl
D65 0 . ; »60 - ¢ p 201 A
1 » X EEL 0 N\ ) L2
* © -:c’o? ® 0 o W e _ [ias | easagmpere |
b Lol 40 60 -4o_-20 20 49 60 8 =1
= - k'zo 5 \. » 1
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Figure 7. Two-dimensional plots of the 15 saturated color samples of CQS under 2700K
Planckian radiation and under D65 illumination on W*U*V*, CIELAB, and CAM02UCS
object color spaces.

Due to the nonuniformity of the color space, there are two cases of score deviation in CRI; (1) light
sources that create relatively large chroma increases in yellow-blue direction (e.g., triphosphor
fluorescent lamps and some phosphor-type LED lamps) tend to get higher CRI R, score than R;, (2)
light sources that create relatively large chroma increases in red-green directions (e.g., some RGB or
RGBA LED sources) tend to get lower R, scores than R;. Such examples of light source are shown in
Fig. 8, where (a) and (b) are examples of case (1) above, and (c) is an example of case (2) above.
Case (2) is also demonstrated in Fig. 6 above. Compared to CRI, TM-30 R; is designed to evaluate
the color differences of all hue colors evenly and more accurately as perceived by human observers.

(a) R,=80, R=75 (c) R,=69, R=80
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Figure 8. The spectral power distributions of three example light sources and the CIELAB plots of the
CQS 15 samples for these sources — (a) a phosphor type LED lamp, (b) fluorescent lamp, both showing
srong yellow-blue saturation, and (c) an RGBA LED source showing strong red-green saturation.

Another significant problem of CRI is the use of only eight medium-saturated test color samples,
which can cause anomalies (unreasonably higher value than real performance) in the R, score.
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Figure 9 shows the spectral reflectance curves of the test color samples of (a) CRI, (b) CQS, and
(c) TM-30, plotted with an RGB LED source spectrum. This light source has unacceptably poor
rendering of red objects (Ry= -97) though it produces a generally acceptable value of R,=82. It is
observed that the CRI test sample curves are fairly flat in the red region, which means the R, score is
less senstive to the location of the red peak, allowing a good R, score in spite of poor red rendering.
The TM-30 and CQS detect this problem and the effect is reflected in the score. The Qy in the figure

(a) CRI test samples (b) CQS test samples (c) TM-30 test samples
. 1.2
Light 08 —Teson v
source: | 7 —Tcs02 1 e
0.6 —TCs03 —vss
R,=82 05 TCs04 08 e
Ry=-97 o4 s, -
03 RSNAPA ) —Tes0 -
Qf =76 . o — | —Teso7 0.4 . —_— vsit
0.2 BV B —TCs508 / QA / Ve
Rf =76 (ORI " — —Source 0.2 X~ S ::::
0 ; } ; ; ; | e —_e———
400 450 500 550 600 650 700 0400 450 500 550 600 650 700
Wavelength (nm) Wavelength (nm)
WHUrv* 100
60 g Color distortion icon

—e—fReference EELAS 8
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Figure 9. The spectral reflectance curves of the test color samples of (a) CRI, (b) CQS, and (c)
TM-30, plotted with the spectral distribution of an RGB LED source, and color gamut
presentations of the RGB source in each metric.

is the color fidelity scale in CQS [13].

Another example of an anomaly in CRI R, is shown in Fig. 10, which shows a case of an RBG LED
source optimized for high R, score. The TM-30 Color Vector Graphics show significantly large hue
shifts in the blue-green region, however, the CRI eight samples do not detect this problem.

R.=90 CRI samples on
; WHUHV*

| —Tcso
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Figure 10. An example of RGB source reflectance curves of all test color samples of CRI,
showing a large difference in value of R, CQS, and TM-30

and R;.
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The slopes of the spectral reflectance curves in Fig. 9 imply how sensitively the spectral component of
the light source at that wavelength affects the calculation of the metric, though the effects are
compounded with integration by the color matching functions. Figure 11 shows the average slopes
(in absolute value) of all the test color samples of CRI, CQS, and TM-30 at each wavelength. The
curves of CRI and CQS go down at near both ends (deep blue and deep red) of the spectral region,
while TM-30 curves are kept fairly flat. This feature of TM-30 allows the metric to evaluate all
(possible) object colors uniformly, while it is considered that CRI may not be able to evaluate
accurately the colors of some objects having spectral reflectance curves changing rapidly in the deep
red and deep blue region. Such colors are typically purple. This is the main reason that the R; scores
for narrow-band spectra that do not cover enough wide spectral region (e.g., triphosphor fluorescent
lamps and RGBA LED sources) are lower than the R, scores.

5. CIE ACTIVITIES AND FUTURE PROSPECT

The IES published the position statement of CRI (2015) [18], which indicates that TM-30 is not a
required standard and is issued for evaluation by the international lighting community. The R; metric
was proposed for consideration in CIE TC1-90, which accepted it as the metric for the first TC draft
and work is in progress. However, a color fidelity metric alone is not sufficient to evaluate all aspects
of color rendition of light sources, and another metric to evaluate the aspect related to color preference
is needed, and is being addressed in TC1-91. CIE also published a position statement on CRI and
color quality metrics [19], which clarified these points. The TM-30 R, (Gamut Index) is proposed for
inclusion in CIE TC1-91 report, but the gamut area is not sufficient to address the aspects of general
color preference. CIE is encouraging further research on this topic, and hopes to develop a
recommendation of a more useful color preference-related metric in the future. Then, it is expected
that two metrics (a color fidelity metric and a color preference-related metric) will be used to specify
and evaluate light sources for general lighting.
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Compliance-Free Pulse Forming of Filamentary RRAM
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Despite the overwhelming effort to improve the efficacy of resistive
random access memory (RRAM), the underlying physics governing
RRAM operation have proven elusive. A survey of the recent
literature almost universally indicates that the remaining glaring
issues center around variability as well as endurance. The initial
filamentary “forming” process is often linked to these problems.
This work details our recent efforts to bring the forming process
under control and the resulting improvements in RRAM viability in
hafnia-based devices. We track the forming process via a “forming
energy”’ metric that allows for filament optimization. By removal of
all current compliance elements, and their associated parasitics, a
targeted forming energy is achieved using ultrashort voltage pulses.
By tailoring the forming energy, we show remarkable endurance
window control.

Introduction

Recent memory research has focused on the development of transition metal oxide
filamentary resistive random access memories (RRAM) (1, 2). While there are many
published accounts detailing resistive switching in a variety of transition metal oxide
material systems, hafnia-based systems are seemingly one of the most promising
candidates (3, 4). Most explanations of filamentary RRAM involve discussions akin to
traditional dielectric breakdown phenomena (5). The application of a relatively large
voltage is thought to induce a breakdown event which “forms” a conductive filament
through the dielectric region and induces a consequent resistance change. However, unlike
dielectric breakdown, the effect in RRAM is not catastrophic. It is commonly observed that
limiting the extent of the breakdown event results in a less robust conductive filament.
Subsequent bipolar voltage application leads to cyclic dissolution and reforming of this
conductive filament. This reversible switching between high and low conductance states
defines the RESET and SET state variables of this non-volatile memory. Considering that
the initial breakdown (forming event) greatly determines the switching characteristics, a
substantial effort has been spent studying this initial electrical forming process (6, 7). A
survey of the recent literature almost universally indicates that the remaining glaring
RRAM issues center around variability as well as endurance. Perhaps the only consensus
in the RRAM community is that the, inherently random, forming process is strongly linked
to these variability and subsequent endurance concerns (8).
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Experimentally, forming is difficult to control due to the inrush of current associated
with a large resistance change. The most common way of controlling the forming process
IS to introduce a resistive component in series with the RRAM element (9). This series
resistance component (via resistor or transistor) introduces a current compliance limit
which arrests the forming process by shifting the voltage drop from the RRAM element to
the resistive compliance element. Our recent efforts show that even the most careful
experimental inclusion of a series resistance element still introduces an unavoidable
parasitic capacitance which invokes a serious forming variability (10, 11). During the fast
transient forming process, the, often unintentional, parasitic capacitance discharges in an
effort to exert a compliance limit. This discharge leads to a current level which briefly
exceeds the compliance limit and is often referred to as overshoot (10). The current
overshoot greatly alters the ability to terminate forming (i.e., a large current continues to
flow through the filament for some uncontrollable time before the compliance element can
clamp). This introduces a relatively large uncertainty in the forming energy and consequent
variability in the filament (11).

In this work we show that the source of the overshoot variation is strongly linked not
only to the overshoot amplitude, but also to the duration of the overshoot (10, 11). Some
recent simulations show that the duration of the forming process is linked to the higher
overshoot amplitude (6, 12). However, we demonstrate that these two factors (amplitude
and duration) are independent by monitoring the effect of the current overshoot duration
(fixed overshoot amplitude) on the first RESET current (10, 11). Armed with this
knowledge of the compliance-induced overshoot variability we propose a compliance-free
forming process which allows for remarkable control of the forming energy via short
voltage pulses (picosecond range)(11). This approach allows for an examination of the
dissipated energy during the forming and SET/RESET processes and reveals how this
energy plays a critical role (11). The SET/RESET cycling endurance of thus formed
devices is shown to also be dependent on the SET/RESET energy (11). Multiple-pulse
forming is also investigated as a method to further tighten the control of forming energy
with promising endurance results (11).
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Figure 1. (a) Experimental set-up for forming of RRAM using series resistance for
current compliance and a current amplifier to monitor the transient forming current. (b)
Experimental setup for ultra-short voltage pulse forming. Note that there is no
compliance element. All connections are consistent with proper high speed signal
integrity.
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Experimental Details

The RRAM devices used in this study consist of TiN/Ti/HfO2/TiN crossbar stacks (5.8
nm HfO.). The Ti metal film was deposited on top of the metal oxide to create a sufficient
degree of oxygen deficiency in the dielectric, which allows to perform forming at a
reasonably low voltage. Both (100 x 100 nm? and (50 x 50) nm? device geometries were
utilized in these studies. In order to better examine the forming process, a variety of
experimental approaches are employed.

In an effort to understand the impact of current overshoot we employ an experimental
set-up schematically shown in Fig. 1a. In this arrangement, the forming voltage is applied
to the device through a series resistance (Rs) compliance element. The current through the
device is measured using a fast amplifier capable of sensing current with the resolution of
4 ns (10). The value of the series resistance is chosen to achieve a desirable compliance
current during forming. This simple series resistor configuration is sufficient to understand
the details of the effects of the overshoot during forming (10). The experimental parasitic
capacitance is minimized as much as possible by minimizing signal path lengths. This is
mostly accomplished via good signal integrity practices. For these measurements the series
resistor is mounted on a PCB (printed circuit board) and placed as close to the device as
possible as shown in inset of Fig. 1a. In this arrangement, the vast majority of the parasitic
capacitance consists of the pad capacitance of the device (< 50 fF), and the capacitance of
the trace connecting the probe to the device (< 0.4 pF). The total parasitic capacitance is
thus less than 0.5 pF. Note that these parasitics are far less than that reported in most RRAM
experiments. Forming is performed by applying a voltage pulse to the top electrode using
a pulse generator. The bottom electrode is held at ground potential through the virtual
ground of the current measuring amplifier. The input voltage and the current through the
device are recorded using an oscilloscope. After forming, the device is RESET by applying
a slow voltage sweep using a parameter analyzer. The maximum RESET current (Imax)
depends on the size and the resistivity of the formed filament (6). Thus, the obtained Imax
is taken as an indicator to check for the variations in the formed filaments (10, 11).
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Figure 2. (a) Voltage and current output obtained during forming showing the large
current overshoot before the compliance element can clamp. (b) Zoomed in image of the
current overshoot in (a) showing that the overshoot lasts for a few ns.
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Figure 3. Schematic of our wafer probe used to deliver the forming voltage. The wafer
probe consists of a circuit board which can accept the external series resistors (a) and
parasitic capacitors (b). The distance between the probe top and the series resistor is < 1
cm. The unavoidable parasitic capacitance in (a) is dominated by the circuit board line
capacitance.

In an effort to mitigate current overshoot and explore a means to better control the
forming process, a slightly different experimental arrangement is also employed (Fig. 1b)
for parts of this study. In this set-up impedance matching and return path control are of
critical importance to ensure accurate forming characteristics. Note that there is no current
limiting (compliance) element. The 50 Q termination at the probe provides a fast path to
dissipate the charges stored by the parasitic elements, drastically minimizing any
overshoot. In this manner, the forming current duration is entirely limited by the pulse
duration which is kept very short (ns to ps). In other words, this compliance-free
experimental implementation allows the overshoot amplitude to increase in an uncontrolled
manner. However, the extent of this overshoot is highly controlled by the pulse duration.
All post-forming RESET operations were achieved with a parametric analyzer negative
voltage. Imax is then noted as a characteristic indicator of the quality of the formed filament.

Results and Discussion

An Examination of the Current Overshoot

Utilizing the experimental set-up in Fig. 1a, a typical input voltage and output current
plot obtained during forming is shown in Fig. 2. The current level is very low before the
device forms around 2.5 ps. Note the large transient overshoot current at forming followed
by a settling to the compliance limited value. This current overshoot during forming is
linked to higher Imax and likely more filament variability. In an effort to establish the ill-
effects of the overshoot due to parasitic capacitance, two experimental variations are
employed (Figs. 3a and 3b). The parasitic capacitance in Fig. 3a is (as describe above)
experimentally minimized to < 0.5 pF and is mostly comprised of the wafer probe
capacitance. Contrastingly, the parasitic capacitance of the second set-up (Fig 3Db) is
dominated by the addition of a 1 nF external capacitor. This value (1 nF) was chosen to
imitate common experimental arrangements (6). For both cases the parasitic capacitance is
in parallel to the device. The amplitude of the forming voltage pulse is +4 V for both cases.
The width of the forming voltage pulse is 2 ps for first case (<0.5 pF) and 2 ms for the
second case (1 nF). The current transient during forming is then plotted for both set-ups as
in Figs. 4a and 4b respectively. It can be clearly seen that the time taken to reach the current
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compliance for each set-up is quite different. For the first case, the time to compliance is
in the range of a few ns, whereas for the 1 nF capacitor it is few ps (1000x longer).
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Figure 4. (a) Current transient during forming for the small parasitic capacitance of Fig.
3a and (b) the large 1 nF parasitic external capacitance. Note that the time range in (a) is
in ns further demonstrating the very low parasitic capacitance compared to (b) where the
time is in the ps range.
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Figure 5. Circuit schematic of the RRAM device (Rp) along with the series resistance
(Rs) and parasitic capacitance (Cp) showing the origin of the current overshoot through
the device. Also given are the equations for current through the device, Ip, and the
voltage across the device, Vp.

The overshoot transients in Fig. 4 illustrate that during forming, the current peaks
before it settles to the current compliance level set by the series resistance. The current
peaking is due to the charge stored in the parasitic capacitor. A simple circuit schematic of
the system is shown in Fig. 5 along with a simple circuit analysis of the current through the
device during forming. Rs is the series resistance used to limit current through the device
during forming. Rp is the resistance of the device. Cp is the parasitic capacitance. Vin and
Vp are the input voltage and voltage across the device respectively. When the device is in
the high resistance state (Rp > GQ) all the applied voltage (Vin) drops across the device.
Therefore, voltage across the device Vp = Vin. When the filament forms, the device changes
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to a low resistance state (Rp < 10 kQ) presumably very fast (t < 130 ps) (11). In this low
resistance state, the voltage across the device, Vp may not decrease at the same rate as the
resistance reduction. The rate depends strongly on the size of the parasitic capacitor. The
voltage across the device is given by the equation for Vp(t) in Fig. 5. This is derived by
solving the differential equation given by the total current Ip flowing through the device.
From the equation for Vp(t), it is clear that larger parasitic capacitance leads to slower
discharges and therefore, longer overshoot current duration (bigger RC product in the
exponential). This is easily verified via an examination of the current overshoot durations
in Fig. 4. The derived equation for Vp(t) was also used to simulate the current through the
device. The simulated and measured current overshoots match well (Fig 4b).

Note that the current overshoot amplitude is quite similar for both parasitic capacitance
cases. This may seem counterintuitive to recent reports (6, 12). But if the change in the
resistance is abrupt such that the rate of change of resistance is faster than the discharge
rate of the parasitic capacitance, then the maximum overshoot current is independent of the
parasitic capacitance. This is true for both of the cases illustrated in Fig. 4. In the lower
parasitic capacitance case, the amplitude of the overshoot current is about 2 mA as shown
by the trend line Fig. 4a. The measured data below 4 ns is not reliable due to the amplifier
ringing, therefore, we use an extrapolation to estimate the current amplitude. The amplitude
given by the trend line in Fig. 4a is similar to that of the higher parasitic capacitance case
(1nF shown in Fig. 4b). This result differs from earlier reports linking higher parasitic
capacitance to higher overshoot amplitude (6, 12). This is the case only when the change
in the resistance is slower compared to the discharge rate of the parasitic capacitance. One
such slow change in resistance shown in (6) is similar to progressive breakdown in thin
film dielectrics. Such reduced rate in change of resistance during forming was achieved
using constant voltage forming (CVF) (6) with very low forming voltages.
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Figure 6. (a) Measured Imax required for 1% RESET after forming with and without the 1
nF capacitor. The RESET currents required after forming with 1 nF are higher compared
to the devices formed without the 1 nF capacitance. (b) 1000 cycles switching using
Vser= 1.5 V with the pulse width of 500 ns and Vgreser = -2 V with the pulse width of
250 ns.

Utilizing the two experimental arrangements of Fig. 3, formed devices were
subsequently RESET (low resistance to high resistance) by applying a negative voltage
using a parameter analyzer (Fig. 6a). This Imax is lower for the minimum parasitic
capacitance case as compared to the 1 nF capacitance set-up which may indicate the
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formation of a filament of a smaller cross-section. After the first RESET, only the devices
formed using the lower parasitic capacitance set-up were able to be successively switched
between low and high resistance states (Fig. 6b) while the higher capacitance devices
simply did not switch (forming was catastrophic).

It is important to note that the peak overshoot currents during forming are similar for
both parasitic capacitance cases depicted in Fig 3. However, the duration of the current
overshoot is much longer for the 1 nF capacitance forming (Fig 4). This is an indication
that the variations in Imax in Fig. 6a and device switching capabilities are due to the
difference in the duration of the current overshoot, which has been observed to be critical
to control the filament properties.

The Forming Energy Paradigm

The demonstrated independence of the magnitude and duration of the current overshoot
provides a useful clue towards bringing the forming process under better control. As
illustrated in the preceding section, increasing the overshoot duration while maintaining
quite similar overshoot amplitudes led to undesirable filaments which were not switchable
(high Imax). This strongly suggests that the product of the amplitude and duration (or
integrated area under the overshoot current curve) is a more apt indicator of the forming
process. Further scaling this product with the forming voltage leads to a forming energy
metric with which to track the effectiveness of the forming process. The forming energy is
taken as the product of the forming voltage, forming current, and time.
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Figure 7. (a) Voltage and current vs. time for forming pulses with pulse durations of 2.5
ns and 130 ps. (b) details the 2.5 ns forming and (c) details the 130 ps forming. The
calculated energy difference (AE) for dotted (early forming) and the solid line (late

forming) are also show. Note that long pulse forming (AE) (b) is almost 10x larger than
for (c).

Recognition that the inclusion of a compliance element in the RRAM forming process
will invariably introduce an unwanted (and uncontrolled) current overshoot might tempt
one to suspend all hopes of forming control. However, it is exactly this recognition, coupled
with the notion of a forming energy, which allowed us to gain substantially greater control
on the forming process. Since there will be an inevitable current overshoot associated with
the forming resistance change, then one can limit its duration by minimizing capacitance.
In the ultimate incarnation of this approach, one can nearly eliminate the capacitance by
also eliminating the compliance element and employing very short voltage pulses (Fig 1b).
In this scenario, there is still a current overshoot which proceeds unchecked for the duration
of the forming voltage pulse. However, limiting the duration of the forming voltage pulse
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limits the duration of the current overshoot and actually provides greater control in
targeting a specific forming energy (and consequent Imax). One can think of each pulse as
providing a quantized portion of the total energy necessary to form. Narrower pulses
provide a smaller quanta and therefore improve forming control.
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Figure 8. (a) Imax current observed after pulsed forming with varying pulse duration.
After forming, the devices are RESET using a parametric analyzer. It can be seen that
the variation in Imax (with same pulse duration) is larger for longer durations. (b) Imax
versus energy during forming. We observe a much tighter distribution (than in (a)) when
the forming energy is carefully monitored.

Compliance-Free Forming

Representative compliance-free forming characteristics are shown in Fig. 7a for both
slow (2.5 ns) and fast (130 ps) duration forming pulses. Sometimes forming occurs early
in the pulse (Fig. 7 dotted lines), while other times forming occurs later in the pulse (Fig.
7 solid lines). In the case of early forming, the filament is subject to forming current for
longer durations. This results in less desirable properties in formed filaments. Note that
even in the 2.5 ns pulse duration case, there exists a significant randomness as to when the
forming process occurs (within the 2.5 ns pulse). As shown in Fig. 7b for the 2.5 ns pulse
case, this randomness of the forming current transient can introduce substantial differences
in the forming energy (AEforming = 6.1 pWs) which results in poorer control of the forming
process. However, reducing the pulse duration down to 130 ps greatly minimizes this
forming energy randomness (Fig 7¢) and brings the forming process into greater control
(AEforming = 0.65 pWs). While the within pulse randomness of the current transient is still
present, its impact on the overall forming energy (and presumably filament variability) is
greatly reduced. This is best illustrated by comparing the calculated difference between
late and early forming for the two pulse cases (2.5 ns and 130 ps). This early/late forming
uncertainty introduces almost an order of magnitude more energy uncertainty into the
formed filament (Figs 7b and 7c¢).

One might be tempted to ignore this early/late forming pulse variation and simply look
at the product of the pulse duration and forming voltage (Fig 8a). However, proper
accounting for the “within-pulse variability” (which was the impetus for forming energy
evaluation) is seemingly required to bring the forming process under control. If one
presumes that Imax is related to forming energy, then proper within-pulse variability
accounting, drastically reduces forming variation (Fig. 8b). Fig. 8b also suggests that any
chosen Imax is attainable via the application of the necessary pulses to net the target forming
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energy. In order to trust the forming energy values shown in Fig. 8b, there is a requirement
to accurately measure the forming current. At very high speeds, the parasitic current that
does not actually flow through the device becomes large (Fig. 9a) and must be removed.
We employ a de-embedding procedure to remove these parasitic components from the
measured forming current (Fig. 9b) (13). Using this approach, proper forming energies can
be extracted.
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Figure 9. Measured voltage and current pulse before (a) and after (b) de-embedding the
parasitic current components. This step is necessary to extract accurate forming energy.
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Figure 10. Input pulse train used to analyze the SET/RESET endurance. In this manner
every single SET/RESET cycle can be measured.
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Figure 11. Reliable SET/RESET was obtained on devices formed using a “medium”
energy. The switching duration = 2.5 ns and the forming energy was (a) 4.7x10"** Ws
(Imax = 790 WA, Von = 1.5 V, Vorr = -2 V) and (b) 2.67x10™* Ws (Imax = 550 PA, Von
=2.5V, Vorr =-2.5V).
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Using forming energy (fig. 8b) as a guide, we investigated the endurance of the pulse
formed devices using the input pulse train schematically shown in Fig. 10. Typical
SET/RESET operations involve a 2.5 ns pulse of several volts. The RRAM resistance
values are sensed at -200 mV. We note that devices with larger forming energies exhibited
very poor switching behavior with most devices lasting only a few cycles (not shown).
However, as the forming energies and the consequent Imax is reduced to 790 pA (Fig. 11a),
and then to 550 pA (Fig. 11b), we observe a steady increase of the endurance window and
a drastic reduction in SET/RESET switching errors.
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Figure 12. Dependence of cycling reliability on SET/RESET energy is shown by
comparing (a) low energy (Von =1.5 V, Vorr = -2 V, duration = 2.5 ns) and (b) high
energy (Von =2.5V, Vorr =-2.5V, , duration = 2.5 ns) SET/RESET.
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Figure 13. (a) First forming voltage and current plot for multiple pulse forming. After
the first pulse shown in (a) 4 additional pulses of the same amplitude and duration were
applied to the formed filament. (b) 10° SET/RESET cycles for the multiple-pulse
forming (Von =2 V, Vorr = -2 V, duration = 2.5 ns).

Since SET/RESET processes are composed of short pulses, the energy metric is useful
here as well. Similar to forming energy, an endurance dependence on the SET/RESET
energy (Fig. 12) is also observed. In fig. 12a (Imax = 900 pA) a device was switched with
lower energies (Von = 1.5V, Vorr = -1.5 V, pulse duration = 2.5 ns). In Fig. 12b the same
device was switched with higher energies (Von = 2.5 V, Vorr = -2.5 V, pulse duration =
2.5 ns). It is clear that the higher SET/RESET energy (Fig. 12b) temporarily increases the
resistance window markedly, though it comes at the price of lower endurance. This strongly
suggests that there is an additional SET/RESET energy influence which is linked to
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forming energy (i.e., a filament formed with a specific energy has a SET/RESET energy
which complements its switching characteristics).

Even with short pulses, there is still a random forming or SET/RESET timing within
the pulse duration. One solution to further tighten the timing, and therefore energy
distribution, is to use multiple-pulses for forming. This approach is investigated by first
forming the filament using a very short pulse (130 ps) (Fig. 13a) and then subjecting the
device to an additional four pulses. The resulting endurance (Fig. 13b) shows a very
promising improvement in endurance window. In general, one might be able trade much
lower amplitude forming/SET/RESET voltage pulses for the requirement of using multiple
pulses to accomplish each step. This could, in principle, allow one to tailor the
forming/SET/RESET energies to maximize endurance. This collective line of thinking
leads to the notion that the forming step should really be thought of as the last processing
fabrication step which defines the identity of the final device.

Conclusions

In this work we have discussed the sources of variability associated with the forming
process in RRAM devices and their impact on the endurance window. We have shown that
the intentional inclusion of a compliance series resistance unintentionally introduces a
parasitic component which leads to current overshoot. This current overshoot was shown
to have deleterious effects on the RRAM characteristics and be a significant source of
variability. Both the duration and amplitude of this current overshoot are shown to be
independent and can each be experimentally treated in different fashions (10). Together,
the product of the forming voltage and the duration and amplitude of the current overshoot
define a forming energy (11). This forming energy was shown to be strongly correlated to
the maximum RESET current, which is an indication of the viability of the formed filament
(10, 11). We then introduced a method to completely remove the compliance element from
the forming procedure and instead utilize very short voltage pulses to induce a forming
event (11). Minimizing the duration of these forming pulses provides greater control of the
forming energy and the consequent maximum RESET current. We demonstrated that
selecting a target forming energy and pairing this energy with appropriate SET and RESET
pulse “energies” leads to improved endurance. Furthermore, this compliance-free forming
approach lends itself to multi-pulse forming which shows improved control of the forming
energy and a commensurate improvement in endurance (11). Overall, our results strongly
suggest that controlling the forming/SET/RESET energy is an effective method to achieve
reliable RRAM endurance.
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ABSTRACT

Surface texturing plays an important role in trapping light in photovoltaic materials. Understanding and modeling diffuse
scatter from various textured silicon surfaces should aid in increasing light trapping in these materials, as well as improving
material characterization and inspection during manufacture. We have performed Mueller matrix bidirectional reflectance
distribution function (BRDF) measurements from a variety of textured silicon surfaces. Simulations, using multiple
reflection polarization ray tracing, reproduce many of the features in the data. Evidence for diffraction, however, can also
be observed, suggesting that a purely ray-tracing approach is insufficient for accurately describing the scatter from these
materials.

Keywords: BRDF, Mueller matrix, photovoltaics, pyramids, scattering, surface texture

1. INTRODUCTION

Surface texturing is often used to increase absorption of light in photovoltaic materials. [1] The texture serves two
functions: it reduces the reflectance by allowing incident radiation to reflect multiple times, and it diffuses the radiation
within the material, so that weakly absorbing radiation experiences an enhanced path length to improve absorption. Besides
geometrically increasing the path length inside the material, obliquely propagating radiation will experience total internal
reflection at the interfaces, further trapping the radiation. Yablonovitch determined that the path length enhancement
afforded by enhanced trapping can be as high as 4n? for a random texture, where n is the index of refraction. [2, 3]

Characterization of surface texturing is needed during solar cell fabrication and can be performed rapidly by optical
scattering measurements. [4, 5] While intensity measurements alone may be sufficient to provide pass/fail determination,
more rigorous measurements using polarimetry may yield secondary information that helps to identify process failure
modes. However, unless one resorts to a signature-based or process-experience method, an understanding of the scattering
mechanisms and how the texture affects the scatter distribution and polarization is needed.

In this study, we performed optical scattering measurements from textured silicon surfaces, in order to better
understand the propagation of radiation from these surfaces. While one of the research goals is to better understand the
optical trapping characteristics at long wavelengths, these were reflectance measurements performed at a wavelength
where the material is opaque. Nonetheless, the results demonstrate the usefulness of light scattering for characterizing
these surfaces.

We will describe the measurement techniques in Sec. 2. In Sec. 3, we describe the samples that we performed the
measurements on. Section 4 describes the ray models used and how diffraction would be expected to play a role. The
results, together with discussion, will be given in Sec. 5. Finally, in Sec. 6, we will make some concluding remarks.
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2. MEASUREMENT METHODS
2.1 Instrument

All of the measurements shown in this paper were performed at a wavelength of 633 nm, using a HeNe laser and the
Goniometric Optical Scatter Instrument (GOSI). [6] This laser-based scatterometer can measure the Mueller matrix
bidirectional reflectance distribution function (BRDF) for nearly any pair of incident and viewing directions, including
those out of the plane of incidence. The incident direction k; is parameterized by spherical coordinates with polar angle 6;
and azimuthal angle ¢;, while the viewing direction k, is parameterized with a polar angle 6, and azimuthal angle ¢..
Restrictions include some directions with polar angles greater than 75°, dependent upon all four angles, because of the
presence of a rotation stage, and for directions within 5° of the retroreflection direction, because of the size of the receiver.
The receiver has a precision aperture subtending approximately Q = 1.15 x 10~* sr, a focusing lens, a rotating retarder,
a polarizer, and an integrating sphere. The integrating sphere has a Si photodiode and a photomultiplier tube. However,
for the measurements described here, the scattering levels were high enough that only the Si photodiode was used. The
incident laser beam is fixed and horizontal, while the receiver rotates in a horizontal plane. The BRDF, f;, is determined
from

@, = f, ®; Qcos b, (€Y)

where @, is the scattered radiant flux, and &; is the incident radiant flux, measured with the sample removed and the
receiver in the incident beam. The measurement sequence consisted of two hemispherical scans, described in Sec. 2.2, and
two retroreflective scans, described in Sec. 2.3.

———— [110]

Figure 1. A pyramid on a (001) silicon surface, shown as solid lines, showing various directions (in brackets), planes (in
parentheses), and angles. The two incident planes, (110) and (100), used in the measurements are shown with dashed lines.

2.2 Hemispherical BRDF measurements

Measurements of the BRDF were performed for two incident angles, 8;=5° and 60°, where the incident plane is the
(110) Si crystal plane, which includes the [110] and [001] crystal directions (see Fig. 1). The viewing directions were
sampled on an evenly spaced grid in projected-cosine space: Er‘x = sin 6, cos ¢, and Er_y = sin 6, sin ¢,. The spacing of
I?r,x and IEr,y were each 0.1, so that the angle spacing was about 5.7° near the surface normal (6. = 0) and larger at larger
0.. Although this is a coarse grid, there were few sharp features in the scattering distribution, so it was sufficient to capture
the details of the scattering behavior.

2.3 Near-retroreflective BRDF measurements

Measurements of the BRDF were also performed in a near-retroreflective geometry, simultaneously varying the
incident and viewing directions. Since the detector cannot view the illuminated sample closer than about 5° from the
retroreflective direction without blocking the incident radiation, the incident direction was scanned from 6; = 0° to —75°,
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while the receiver was scanned from 8, = —5° to 70°, each in steps of 1°, maintaining a constant bistatic angle of 5°. The
results are displayed as a function of the central angle 8 = (6, — 6;)/2. These measurements were carried out scanning
in the (110) crystal plane, as described before, and in the (100) crystal plane, which includes the [010] and [001] crystal
directions (see Fig. 1). Scanning in the (110) plane allows us to observe direct specular reflection from the faces of the
pyramids, while scanning in the (100) plane allows us to irradiate and view the sample along the edges of the pyramids.
While the measurements are performed in steps of 1°, the goniometer and sample angles are aligned to within 0.1°. Sharp
retroreflective features are reported to a precision of 0.5°.

2.4 Mueller matrix measurements

All of the measurements mentioned in Secs. 2.2 and 2.3 were obtained as full Mueller matrix polarimetry. The
polarization state of directional radiation is characterized by a four-element Stokes vector,

T
L+l Li—Iy  lab—lae  hep—lep) @)

where a and b are unit vectors chosen to be orthogonal to each other and to the direction of propagation k, sothata x b =
k. The choice for 4 and b will be discussed below. The last element is the difference between left circular polarization
(Icp) and right circular polarization (rcp). The I, indicates a temporally- and/or spatially-averaged intensity-like quantity
(e.g., radiance, irradiance, radiant power, etc.), measured with an analyzer for polarization q. The choice of handedness
and the signs of the second, third, and fourth elements is arbitrarily chosen, but is consistent, once that choice is made.

A Mueller matrix represents a linear relationship between two intensity-like quantities. In the context of the
measurements here, the BRDF, given by Eq. (1), is the relationship between the incident radiant power, @; , a Stokes
vector, and the scattered radiant power, @, also a Stokes vector, and is thus a Mueller matrix. The representation of that
Mueller matrix, however, depends upon the basis used for defining the Stokes vectors. [7] The choice for 4 and b in Eq. (2)
is relatively straightforward for specular reflection and for measurements in the plane of incidence, since it is natural to
use vectors § and p;, respectively, where § is perpendicular to the plane of incidence, and p; = i(,- x § (j =1i,r). However,
in general viewing geometries out of the plane of incidence, the choice of basis is not unique. Converting Mueller matrices
measured in one basis to that measured in another is straightforward. At least three such bases, which we will denote spsp,
plane, and xyxy, are typically used:

e Forspsp, §; and p; are defined perpendicular and parallel, respectively, to the plane containing the surface normal and
the incident direction (the incident plane) and used for the incident direction, while §, and p,. are likewise defined by
the plane containing the surface normal and the viewing direction (the viewing plane) and used for the viewing
direction. The spsp basis has an ambiguity when either the incident direction or the scattering direction lies along the
surface normal, creating a basis-induced singularity in this direction.

e The plane basis uses & and ; for the incident radiation and & and 7. for the viewing direction, where @ is
perpendicular to the scattering plane, defined by the incident and viewing directions, and 7t; and T, are each in the
scattering plane f; = i(j X @. The plane basis also has basis-induced singularities, namely when the incident and
scattering directions are collinear. Thus, for reflective measurements, a singularity will occur in the retroreflective
direction. This basis is the natural one for two different types of scattering: free space aerosols (not considered here)
and simple facet scattering (discussed later). It is also the natural basis for the laboratory, since the scattering plane is
fixed and horizontal.

o Finally, the xyxy basis uses vectors §; and &; for the incident radiation and ¥, and .. for the scattered radiation, where

S\’] = §] COS¢j _ij] Sin¢j,
X; =S§;sin¢g; + p;cos ¢;,

(3)

which removes the basis-induced singularity along the surface normal that exists in the spsp basis. The xyxy basis is
the natural laboratory basis for conoscopic, back-focal plane imaging, microscopes.

All measurements reported here were obtained as full Mueller matrices usinga 4 x 4 measurement scheme with four
incident polarization states and four polarization analysis states. These states were each achieved by rotating a retarder
with one of its axes at —45°, —15°, 15°, and 45° with respect to the axis of an adjacent polarizer. The data reduction
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matrix, which relates the sixteen measurements to the sixteen elements of the Mueller matrix, was determined using the
scheme described by Compain, et al., [8] using eighteen rotations of a Glan polarizer and reflection from an aluminum
mirror at thirteen incident angles. The method, requiring only a single polarizer at 45° and a single retarder/diattenuator,
was performed with much higher redundancy to improve the calibration and to provide statistics that indicate the
uncertainties in subsequent measurements. The standard deviation of all of the matrix elements from their nominal values
was 0.004. The mean transmittance of the polarizer was found to be 0.479 with a standard deviation of 0.009. Mueller
matrix BRDFs in this paper are displayed normalized. That is, the upper left element, f. o, is shown in the natural units
for BRDF, sr~*, while the other elements are shown normalized, that is m;; = f.;;/f:00-

The Gil-Bernabeu depolarization index is a measure of the degree to which a medium depolarizes radiation and is
related to the Mueller matrix M by [9]

Py = [[er(MTM) — 13,1/ (3MEp). @

If P, = 1, the medium is non-depolarizing, while for P, = 0, the medium is a total depolarizer. A lack of depolarization
suggests that only one scattering path is contributing to the signal, while existence of depolarization suggests that multiple,
incoherent paths are contributing to the signal.

3. SAMPLES

Three silicon samples were measured for this study. Figure 2 show a scanning electron microscope (SEM) image for
each sample. Figure 2(a) shows an as-cut silicon surface, that obtained after sawing and with no polishing or etching. No
visible saw marks could be observed on the surface. Figures 2(b) and 2(c) show pyramidal silicon, created by alkaline
etching (KOH) of silicon with two different additives. The sample shown in Fig.2(b) had isopropyl alcohol (IPA) as an
additive, while Fig. 2(c) used a commercial surfactant (RENA monoTEX?). These samples will be referred to as as-cut,
IPA, and RT, respectively. The IPA sample has pyramids with linear dimensions about two to three times larger than those
on the RT sample.

(a) As-cut silicon (b) IPA

Figure 2. SEM images of the three samples used in this study: (a) as-cut silicon, (b) silicon etched with KOH and an IPA
additive, and (c) silicon etched with KOH and a commercial surfactant additive. The scales of the three images are different;
the bars correspond to 5 um, 15 um, and 15 pum, respectively. In (a) the image is a side view, while in (b) and (c), the images
are top view.

Certain commercial equipment, instruments, or materials are identified in this paper to foster understanding. Such identification does
not imply recommendation or endorsement by the authors, their employers, or their sponsors, nor does it imply that the materials or
equipment identified are necessarily the best available for the purpose.
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4. MODELING METHODS
4.1 Single reflection facet model

The single reflection facet model for light scattering by a very rough surface has been commonplace in the scattering
literature. The attractiveness of the model is that it is very simple to evaluate, as the BRDF is given by [10, 11]

B P(tané,)
fr= 4 cos 6;cosB,.cos* 0, ’

)

where P({) is the slope distribution function, 6,, is the polar angle of a facet that specularly reflects from the incident
direction to the viewing direction, and R is the reflectance of such a facet. The reflectance R is a non-depolarizing Mueller
matrix that is derived from the Jones matrix for specular reflection and is most naturally expressed in the plane basis. In
the retroreflection geometry, the normalized Mueller matrix should be diag(1,1, —1, —1), as expected for normal incidence
reflection. Many models have been derived from Eq. (5), differing by having different functional forms for P({). The
single reflection facet model does not treat multiply reflected rays.

4.2 Monte Carlo ray tracing

The scattering by pyramidal silicon, at least at normal incidence, is dominated by multiple reflective events. Monte
Carlo ray tracing code was developed for modeling the scatter and absorption from rough silicon surfaces. The code
generates random realizations of one or more interfaces, directs rays at a specified incident direction, and accumulates the
Mueller matrix in a global basis for each path until the ray is either reflected or transmitted from the material, or if it has
lost all but a specified fraction of its original energy, or if it has interacted with a surface over a specified number of times.
At each interface, the Mueller matrices for reflection and transmission are calculated in a local basis. A uniform random
number generator is used to decide which path (reflection, transmission, or absorption by any films on the surface) is
chosen, and the normalized Mueller matrix is multiplied by the ray’s accumulated Mueller matrix. Between surface
interactions, the distance traveled is used with the absorption coefficient to reduce the energy in the ray. If the ray reflects
or transmits outside the material, a virtual collector accumulates the Mueller matrix. The collector discretizes the
directional spectrum by collecting proportional power onto four nearest grid points in proportion to the inverse distance of
the ray from the grid points. The grid points can be on an even solid angle, projected solid angle, or angle grid and the
number of grid points can be chosen as needed. The total absorbed energy for unpolarized incident light is also
accumulated for each layer. Any number of surfaces can be included, but for the simulations described here, since silicon
does not transmit at 633 nm, only one was needed.

A wide variety of random and deterministic surfaces can be generated on a discretized grid. The surfaces can be
randomized by Fourier decomposition, multiplication by random phases, and inverse Fourier restoration, if desired.
Gaussian smoothening can be applied, as well, by a similar algorithm. Multiple surface functions can be added to one
another. A number of surface generators specific to pyramids were developed. The one used here randomly places the top
of pyramids at uniform random lateral positions and exponentially-distributed depths and chooses the highest point of all
of the overlapping pyramids to determine the surface function. All surfaces are designed to be periodic, so that no vertical
edge artifacts exist. One or more thin films can be applied to any of the interfaces, and their inclusion affects the reflection
and transmission coefficients and absorption. Typically, 80 to 120 realizations of the surface are generated, each with 50
pyramids, and 10* rays used for each realization.

4.3 Diffraction

The preponderance of aligned triangular facets on the surface are expected to behave like triangular apertures. The
diffraction from these triangles can be estimated by Fourier transformation of the triangular function and the result are fans
extending perpendicular to the edges when the radiation is incident normal to the triangle. [12] The full-width at half-
maximum of the fans is inversely proportional to the length L of the edges, roughly 0.88 A/L in radians. At non-normal
incidence, the directions that diffraction from an edge occurs can be calculated by requiring that the projection of the
incident direction onto the edge is the same as the projection of the scattered direction on that edge. That is, these directions
form the locus of solutions to

k-0 =k, -9 (6)

where ¥ is a unit vector along the edge. These diffracted directions satisfy
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k, = 9(k; - 9) + (ficos B + Wsin B) /1—(i<i-o)2, 7

where U and W are unit vectors perpendicular to ¥ and to each other, and 8 parameterizes the locus. Retro-reflection (that
is, when k. = —Kk;) from that edge will occur when k; - ¥ = 0, that is, when the incident radiation is perpendicular to the
edge.

The angle a, that the edge of a square pyramid makes with respect to the mean surface plane is related to the angle
a; of the pyramid face by v2tan a, = tana;. A pyramid on a (001) surface of silicon and having faces consisting of
(111) faces will have those faces oriented a; = arctan+/2 ~ 54.7° from the surface normal and edges oriented at a, =
45°,

Diffraction from edges may also be reflected in opposing faces. The angle at which a ray diffracts from an edge to be
retro-reflected from a face, when the incident direction is in the (100) plane, is

2 cos? ag
cosa, = : (8)

—%+ 6cosZaf—%cos4af+ 2 sec? a5

(@) =5° (b) 6 = 60°
flsrt r f /st
1E-03 p 5 i :
I /
/ /
| | 1E-02

1E-01 1E-01

‘ 1E+00
k\
T
Figure 3. The BRDF measured from the as-cut silicon sample shown in direction-cosine space for incident angles (a) 5° and

(b) 60°. The plane of incidence is a horizontal slice through the center. The missing point in each frame is due to the
receiver blocking the incident beam. A polar grid is superimposed on the BRDF to guide the eye.

1E+00
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5. RESULTS AND DISCUSSION
5.1 As-cut sample measurements

Figure 3 shows the results for the hemispherical BRDF measurements for the as-cut silicon sample, with incident
angles of 8; = 0° and 60°. The BRDF shows few features, only a broad forward scattering lobe when 6; = 60°. There is
a slight asymmetry to the scattering that is roughly aligned with the crystal axes, but a little off, presumably due to the saw
direction, a propensity for a specific cleavage facet, or both. Since the reflectance p = m(f,) when points are sampled
uniformly in direction-cosine space, the reflectance of the surface can be determined from these data to be about 0.24 and
0.25 at 0° and 60°, respectively.

Figure 4 shows the normalized Mueller matrix for the as-cut silicon sample and 6; = 60° for the three different bases.
By showing the Mueller matrix with the three bases, we demonstrate why a specific basis may be particularly advantageous
for a specific scatterer. In this case, the results in the plane basis are predominantly of the form

1 my O 0

my, 1 0 0
0 0 My, My |’ ©)
0 0 —myz my,
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This form is expected when the material is non-depolarizing and when the Jones matrix is diagonal. Furthermore, the m,5
and ms, elements are weak when the phase between the Jones matrix elements is small. Thus, in the context of this
measurement, the plane basis is the natural basis for the scattering from this sample. As for the other bases, there is a
singularity in the Mueller matrix in the spsp basis that dominates the appearance of that matrix. No singularities are
observed in the xyxy basis set, but the form of the matrix is more complicated than Eq. (9). The singularity that exists in
the plane basis, seen along the plane of incidence, to left of the center of the graphs, in the retroreflective direction, is at a
point where the Mueller matrix is very nearly diagonal (the off-diagonal elements all show nearly white in this region),
and is very weak for this sample. While weak, it is most observable in the m,; and m, elements, and to an even lesser
degree, the m,; and ms, elements.

(a) plane (b) xyxy (c) spsp
) -l
e T IS

Figure 4. The normalized Mueller matrix for scattering from the as-cut silicon sample for three different bases measured
with an incident angle 8; = 60°. The bases are (a) plane, (b) xyxy, and (c) spsp.
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Figure 5. The simulated normalized Mueller matrix elements in the plane basis for a rough silicon surface in the single
reflection microfacet approximation with A = 633 nm and 8; = 60°. A 20 nm Bruggeman effective medium approximation
1:1 mix of silicon and vacuum was included in the simulation.

That the plane basis nearly diagonalizes the Jones matrix is not universal to surface scattering. However, it is the
natural basis for the single reflection facet scattering model. In Fig. 5, we show a simulation using the facet model, where
we have included a thin effective medium approximation layer, which is necessary to simulate the observed behavior in
m,5 and mg,. It is worth noting that, within the facet approximation, the Mueller matrix is not a function of the slope
distribution. The agreement between the simulation (Fig. 5) and the measurement [Fig. 4(a)] is reasonable. As mentioned
above, the small deviations and especially the observation of the weak singularity in elements m,5, ms;, m,3, and ms,
suggest that other effects, such as multiple scattering and diffraction, play a minor role.
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Figure 6 shows the near-retroreflection measurement results for the as-cut silicon sample. It is observed that the scatter
is higher and has a broad shoulder in the (110) plane, in comparison to measurements in the (100) plane. Whether these
results are indicative of residual saw marks or whether they are due to a preference for facets aligned along the (111)
cleavage plane is unknown. The shoulder in the (110) retroreflection measurements, while being centered near the 54.7°
angle, is too broad to make this assignment conclusive.

Figure 6 also shows the block-diagonal elements of the Mueller matrix in retroreflection. The off-block-diagonal
elements are all zero within the expected uncertainties and are not shown. If the retroreflection signal were completely
dominated by single reflection, the Mueller matrix would indicate normal incidence reflection and be diag(1,1, —1, —1).
While the matrix is close to this, especially in the (110) plane, clear deviations can be observed. These deviations are
probably from the minor role that multiple scattering and diffraction are expected to play.
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Figure 6. The results from near-retroreflection measurements from the as-cut silicon sample as functions of the center angle:
the BRDF measured in (a) the (110) plane, and (b) the (100) plane, and the normalized Mueller matrix elements measured in
(c) the (110) plane, and (d) the (100) plane. Only the block-diagonal Mueller matrix elements are shown; the off-block
elements are very close to zero.

While the plane basis is particularly interesting for the as-cut silicon sample, the block-diagonal behavior in that basis
was unique to that sample. In the remainder of this paper, we will only show data in the xyxy basis, since it has the fewest
basis-induced artifacts. No diagonalization in the plane basis was observed for the pyramidal silicon samples.

5.2 Pyramidal silicon sample measurements

Figure 7 shows the unpolarized BRDF (the f; 4, Mueller matrix element) for the pyramidal silicon samples for 5° and
60° incident angles. Both samples show significantly more structure than the as-cut sample. At 6; = 5° the IPA sample
shows four clear peaks. These four peaks, marked A, B, and C, arise from double reflections from the faces of neighboring
pyramids (see key on right of Fig. 7). The breaking of the symmetry (that the two out-of-plane peaks, marked C, move to
the right, while the two in-plane peaks, marked A and B move to the left, as shown) is predicted by the multiple reflection
model, and the peaks are roughly where they are expected. However, close inspection reveals that they are closer together
than expected from (111) facets. At 8; = 60°, there is a very strong back reflection (shown saturated in the figure at D)
that is expected from the direct reflection from the pyramid faces. In the forward scattering direction, just off the plane of
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incidence, there are two distinct, but relatively weak peaks marked C, which correspond to a double reflection and which
evolved from the out-of-plane peaks observed at 8; = 5°. Most striking in the 8; = 60° data is the band of radiation in out-
of-plane directions starting from the feature D. This latter band can be best assigned to diffraction from the edges of the
triangular faces of the pyramids. Superimposed on the 8; = 60° data in Fig. 7 are curves showing the expected directions
from such diffraction. Also, the expected locations of other doubly reflected rays (E and F) are shown with the key to their
assignments. The angles used for calculating the diffraction curves and the locations of the rays are taken from the
retroreflection measurements described below.

(@) IPA 5° = (b) RT 5°

~1

{M m"ﬁ‘w

Figure 7. The BRDF measured from the pyramidal silicon samples shown in direction-cosine space for (a) and (c) the IPA

sample and (b) and (d) the RT sample. The incident angles were (a) and (b) 8; = 5° and (c) and (d) 6; = 60°. The plane of
incidence is a horizontal slice through the center. Superimposed upon the BRDF data are expected locations for diffraction
from edges with angles (solid curves) 42.5° and (dashed curves) 45.5°, and (circles with letters, key on the right) single and
double reflections. Also superimposed on the BRDFs are polar grids to guide the eye.

Figure 8 shows the near retro-reflection behavior of the pyramidal silicon samples. In the (110) plane, a sharp peak is
observed for the IPA sample, centered on the angle 8 = 52.5°. This peak can be readily assigned to the normal reflection
of pyramid faces. That this angle differs from the orientation of (111) crystal faces (54.7°) is consistent with other findings
that the faces of the pyramids formed by alkali etching are close to, but not exactly, (111) faces. [4, 13] There is also a
broad peak near 12°; this peak is believed to be a combination of a number events, including a three-reflection, enhanced
backscatter event.

When measuring the near-retro-reflection from the IPA sample in the (100) plane, shown in Fig. 8(b), there are two
distinct peaks at 36.5° and 42.5°. These features cannot be correlated with any expected reflections from (111) or near-
(111) facets. Instead, we find that they require diffraction to understand. In particular, the peak at 6 = 42.5° matches well
to the edge angle of the pyramids, which would be 42.7° for pyramids having faces oriented at 52.5°. Thus, the 8 = 42.5°
feature is assigned to diffraction from the pyramid edges. The 8 = 36.5° feature is likely to be a combination of diffraction
from an edge and reflection from a pyramid face. Such a reflection and diffraction combination depends strongly on the
pyramid angle a; [see Eq. (8)]. Thus, for a; = 52.5° (the value determined for the pyramid angle above), 53.2°, and 54.7°
(the ideal pyramid), retro-reflection will occur at & = 32.8°, 36.5° (the value from above), and 45°, respectively. Thus,
we believe that this assignment lies within the anticipated resolution of the measurement (= 1° due to sampling spacing).

We notice that the intensity of the 36.5° feature is higher than the 42.5° feature. Because it is a multiple scattering
event, i.e., a face reflection and an edge diffraction, it is subject to enhanced backscattering. [14] That is, in the
retroreflection direction, the path lengths of the forward and reversed paths coincide, so that the fields coherently add.
Thus, even though the extra reflection might be expected to reduce the reflectance, the backscattering effect might be
enhancing it.

Foldyna, Martin; Germer, Thomas; Mrazkova, Zuzana.
"Mueller matrix bidirectional reflectance distribution function measurements and modeling of textured silicon surfaces."
Paper presented at SPIE Optics and Photonics, San Diego, CA. August 28, 2016 - August 29, 2016.

SP-125



€-6€21'dS" LSIN/8209 01/610°10p//:sd)y :woly abieyod jo aaly o|qe|iene s| uonedlignd siy |

——— ——————————
33 525° 9 33 9
0 paq0) 10
----RT (110) 51.5°
10° E 10° 42,5 E
~14° ~23°365% | 4550
B 10t E 17,/ 10* l l 4
— = SN
10? E 10%F  — |pA (100) 1
----RT (100)
; ; (b)
103 £ 3 103 1 1 1 1 1 1 1 1 3
-10° 80 10° 0° 10° 20° 30° 40° 50° 60° 70° 80
10 1.0 ————
09l ] 0.9 ]
08l ] 08 ]
07} ] 07 ]
06} : ] 06 ]
AN
o 05T 1 o 08 ]
04l ] 0.4 ]
03l ] 03 ]
i ——IPA (110) —— IPA (100)
0.2 ----RT (110) 02 ----RT (100)
F ()] 1 0.1 (d) ]
00 e 00 e
70° 0° 10° 20° 30° 40° 50° 60° 70° 80° 70° 0° 10° 20° 30° 40° 50° 60° 70° 80°
4 4

Figure 8. The results from near-retroreflection measurements from the (solid) IPA sample and (dashed) RT sample as
functions of the center angle, with (a) and (b) the BRDF and (c) and (d) the depolarization index, measured in (a) and (c) the
(110) plane and (b) and (d) the (100) plane. Vertical marks in (c) and (d) are at the same angles as the feature labels in (a)
and (b), respectively.
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Figure 9. Normalized Mueller matrix elements measured for the IPA sample in the near-retroreflection geometery in (a) the
(110) plane and (b) the (100) plane. The vertical marks are aligned with features observed for the IPA sample in Fig. 8.

Figure 8 also shows the depolarization index Py for the near-retroreflection measurements. At the locations of the
assigned higher angle peaks mentioned above, the depolarization index is high, as expected for simple deterministic
scattering events. At the lower angle peak, the depolarization index is significantly lower and does not peak at the same
angles as peaks in the intensity, suggesting that the origin of these features is significantly more complicated. Figure 9
shows the block diagonal Mueller matrix elements for the same data shown in Fig. 8. For measurements in the (110) plane,
the matrix has approximately the behavior observed in Eq. (9) (the off-block-diagonal matrix elements are zero and not
shown). The feature at 52.5° shows values close to diag(1,1, —1, —1), consistent with normal incidence reflection from
the pyramid facets. For measurements in the (100) plane, the matrix is still block diagonal. While the matrix at both 36.5°
and 42.5° features follow the form of Eq. (9), the elements m,; and ms, flip sign between them. At the lower angle
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features, however, there is a marked difference between m,, and my;. Such asymmetries in the Mueller matrix have been
observed in the past in the presence of significant depolarization and indicate the presence of depolarization before or after
the other scattering events. [15]

Figures 7 and 8 also show the hemispherical BRDF and the near-retroreflection measurements for the RT sample. The
unpolarized BRDF shows a number of differences from the IPA sample. At 8; = 5°, the four peaks observed for the IPA
sample have disappeared and been replaced by a broad doughnut, while at 8; = 60°, the feature assigned to diffraction
from the pyramid edges is also broader and has shifted to higher polar angles. The broadening of the features is not
surprising, since from Fig. 2 the pyramid dimensions are much smaller.

In the near-retroreflection measurements, the RT sample has somewhat different results than the IPA sample. In the
(110) plane, the main peak is significantly reduced in intensity and shifted to a slightly lower angle, 8 = 51.5°, while the
low angle peak has shifted to a higher angle, about 20°. In the (100) plane, there are only two features at about 23° and
45.5°. Itis difficult to reconcile the assignments of these angles with simple pyramids. The feature at 45.5° is very close
to the value expected for a (111)-faceted pyramid. Furthermore, the diffraction curve observed in the hemispherical data
is closer to that expected for 45.5° edges [see dashed curves in Fig. 7(d)]. This suggests that the edges are well aligned
with the [101] direction. However, the direct retro-reflection suggests that the faces have a shallower angle than the (111)
faces. These results suggest that the RT sample pyramids are more complex, perhaps having multiple facets, such as
octagonal pyramids, or even curved faces. Such features have been observed in the past.[13, 16]

(a) Sample IPA, g =5° (b) Sample IPA, 9 = 60°
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Figure 10. Normalized Mueller matrix in the xyxy basis measured for (a) and (b) sample IPA and (c) and (d) sample RT.
The incident angles were (a) and (c) 5° and (b) and (d) 60°.
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Figure 10 shows the normalized Mueller matrices for both the IPA and the RT samples for both incident angles. As
mentioned above, we use the xyxy basis to show the matrices, since there are no basis-induced artifacts and we did not
observe any evidence for diagonalization by using the plane basis. Both samples show quite a bit of structure, which is not
surprising, given the number of different reflection and diffraction features that are present. In general, the two samples
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have similar Mueller matrices for each angle, although those for the RT sample are much smoother and less distinct than
those of the IPA sample. It is interesting to note that, while one has difficulty observing the double-reflection peaks in the
unpolarized BRDF of the RT sample, one can see vestiges of those peaks in the Mueller matrix for 6; = 5°.

Modeling was carried out to attempt to simulate the observed Mueller matrices. Since the models described above do
not include diffraction, it is difficult to simulate the Mueller matrices over the hemisphere. However, we made a number
of approximations that attempt to mimic the effects of diffraction. In particular, if we start with a pyramidal structure,
smoothening the surface will cause the edges to round off in a manner that will reflect in directions that have a similar
requirement as Eq. (5). Secondly, by adding some random roughness, we can simulate the natural broadening that will
occur due to diffraction from the finite size of the pyramid faces. Figure 11 shows the results of these simulations. In must
be stressed that these are not rigorous models and are just attempts to empirically capture the behavior of the observed
Mueller matrices. While some features in the Mueller matrix are mimicked well, there are a number of features that were
difficult to replicate. In particular, it is found that features in the last row and last column (except where they coincide,
ms3), appear to have the wrong sign. While an effective medium layer was used to simulate subwavelength roughness
(otherwise these elements would be negligible), it was found that the sign of these elements could only be simulated if the
effective medium had a higher index than the bulk material. While a poor result may be expected in those scattering
directions that are dominated by diffractive effects, it is somewhat surprising that the modeling does not replicate the
measured behavior at the double-reflection features labeled C in Fig. 7(c).
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Figure 11. Modelled BRDF and normalized Mueller matrix for a pyramidal silicon as described in the text. The incident
angles were (a) 5° and (b) 60°.

6. CONCLUSIONS

These measurements demonstrate some of the strengths as well as weaknesses of using light scattering to characterize
rough surfaces. The additional information provided by the Mueller matrix helps to identify the sources of light scattering
and guides the researcher into applying an appropriate model. Additionally, the use of full hemispherical scans highlights
anisotropic features in the material. Retroreflection measurements can be used to infer the slope distribution of the surface,
and polarimetry provides a verification or rejection of that interpretation. In the case of the textured silicon surfaces
measured in this study, some details of the surface pyramids were able to be deduced from the light scattering
measurements. However, the results shown here also demonstrate the limitations of the scattering models. In particular, it
was found that diffraction plays an important role in these materials. It is clear that models need to be developed that can
be applied to large scale roughness, but which also include the diffractive nature of scattering. That is particularly difficult
in these materials, since not only the lateral distances are large, the vertical distances are, too. The information gained from
these measurements should prove useful for the development of photovoltaics.
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FINE-TUNING ELECTRICAL FLOW RATE SENSING IN

DEFORMABLE CHANNELS
Pengfei Niu, Brian J. Nablo, Kiran Bhadriraju and Darwin R. Reyes
BioMEMS and Microsystems, Engineering Physics Division, PML, NIST, USA

ABSTRACT

Here we present conclusive proof that when using electrical impedance to measure volumetric
flow rate in polydimethylsiloxane (PDMS) microchannels a considerable fraction of the change in
impedance, due to change in flow rate, is caused by the variation in bulk solution resistance rather
than the disruption of the Helmholtz double layer. The variation in solution resistance is caused, in
part, by the channel deformation under pressure. Placing electrodes near the microchannel inlet
produces higher sensitivity due to greater channel deformation than those at the outlet. This finding is
of paramount importance for the future design of impedance-based flow sensors.

KEYWORDS: Flow sensor, Flow rate, Channel Deformation, Electrical Impedance, PDMS

INTRODUCTION

Electrical monitoring of fluid flow within a microchannel is very attractive due to its relatively ease
in fabrication, compactness, integration in microchannels and their non-invasiveness measurement
process [1]. To develop highly sensitive and accurate impedance-based flow sensors, it is of
paramount importance to understand what are the processes occurring between the two electrodes
when changing flow rate, an issue that is not been well understood.

EXPERIMENTAL

Three pairs of parallel coplanar 12.5 um wide Ti/Au (10/90 nm) electrodes with varying gap dis-
tances (0.37 mm, 1.00 mm, 3.70 mm) were patterned on glass slides via standard lift-off processes.
Microchannels (L x W x H: 45 mm x 420 um x 28 pm) were made of PDMS by soft lithography.
The plasma-oxidized microchannel was bonded to the patterned glass with the electrodes positioned
perpendicular to flow direction. The volumetric flow rates of phosphate buffer saline (PBS) solution
in microchannels were controlled by a syringe pump (Harvard Apparatus) [2]. The impedance be-
tween two electrodes at different flow rates were measured with a Modulab potentiostat (Solartron
Analytical). The deformation of microchannels with flow rate was measured by confocal microscopy
after staining the channel walls with dead red stain (LIVE/DEAD cell imaging kit, Thermo Fisher).

RESULTS AND DISCUSSION

We observed a dependence of the electrical impedance on fluid flow rate (Fig. 1a) that could not
be solely due to a disruption of the Helmholtz double layer. At low frequencies (< 1 kHz), where the
total impedance is governed by the electrode/solution interface impedance, there is no considerable
dependence of impedance on flow rate. In contrast, the greatest flow rate dependence was observed
above 1 kHz, where the solution resistance governs the total impedance. Confocal imaging (Fig. 1b)
of the channel cross-section clearly indicates a significant enlargement of the channel’s cross-section
area as the flow rate is increase to 100 uL/min. In fact, the cross-sectional area correlated directly to
the fluid flow rate with the greatest deformation observed closer to the channel inlet (P;), where the
pressure is higher. The solution resistance between two electrodes can be defined as R= p-L/S, where
p is the solution resistivity, S is the cross section area of the PDMS channel and L is the separation
between the two electrodes. A greater variation in the cross section area results in a larger change in
solution resistance. Consequently, impedance sensors positioned closest to the inlet (P3) will have a
greater sensitivity to flow rate than those downstream (P4) (Fig. 1¢), which is demonstrated by the
sensitivity differences at P; and P4,. Widening the electrode gap increases the contribution of solution
resistance, thus further improving the sensitivity (Figure 1d).

By separating the contribution of solution resistance (Rs) and electrode/solution interface
impedance (IZI - Rs) from the total impedance value (Table 1), a clear relationship between flow rate
and electrode/solution interface impedance is not apparent. By contrast, the real part impedance (Z')
decreases with flow rate. Moreover, this sensor demonstrates better performance when the real part of
the impedance is greater than the imaginary component (i.e., the electrode/solution interface is not the
dominant component of the impedance).
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Figure 1. (a) Typical electrical impedance spectra of 1X PBS recorded on sensor design of 12.5 um wide x
3.70 mm gap distance, positioned at location P; under flow rates of 0, 50 and 100 uL/min. (b) Cross section
profile under 1X PBS flow rates of 0 and 100 uL/min, the aspect ratio was adjusted for presentation. (c)
Influence of electrode position in the channel on sensor’s sensitivity to flow rate. (d) Influence of gap distance
on sensor’s performance. The plotted impedance was measured at frequency of 100 kHz.

Table 1. Contribution of electrode/electrolyte interface impedance in the total impedance (1ZI-Rs) at various
frequencies on sensor design (12.5 um wide x 3.70 mm separation) in a 1X PBS solution (Z = kQ, R = kQ).

Flow rate | Rssolution 2512 Hz 10000 Hz 100000 Hz
(ML/min) | resistance z z" 1zl | 12ZRs | Z' z" | |z 1ZI-Rs z z" 1Z| | 1ZI-Rs
0 187 252 | 151 | 293 | 106 | 218 | 55 | 225 38 192 | 39 | 196 9
10 178 242 | 140 | 280 | 102 | 209 | 51 | 216 38 184 | 36 | 188 10
30 173 228 | 126 | 261 88 197 | 48 | 203 30 173 | 33 | 177 4
50 162 220 | 136 | 259 97 187 | 50 | 194 32 164 | 31 167 5
100 146 197 | 138 | 241 95 168 | 48 | 174 28 149 | 26 | 151 5
CONCLUSIONS

Flow derived microchannel deformation, which brings about the changes of bulk solution re-
sistance between two electrodes, plays a decisive role in the impedance changes over flow rates.
Those parameters that can increase the contribution of solution resistance, such as diluting solution
concentration and widening electrode gap distance, will be critical when designing sensors with better
performance.
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Abstract

In 2015, the PTB, LNE-LADG, NIM and NIST performed informal bilateral comparisons using six critical venturi nozzles
(CFVN). The goal of the comparisons was to prove the equivalence of reference standards for gas flow using pressurized
air and natural gas at pressures from 0.1 MPa to 5 MPa. The evaluation of the data utilized a function for the discharge
coefficient Cp of critical nozzles as a function of the Reynolds number and real gas characteristics. The fitting function
covers both laminar and turbulent boundary layer operating ranges of a nozzle with a single equation. The summary of all
results of this comparison series shows that the proposed function for the discharge coefficient Cp can represent single
measurement values within 0.1 % with a 95 % confidence level.

The approach represents the results reported by participants using functions based on physical understanding of the transfer
standards. The paper documents the full equivalence of all traceabilities involved in these comparisons. The comparison
database includes not only measurement sets of 2015 but also measurements done by PTB in other years with the same
nozzles. Hence, qualitative statements on the long term reproducibility could inform the analysis on multilateral
equivalence of the participants. Linked bilateral comparisons can effectively expose discrepant labs and perhaps give

insight on the long term drift of primary standards.

1. Introduction

In the past 15 years, the National Metrology Institutes
(NMIs) and Designated Institutes (DIs) made substantial
efforts to establish a system of intercomparisons to
support the quality of calibration results under the Mutual
Recognition Arrangement (MRA) organised within the
Bureau International des Poids et Mesures (BIPM, www.

bipm.org).

Besides high level key comparisons, many NMIs or DIs
in the field of fluid flow continue to do informal
comparisons, performed bilaterally and efficiently at a
less sophisticated technical level. These comparisons can
provide a database to make the calibration capabilities
evident.

The comparisons discussed herein were organised ad-hoc
in 2015 between 1) PTB and LNE-LADG', 2) PTB and
NIM, and 3) NIM and NIST using a total of six critical
nozzles. See Table 3 for definitions of acronyms. A
special characteristic of the database generated within
this series of measurement is the wide range of pressure
(0.1 MPa to 5 MPa) and the different gas species (air and
natural gas) used for the calibrations. Furthermore, PTB

I LNE-LADG is the Laboratoire National de Meétrologie et d’Essai,
Laboratoire Associé de Débitmétrie Gazeuse. CESAME EXADEBIT
is designated institute of LNE-LADG.

could provide datasets of calibrations for five of the
nozzles performed in previous years and based on
consistent traceability to the same primary standards.

Hence, a large database was available and it was the
central challenge to make use of all these data to
determine the degrees of equivalence between the
participants. Therefore, it was necessary to introduce new
approaches based on the application of functions to
represent the values of Cp reported by the NMIs.

2. Overview of the transfer standards and the NMls

The transfer standards for the comparison measurements
were critical nozzles of different throat diameters. Both
types of nozzles defined by the ISO 9300 [1], toroidal and
cylindrical, have been used. To keep the comparisons
simple, less expensive, and low risk regarding damage or
loss of equipment, only the nozzles were transported
among the labs. Consequently, all auxiliary equipment
(pressure, temperature, and composition sensors)
necessary for the complete determination of the
discharge coefficient cp were provided by each
participating laboratory. Each participant included the
uncertainty of the auxiliary instruments in their
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uncertainty of the reported Cp values. Table 1 and Figure
1 give an overview to the six nozzles and the mass flow
range covered. From these data, it is apparent that at mass
flows of approximately 100 kg/h, there is indirect linkage
from NIST through NIM and PTB to LNE-LADG via
three or more CFVNs. Our goal is to advance the analysis
of this bilateral comparison database.

Table 2 lists the NMIs and their primary standards that
are relevant for the comparisons discussed here. All
NMIs have already established CMCs in the BIPM
database, but CMC revisions are in process:
e NIM has increased the operating pressure to 2.5
MPa [3].
e LNE has completely re-built their pVTt system
and is using air [6].
e PTB offers direct calibrations of customer
devices with their primary standard for high
pressure natural gas.

It is one intention of this paper to provide evidence
regarding these ongoing changes of the related CMC

entries.

Table 1: Nozzles used in the comparisons.

CFVN d [mm] Form |[NIST|NIM|PTB|LNE
NIST 2.5 mm 2.5 toroidal X X
HD-17b 2.156 toroidal X | X
HD-9b 49452 | toroidal X | X
HD-5b 6.9882 | toroidal X | X
TF65 10.007 | cylindrical X | X
TF200 17.396 | cylindrical X | X
TF200 —
TF85
HD5h D ———]
HDY9b -—
HD17b * *
NIST 1" — .
T T T

mass flow rate @_ [kg/h]

Figure 1: Ranges of mass flow covered by the different nozzles within
the comparison campaigns.

Table 2: List of the NMIs and their primary standards.

NMI | Gas used Primary Ref. | Maximum

standard pressure
[MPa]

NIST | Air pVTt 2] |07

NIM | Air pVTt 3] |25

PTB | Air Bell prover* [4] 0.8

Natural gas | piston [5] 5.6

prover**

LNE | Air pVTt 6] |4

*  Working standards were used for the calibrations in all
measurements with air above 100 kPa.

** Working standards were used for the calibrations in all
measurements with natural gas before 2015.

3. On the uncertainties in comparisons and the
degree of equivalence

The Working Group for Fluid Flow (WGFF) in the
Consultative Committee for Mass and Related Quantities
at the BIPM, released a guideline [7] for CMC and
Calibration Report Uncertainties in 2013. According to
the role of the BIPM, the statement about the uncertainty
in a CMC entry in the BIPM database has to include the
repeatability Urepearsep Of @ Best Existing Device (BED)
under test in addition to the base uncertainty of the
laboratory’s reference standard:

U(ZIMC = ut?ase + urzepeal,BED : (1)
The Transfer Standard (TS) used in an intercomparison
will have a different repeatability performance Urcpear,Ts
than the laboratory’s BED. Consequently, the uncertainty
reported by a laboratory Urabreporied i @ comparison is
given by:

2 2 2 2
u Lab,reported uCMC - urepeat,BED + urepeat,TS (2)

2

2
- ubase + urepeat,TS .

In practice, transfer standards have a certain long term
instability Urs swp Which is not represented by the Urcpeat,Ts
and has to be determined by repeated calibrations
covering a long period. Therefore the value Upapapplicd
finally used for the calculation of the degree of
equivalence includes this additional contribution to the
uncertainty:

2 2 2 2
uLab,appIied - ubase + urepeat,TS + uTS,stab‘ (3)

The (bilateral) degree of equivalence is the central
outcome of the comparisons and is expressed here as the
normalized difference between the values reported by
two laboratories:

E Co.tap1 ~ Co,tan2 “)

N,Labllab2 = >
kqfu? +u?
Lablapplied Lab2,applied

where the combined uncertainty of both participants is
the normalization factor using the expansion factor k = 2
so that we get the 95 % coverage interval. The critical
level for abs(Ex) is therefore 1. Exceeding the level of 1
indicates the non-equivalence of the calibration results.

In the past, some effort was necessary to make sure that
all participants performed their measurements under very
similar working conditions. Specifically the operating
pressure, flow, and fluid composition or properties had to
be similar for all participants because the indication
performance of our transfer standards is dependent on
these operating conditions. Hence, the comparisons were
evaluated in a so-called point-to-point (P2P) manner,
meaning that only values were compared which were
generated at very similar operating conditions for all
participants. The database generated within the series of
measurements documented in this paper does not fulfill
the requirements for such a P2P evaluation. Therefore,
we have chosen to pursue an approach that determines
functions that which represent the data of the
participating labs.
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Least Squares Fit (LSF) functions are practical solutions,
but require the consideration of the following topics to
avoid misinterpretation of the results:

e Correlation among data measured with common
traceability (data out of one lab),

e Bias effects due to imbalances regarding
number of data provided by the labs (the results
can be biased towards the larger datasets),

e Choice of the fit function. The structure of the
fit function shall have sufficient complexity to
cover the characteristics of the true relationship
(a demonstrated physical model) but shall also
provide results based on a sufficient statistical
significance.

e Extrapolation to very different conditions of
flow and composition increases uncertainty.

Our approach here was to use a function which shall
represent the general behavior of the dependency of our
measurand, the discharge coefficient Cp of a critical
nozzle as a function of the Reynolds number Re. This first
approximation Cp ase = f (Re) is determined by means of
a weighted LSF with data from all available labs for each
nozzle. The uncertainties Urabreporied Were used for the
weights but we did not consider any correlation among
the data (LSF with uncorrelated data). As a consequence,
the result for Cp pase is definitely biased in multiple ways
and the resulting uncertainty of the fit result is strongly
underestimated. Therefore, a more sophisticated
approach is needed before using this function to produce
a comparison reference value.

But we can make use of Cp pase to remove a common base
line from all single measurement values:

ACD,Lab =C - CD,base . ®

D,meas
In a second step, the remaining single data ACpra are
approximated again by means of a LSF:

ACD,fit,Lan (Re) = LSF(ACD,Lab,i ,Re;). ©

The complexity of functions being necessary to represent
the ACpra. is dramatically reduced when the first
estimation Cppase 1S quite close to the real behavior of
cp(Re). For this database, it was possible to apply
polynomials of first order in most cases and higher order
only in a few cases (the maximum was third order in one
case).

The LSF processing of the data provides finally the
parameters for the fitted function and the variance-
covariance matrix of these parameters. With this we
generated the values of the fitted curve Acp st Lab(R€) and
the related uncertainty to this value Ucontsi(Re) for a new
set of Reynolds number in the Reynolds range covered
by two laboratories. At each “new” Reynolds number we
applied then the conventional approach for the P2P
determination of the degree of equivalence Equation (9).

2 Correlation among data can be included in application of LSF in
principle [8] if we would have the prior information about the

We did not perform extrapolation beyond the range of
Reynolds number provided by a participating laboratory.

Please note that the outcome of LSF for the uncertainty
of the fitted value at confidence level Uconssi(Re) has
similar meaning as the standard uncertainty of the mean
which is background for the Usepea s reported by the lab.
Furthermore, we assume that critical nozzles are very
stable artifacts and it is not necessary to include a value
for Ursswp for the short duration of these comparisons.
Hence, we assumed the following simplifying relations
for all evaluations documented here:

2 2 2
urepeat TS = uconf , fit and uTS,stab = 0

(@]
2 2 2 2
uLab,fitted = uLab,applied = ubase + uc:onf,fit : (8)
The bilateral degree of equivalence is finally:
ACp it Lam — ACp it Lan2 ©)

EN,Lab:LLabZ = .
ki/u? +u?
Lab1, fitted Lab2, fitted

4. Definition of co = f(Re) covering wide Reynolds
range

The discharge coefficient Cp depends mainly on the
Reynolds number of the flow through the nozzle.
Looking to the characteristics of this dependency we
have to distinguish two main cases, when the boundary
layer of the flow inside the nozzle is laminar (Cp,jam) and
when the boundary layer is turbulent (Cp turb):

Cp =S, (a + blam .Re®? )+ s, (a + bt Re—0_139)

urb *

with S, =0~5{1—tanh[ku 1og[R%e ﬂ}
S, = 0.5{1 + tanh[ku IOg(R%e ﬂ} .

The parameter a represents the impact of the inclination
of the isotach lines (lines of equal speed) at the nozzle
throat [9] to the discharge coefficient cp and bi,m as well
as buw indicate the dependency of Cp on Reynolds
number in the case of laminar or turbulent boundary
layers respectively (for discussion regarding the
exponent 0.139 for turbulent boundary layers please refer
e.g. to [10]).

, (10)

It is common to bridge the laminar and turbulent
boundary layer transition with one function for the whole
Reynolds range by means of a transition function given
by the two terms S, and S.. Note that s, +5s,=1- The

parameter Re;, defines the middle point of the transition
and k, the “sharpness” of the transition (the larger k,, the
more “sudden” the transition occurs).

structure and level of correlations. However this approach needs the
prior analysis of the uncertainty budgets .
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Equation 10 defines our base function for cp for a
particular nozzle versus all Reynolds numbers which we
call in the following, Cpbase. We will use the database
from the participating labs to determine the free
parameters in Equation (10) for each nozzle. In many
cases, the fitted values for some of the free parameters
(and particularly br,y) are more difficult and less reliable
because of a lack of comparison data in the turbulent
regime. Also, the sensitivity to the parameter K, is weak.
Therefore, some reduction of the independent parameters
is applied:
o the parameter K, is fixed arbitrarily to the value
ky = 5.5 for all nozzles, and

e we introduce a fixed relationship between biam and
bturb-

Based on previous theoretical and numerical studies [10],
the following fixed relation between the parameters Djam
and Db can be used:

_ L1736
by, =0.003654-b (1

removing Dwn from the list of parameters to be
determined for each nozzle.

The measurements from our bilateral comparisons cover
air and natural gas up to a pressure of 5 MPa. Therefore,
real gas effects are significant and an inclusion of gas
characteristics as a function of composition and pressure
is necessary’. For the parameter bj,m we made use of the
theoretical work of Geropp [11]. Geropp showed that the
parameter bj,m has dependencies on the isentropic
exponent k, the Prandtl-number Pr, the difference of the
wall temperature to ideal condition ATwan, and the radius
of curvature of the nozzle inlet near the throat Reoat.
Explicit equations for these dependencies are found in
reference [11]:

Bm = Glx, Pr, AT, )- R0Z

hroat (12)

lam

Up to now, we have no detailed knowledge about ATwan
therefore we are ignoring the influence of heat transfer on
biam and assume always ATwan = 0.

To utilize the relation given by Equation (12) for our
application, we use a parameter bimo which is assumed
to be valid for the specific gas parameters x = 1.4 and Pr
= 1. This yields:

B (. PT) Gk, Pr)

. =5 =C,(x,Pr). (13)

lam,0 x=1.4,Pr=1

Hence, for a certain value of Diumo we can apply the
related biam specific for each gas and each pressure when
we calculate Cp pase-

For the parameter a, representing the impact of the
inclination of the isotach lines, we apply a similar
approach. The parameter a also depends on the isentropic

3 This should not be confused with the influence of real gas
characteristics which is taken into account by the critical flow factor
C*, seee.g. [12].

exponent x and the radius of curvature at nozzle throat
Rthroat:

a=H (K’ Rthroat ) (14)

An explicit equation for this dependency is given e.g. by

[9].

Analogous to the approach for bjam, we use a parameter
ao assumed to be valid for k= 1.4 and which is related
to the actual parameter for a specific, actual xaccording
to:

i: H(KaRthroat):C (K Ry, ) (15)
a\"%> Pthroat >
8 H #=1.4,Riproat
b 4
with lam.,0
Ritroa _( ’ J )
frost GK:]A,Pr:I

Hence, the determination of the function Cppase for one
nozzle needs now the determination of three parameters
{@0, biam,0, Rey} instead of the original five.

The characteristics of our definition of Cppase have
important consequences for our purpose here. The
relationships of Equation (13) and Equation (15)
introduce systematic dependency on the fluid parameters
isentropic exponent x and the Prandtl number Pr. These
parameters differ significantly for different gases as well
as for different pressures of the same gas (because of real
gas effects). An illustration is given for the nozzles
investigated here in the Appendix, Figure 7 to Figure 11.
The Cp pase in these graphs is calculated using the same a,
and Dbiamo for both air and natural gas (NG). But at the
high Reynolds numbers, i.e. at the higher pressures, the
difference for Cppase between air and natural gas is
approximately 0.075% which is of the same order as the
expanded uncertainty of the single values. It would
definitely distort the results for comparisons using air and
natural gas if we ignored this behaviour.

5. Results for the Degree of Equivalence En

All data sets of the nozzles have been treated with the
principles given above in Sections 3 and 4. The related
database from the six nozzles can be seen in graphical
form in the Appendix, Figure 7 to Figure 11. The
database is available from the authors upon request.

Figure 2 and Figure 3 below illustrate the Acp values for
one of the six nozzles (HD-9b) and its final Ex curves.
The En curves in Figure 3 and elsewhere in this paper
have been determined with data sets that are pair-wise
independent regarding their traceability; so e.g. NIM
(2015 air) with PTB (2015 air) but also with PTB (2015
NG) and with PTB (2006 air). To avoid introducing
uncertainty due to extrapolation, the En values are
calculated only for the range of Reynolds numbers where
the data sets overlap.
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Figure 2: Differences Acp of single Cp values against the Cppase
function for the nozzle HD-9b. The Acp for each mea-
surement series are approximated by a polynomial Acp .
Please refer to Figure 9 in the Appendix for plot of Cpmeas

and Cp pase.
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Figure 3: Bilateral Ex PTB — NIM using nozzle HD-9b. Ex is
calculated according to Equation (9).

The En curves in Figure 3 for the bilateral equivalence
between PTB and NIM are all significantly within +1 and
vary approximately +0.5 against an average. This
indicates the overall stability of the measurment process
including the reference standards of participants and the
transfer standard over all the years from 2006 to 2016!

Figure 4 shows the En curves for all the the data for all
nozzles. To maintain readability, the curves are
distiguished by colour based on the bilateral comparison
pairs.

All Ex are within +1 and the pair-wise equivalence
between PTB/NIM, PTB/LNE, and NIM/NIST is
evident.

After the calculation of the En curves and the approval of
bilateral equivalence we can ask about the multilateral

4 The trend lines in Figure 4 are given only for orientation because we
have not quantified the uncertainties of these average lines.

equivalence. The multilateral equivalence is here
evaluated qualitatively® using the fact that the bilateral
comparisons are establishing a chain between NIST-
NIM-PTB-LNE in which NIM and PTB can be used as
the link between the other two participants.

20
bilateral £, for different data sets
1,5 || PTBLNE -—
PTE-NIM ——
10k NIM-NIST — \
bl TN
l.‘le 054+ ",— -._,:.-- N \ z
T o0 A MSsuny. T o
= 05f e /..,,‘ e /
=10 F
average trend
15 PTE-NIM
PTB-LNE ——
-2,0 1 1 1
10000 100000 1000000 1E7

Reynolds number Re

Figure 4: Bilateral Ex PTB-LNE, PTB-NIM and NIM-NIST for all
nozzles and all datasets.

Looking to Figure 4, we can conclude first that there is
only a slight trend in Ex with respect to Reynolds number
for all compared data sets between NIM and PTB.
Secondly, considering the data PTB-LNE, we can see a
trend starting from about +0.6 going down to -0.3. Both
trends are getting rather close together in the overlapping
range. Hence, we can conclude that also for NIM-LNE
we can expect equivalence in the operation range where
both NIM and LNE can provide calibrations.

For NIST-NIM we had only one data set and the line of
En for this case is also reasonably close to the overall
trend line for NIM-PTB.

6. Evaluation of all single co values using Cp base

In the following, we will use the overall function Cp pase
in the sense of a comparison reference value, although
formally we are not allowed to name it so as already
mentioned above in Section 3. Hence, we will talk about
the normalised differences ACp/Urabrepored (Figure 6)
which have the same philosophy behind them but may
slightly differ from the exact values for Ex. However we
can assume that the difference is small and probably
ACD/ULab reported Will be overestimated because an existing
bias is increasing the values for at least one of the
participants.

Figure 5 shows the relative differences ACp . against the
Cp,base functions for all measurements. It can be seen that
the majority of the values for ACp r are approximately in
a range of 0.1%. There are only a few values between
60 kg/h and 200 kg/h that exceed this limit significantly
(up to +0.3%°).

3 These values belong to the measurements with nozzle HD-5b at PTB
in 2015. This is the only case where we have to assume instability of
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Figure 5: Differences Acp of single cp values (relative in %) against
the Cppase functions for all nozzles and all measurement
series.
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Figure 6: Normalised differences ACp/ULab.repored @s shown in Figure 5
using the related uncertainties reported by the laboratories (k
= 2) for all nozzles and all measurement series.

The normalised differences ACp/ULap,reported are shown in
Figure 6. The overall histogram statistics for these data
are shown in the Appendix, Figure 12, and indicate that
95 % of the values are within +1.°

Additionally we can conclude that the functionality
behind Cppase is sufficient to represent a single
experimental datum at the level of 0.1 % because
otherwise the normalised difference is highly unlikely to
give abs(Ex) values in the manner shown here.

7. Conclusions

First of all, we conclude from these comparisons that
there is equivalence between all the measurement
capabilities involved. These results support of the
following improved CMCs: 1) LNE with their new pVTt-
facility [6] with pressure up to 4 MPa and uncertainties
0f Upase > 0.1%, 2) NIM with their pVTt [3] up to 2.5 MPa

the nozzle itself because the values both of the independent measure-
ment series with air and natural gas show these changes and higher
scatter than usual. We could not detect the physical reason; during the
repeated measurements in 2016 all values were consistent again.

and Upase = 0.08% and 3) PTB’s capability to calibrate
sonic nozzles with their High Pressure Piston Prover with
Ubase = 0.072%.

Functions were successfully introduced into the
evaluation of the comparison database. This approach
was necessary because the database did not allow the
application of the conventional approach of point-to-
point evaluation. The procedure to first subtract a base
line (Cp,pase) from the reported results is very helpful; it
reduces the complexity for the representations of data of
each laboratory.

It has to be emphasized hereby that the additional
contributions of uncertainties caused by the transfer
standard to the final values of Ey are reduced because the
value for the uncertainty of the fit Ucont i 1S replacing the
repeatability Urepeaits. In practise, Ucontsic 1S Smaller than
the repeatability at one point due to the higher degrees of
freedom and is also representing some parts of the Urs stab.
Reducing the uncertainty due to the transfer standard is
important advantage of this approach for future
comparisons because it enhances our ability to assess
CMCs based on the comparison results (see for this [13]).

Last but not least, the application of a generalised
function to represent the database of discharge
coefficients was demonstrated and with the set of overall
results it was shown that this function can reflect the
experimental data at a precision level of 0.1% with 95 %
confidence. Furthermore, the function includes
additional real gas effects on the boundary layer that were
used to correct significant differences (up to 0.075 %)
between application with air and natural gas at high
pressures (2 MPa to 5 MPa).

Table 3. Definitions of Acronyms.

BED Best Existing Device

BIPM Bureau International des Poids et Mesures

CFVN | Critical flow venturi nozzle

CMC Calibration Measurement Capability

DI Designated Institute

LNE- Laboratoire National de Métrologie et

LADG | d’Essai, Laboratoire Associé de
Débitmétrie Gazeuse

MRA Mutual Recognition Arrangement

NG Natural gas

NIM National Institute of Metrology, China

NIST National Institute for Standards and
Technology

NMI National Metrology Institute

PTB Physikalisch-Technische Bundesanstalt

WGFF | Working Group for Fluid Flow

® This is in very good consistency with the precondition that the
evaluation have been done at a level of 95% confidence for the
uncertainties. Also the distribution of the data is similar to the
expectation of a random process with a Gaussian distribution.
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In Memoriam of Jean-Pierre Vallet

With great sorrow, we received the message that our
friend and colleague Jean-Pierre Vallet passed away on
July 5, 2016. Jean-Pierre was a kind and generous friend
to many of us and his death is a big loss for the flow
community.

Critical flow nozzles and their application in flow
metering was one of his central topics over all the years,
always encouraging cooperative research on his favorite
flow meter. Besides advancing technical issues, he also
had tremendous abilities to identify strategic needs and to
pursue them with long lasting energy.

But in all these long years of his active participation in
our community, it was not only his ambition to bring
forward our topics in fluid flow that impressed us, but
even more, his great joie de vivre, ability to enjoy life
itself with a deep sense for real friendship and good
lifestyle. With this, we will keep him always in our
memory as a great example of a fulfilled life.
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Appendix: Graphical presentation of all
measurement results

Results o

f cp values determined by the participants and

the Cppase function (see Section 4) based on a LSF are
given in Figure 7 to Figure 11. We refrain from showing
the error bars for the single measurement values to keep

the graphs readable.
Figure 12 shows the histogram statistics for data in
Figure 6.
0,9800 |-
< 09775 1
P
[~
K]
£ 09750 [
(0]
Q
o
g) 0,9725 - B 2015
@ NIM (air) a
= NIST (air; v
@ o970t -
=] Copase ——@Il
0g675| A
P | PR |
100000 1000000
Reynolds number Re
Figure 7:  Data for nozzle NIST 2.5 mm.
0,9900 |-
0,9875 |-
<7 09850 |
5 0,9825
.g v B
SE 0,9800 -
09775
L, o 2000 2015 2016
5 09750 [ NIM (air) a
-5 PTE (air) v ] @
@ 09725} PTB (NG) °
2
0.,9700 e air ——NG
0,9675 |-
1 'l
10000 100000 1000000
Reynolds number Re
Figure 8: Data for nozzle HD-17b.
0,9950 -
o
09925 |
(=]
©
= 09900 |
c
2
S 09875
5
8 09850
o Corn 2006 2015 2016
© 09825 NIM (air) &
5 PTB (air) < o +
{72} PTB (NG) < o
£ ogs00}
Conme —air ——NG
09775 1
1 1
100000 1000000
Reynolds number Re
Figure 9: Data for nozzle HD-9b.

0,998 -
(o]
o
0,996
DD
€
@O 0994
o
=
2 o092}
o —
5 2008 2015 2016
g 09%0r NIM (air) A
% PTB (air) T -] +
L) PTB (NG) o
5 0,988 -
€,,,, ——ar — NG
0,986 -
1 1i1i) i i
100000 1000000 1E7
Reynolds number Re
Figure 10: Data for nozzle HD-5b.
0,992 é’_‘
b " P §
o f;ég?&o o agﬁ_&i&
o 0,990 F - O 0§Ae07
= K .8 on]
3 £ $EIH-
& o088l Fid
@ %
3 Lo
@© 0,986 | fo L 2003 2012 2015
o e LNE (air) 5 TFES
= ff PTB (air) o TF65
(] PTB (NG) a TF65
g oeh LNE (air) o TF200
354 L5 PTB (NG) . TF200 ‘
og8z |- ° oo~ NG |
L 1
100000 1000000 1E7

Reynaolds number Re

Figure 11: Data for nozzles TF65 and TF200. Please note that only
one parameter triplet {@o, bumo, Rev} has been applied for

g

rel. cumul. frequency

frequency

both nozzles.

9,9 ———

99

A R
40- o
20 /
5

14 .//
0,1 4t

95 al .

80 1

0
acylU

Li, Chunhui; Mickan, Bodo; Vallet, J-P; Wright, John.
"Extended Data Analysis of Bilateral Comparisons with Air and Natural Gas up to 5 MPa."
Paper presented at FLOMEKO 2016, Sydney, Austria. September 26, 2016 - September 29, 2016.

I[S

|

I_"L...........
1

T

2 3

Lab.reported

Figure 12: Histogram statistics on the data shown in Figure 6.



€-6£21°'dS 1SIN/8209°01/610"10p//:sdny :woly abieyd jo aauy s|ge|ieAe si uoneoljgnd siy|

Back Pressure Ratio and the Transonic Resonance Mechanism
of Low Unchoking in Critical Flow Venturis
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Reliable Critical Flow Venturi (CFV) operation requires sonic velocity at the throat of the device. The maximum
ratio of exit pressure to inlet pressure that ensures this sonic velocity is referred to as the maximum back pressure ratio
(MBPR). Being able to accurately predict the MBPR for a specific CFV as well as design a CFV to have a high MBPR
allows diverse application and confidence in CFV flow measurements. At Reynolds numbers based on throat diameter
below 50 000, CFVs can display “low unchoking” and the standard equation over-reports the flow by 1 % or more.

We show that MBPR for a particular, 0.8 mm throat diameter CFV using dry air, argon, helium, and sulfur
hexafluoride is well correlated by the “fully expanded jet Mach number”. Sound detected by microphones placed up and
downstream from a CFV show high correlation between low unchoking and the presence of powerful transonic resonances
(oscillations at audio frequencies in pressure and the position of a lambda shock in the CFV diffuser) described by Zaman
et al. We propose a mechanism in which pressure fluctuations from the transonic tones lead to intermittent unchoking of
the CFV throat.

This paper also presents unchoking test results from 270 unchoking tests on 79 CFVs with a wide range of throat
diameters, Reynolds numbers, diffuser lengths, half angles, and gases. Correlations for avoiding low unchoking and
predicting MBPR for broader application are presented that incorporate the necessary effects due to Re, diffuser length,

diffuser area ratio, and specific heat ratio. We advocate inclusion of these correlations in documentary standards.

1. Introduction

Critical nozzles are widely used as transfer standards to
compare gas flow calibration capabilities or as working
standards for calibrating other flow meters. Their
advantages include stable calibration over long periods of
time and a well understood physical model. Critical nozzles
have the disadvantage of a large pressure drop relative to
other gas flow meters, but this is improved by adding a
diffuser for pressure recovery downstream from the throat.
ISO and ASME [1, 2] standard designs for a critical flow
venturi (CFV) use a conical diffuser with half angle 6
between 2.5 and 6 degrees. Detailed drawings and
definitions are provided in the standards. Using
nomenclature defined at the end of this paper, the standard
equation for mass flow is

. CqCrPoA* /M
1 = —4-R0E Vm (1)
RT,

Equation 1 is only valid when the critical nozzle or CFV
has small enough pressure ratio P./P,so that the gas
velocity reaches the speed of sound at the throat, i.e.
“choked” condition. The value of the discharge coefficient
C4 is often based on a flow calibration against a reference
standard, but can be calculated within 0.05 % from theory
[3]. If the CFV is not

1 The change in pressure upstream from the CFV under test could
be used instead of the change in Cy that is normally plotted to

choked, the standard mass flow equation will over-report
the flow. The pressure ratio P./P, across the CFV that
produces choked flow depends on the CFV geometry,
Reynolds number, and the gas species. The largest P./P,
value at which Equation 1 gives reliable flow values (within
a specified tolerance) is called the maximum back pressure
ratio (MBPR). The goals of this work are to (1) provide
guidance on the MBPR necessary for choked flow for
ISO/ASME standard CFV geometries and (2) develop
better physical understanding of the relationship between
the CFV shape and the MPBR.

Choked flow is a limiting condition where the fluid velocity
reaches the speed of sound at the throat such that the mass
flow will not increase with a further decrease in the
downstream pressure [2]. In an unchoking test, a CFV is
put in series with a flow reference (usually a second,
smaller diameter CFV placed upstream) and the exit
pressure P, from the CFV under test is incrementally
increased by closing a throttling valve until changes in the
discharge coefficient of the CFV under test using Equation
1 are observed with respect to the reference flow meter [4].
When the change in C4 of the CFV under test is larger than
a specified tolerance, the MBPR is noted and not exceeded
during future operation.

indicate unchoking: when less of the throat area is at M = 1, the
presure increases to maintain conservation of mass flow through
the meters in series.

Gillis, Keith; Johnson, Aaron; Shinder, Ida; Wright, John.
"Back Pressure Ratio and the Transonic Resonance Mechanism of Low Unchoking in Critical Flow Venturis."
Paper presented at FLOMEKO 2016, Sydney, Australia. September 26, 2016 - September 29, 2016.

SP-140



€-6£21°'dS 1SIN/8209°01/610"10p//:sdny :woly abieyd jo aauy s|ge|ieAe si uoneoljgnd siy|

Compressible flow theory, assuming a calorically perfect
gas (constant specific heats), one-dimensional (1-D),
adiabatic, and inviscid flow predicts that the throat pressure
ratio or MBPR necessary for choked flow without a diffuser
is:

(i—;) _ (ﬁ)y/(y_l), ?

crit

where y is the specific heat ratio, ¢ /¢y, P, is the stagnation
pressure upstream from the critical flow venturi or nozzle,
and P*is the pressure at the CFV throat [5]. For dry air,
(P*/Py) rie = 0.53, i.e. if the pressure at the throat is 53 %
of the inlet pressure or less, the gas velocity will match the
speed of sound at the throat, the CFV will be choked, and
the flow is independent of the downstream pressure. Note
that it is usually impractical to measure P* in CFVs,
especially when they have a small throat diameter. The exit
pressure P, is measured in the plenum downstream from the
CFV diffuser exit and the pressure ratio P./P, is used
instead of P*/P, to assure a CFV is used in a choked
condition.

The purpose of a CFV diffuser is to raise the pressure of the
gas as it moves from the throat to the exit and thereby allow
the CFV to be used for reliable flow measurement over a
wider range of pressures. When the CFV diffuser is
performing well, shock structures in the diffuser provide
pressure recovery, P, can be larger than P*, and Equation 1
gives reliable flow values for a large range of P,/ P, values.
MBPR > 0.95 is reported for some CFVs in air [6].
Research has shown that Equation 1 gives reliable flows for
standard diffuser geometries for Re > 1 x 10° [6,7].

It is widely understood that the concept of choked flow and
Equation 1 is an idealization and that in fact the flow is not
sonic (i.e., not at the speed of sound) across the entire area
of the throat because of the boundary layer near the wall.
Nonetheless, researchers [8, 9] were surprised to observe
“low unchoking”, i.e. that the flow through some CFVs
departed significantly from Equation 1 at pressure ratios
well below the values from Equation 2. An example is
shown in Figure 1.

Low unchoking High unchoking
0.0 St A A P L .
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Figure 1. A plot of percent change in CFV discharge
coefficient in air versus pressure ratio for CFV Al4, d =
0.8 mm, diffuser length =8.4 d, and 6 = 2.5.

Figure 1 presents three sets of low unchoking data at
nominally the same flow conditions for CFV “A14”, a CFV
that we will use as an example often in this paper. For air,

the percent change in C4 should be zero for P*/P, < 0.53,
but for Re = 10080 (P, =100 kPa), there is a AC4 “well” as
deep as 0.4 % for P* /P, between 0.4 and 0.58.

Prior researchers of low unchoking have studied a variety
of CFV designs that meet the 1ISO and ASME standards,
testing various throat diameters, conical diffuser designs,
pressure ratios, and gas species. Diffuser geometry is
characterised by length and half-angle or exit to throat area
ratio A./A*.

Nearly every researcher of low unchoking has speculated
that it is caused by the interaction of shocks in the diffuser
with the boundary layer at the throat and diffuser entrance
and possible flow separation. The “shock + boundary layer”
explanation is supported by the absence of a AC4 well in
quadrant nozzles. (A quadrant nozzle ends at the throat and
has no diffuser.) The sharp edge at the exit of a quadrant
nozzle establishes a centered Prandtl-Meyer expansion fan
that thins the boundary layer. Consequently, quadrant
nozzles have a thinner boundary layer than a CFV with a
diffuser [10]. Moreover, the favourable pressure gradient
from the Prandtl-Meyer expansion fan reduces the chance
of boundary layer separation: a shock cannot occur until
after the Prandtl-Meyer expansion fan, further downstream.
The few CFVs with a step increase in diameter downstream
from the throat that have been tested also do not show low
unchoking presumably because of the consistent conditions
at the intersection of the throat boundary layer and any
shocks in the diffuser [7, 11].
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Figure 2. A surface plot of the change in discharge
coefficient versus pressure ratio and Reynolds number for
CFV Al4 in air. At lower Re, the AC4 well is deeper, but
the range of pressure ratios over which it occurs does not
increase much.

For a given gas, low unchoking is also more prevalent and
severe at lower Reynolds numbers, as shown in Figure 2.
At low Re, momentum forces are small, the boundary layer
in the throat and diffuser are significant portions of the
cross sectional area and the diffuser is more prone to
boundary layer separation. The boundary layer thickness in
the diffuser affects the boundary layer thickness in the
throat, as studied by Ding et al. [12]. For CFV Al14 under
the conditions that it was tested herein (Re = 10,000), the
cross sectional area due to the boundary layer displacement
thickness was approximately 3 % of the throat area.
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Research by Carter et al. [7, 13] strived to better understand
the source of low unchoking and established experimental
guidelines for the MBPR that will give reliable CFV
performance for particular diffuser geometries. They have
coined the term “diffuser performance inversion” instead of
the original term “premature unchoking” to highlight that
low unchoking is related to the performance of the diffuser
and that a CFV is always unchoked to some degree due to
the presence of a subsonic boundary layer. Part of the
objection to the term premature unchoking is that it seems
likely that there is still a portion of the throat that is moving
at M = 1, at least some of the time. In this paper, we use the
terms low unchoking and high unchoking (Figure 1).

It should be emphasized that the AC4 due to low unchoking
is only significant at the 0.01 % level for Reynolds numbers
below 1 x 10°. This may occur when using CFVs smaller
than 2 mm. Furthermore, even CFVs much smaller than 2
mm are reliable flow sensors if plots like Figures 1 or 2 are
available and followed. Also, empirical studies of
standardized geometries (which show that long diffusers
are less susceptible to low unchoking) are a practical
approach.

2. Proposed mechanism for low unchoking: transonic
resonance

The shock structures of conical diffusers have been
visualized and studied extensively by prior researchers. The
shocks depend on the geometry of the diffuser (half angle,
length, surface roughness), the gas specific heat ratio, the
Reynolds number (and the boundary layer thickness), and
whether the boundary layer is laminar or turbulent. A
review of the prior literature reveals a progression of shock
conditions as P,/ P, varies that we depict in Figure 3.

Figure 3a illustrates the CFV at low pressure ratios. The
flow expands via a Prandtl-Meyer fan that originates at the
change in curvature between the toroidal and conical
sections of the diffuser. A plot of the pressure versus
streamwise location is also shown at the bottom of Figure
3a. The favourable pressure gradient downstream of the
throat leads to a thinning of the boundary layer and helps
keep it attached to the diffuser wall.

Figure 3b illustrates an oscillating shock within the diffuser
that generates what Zaman et al. [14] call “transonic
resonance”. Zaman and Papamoschou et al. [15]
demonstrated that a lambda shock (a combination of a
normal and an oblique shock) forms in the diffuser over a
range of pressure ratios and that the shock oscillates in a
piston-like manner. Papamoschou et al. measured shock
oscillations in a 2-D diffuser via the coherence of high-
frequency pressure measurements made at taps on opposite
sides of the diffuser. Zaman et al. measured peaks in the
acoustic spectra from a microphone placed downstream
from CFVs with various diffuser geometries. Zaman et al.
referred to these peaks as “transonic tones” or “x-tones”.
The existence of transonic tones correlates with researchers
noting an audible change in the sound emanating from a
CFV depending upon whether it is choked are not [16].

Transonic resonance occurs only when the shock is within
the diffuser. External shocks cause screech tones at low
pressure ratios [14].

The time-averaged position of the lambda shock moves
upstream (closer to the throat) as P./P, is increased. The
pressure rise across the lambda shock produces a strong,
oscillating adverse pressure gradient that triggers boundary
layer separation. The oscillating lambda shock causes
periodic changes in the boundary layer thickness and
periodic flow separations. We hypothesize that when the
pressure oscillations from the lambda shock resonances are
sufficiently powerful and close to the CFV throat (or P,/ P,
is sufficiently high), the sonic core flow is disturbed in a
periodic manner as well, causing low unchoking, as
depicted in Figure 3c.

This explanation agrees with von Lavante’s [17]
observation from a computational fluid dynamic simulation
of a CFV: “At approximately, [P./P,] = 0.4, it displays a
clear sign of low unchoking, again, due to unsteady
movement of the lambda shock upstream all the way
through the throat.”

The nature of the disturbance of the sonic core by transonic
resonance is not known, but we propose two possible
mechanisms: 1) the sonic core is periodically changing in
size due to periodically thickening boundary layer and
separation in the diffuser and 2) the drum-like motion of the
lambda shock within the diffuser in the axial direction
produces periodic pressure oscillations immediately
downstream from the throat that lead to movement and area
changes of the sonic core and/or the sonic core choking and
unchoking in a periodic manner.

Figure 3d depicts the situation at higher pressure ratios
where the shocks are non-existent or so weak, symmetric,
and stable that they no longer cause flow separation near
the throat. The lack of a strong shock within the diffuser
means that the adverse pressure gradient is weak and
separation is less likely. For these conditions, the sonic core
is stable at the geometric throat position and ACq4 returns to
near zero.

In section 4, we will present acoustic spectra along with low
unchoking test data that show strong correlation between
the transonic tones and low unchoking.

Accurately predicting the location, period, and pressure rise
of the shocks depicted in Figures 3b and 3c and the
occurrence of separation is a yet unsolved topic of research.
Therefore, it is presently impractical to predict the onset of
low unchoking for a given CFV, gas species, and pressure
condition. However, in later sections, we assemble
experimental results to guide users regarding what pressure
ratios are required for reliable flow measurements from
standard CFV designs.
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a) Prandtl-Meyer expansion fan causing favorable pressure gradient in diffuser, attached boundary layer near
throat, stable sonic core at geometric throat. Various shock structures may be present at the diffuser outlet
(under, perfectly, or over expanded).

Unstable 3“‘-'":;? layer
lambda shock | fﬁ__"____

Sonic core —

y )

F

b) Transonic resonance, oscillating lambda shock, strong adverse pressure gradient at shock, boundary layers
separated, stable sonic core at the geometric throat.

Boundary
layer
separation

Periodic
lambda shock

Sonic core
disrupted

¢) Transonic resonance, oscillating lambda shock, strong adverse pressure gradient at shock, boundary
layers separated, disrupted sonic core.

Boundary layer

d) CFV just choked, no strong shocks, weak adverse pressure gradient in the diffuser, boundary layers
attached, stable sonic core at the geometric throat.

Figure 3. Left) Schematic shock structure and boundary layer interactions and their role in low unchoking. Right)
Schlieren photograp hs of a 2-D CFV from Hunter [18], labelled with their P, /P, values. Note that the dark vertical lines
at the CFV exit are apparently not shocks: they are present in all of the images.
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3. Characteristics of transonic tones

In this section, we review the work of Hunter [18], Zaman
[14], and Papamoschou [15] and their many colleagues to
better understand the flow phenomena in a nozzle diffuser
and the characteristics of transonic resonances.

Zaman states that transonic resonances are longitudinal
acoustic modes of the diffuser that are modified by the
flow. The conical diffuser forms a ¥ wave resonator with
modes that have an acoustic pressure antinode at the
position of the lambda shock and a node near the diffuser
exit. Thus, the lowest-frequency (fundamental) resonance
occurs when the wavelength of sound is about 4 times the
distance between the shock and the diffuser exit: higher-
frequency resonances occur at odd multiples of the
fundamental. Zaman compares the lambda shock to the
head of a drum. He said the resonance amplitude “is not
well defined and sensitive to e. g. the surface finish.” When
the lambda shock is in the diffuser (Figures 3b and 3c), as
P./P, increases, the distance between the lambda shock
and the diffuser exit increases (the shock moves towards
the throat), thereby the resonance wavelength increases and
the frequency decreases. This behaviour is the opposite of
screech tones which increase in frequency with increasing
P./P,.

Zaman presented correlations that allow prediction of the
transonic resonance frequency as a function of the diffuser
length, half angle, the speed of sound, and the fully
expanded jet Mach number, M; defined by

- 1/2
M, = [(i—Z)T - 1]ﬁ . @)

M; is the Mach number that would be present at the exit of
the diffuser for an adiabatic, isentropic, and inviscid flow
(no boundary layer and no shocks), for a perfect gas, with
constant specific heats. Zaman’s correlation worked well
for diverse geometries, axisymmetric, 2-D, and annular,
i.e., similar transonic phenomena occur in various CFV
geometries.

Both Zaman and Papamoschou found the lambda shock at
much smaller area ratios A/A* than predicted by 1-D
theory, i.e. closer to the throat.

Figure 4a shows Hunter’s centerline pressure data for a
range of P./P,’s, labelled with the corresponding
schematics from Figure 3. Successful diffuser performance
and pressure recovery, without sonic core disruption occur
at high P./P,’s (labelled Fig. 3d). Intermediate pressure
ratios that show low unchoking in CFV Al4 have large,
oscillating pressure gradients near the throat (Fig. 3c). For
the lower pressure ratios labelled Fig. 3b and 3a, the shocks
are near the exit, and low unchoking is not present (at least
for CFV Al4).

Papamoschou [15] found that the oscillating lambda shock
“creates a ‘back pressure’ much higher than the theory
predicts” for a stationary shock. Figure 4b shows the
pressure measured with a probe on the centerline,
deconvoluted to remove lags from the sensor’s time
constant, to give a better idea of the real pressure
fluctuations.

Zaman found that the transonic resonance only occurred
when the nozzle surface was smooth and that the tones
disappeared if the boundary layer was tripped by small
protrusions or pieces of tape upstream of the lambda shock
location. This suggests that a CFV with a stepped diffuser,
i.e. a small step increase in the diffuser diameter, would not
have transonic tones.
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Figure 4. Centerline pressure in 2-D diffusers, with our
annotations in red font. a) from Hunter [18] for Re = 3.2 x
10%, H, = 14 mm, L = 53.8 mm, 8 = 11°, and b) from
Papamoschou [15], showing underestimation of pressure
changes due to sensor time response for a trumpet shaped
diffuser at Re = 2.1 x 10% L = 117 mm.

4. Acoustic spectra for CFV Al4

We installed two microphones, one upstream and one
downstream from CFV Al14. The CFV was installed with
2.2 cm approach and exit tubes and the microphones were
installed via 1.0 cm inside diameter Tees (Figure 5). Using
a spectrum analyser, we measured the acoustic frequency
spectrum that was present for various pressure ratios
traversing the low unchoking phenomenon in dry air.
Strong acoustic resonances and their harmonics were
detected at pressure ratios correlated with low unchoking.

Gillis, Keith; Johnson, Aaron; Shinder, Ida; Wright, John.
"Back Pressure Ratio and the Transonic Resonance Mechanism of Low Unchoking in Critical Flow Venturis."
Paper presented at FLOMEKO 2016, Sydney, Australia. September 26, 2016 - September 29, 2016.

SP-144



€-6£2)'dS" LSIN/8209 01 /610°10p//:sd)y :woy abieyd jo daly o|qe|ieae s| uonedlignd siy |

Using the manufacturer specified diffuser length and half
angle, the frequencies of the resonances were 2 % to 13 %
lower than those predicted by Zaman’s correlation (Table
2).

Upstream
microphone

Downstream
microphone

CFV Al14

Figure 5. Positions of CFV Al4, pressure sensors and
microphones for acoustic spectra.

Figure 6 shows spectra from the downstream microphone
for P./P, ranging from 0.3 to 0.6. The fundamental
frequency was nominally 14 kHz and the 2™ and 3"
harmonics are also visible in Figure 6a at = 28 kHz and
= 42 kHz. For the fundamental mode, resonance peaks >
100 Pa? were present for pressure ratios between 0.35 and
0.57. Figure 6b zooms in on the fundamental mode outlined
by the dashed box and uses a linear scale to make their
relative power more apparent.
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Figure 6. Acoustic spectra from the downstream
microphone for various pressure ratios.

Figure 7 shows spectra from the upstream microphone. The
resonance peaks are weaker and are present over a narrower
and higher range of pressure ratios.
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Figure 7. Acoustic spectra from the upstream microphone.

Figure 8a shows the frequency of the fundamental transonic
tones versus P,/P, for both the up and downstream
microphones, along with the AC4 data gathered in
unchoking measurements conducted at the same time. Data
from two experiments are presented to assess
reproducibility. The upstream and downstream frequencies
match, as shown in Figure 8a. The frequency of the tones
decreases with increasing pressure, matching the behaviour
of transonic resonance described by Zaman (as opposed to
screech tones).

Figure 8b plots the acoustic power versus P, /P, for the two
sets of data in air. The largest values of acoustic power from
the downstream and upstream microphones and the
minimum of the AC4 well coincide at P,/P, = 0.5. The
transonic tones are not detected on the upstream side of the
CFV until P,/P, = 0.45, well into the AC4 well and their
power is approximately three orders of magnitude lower
than on the downstream side. There are strong transonic
tones downstream at P, /P, = 0.38 where AC4 = 0, while at
P./P, = 0.45 the power from the downstream microphone
is relatively low, but unchoking is significant.

Based on a simple model (the ratio of cross sectional area
at the pipe where the downstream microphone was installed
to the area of the throat), we estimate the acoustic pressure
fluctuations to be 170 times stronger at the CFV throat than
at the microphone, or as much as 13 kPa on the downstream
side.

A possible explanation for the data in Figure 8a is that for
low unchoking to occur, the oscillating pressure component
downstream from the throat must be sufficiently large to
cause the throat to be intermittently sonic or subsonic, as
illustrated in Figure 9.
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Figure 8. a) ACy, resonant frequencies, and b) acoustic
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Figure 9. Illustration of how transonic pressure
fluctuations could cause an intermittent sonic core because
pressure ratio at the throat periodically exceeds (P*/Py) crit»
a) plotted versus position and b) at the throat versus time.

5. Low unchoking of CFV Al4 for gases with various
specific heat ratios

Many aspects of the flow through a CFV depend on the gas
specific heat ratio, y, for instance, the angle of oblique
shocks and the pressure rise across a normal shock. The
fully expanded jet Mach number M; used to characterize the
transonic tones is also a function of y. Figure 10a shows
ACq versus P, /P, for CFV Al4 using sulfur hexafluoride,
dry air, helium, and argon.

In this experiment, we designed the test conditions to
provide the same boundary layer thickness at the CFV
throat for all of four gases to see if the low unchoking plots
would match. CFD simulations of a CFV performed by
Johnson [19] show that the boundary layer thickness
depends on both Re and y. (The specific heat ratio affects
the temperature in the boundary layer and larger y causes a
thicker boundary layer.) Based on Figure 3.12 in reference
[19], we performed the unchoking tests at the Reynolds
numbers (or P, values) listed in Table 1, appropriate to
achieve a displacement thickness that comprised 3 % of the
throat area for each gas.

Table 1. Test conditions to produce same displacement
thickness in d = 0.8 mm CFV Al4 for various gases.

Gas v I[-] Re [-] P, [kPa]
SFs 1.10 9400 37.6
Dry air 1.40 10080 100.5
Ar 1.67 10500 104.9
He 1.67 10500 287.1

Figure 10a shows the results from eight low unchoking tests
for the four gases plotted versus P./P, (same air data as
Figure 1) and Figure 10b uses the inverse of the Mach jet
number as the abscissa. The onset of low unchoking is
better correlated by the jet Mach number than by P./P,.
Differences in the depth of the AC4 wells remain in both
plots (0.19 %), despite controlling for equal boundary layer
thicknesses across the four gases. In another experiment
where all four gases were tested at the same Reynolds
numbers (not shown here), the depths of the AC4 wells
varied by 0.32 %, supporting the idea that the boundary
layer thickness (not Reynolds number alone) is important
in the low unchoking phenomenon. The two gases with the
same specific heat ratios (helium and argon) show nearly
the same low unchoking behaviour. We note that the
bottom of the ACy wells is at M; =1, which corresponds to
the critical back pressure given by Equation 2 for each gas.
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Figure 10. Change in discharge coefficient versus a)
pressure ratio and b) inverse jet Mach number, for various
gases in CFV Al4.

Acoustic spectra were also gathered for A14 flowing sulfur
hexafluoride and helium. The spectra were qualitatively
similar to those presented herein for air, but the frequency
of the tones was quite different. The frequency of the
transonic resonances, measured and predicted using
Zaman’s correlation are listed in Table 2.

Table 2. Resonant tone frequency at bottom of AC4 well,
measured and calculated following Zaman [14].

Gas Measured fpcax Calculated fpeax
[kHz] [kHz]
SFs 5.38 5.25
Dry air 13.1 11.6
He 34.8 30.4

6. Avoiding low unchoking

We have learned much about the mechanism of low
unchoking and can make reasonable predictions of the
frequency of transonic tones, but not their power. So,
theoretically predicting the onset of low unchoking for an
arbitrary geometry is not yet practical. Several practical
approaches are available for designing CFVs that do not or
are less likely to exhibit low unchoking:

1) Reduce the diffuser length to 1d, per ISO 9300 and
ASME MFC-7, and operate these CFVs at back pressures
below the critical pressure given by Equation 2,

2) Add a diffuser step just downstream of the CFV throat
to ensure stability of the shock structure,

3) Extend the diffuser length to 15d or more to provide a
sufficiently low pressure gradient to suppress low
unchoking per proven performance of similar CFVs,

4) Use the correlation equation given below, generated
from unchoking data to design a CFV that will not
demonstrate low unchoking at the minimum operational
Reynold Number.

1) Reduction of the CFV diffuser length to 1d, the
minimum length allowable by the 1SO and ASME [1, 2]
CFV standards, has been shown, in the vast majority of
tested cases, to eliminate low unchoking. A 1.575 mm CFV
with a 8 = 4° and a 5.3d long diffuser demonstrated low
unchoking when tested. The diffuser was then shortened to
1d and re-tested at a similar Reynolds humber, and no low
unchoking was observed, as shown in Figure 11. The
disadvantage of using this method to avoid low unchoking
is the loss of pressure recovery in the diffuser resulting in a
much lower maximum back pressure ratio than could be
attained with a longer diffuser.

0.8 + \ \

‘) \

-1.2 1 t t t t }
0.2 03 0.4 0.5 0.6 0.7 0.8
Pe /Py

Figure 11. Elimination of low unchoking with 1d diffuser
length.

2) An increasing diameter "step” in the diffuser has
been shown to prevent low unchoking. Two CFVs of
similar geometry, except one with a diffuser step, were
tested and the results can be seen in Figure 12. The work of
Xu et al. [20] shows that “crest structures” as small as 2 nm
near the throat cause large differences in low unchoking
behaviour inad =200 um CFV. We conclude that in small
CFVs, the boundary layer trip should be a step of increasing
diameter, not a raised surface. The step should be located
approximately 1d from the throat of the CFV and result in
a diffuser cross-sectional area increase of about 1%.

00 +

\
04 +
-0.8 + |No Diffuser Step

-1.2 u t t t t t {
0.2 0.3 0.4

AC, (%)

05 06
P, /P,
Figure 12. Elimination of low unchoking with a diffuser

step.

3) Data from a range of small CFVs with 10d and 15d
diffusers show that for the longer diffusers, low unchoking
was not observed for Re > 3000 [11]. Such long diffusers
reduce the pressure gradients in the flow where the shock
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structure occurs and thereby avoid the occurrence of low
unchoking.

4) Data from 270 unchoking tests on 79 CFVs with
throat diameters from 0.39 mm to 12.7 mm, Re = 2800 to
240000, 6 = 2.5 to 6 degrees, L = 4.9d to 20d, and y =
1.09 to 1.67 were studied regarding the occurrence of low
unchoking (Figure 13). Throat diameters were corrected
from the assumed values to match the C4 equation provided
by the ISO Standard [1] to reduce error in Reynolds
numbers. Diffuser length and Reynolds number were
found to be the most significant factors correlated to the
occurrence of low unchoking. While some data show
magnitude and back pressure location variations in low
unchoking due to the specific heat ratio, no significant
correlation between occurrence and lack of occurrence was
found. The apparent sensitivity of low unchoking to
surface finish and imperfections (which was not measured)
probably lead to some scatter in the results. To avoid low
unchoking it is recommended that diffuser length, L (in
throat diameters) should conform to

L/d = max(5.0,11.89 — 1.556 x 10™*Re),(4)

valid for Re > 2800, 1.09 <y < 1.67, and 2.5°< 60 <
6°.

Equation 4 is designed to take into account expected
surface finish variations from manufacturing. It is
conservative, correctly avoiding 100 % of occurrences of
low unchoking in the test data. This is shown in Figure 13
as all low unchoking events occur to the left of the red line.
The equation provides recommended diffuser length for a
specified minimum operation Reynolds number.
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Figure 13. Diffuser length versus Reynolds number plot for
avoidance of low unchoking.

7. Correlation Equation for predicting MBPR

Using the data from all the unchoking tests that didn't
display low unchoking, a correlation equation for
predicting maximum back pressure ratio was developed.
MBPR was found to be influenced most strongly by
Reynolds number but was also sensitive to throat diameter,
diffuser length, and diffuser half angle. The correlation
equation was designed to be conservative, predicting
MBPR values that are equal to or lower than 95% of the
collected data.

B 19.49 -2 d
MBPR = 10305 — 2553 + 3247 x 1072 In (55 -

3.316 X 10720 + 2354 x 10732, (5)

where d is in mm. Equation 5 is valid for 2800 < Re <
240 000,1.09 <y < 1.67,25°< 6 < 6°andL/d > 5.

Table 3. Example values for MBPR correlation equation.

d L/d 6 Re MBPR
[mm] [-] [°] [-] [-]
0.41 11 3 6835 0.59
0.56 11 4 9455 0.60
0.79 10 4 13395 0.64
1.12 9 5 19100 0.64
1.60 8 5 27456 0.68

8. Summary and conclusions

We have shown strong correlation between low unchoking
and the presence of a transonic resonance described by
Zaman [14], Papamoschou [15], and others. We propose
that low unchoking is due to interactions of the transonic
resonance with the boundary layer and the sonic core at the
throat (Figure 3c). This explanation matches the ideas of
prior experimental and computational researchers and
accounts of audible tones during low unchoking.

The mechanisms for low unchoking and transonic
resonance are interactions between acoustics and fluid
mechanics that are still incompletely understood. But a
complete physical model will likely include: 1) acoustic
modes of a cone, 2) oscillatory pressures due to movement
of the lambda shock in the diffuser, and 3) the boundary
layer thickness in the throat and separation in the diffuser.
Flow separation occurs downstream from lambda shocks
and may trigger the shock oscillations.

Low unchoking is strongly dependent on the Reynolds
number, establishing that a thick boundary layer is a
prerequisite to the problem. In this study we found that the
depth of the AC4 wells better matches across various gas
species when boundary layer thicknesses are matched
rather than just Re. We also found that the jet Mach number
correlates the onset of low unchoking across gases with
different specific heat ratios (Figure 10b).

We project from our new understanding of transonic
resonance in CFVs and some experimental evidence
(Figure 12) that there is a practical remedy for low
unchoking: a “stepped diffuser”, i.e., a diffuser with a small
step increase in diameter near the geometric throat. Zaman
states, “The resonance ceases when the shock location has
moved sufficiently downstream when the flow can no
longer support the ¥ wave” [14]. A step 1) reduces the
boundary layer thickness (see Ding et al. [12]), 2) trips the
boundary layer from laminar to turbulent (helping it remain
attached like the dimples on a golf ball) and 3) anchors a
Prandtl-Meyer expansion fan and forces normal shocks
further downstream, away from the throat. We plan to
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perform more experiments with stepped diffusers to check
that they eliminate low unchoking for various diffuser
geometries and still deliver the desired pressure recovery.
We also want to study the nature of the higher harmonics
of the transonic resonance and why the jet Mach number
collapses low unchoking results for different gas species.

Finally, we presented practical correlations that allow CFV
users to avoid low unchoking for CFVs that meet the 1ISO
and ASME standard geometries and recommend that 1ISO
and ASME include the correlations in future CFV
standards.
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Abstract — We report on our study of temperature response of ring resonator based sensors and their interchangeability
over a wide temperature range. Our results suggest that with a proper fabrication process control the interchangeability in
photonic thermometers can be on a 0.2 °C tolerance band.

Keywords — ring resonator, photonic thermometer, temperature sensors

1. Introduction. Temperature measurements play a central role in all aspects of modern life including manufacturing,
medicine and environmental engineering controls [1, 2]. Despite the ubiquity of thermometers, the underlying
technology, resistance measurement of a thin metal film or wire, has been slow to advance [3, 4]. Though resistance
thermometers can routinely measure temperature with uncertainties as low as 10 mK, they are sensitive to
environmental variables, such as humidity and mechanical shock, which causes the resistance to drift over time
requiring frequent off-line, expensive, and time consuming calibrations [3]. In recent years there has been considerable
interest in developing photonic devices as an alternative to resistance thermometers [5-7]. Extending the concepts
from Kim et al. [8], we demonstrated that silicon ring resonator devices show temperature sensitivity of = 77 pm/K
with a noise floor of ~ 80 pK [9]. Recently, we undertook a systematic survey of ring resonator parameter space that
aimed to optimize the device performance while achieving consistent results [10, 11]. Our results suggest that
consistently high performance temperature sensors are obtained from the zone of stability (ring waveguide
width > 600 nm, air gap ~ 130 nm and ring radius > 10 um) such that quality factors are consistent ~ 10* and the
temperature sensitivity is consistently in the range of 80 pm/K to 85 pm/K range [11].

In this work, we extend upon our previous work and examine the temperature dependent response of evanescently
coupled ring resonator devices over the temperature range of 20 °C to 135 °C. Our results demonstrate that for an
individually calibrated sensor the fit error varies from 0.02 °C to 0.11 °C. A comparison of the same device fabricate
across different chips in the same batch reveals a significant variation in temperature response, though our results do
suggest that with better device fabrication process control it may be possible to achieve device inter-changeability on
a 0.2 °C wide band.

2. Experimental. The photonic device consists of a ring resonator coupled to a straight-probe waveguide, with
610 nm x 220 nm cross-section designed to assure a single-mode propagation of the transverse-electric (TE) light at
1550 nm. For the three devices examined, the structural parameters (ring waveguide width/air gap/ring radius) were
centered in the zone of stability (Device A: 610 nm/130 nm/15 um; Device B: 610 nm/130 nm/11 um; Device C:
610 nm/140 nm/20 um). The photonic chip was fabricated using standard CMOS (complementary metal oxide
semiconductor) technology using a silicon-on-insulator (SOI) wafer with a 220 nm thick layer of silicon on top of a 2
um thick buried oxide layer. The fabrication of silicon devices itself was performed at LeTI' (Laboratoire
d’Electronique et de Technologie de I’Information, France) facility. Grating couplers where utilized as a means for
efficient free space coupling of light in/out of the photonic device. Coupling losses were approximately 4 dB per
coupler.

In our experiments, a tunable extended cavity laser (TLB-6700) was used to probe the ring resonator. A trace
laser power was immediately detected from the laser output for wavelength monitoring (HighFinesse WS/7) while the
rest, after passing through the photonic device via grating couplers was detected by a large sensing-area power meter
(Newport, model 1936-R). The photonic chip was mounted on a 3-axis stage (Newport) in a temperature controlled
enclosure.

3. Results and Discussion. Over the temperature range of 20 °C to 135 °C the photonic ring resonators show a mean
linear slope of 83.6 pm/°C and quality factor of 104, indicating excellent temperature sensitivity. As shown in Figure 1,
the sensor response when individually fitted to a quadratic equation effectively minimizes the fit residuals. This result
is in agreement with our previous examination of silicon waveguide Bragg (Si WBG) thermometer [12]. The standard

L Disclaimer: Certain equipment or materials are identified in this paper in order to specify the experimental procedure adequately. Such
identification is not intended to imply endorsement by the National Institute of Standards and Technology, nor is it intended to imply that the
materials or equipment identified are necessarily the best available.
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deviation of fit residual (or) varies from 0.02 °C to 0.11 °C (Figures 1 and 2) showing an apparent bimodal distribution
for or. Bimodal distribution in or would suggest a systematic defect or structural variance likely due to fabrication

variations. We note that the fit error contains contributions 030 o e s

. . . .y, s ® Lhip ip p
from the error in peak center estimation as well as fitting o4 eChps e chins
the quadratic function to the overall data. Based on our “0 | achip7

previous work with Si WBG [12], we anticipate the total

- 010 .o .

fit error will dominate the combined expanded uncertainty 1 PO AT TRRLE .

of any ring resonator based thermometer. Our results RIS B9 SETT THEF TRET SR S
suggest that, currently, ring resonator devices could offer o1 o L et
measurement uncertainties that may be competitive with a . .

wide range of resistance thermometers including platinum

resistance thermometers. 030 Temperature (C)

We have examined the feasibility of device inter- Figure 1: Residuals from quadratic fit to device C do not show any

changeability in photonic thermometers. In this analysis, ~ Systematic structure suggesting a quadratic fit is sufficient to
. . . . . describe the temperature behavior of photonic ring resonators.

for each device, the fitted polynomial coefficients taken
from one chip were used to fit the data for the same device
from other chips that were randomly selected from the entire batch. The residuals thus calculated allow us to determine
how closely different devices from the same batch perform. As shown in Figure 2, the residuals for device A and B
show significant variance. On the other hand, for device C the residuals for 6 out of 7 chips are less than 0.1 °C. These
results suggest that with a better fabrication process control, photonic thermometers could achieve the same level of
inter-changeability that is available with resistance thermometers.

Fit Error in Individually Calibrated Sensors Fit Error in Inter-Changeability Test
0.12 0.4 ‘
m Device C 0.35 u DEVTCE C
0.1 Device B Device B
Device A o o Device A
o 008 £ 025
5 0.06 § 02
&5 i}
+= 0.15
£ 004 £
0.1
0 o 1 .
chipl «chip2 «chip3 chip4 chip5 chip6 chip7 chipl chip2 chip3 «chip4 chip5 <chip6 chip7

Figure 2: Fit errors in individually calibrated devices and inter-changeability test.

4. Summary. We examined the response of ring resonator devices over the temeprautre range of 20 °C to 135 °C.
Our results indicate the temeprautre response of an individual device shows fit residuals of ~0.05 °C. However, a
cross-device comparison reveals significant variation between devices and chips that arises due to routine fabrication
errors. Our results suggest that with proper device fabrication process control interchangeability in photonic
thermometers can be winin a 0.2 °C tolerance band.
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2D nanostructures are an important class of materials that has seen an explosion of interest in recent
years due to their unique optoelectronic properties in conjunction with their morphology, which lends itself
well for incorporation into nanoscale devices. To date, the vast majority of nanoscale 2D materials are
synthesized by mechanical exfoliation or gas phase deposition techniques. Alternatively, colloidal-based
solution syntheses offer a scalable and cost-efficient means of producing nanomaterials in high yield. While
much progress has been made in engineering nanostructured materials in solution, it still remains a
substantial challenge to fully characterize their electronic properties. The difficulty therein is largely due
to their small dimensions (typically 5-100 nm in size), which usually require the formation of
polycrystalline colloidal assemblies or films prior to performing carrier transport measurements. However,
such a strategy does not allow for the deconvolution of the intrinsic carrier transport within individual
crystals from the transfer between separate colloids.

Here we present the synthesis of 2D post-transition metal chalcogenide nanomaterials and a
thorough investigation of the inherent electronic properties of individual crystals. First, we detail the
development of a novel solution chemistry-based synthetic approach to produce relatively large, nearly-
monodisperse, tin(ll) sulfide (SnS) nanoribbons (Fig. 1) and nanosheets. Next, we describe the chemical
and structural characterization of these nanomaterials, and how they are processed from solution to fabricate
back-gated, single-crystalline, solid-state devices (Fig. 2). Finally, we interrogate their electronic properties
by a combination of multi-point contact probe transport measurements and time-resolved terahertz
spectroscopy. These studies allow for the direct determination of the materials’ carrier concentration,
carrier mobility, resistivity, and majority carrier type, which have been rarely reported for individual
colloidally-synthesized nanostructures.

Fig 1. SEM Image of Solution-Synthesized 2D Fig 2. Optical Microscope Image of a Device
SnS Semiconductor Nanoribbons. Fabricated from a Single Solution-Synthesized
2D SnS Nanoribbon.

Alberding, Brian; Biacchi, Adam; Hagmann, Joseph; Heilweil, Edwin; Hight Walker, Angela; Le, Son; Richter, Curt.
"Elucidating the Electronic Properties of Colloidally-Synthesized 2D Nanoelectronic Device Components."
Paper presented at 2016 International Semiconductor Device Research Symposium, Bethesda, MD. December 7, 2016 - December 9, 2016.

SP-153



€-6£2)'dS" LSIN/8209 01 /610°10p//:sd)y :woy abieyd jo daly o|qe|ieae s| uonedlignd siy |
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? Electrical Engineering and Computer Science, University of Michigan, Ann Arbor, MI, USA

ABSTRACT
This paper presents optical measurements of the
dynamic strain profiles along the tethers of

microelectromechanical resonators and relates them to
mechanical quality factor (Q). Such measurements allow
for the quantification of tether dissipation and fair
comparison between various tether designs. Our
experiments present the first systematic comparison
between the best-performing conventional tethers with
one-dimensional phononic crystal (PnC) tethers for
silicon bulk acoustic resonators, and demonstrate more
than 3x improvement in Q when the PnC tethers are used.
The spatial decay rate of the mechanical strain profile
along the tethers correlates well with the measured Q.
This work is the first to demonstrate one-dimensional
PnC tethers for electrostatic bulk acoustic resonators.

INTRODUCTION

The search for a clear and well-defined relationship
between elastic energy dissipation and the quality factor (Q)
of a mechanical resonator is complicated by the number of
dissipation mechanisms that exist in any real vibrating
microelectromechanical system (MEMS). These dissipation
mechanisms can be categorized as intrinsic mechanisms,
such as phonon [1], electron [2], and thermoelastic damping
[3], and extrinsic mechanisms, such as viscous damping [4],
interface loss, and tether loss [5]. The situation is further
compounded by the fact that there has been very limited
success in acquiring direct, independent measurements of
individual mechanisms of energy loss. Instead, most studies
rely on analytical relationships, computational models, and
empirical fitting to approximate the underlying physics.

Here, we focus on one of the design-dependent extrinsic
energy loss mechanisms: tether loss. Tether loss (also known
as anchor, clamping, or acoustic radiation loss) is the result
of strain energy transmitted from the driven resonator
through the supporting tethers and lost to the anchoring
substrate. There have been efforts to model this loss
analytically for some canonical geometries [6], to use
computational methods to predict the loss [5, 7], and to
reconcile these models with experimental data. There have
also been efforts to reduce tether loss by designing efficient
tethers (quarter-wave tethers, one-dimensional (1-D) or 2-D
phononic crystal (PnC) tethers [8, 9]) or by modifying the
resonator itself to better confine strain energy away from the
tethers [10]. These efforts have relied on theoretical models
and measurements of aggregate resonator QO without
measuring the actual energy flux through the tether.

This paper provides the first direct measurements of the
strain energy dissipation profiles along the tethers of
mechanical microresonators and clearly demonstrates the
difference between efficient and inefficient designs. We use
an optical reflection technique that relies on photoelastic
modulation of reflected light due to the harmonic strain in the
resonator [11] to measure the spatially resolved strain profile
on the resonator surface and along the tether. We compare
data for a set of conventional and 1-D PnC tether designs for
identical silicon bulk acoustic resonators (SiBARs) and
verify that the energy lost through the PnC tethers is lower
and well correlated with higher resonator Q.

EXPERIMENTAL DETAILS
Resonator and Tether Design
Tether loss affects all mechanically supported vibrating
devices. The photoelastic measurement used in this work to
characterize tethers can be broadly applied to a variety of
materials, designs, and frequency ranges. We have selected
width-extensional mode SiBARs because they have a well-
known electrostatic actuation model, simple design,
repeatable fabrication, well-known material properties, and
crucially, the ability to make monolithic, single material, low-
loss resonators with no material interfaces losses. The
SiBARs presented in this work were all fabricated on the
same wafer, and have the same nominal dimensions (80 pm
x 255 pm % 10 pm, L x w x {), with an actuation gap of
~ 500 nm on each side. The width is the primary frequency
determining dimension. Each SiBAR has a different design
for its symmetric tethers. We use four conventional tether
designs with lengths equal toA/8, A/4, 31/8, and A/2, where
A=wx2 is the acoustic wavelength (Fig.1a).
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Figure 1: Scanning electron microscope (SEM) image of
identical SiBARs (80 um=25.5 umx10 um) with (a) straight
tethers of length A/4, and (b) 1-period PnC tethers.
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Figure 2: The I*" Brillouin zone for a 1-D phononic crystal
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We also designed a 1-D tether comprised of repeated PnC
unit cells (Fig. 1b) with an ideal phononic bandgap between
149 MHz to 188 MHz (Fig. 2), easily blocking the SIBAR
fundamental resonance frequency, which is expected to be
~ 164 MHz from analytical calculations. To test the
dependence of the bandgap on the number of unit cells in a
real resonator, PnC tethers with 1, 3 and 5 unit cells are used.

Fabrication Process

Standard MEMS fabrication processes are used to make the
SiBARs [11]. The process starts with a silicon-on-insulator
(SOI) wafer (10 pm device layer, 2 pm buried oxide layer).
Metal electrodes are patterned using lift-off and electron-
beam evaporation. The resonator, tethers, and actuation gap
are defined using optical lithography and etched using deep
reactive ion etching (DRIE). The resonators are released by
etching the buried oxide using vapor hydrofluoric acid. The
structure of the resonator and tethers is fully monolithic and
made only of single crystal silicon.

Measurement Principle & Experimental Setup

Driving the resonator into harmonic motion using DC + RF
electrostatic actuation causes a harmonic change in the strain
at every point on the resonator surface. This periodic strain
modulates the refractive index of the material due to the
photoelastic effect, and thus modulates the reflection
amplitude of a normally incident probe laser. A simplified
schematic of the experimental set-up is shown in Fig. 3. An
intensity-stabilized He-Ne laser is collimated and focused
onto the device with a 20X microscope objective (NA = 0.42,
spot size =~ 2 wm). The reflected signal, measured by a
photodetector and network analyzer, provides information
about the mechanical motion, including the Q. The amplitude
variation as the laser is scanned along the resonator surface
enables reconstruction of the strain profile in the plane [11].
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Figure 3: A simplified schematic depicting the measurement
setup for photoelastic modulation measurements of in-plane
dynamic strain in MEMS resonators, tethers and anchors.

This technique can be used to measure the strain profile
along the tethers and on the anchors/substrate. As the tethers
are not being actively driven into motion, we expect that the
strain decays as we move further from the driven resonator.
The spatial rate of decay of the mechanical strain along the
length of the tethers is a measure of the tether loss,
independent of the other dissipation mechanisms in the
environment or the body of the resonator itself. It is expected
that an efficient tether design has a high decay rate, and does
not allow significant transmission of strain energy to the
anchors. Thus, this new technique can directly compare
resonator tethers and determine the most efficient designs.

EXPERIMENTAL RESULTS
Spectral Response

The SiBARs are actuated electrically (+21 V DC, +10 dBm
RF). The average resonance frequency was 167.041 MHz
(o =10.039 %). The spectral response of three representative
devices is shown in Fig.4, showing the influence of the tether
design on the performance of otherwise identical resonators.

— /2 Q= 3,690
—/4; Q=12,181
— 5x PnC; @ = 36,985

Reflection Amplitude (dB)

200 -100 0 100 200
Offset from Resonance Frequency (kHz)

Figure 4: Photoelastic reflection response for three identical
SiBARs with different tether configurations. The PnC tethers
result in a significantly sharper and stronger mechanical
resonance. Inset: Vibrational mode shape of the SiBAR at
resonance, showing in-plane strain.
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Figure 5: (a) SEM image of a 3-period SiBAR showing the
scan vectors for both tethers, with measured reflection

amplitude profiles for the (b) left and (c) right tethers.

Tether Profiles

The SIBAR was scanned relative to the probe laser along
the length of the tethers using a positioner stage. The spatial
rate of decay of the reflection signal along both tethers of
each SiBAR was measured, with at least two data sets per
tether. To minimize any effect of positioning error, scans
were started 5 pm before the root of the tether (on the body
of the resonator) and moved towards the anchors. Scans were
automated and the positioner stage moved in steps of = 30
nm. Feedback control was implemented to maintain the root
mean square (RMS) position error of the stage to under + 2
nm per step. The reflection amplitudes measured at the
network analyzer are proportional to the actual strain. Fig. 5
shows a 3-period PnC tether SIBAR with the scan directions
indicated, and the measured profiles along both tethers.
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Figure 6: Tether profiles (normalized to full span of each
data set) and best-fit exponential curves of the form
(y/yo =eP*+c) for two extreme tether designs: a \/2 beam
tether and a 5-period PnC tether. Values of B are in um™
Inset: The fitting error is less than 5% over the entire range.

Each dataset has been fitted to an exponential curve of the
form y/y, =e®+c, using a robust least squares algorithm,
where £ (um™) is the spatial rate of decay. The fitting
algorithm searches for the minimum residual fitting error and
optimizes starting position and size of a sliding data window
to eliminate potential positioning offset errors. Fig. 6 shows
two extreme tether strain profiles and best-fit exponential
curves. For the purposes of comparison, each data set is
normalized to span the full scale between the maximum value
at the root of the tether and the minimum value at the system
noise floor. The comparison clearly shows the sharp decay
for the 5-period PnC tether (Q = 36,985) in contrast to the
slow decay for the A/2 beam tether (Q = 3,690).

TETHER LOSS AND QUALITY FACTOR

The measured values of mechanical Q and the best-fit
values of g are plotted in Fig. 7 as a function of the tether
design (length or number of periods). For the conventional
straight tethers, the relation between length of the tether and
the acoustic wavelength is critical, with the A/4 tether
significantly  outperforming the 2A/2 tether. This
experimentally verifies established results based on
transmission theory for acoustic/electromagnetic waves. At
the same time, we see that the 1-D PnC tethers outperform
even the A/4 tethers significantly, yielding higher Q and
sharper damping curves.

For an infinite chain of PnC units, one should see perfect
isolation, and an abrupt drop in strain levels at the root of the
tether. In a finite PnC chain, we expect sharp, but not abrupt
changes in strain levels. As the number of unit cells is
increased (which better approximates an infinite phononic
crystal), we should expect better performance from the tether.
Some evidence of this effect has been demonstrated in the
past [8, 12]. Only a slight improvement is found in the
present data for PnC tethered SiBARs. This is potentially due
to the fact that the PnC tethered SiBARs measured here are
limited by intrinsic phonon damping in the Akhieser regime
[1], and any increase in Q due to better tether design would
be suppressed by phonon damping (Fig. 8).
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Figure 7: Measured Q (blue open squares) and best-fit
(black closed squares) of straight and PnC tethers. Values of
Bare averages of 4 data-sets each (two per tether), error bars
show one standard deviation. PnC tethers show consistently
better Q (lowest Q value for PnC tethers is 2.9 times better
than the highest Q value for straight tethers).
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Figure 8: Measured fxQ values indicate that for the same
resonator design and fabrication, phononic tethers
outperform conventional beam tethers. Further, the PnC
tethered resonators are potentially only limited by Akhieser
loss. Akhieser damping limit estimates derived from [1].

CONCLUSION

We have demonstrated the first implementation of 1-D PnC
tethers for single-material SIBARs. Significant improvement
in the mechanical Q has been systematically demonstrated
using PnC tethers as compared to even the best straight beam
tethers. The results indicate that the SIBARs are limited by
tether loss or phonon loss; by eliminating tether loss using
PnC tethers, the resonators appear to be phonon scattering
limited. These SiBARs can be used as high-quality test
platforms for gaining a better experimental understanding of
phonon loss in silicon, as well as other materials, and be
implemented over a wide frequency range.

The scanning strain measurement technique presented here
enables spatially resolved visualization of the in-plane
dynamics of MEMS resonators and their supporting tethers
and anchors in ways that aggregate measurements of
electrical parameters cannot accomplish. It provides the
ability to measure tether loss profiles directly and
independently, and correlate the behavior of various tether
designs with the mechanical O of the resonator. Future
research shall aim to achieve quantitative, calibrated strain
measurements and an analytical relation between the decay
rate and Q. The ability to separate and evaluate tether loss
experimentally, especially for in-plane strain, has broader
implications for design optimization and verification of a
wide range of mechanically suspended devices including
resonators, accelerometers, and gyroscopes.
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High quality, enriched silicon contains an exceptionally low density of defects and unpaired
electron and nuclear spins that allow candidate qubits (single donors or quantum dots) to exhibit very
long dephasing times compared to silicon with a natural abundance of isotopes[1]. Unfortunately, high
quality enriched silicon is not a readily available resource. Only a few niche supplies exist and the
advancement of silicon based quantum information is limited by access to these. As quantum information
has made progress, efforts to increase supply have been made, but these are also hampered by sparse
evidence for determining what level of enrichment is sufficient for eliminating the effects of nuclear spin
dephasing.

In this talk, I will describe very highly enriched silicon films that are grown epitaxially on Si(100)
substrates. We have been refining the quality of these films with the aim of experimentally determining
the relationship between important metrics, like coherence time, and the physical mechanisms limiting
them, like nuclear spin density or chemical impurity density. At present, we have suppressed the minor
isotope fraction in these films to =107, grown the films epitaxially with high crystalline quality and are
successively reducing contaminant densities (mostly light gas components.) As the quality of the films
has improved, we have begun making electronic test devices from this silicon, in particular, diodes,
capacitors and transistors on the way to realizing single and multiple quantum dot devices.

The extreme suppression of the minor isotopes is accomplished through the use of ionized mass
separation in a high vacuum environment. An ionized beam of essentially monoisotopic ?Si is generated
by 1) introducing natural abundance silane gas into an ionization cell, 2) producing a plasma of ionized
silicon and silane fragments, 3) extracting and collimating an ion beam from the cell, 4) passing the ion
beam through a mass analyzer composed of a magnetic field and a small aperture, 5) refocusing and
transporting the monoisotopic beam into the ultra-high vacuum (UHV) growth chamber and 6)
decelerating the ions onto the sample for gentle, epitaxial growth[2]. Once the sample is removed from
UHV we can perform a wide range of analyses, including secondary ion mass spectroscopy (SIMS) to
evaluate the distribution of isotopes in the sample. An example of a SIMS depth profile for one of our
samples is shown in Figure 1. During SIMS, the sample is successively sputter eroded from left to right
(surface to substrate) while progressively measuring the number of secondary ions for the three silicon
isotopes. After an initial surface transient, the measured isotope fractions become stable at values of ~1.27

x 107 for #Si and =5.2 x 10® for ¥Si[3]. Once the _ EnrichedFilm _ Substrate

sputter depth reaches the sample substrate the isotope  1.0x10° H10°
; 9.5x10"' £ 99.9099819 % s .

fractions are observed to return to the natural ¥ . faseeseed]

abundance values. In analyzing the possible — | Fomooeimssiessiesis —

_= n
contamination sources limiting the enrichment, we 2 * "Sit-- nat) ) .
. . . . . . w 3 = TSi( - nat) . 8=
find that the minor isotope contamination is not a = 107 | | wg._ . : 10°&
consequence of the mass selectivity, but due to silane £ 1o R J10° e
diffusion. Through further analysis of the pressure and & el “siave. - 127 ppb* ) 1ot £
temperature dependence, we have developed a & 4 “Siave.-55ppb” o
predictive model for the enrichment as a function of 2 0% % _ /... .2 J-u-a A 310’
these parameters that we expect to use targeting 107 CoIoooooooo§TIoooooIs 4107
specific levels of enrichment from natural abundance i P B R
down to the levels shown in Figure 1, i.e., =107, “most data are zero counts Depth (nm)

In (_)rder to ?Chieve the goa_ls of very Ion.g Figure 1- Secondary lon Mass Spectroscopy (SIMS) depth
coherence times, a high level of enrichment alone is profile showing nearly complete suppression of the minor

not sufficient, but must also be accompanied by isotopes of silicon in this highly enriched film.
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excellent crystalline quality and very low densities of
chemical impurities. In order to assess these
properties, we have conducted a number of additional
analyses, including in situ scanning tunneling
microscopy of every substrate and film. Shown in
Figure 2 is a transmission electron microscopy (TEM)
image taken on an enriched silicon sample with less
than 10 contribution from the minor isotopes. The
image is from the interface region between the
substrate at the lower left and the enriched film toward
the upper right. The enriched film seems to show a
more “mottled” overall contrast, but exhibits a
crystalline orientation identical to the substrate. We
perform rigorous assessments of the chemical
composition by using SIMS and selecting a suite of
likely targets, e.g., targets known to the semiconductor
industry to be deleterious. Results from SIMS analysis
of this type is shown in Figure 3 for silicon and 22
other elements, including heavy metals, transition
metals, alkalis and light gasses. Of these, only light
gasses and aluminum was detected. We attribute the
aluminum to auto-doping that has since been
eliminated and note that the light gasses have since
been reduced by almost a factor of 100 with further
improvements in progress expected to improve more
than 100 times more.

As we move forward with this project, we are
fabricating and measuring electrical test devices while
also developing the techniques to produce arbitrary
targeted levels of enrichment. The fabrication of test
devices has met with challenges in growing high
quality oxide isolation layers, which we attribute to a
self-limited growth arising from the excess nitrogen.
None-the-less, we have plans to mitigate these
difficulties even while we seek to substantially reduce
the nitrogen. Additionally, we are pursuing
collaborations to conduct electron spin resonance
(ESR) studies of small numbers of donors in our

Figure 2- Transmission Electron Microscope (TEM) image
of a highly enriched silicon film (upper right) grown on a
natural abundance Si(100) substrate (lower left).

Enriched Film Substrate
T " . L T

Silicon

SIMS Concentration (#/cc)
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Depth (nm)
Figure 3- SIMS measurements for a wide range of target

contaminants. The dominant elements found are from
incorporated light gasses.

highly enriched silicon to directly correlate the coherence properties with the materials and electrical

properties independently measured.
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INTRODUCTION

Planar memory and logic devices have always had functional dependences on in-plane dimensions of their struc-
tures, but non-planar devices have added another dependence: on vertical dimensions. For example, the size of the
conduction gate channel of a FinFET (a field effect transistor with raised channels, called fins, between source and
drain) depends on the height of the fin. Optical and electron microscopy images have only two spatial dimensions—
in the lateral plane. Their third dimension is an intensity. However, images from different viewing angles may be
combined. Features extended along the insensitive vertical axis in one image will have a component in the sensitive
lateral plane in one or more of the others. This permits in principle reconstruction of the 3D shape via stereophoto-
grammetry. Application of stereophotogrammetry to scanning electron microscopy (SEM) was described by Piazzesi

in 1973.1

Since SEMs now have spatial resolution near 1 nm, the
question naturally arises whether SEM-based stereo methods
are sufficiently accurate for 3D nanometrology needs. Apart
from the usual question of measurement errors that affect the
inputs (e.g., the SEM images and the coordinates and angular
viewpoints assigned to them) and how these errors then prop-
agate to the result, there is the question to which we here
address ourselves: whether important errors result from
assumptions and approximations within the reconstruction
software itself. For example, reconstruction of the position of
a point A on the sample generally requires identifying its cor-
responding homologous image points A, A’, etc., in two or
more different views. Identification may be based on similar-
ity of appearance as determined by correlation, but this is an
approximation since appearance changes partly due to elec-
tron beam/sample interaction effects for which the recon-
struction software does not account. Filtering may also be
used to reduce errors caused by noise in the images. Filtering
errors will also propagate to some extent into the reconstruc-

FIGURE 1. Line drawing of the roughest of our 3 virtual
samples. The line is oriented to show the right edge. The
left edge is obscured by absence of hidden line removal.

tion. Because of effects like these, even in the ideal case of error-free inputs, we might expect reconstruction errors.
Also, of course, different strategies that might be selected by the algorithm developer to handle these or other issues

may differ in their effectiveness.

t. Contributions of the National Institute of Standards and Technology are not subject to copyright in the United States.

Tondare, Vipin; Villarrubia, John; Vladar, Andras.
"Assessing Scanning Electron Microscopy Stereophotogrammetry Algorithms with Virtual Test Samples."
Paper presented at 2017 International Conference on Frontiers of Characterization and Metrology for Nanoelectronics, SP-160
Monterey, CA. March 21, 2017 - March 23, 2017.



€-6£21°'dS 1SIN/8209°01/610"10p//:sdny :woly abieyd jo aauy s|ge|ieAe si uoneoljgnd siy|

FIGURE 2. Simulated SEM images of 3 virtual samples. The samples were imaged with tilts at 5° increments from —85° to
85° from the normal (axis of rotation along the lines). The views shown here are at 20°.

Developers of most algorithms can test them by applying them to test problems with known answers. We con-
struct such problems by starting with virtual samples. A virtual sample is a mathematical object, which is completely
known. The virtual samples are “imaged” at varying tilt angles with an SEM simulator. These images are then input
to commercially available stereo SEM reconstruction software, and the software’s output is compared to the known
virtual sample to assess errors.

PROCEDURES

We produce images of the virtual samples with the JIMONSEL simulator.? The simulator employs models of elec-
tron elastic scattering, secondary electron generation, and scattering at boundaries to compute electron yield vs. posi-
tion, capabilities that have been used for model-based metrology that agrees with transmission electron microscopy
and critical dimensions small angle x-ray scattering measurements to better than 1 nm.?

We report results here for three virtual samples with height, h, width at mid-height, w..;,, sidewall angle, 6, and
top corner radii, r. One was a near-trapezoidal line (h = 80 nm, w ., = 50 nm, 6 = 3°, r = 10 nm) around
which a rough skin was wrapped. The sample is shown in Fig. 1 and its image in Fig. 2a. It has 1 nm root mean
square (RMS) roughness and a 15 nm correlation length. Some results from this sample were given in an earlier
report.3 The second sample (image in Fig. 2b) had the same RMS roughness and similar design but with a longer
roughness correlation length (30 nm) and multiple smaller lines (h = 30 nm, w ., = 10 nm, 6 = 2°,

r = 2 nm) separated alternately by 18 nm- and 26 nm-wide trenches. The final sample (image in Fig. 2c) was the
smoothest. It consisted of an array of 10 lines (h = 60 nm, w, ;4 = 60 nm, 6 = 3°, r = 10 nm) on 100 nm pitch.
The sample was decorated with hemispherical bumps on the trench floor, line tops, and line sides.

The images along with the tilt angles are input to the reconstruc-
tion software, which produces a number of different outputs, among
them a profile across the sample.

RESULTS

Profiles across the middle of the Fig. 2a sample are shown in
Fig. 3. The rough black line is the true profile. The smoother green
and blue ones were outputs of two commercial software packages.
For this very rough structure, the two packages made errors of
1.4 nm or less in the average height and less than 1 nm for the aver- FIGURE 3. Profiles across the Fig.1 sample
age width. These errors are small enough that we can not confi- from two different commercial software packages
dently attribute them to reconstruction error. They could be due to gtr?cihsenl?l?gh:rg?illtée(?ggg%reereglélcnlf?i)nsel;?er|mposed
modeling or sampling errors (the latter because the software did not
reconstruct the feature all the way to the edge of the image, so sampled less than the full profile). As we mentioned,
the reconstructed profiles are obviously smoother than the true profile. This means the reconstruction is not useful for
assessing surface roughness of this sample.

The Fig. 2a sample was the roughest of the three. At the other extreme, the Fig. 2c sample has line tops and trench
floors that are completely flat planes except for a sprinkling of hemispherical bumps. These proved difficult for all
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the tested algorithms. Even the best of the reconstructions had the average line almost 40 % shorter than its true
60 nm height, and although the lines are—apart from the hemispherical markers—all the same height, the recon-
structed heights varied with standard deviation of more than 8 nm. Interesting in this context is that we could deter-
mine the height from the input images along a slice through one of the small hemispheres with much smaller error
than this (~1 nm) by using some simple geometry and a calculator. The line shapes in this case were also strongly dis-
torted and about 10 % too narrow. The sample with intermediate roughness (Fig. 2b) also suffered from significant
errors on reconstruction, with heights smaller by 4 nm in the wider trench and 8.7 nm in the narrower trench than the
true value of 30 nm. On this sample, six pairs of homologous points identified by eye on line tops and in the trenches
produced reconstructed heights that averaged only 2.5 nm too low with standard deviation 0.4 nm.

DISCUSSION AND CONCLUSION

Roughness serves a useful function for stereo reconstruction algorithms. It provides a non-periodic surface texture
that facilitates identification of homologous points in images from different viewing angles. Two of the samples we
examined represent extremes relative to the amount of roughness one would ordinarily encounter in integrated circuit
production. The sample of Fig. 1 and Fig. 2a is very rough whereas that of Fig. 2c is very smooth. The best of the
tested commercial software algorithms reconstructed the very rough sample with height and width errors of about
1 nm. (This excludes errors due to vibration, noise, angular positioning, etc., for which the reconstruction algorithm
bears no responsibility. In a real measurement, these other errors would of course be additional.) Errors on the very
smooth sample, on the other hand, were a significant fraction of feature size. The disparate performance at these two
extremes motivated a test with a sample (Fig. 2b) intermediate between the two, with roughness bearing a greater
resemblance to that expected in practice. Errors in this case were again a significant fraction of feature size, e.g.,
height errors of 13 % to 29 % of the true height.

Manual line height determinations using simple geometry and homologous points identified by eye outperformed
the automated algorithms on the smooth and moderately rough samples. This demonstrates that the larger errors are
not inherent in these kinds of samples, but must rather be due to less than full use of available information by the
tested algorithms. That is, a different algorithm design could perform better. Absence of test problems with known
solutions has heretofore been an obstacle to algorithm development. Test problems based on simulated images of
samples with known shape can be useful in this respect.
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Abstract

The present work consists in developing a procedure which
will allow comparison of gloss values obtained from angularly
and spectrally resolved Bidirectional Reflectance Distribution
Function (BRDF) measurements and gloss values measured with
a national reference goniophotometer. The gloss measurements
will be performed on the Reference Goniophotometer for Specular
Gloss Calibration available at the Sensor Science Division of the
National Institute of Standards and Technology (NIST), whereas
the BRDF measurements will be conducted on the Five-Axis Go-
niometer for Color & Appearance also available at the same di-
vision of NIST.

Introduction

The appearance of a product is important for many indus-
tries, for example automotive, cosmetics, paper, printing, packag-
ing, coatings, plastics, steel industries, etc., as this is frequently
one of the most critical parameters affecting customer decision.
Gloss is the second most relevant visual attribute of a surface,
second to color. While the perceived color of an object originates
from the wavelength distribution of the reflected light, gloss orig-
inates from its angular distribution.

A specular glossmeter measures the flux reflected from a
specimen in comparison to the flux reflected from a standard un-
der the same standardized measurement conditions. The theoreti-
cal primary standard is specified to be a perfect polished material
with refractive index of 1.567 at 589.3 nm [1]. In 1939, ASTM
adopted the 60° geometry in a standard method, i.e., ASTM
method D523 [2]. Two additional measurement procedures were
incorporated into ASTM D523 in 1951, with the addition of a 20°
geometry test method for the evaluation of high gloss finishes and
an 85° geometry test method for the evaluation of low gloss sur-
faces. Although specular glossmeters have been used in industry
for decades, their limited capabilities have been recognized for
a long time. The current specular gloss measurement standards
fail to distinguish between type of materials or degree of specular
gloss [3]. For example, Vienot & Obein compared the gloss of a
piece of tire and of a black inked paper [4]. Though both samples
reflected almost the same level of lux and have similar specular
gloss values, the difference in visual gloss was obvious and all
the observers were able not only to correctly rank the gloss, but
also to identify the material of which the sample was made of. A
study of the angular distribution of the reflected light revealed that
the shape of the specular peak was very different between the two
samples and suggested that the visual system extracts information
not only from the magnitude of the peak but also from the shape
of the peak.

Two facilities available at the Sensor Science Division of
the National Institute for Standards and Technology (NIST) were
used in this work. These facilities are the Five-Axis Goniometer
for Color & Appearance [5] and the Reference Goniophotometer
for Specular Gloss Calibration [6]. The Five-Axis Goniometer
is currently used to measure the Bidirectional Reflectance Dis-
tribution Function (BRDF) of gonio-apparent materials, that is,
materials that change their appearance as a function of illumina-
tion and viewing directions. The Reference Goniophotometer for
Specular Gloss Calibration is an aging facility that provides the
calibration of specular gloss standards at the specular geometries
of 20°, 60° and 85°. The aim pursued here is to perform specular
gloss measurements on the Five-Axis Goniometer. This will first
allow decommissioning of the present gloss facility and eliminate
the need for its upgrade and maintenance. This will also allow to
perform angular resolved gloss measurements, which will give us
the opportunity for new characterization features of glossy sam-
ples.

Definition of gloss

The specular gloss Gy, (6p) of a sample, illuminated with
light around the direction 6 from the normal of the sample sur-
face is defined by :

Pv,sple (60)

sple(80) = Gp_sta( O)pv,p-szd(eo)

M
Gp—s1a(6o) is the specular gloss of a primary standard. py 1. (6o)
and py,_«q(60) are respectively the specular luminous re-
flectance of the sample and the specular luminous reflectance of
the primary standard.

Definition of the specular luminous reflectance

Let’s now define the term “specular luminous reflectance”.
Let’s consider a light source with a spectral power density ¢(A)
at the wavelength A measured in Watts (W/nm). The luminous
flux in lumen (Im) related to ®(A) is defined by:

@y = Ky A PV (A)dA, o)

where Kj; = 683 Im/W is the maximum spectral luminous effi-
cacy for photopic vision and Vj (1) is the Commission Interna-
tionale de 1’Eclairage (CIE) 1924 photopic luminosity function.
The specular luminous reflectance py (6p) of a surface is defined
by the ratio:

3
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Dy (6p) is the luminous flux reflected from the surface integrated
over all incidence and reflection directions. A direction is defined
by two angles 0 and ¢. 0 and ¢ are respectively the polar and
azimuthal angles in a spherical coordinate system with a zenith

direction merged with the normal to the sample surface. Inci-
dence directions are denoted with the subscript i and observation
directions with the subscript ». We have then:

@y, (6y) = Ky /S / /9 . / /6 . /A Li(6;,6;,A)BRDF (6, 81, 6y, 9, 2)V;. (1) cos(6;) sin(6;) cos(6,) sin(6,)dAd0,d$;d6,dd,dS, (4)

where BRDF (6;, ¢, 6,9, 1) is the spectral BRDF of the surface
and L;(6;,0;, 1) is the spectral radiance of the light illuminating
the surface. S is the illuminated area of the surface. The depen-
dency in 6 is not explicit in the right part of equation 4 but af-
fects L;(6;, ¢;, 1), the domain of integration of the angles (6;, ¢,)
and the surface S. The specular luminous reflectance is indeed
measured in a specular geometry. L;(6;, ¢;,A) will thus be a peak-
shape function centered around the direction 8y from the normal
of the sample surface. The illuminated surface S will be an ellip-
tical surface with its major axis proportional to m. The do-
main of integration of the angles (6, ¢,) will be centered around
the direction of the specular reflection on the sample, that is in a
direction symmetrical to the incident light direction relatively to
the sample surface normal.

For a perfectly flat material with an homogeneous refractive
index n(A4), the BRDF simplifies to [7]:

_ prr(6;,n(1))

BRDF(9i7¢f79r7¢rs}’) - Cos(@,)sin(@r)

5(91' - 9,)8(@' - d),:l:ﬂ'), (5)

where prr(6;,n(1)) is the Fresnel reflection coefficient for an in-
cidence angle 6; and a refractive index n(A). Gloss values are
ideally measured with non-polarized light, so the Fresnel reflec-
tion coefficient to be considered here is for non-polarized light.
x — &(x) is the Dirac delta function. In that case, the luminous
reflected flux by the surface becomes:

By, (6) = Kiy ////SLG% 01, 1) prr(8,n(A))V3 (1) cos(6;) sin(6;)dA.d6,ddS.
©)

@y ; is the luminous flux incident on the surface:
@y = Ky /A PV (A)dA, %

with @;(1) being the spectral power density of the light incident
on the surface. Note that we have the following relationship:

///S 0.9 Li(6i7 ¢[,A)COS(9[) sin(Gi)d(-)idqb,-dS = (pl(A) )

ASTM D523 precisely specifies the geometries through
which the luminous reflectance has to be measured. The angu-
lar field apertures for the source and the receiver in the incidence
plane (respectively G){P and ©'F) and perpendicular to the inci-
dence plane (resp. ®f TP and ®F'P) are defined, according to fig-
ure 1, in a plane which is conjugated with the “real” source field
aperture through the source and receiver lenses. Note that the def-
inition presented in figure 1 is valid only for so called “parallel
beam glossmeters”, that is glossmeters where the beam incident
on the sample would be perfectly collimated in case of a point

light source. The values of the angles @{P , ®lP P @ and @FF
for the three standards incidence angles 20°, 60° and 85° and the
corresponding tolerances are given in table 1. The tolerance on
the angular values 20°, 60° and 85° is 0.1°.

Table 1. ASTM D523 source image and receiver angular aper-
tures specifications and tolerances.

Apertures Parallel to the Perpendicular to
plane of the plane of
incidence [°] incidence [°]
20/F 200"
Source image 0.75+0.25 2.54+0.5
2®1P 2®P1P
20° receiver 1.8+£0.05 3.6+0.1
60° receiver 4.44+0.1 11.7+0.2
85° receiver 4+0.3 6+0.3

ASTM D523 specifies also that “the obtained results should
not differ significantly from those obtained with a source-filter
combination that is spectrally corrected to yield CIE luminous ef-
ficiency with CIE source C”. That is, by referring to our previous
notations, we should obtain the same results as if ¢;(1) were pro-
portional to the spectral power density C(A) of the CIE illuminant
C.

Definition of the primary standard specular gloss
value

Gloss values are calculated relatively to a reference stan-
dards. The theoretical reference standard for gloss measurements
is specified to be a highly polished plane black glass with an index
of refraction at the wavelength of the sodium D line (1p = 589.3
nm) equal to ny,_gq(Ap) = 1.567. The gloss value for this the-
oretical standard is set to 100 for the three standard specular ge-
ometries 20°, 60°and 85°. Primary standards are used since these
specifications are not found in real materials. The gloss value
Gp—sta(6o) of the primary standard illuminated with light around
the direction 6y from the normal of its surface is defined by the
following equation:

Prr(60,1p—sa(AD))

G s 9 = 100 bl
p-sa(&) prr(60; tih—s1da(Ap))

(C)]

where ny;,_gq(Ap) is the refractive index of the theoretical stan-
dard at the wavelength Ap.

Note that an alternative definition for G,_y4(6p) can
be wused, by replacing the Fresnel reflection coefficient
prr(80,np_sa(Ap)) by the measured specular luminous re-
flectance of the primary standard.
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Figure 1. Diagram of the optical system of a parallel beam glossmeter showing the definitions of the angular source (6;) and receiver (6,) field apertures.

Proposed Goniometer modifications

A detailed description of the original optical system for the
Five-Axis Goniometer is given in reference [5]. Figure 2 shows
the proposed optical layout on the Five Axis Goniometer in order
to be able to measure specular gloss according to ASTM D523.
A high power broadband Laser Driven Light Source (LDLS) was
chosen as the illuminating source making it possible to measure
low gloss samples. Broadband white light is generated by a con-
tinuous laser focused in a xenon plasma. The white light is then
collected through an elliptical reflector. This reflector has a hole
in order to allow the continuous laser to reach the plasma. Con-
sequently the cross-section of the beam generated by the LDLS
source has a doughnut shape in the far field, even after a multi-
mode 910 um fiber. A set of two microlens arrays in imaging
configuration is added on the beam path in order to improve the
homogeneity of the beam cross-section.

The conjugation ratio for the source aperture is equal to 1 as
it is imaged in the receiver field aperture plane through two 150
mm focal length lenses in f — oo — f configuration. In order to fol-
low ASTM D523 angular specifications (see table 1), the source
and receiver apertures are rectangular, with angular dimensions
specified in table 2.

Table 2.  Source and receiver apertures dimensions. Each di-
mension is equal to the focal length of the receiver lens (150 mm)
multiplied by the tangent of the angular value specified in table 1.

Apertures Parallel to the Perpendicular to
plane of the plane of
incidence incidence
Source 1.96 mm 6.55 mm
20° receiver 4.71 mm 9.43 mm
60° receiver 11.53 mm 30.74 mm
85° receiver 10.48 mm 15.72 mm

A beam-splitter and a fiber-coupled spectrometer will be

SEP(A) = Rrsp(A) T (M) Zis(A) TLaso (A) T (X) / / / / / L”(6;, 61, .)BRDF*"'(6;, 1, 6,,,,A) cos(6;) sin(6;) cos(6,) sin(6,)d6;d¢;d 6,d§,dS.
S /6;,0:.6,,0r

an

Prsp(A) is the spectral responsivity of the receiver spectrome-
ter in counts/W, T,7(4) is the spectral transmittance of the fiber
bringing the light into the receiver spectrometer, %Z;s(1) is the
spectral responsivity of the integrating sphere (this is a global

added in the beam path to correct for power fluctuations of the
illuminating beam. The beam reflected by the sample will go
through the receiver aperture into an integrating sphere. A fiber
used at one port of the integrating sphere brings the beam into a
spectrometer.

Experimental computation of the gloss value

The gloss value is measured by simultaneously acquiring the
monitor beam and the spectrum given by the receiver spectrome-
ter for both the test sample and the primary standard. Let’s denote
respectively by .7/ le(l) and .77 (1) the spectra given by the
monitor and the receiver spectrometers when measuring the sam-
ple and by .72 (1) and .#?*'“(1) the spectra given by the
monitor and the receiver spectrometers when measuring the pri-
mary standard.

Therefore, for the monitor signal:

(&) = Rmsp(A) T (2)TLe0(A)Rgp(A)95(4),  (10)

where x superscript is either sple or p — std. Fsp(2) is
the spectral responsivity of the monitor spectrometer in counts/W,
T (A ) is the spectral transmittance of the fiber bringing the light
into the monitor spectrometer, Tyg0(A) is the spectral transmit-
tance of the 60 mm focal lens achromat injecting the light into
the monitor fiber and Rgp(2) is the spectral reflectance of the
glass plate extracting a part of the beam incident on the sample
into the monitor arm (see figure 2). ¢(4) is the spectral power
density of the light incident either on the sample or on the pri-
mary standard. Note that without any temporal fluctuations of the

light source, we should have ¢, le(l) = ¢/ 7‘“[](1) and conse-

quently .Z3P(1) = .75 7(1). Bquation 10 neither takes into
account potential non-linearity of the spectrometer responsivity
nor potential wavelength shift due to non-perfect calibration of
the spectrometer.

For the receiver spectrum of the test sample, we have:

factor including all geometrical considerations related to the in-
tegrating sphere and the injection of the light into the receiver
fiber), T7150(A) is the spectral transmittance of the 150 mm focal
lens achromat bringing the light reflected by the sample into the
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towards the monitor spectrometer

visible spectrum
bandpass filter

source collimating lens
150 mm focal length achromat

19 mm focal length
achromat source field aperture

60 mm focal length

4> achromat

towards the receiver
spectrometer
receiver lens
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LDLS O -] |

910 um core 0.22NA

high power fiber

150 mm focal length
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sphere

sample plane receiver field aperture

image of the source field aperture

Figure 2. Diagram of the proposed optical system to measure gloss on the Five-Axis Goniometer. Note that distances are not to scale on the diagram. The
distance between the two lenses surrounding the two microlens arrays is about 15 mm and the distance between the two microlens arrays is equal to the focal

lens of the microlenses (5.1 mm).

integrating sphere and Tp(A) is the spectral transmittance of the
glass plate. All other notations are the same as in equation 4.
The equation for the receiver spectrum of the primary stan-
dard is more simple than for the test sample. The primary
standard used at NIST is an optical quality barium crown glass
BaK50 with an index of refraction at the wavelength Ap equal to

np_sa(Ap) = 1.5677 [6]. The front surface of the primary stan-
dard were polished to a roughness of 0.6 nm. For this reason, the
primary standard can be considered as a perfectly flat sample and
it’s BRDF can be simplified according to equation 5. We thus
have:

erﬂtd(l) :%rsp(l)Trf(A)%lé(A’)TLISO(A’)TGP(A)/S// o Lip7SZd(9i7¢i7l)pFR(9i7np—std(A'))Cos(ei) Sln(el)deldq)lds (12)

A direct measurement of both monitor and receiver spectra
with the incident beam striking directly on the receiver arm (that
is without any interaction with a sample) is necessary to get rid of
the spectral responsivities of the various optical elements (lenses,
glass plate, fibers, spectrometers, integrating sphere...) present on
the path of the beam either in the monitor arm or in the receiver
arm. Let’s denote respectively by .#2(1) and .#°(A) the spec-
tra given by the monitor and the receiver spectrometers when the
incident beam is striking directly the receiver arm. We have:

{ %0

)

Rmsp (M) T (A)T60(A)RGp(A) 9L (A)
Rrsp (W) Ty (M) R (M) Tias0 (M) Tep (1) 80 (A)
(13)

>0

where ¢?(1) is the Power Spectral Density of the light inci-
dent on the sample plane. Note that as the monitor and the re-
ceiver signals are acquired at the same time, computing the ra-

tio 2p(1) = Zﬁg ; allows to get rid of the spectral responsivity

of the various elements present on the beam paths excluding all
source temporal fluctuations.

To compute the gloss value of the sample from the experi-
mentally measured quantities, we first compute, as a function of

wavelength, the following quantities:

Dopre(A) A 1

Do(A) T ) 20(A)

prstd(l) B yp sld(z') 1 (14)
2o(d)  Z() 20(R)

The choice has been made on our optical design neither
to try to generate a spectral power density of the light incident
on the sample close to the CIE illuminant C nor to simulate a
V, (1) responsivity for the receiver. Custom made filters are quite
expensive and don’t allow any flexibility on the experimental
setup. To determine the gloss value of the sample, the specular
luminous reflectances of the sample and the primary standard
are computed from the experimentally measured quantities.
Computing the ratios 2y, and 2, ;4 allows to get rid of
temporal fluctuations of the source between the measurements
of the sample and the primary standard. These normalized
quantities are independent of the spectral power density of the
illuminating source. While neglecting all chromatic aberrations
of the optical elements, angular and spectral variations of
the radiance of the incident light can also be considered as
uncoupled. We can thus write LY(6;,¢;,A) = L;(6;,¢;)I*(1),
where [*(A) includes spectral variations as well as potential
temporal variations of the source. Then equation 14 becomes:
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Dipie(A) Js ffffe,‘,(p,‘,e,ﬁ(p, Li(6;, q),-)BRDFS”le(G,-, &, 6, 0r, 1) cos(6;) sin(6;) cos(6;) sin(6,)d 0;d9;d6,d¢,dS
20 Js [Ta,.6,Li(61.,91) cos(6:) sin(6;)d6;d ¢idS

2y waX)  JsSlo.0,Li(61,0:)PFR (01,1 —sta(A)) cos(6;) sin(6;)d6;d ¢idS
2p(A) Js ﬁb,»,q),» Li(6;,¢;) cos(6;) sin(6;)d6;d ¢;dS

The gloss value of the sample is then computed by the following
formula:

Bypie(4)
prr(80,npwa(Ap)) LaVa(A)C(A) =55

PrR(B0,m—sa (Ap)) ¥, v, (2,)C (M) 2224

G (6) = 100

sple ’ (16)

The wavelengths A; range is from 380 nm to 780 nm by incre-
ments of either 5 nm or 10 nm.

Comparison between BRDF and gloss mea-
surements

The BRDFs of two black glass samples with different gloss
levels have been measured with the Five-Axis Goniometer for the
visible spectrum (380 nm to 780 nm). Note that the BRDF mea-
surements were made with the goniometer’s original optical sys-
tem [5], not the proposed modification shown in figure 2. These
samples are denoted NIST-SG#6 and NIST-SG#7. The NIST
BaK50 gloss primary standard has been also measured with the
Five-Axis Goniometer to calibrate the response of the goniometer.
The gloss values of these samples, measured with the Reference
Goniophotometer for Specular Gloss Calibration are presented in
table 3. Note that the uncertainties for the gloss measurements
using the Reference Goniophotometer are in the order of 0.8% to
1.5% and the uncertainties for the gloss measurements using the
Five-Axis Goniometer are in the order of 2% to 3%.

Table 3. Gloss values measured with the Reference Goniopho-
tometer for Specular Gloss Calibration of the black glass samples
NIST-SG#6 and NIST-SG#7 and of the NIST BaK50 gloss primary
standard at incidence angles of 20°and 60°.

15)

factor of a perfectly flat and homogeneous surface, the maximum

value of the BRDF increases with the incidence angle.

Table 4.

BRDF maximum and FWHM for the samples NIST-

SG#6, NIST-SG#7 and the BaK50 NIST gloss primary standard at
incidence angles of 20°and 60°.

Sample name Gloss value for Gloss value for
incidence angle incidence angle
20° 60°
NIST-SG#6 70.8 91.2
NIST-SG#7 8.9 48.2
BaK50 100.8 100.6

For the work with the Five-Axis Goniometer, we will first
focus on the wavelength of 500 nm. Figure 3 represents BRDF
measurements in the incidence plane at 20°and 60°incidence an-
gles for the two black glass samples NIST-SG#6 and NIST-SG#7
as well as for the BaK50 NIST gloss primary standard. Both the
Full Width at Half Maxiumum (FWHM) and the maximum value
of the BRDF are linked to the gloss value of the sample (see table
4). As observed by Leloup et al. in reference [8], the width of
the BRDF doesn’t depend much on the incidence angle, whereas,
in accordance with the Fresnel equations giving the reflectance

Sample BRDF FWHM of BRDF FWHM of
name maximum BRDF maximum BRDF
for peak for for peak for

incidence incidence incidence incidence
angle 20° angle 20° angle 60° angle 60°

NIST- 22.9 sr! 2.7° 102.3 sr! 2.7°

SG#6

NIST- 245! 6.8° 23.1sr! 50

SG#7

BaK50 | 30.8 sr! 2.6° 125.7 sr~! 2.5°

The BaK50 primary standard has a highly polished surface
and the shape of the curve given by the goniometer is not related
to the sample surface properties but characterizes the response of
the goniometer. Experimentally, the BRDF is computed on the
Five-Axis Goniometer by the following formula [5]:

o (I)R(ehd)h 9r7¢r7l)

BRDF (6, 1,0y, ¢, 1) = ®iA)cos(6,)0 (17)

where Dg(6;,¢;, 0, ¢y, A) is the flux reflected by the sample col-
lected by the receiver. ®;(1) is the flux incident on the sample,
measured when the incident beam is striking directly the receiver.
Q is the receiver collection solid angle. The Fresnel equations

Dr(6:,01,6,=6;,0,=;+180°,1)
)

give us the values of the ratio from

i

the refractive index values of the sample. Thus, in case when
the shape of the experimental BRDF is limited by the goniome-
ter response, multiplying the maximum value of the BRDF by
cos(6,)Q allows us to retrieve the Fresnel reflectance factor. The
refractive index values of the BaK50 primary standard are given
in reference [6]. For this sample, the values of the Fresnel re-
flectance factor and the product of the maximum value of the
measured BRDF by cos(6,)Q can thus be compared (see table 5).
Note that the goniometer source is supposed to be perfectly non-
polarized and the Fresnel reflectance factors are thus computed
for non-polarized light.

As observed on figure 3 and in table 4, the FWHM value
of the BRDF of the NIST-SG#6 sample is very close to that of
the BaK50 standard, whereas the FWHM value of the BRDF of
the NIST-SG#7 sample is about twice as higher. The shape of
the NIST-SG#6 BRDF is thus mainly related to the goniometer
response, whereas the shape of the NIST-SG#7 BRDF is clearly
influenced by the surface properties of the sample. In the case
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Figure 3. BRDF measurements in the incidence plane at 20° (left) and 60° (right) incidence angles of two black glass samples with different gloss levels for a
wavelength of 500 nm. The red curves represent the BRDFs of the sample NIST-SG#6 and the gray curves the BRDFs of the sample NIST-SG#7. The blue
curves represent the measurements of the BaK50 NIST gloss primary standard. The black solid vertical lines delimit the ASTM D523 angular receiver aperture
specifications in the incidence plane for 20° and 60° geometries. The black dashed vertical lines delimit the ASTM D523 angular receiver aperture specifications

perpendicular to the incidence plane for 20° and 60° geometries.

Table 5. Products of the maximum value of the measured BRDFs
by cos(6,)Q at incidence angles of 20°and 60°for the samples NIST-
SG#6, NIST-SG#7 and the BaK50 NIST gloss primary standard.
Are also indicated the non-polarized Fresnel reflectance factors
computed from the BaK50 refractive index values.

Sample name BRDF,14 c0s(6,)Q BRDFy4,c05(6,)Q
for incidence angle for incidence angle
20° 60°
NIST-SG#6 0.0381 0.0924
NIST-SG#7 0.0021 0.0385
BaK50 0.0513 0.1135
BaK50 Fresnel 0.0500 0.1012

where the shape of the measured BRDF doesn’t characterize the
surface properties of the sample, the first equation of the equation
array 15 has to be replaced by:

gpfstd(x) _ jS ﬂem,» Li(6i7¢i)pFR(6i7nsple (A))COS(G,‘) Sln(9,)d9,d¢,dS
Do(A) Js JJo,.6, Li(6:,0:) cos(6;) sin(6;)d6;d §idS ’
(18)

where 1y, (A) is the refractive index of the sample at the wave-

length A. By neglecting also the variations of the Fresnel re-
flectance factor of both the sample and the primary standard with
6;, the equation 16 can be then approximated by:

Prr(80,0p—sa(AD)) L2, Va(A)C(Ai)prr(80snspie(Ai)
Prr(80;in—sta(Ap)) L, Va (4)C(Ai)prr (60,1 —sia(Ai))
(19)

G, (60) =100

Let first assume that, for both NIST-SG#6 and NIST-SG#7 sam-
ples, the previous approximation is valid and that the product of
the maximum value of the BRDF by cos(6,)Q gives us the Fes-
nel reflectance factor of the samples. We thus calculate the gloss
value of these samples according to equation 19. The results are

presented in table 6. For NIST-SG#6 sample, the calculated gloss
values compared well with the measured values listed in table
3 particularly for the incidence angle of 60°. For NIST-SG#7
sample, we observe that the calculated 20°gloss value is in good
agreement with the value measured with the Reference Gonio-
photometer for Specular Gloss Calibration, but not the calculated
value for the 60°geometry. In the case where the shape of the
BRDF is clearly limited by the angular resolution of the goniome-
ter, gloss values computed from the maximum of the BRDF are
in good agreement with the values measured with the Reference
Goniophotometer for Specular Gloss Calibration. For the NIST-
SG#7 sample a good agreement is obtained at 20°that is in the
case where the ASTM D523 angular receiver specifications in-
clude an area where the BRDF is nearly equal to is maximum
value (see figure 3).

Table 6.  Gloss values of NIST-SG#6 and NIST-SG#7 samples
computed according to equation 19 assuming the maximum of the
measured BRDF is directly related to the Fresnel reflectance factor
of the sample.

Gloss value
computed from

Gloss value
computed from
BRDF maximum for
incidence angle 20° | incidence angle 60°

Sample name

BRDF maximum for

NIST-SG#6 75.6 90.9

NIST-SG#7 8.3 22.5

To compute properly the gloss value of the NIST-SG#7 sam-
ple from its BRDF, equations 15 and 16 need to be used. These
equations require to know the variations of the BRDF with the five
variables 6;, ¢;, 0, ¢, and A. We will neglect the variations of the
BRDF with 6; and ¢;. First BRDF measurements have been done
only in the incidence plane. To compute the integration of the
BRDF over the geometrical extent defined by the ASTM D523 re-
ceiver aperture specifications, the out of plane values of the BRDF
have be numerically computed assuming a rotational symmetry

Charriere, Andree; Nadal, Maria; Zarobila, Clarence.
"Comparison of specular gloss values from a spectrally resolved
five-axis goniometer and a reference goniophotometer."
Paper presented at Material Appearance, Burlingame, CA. December 29, 2016 - January 2, 2017.

SP-168



€-6£21°'dS 1SIN/8209°01/610"10p//:sdny :woly abieyd jo aauy s|ge|ieAe si uoneoljgnd siy|

.
-

H
~
)

[MOF Lt 1y

&0 O incidence plane

0o
o plane perpendicular
o to incidence plane
o)
o
o)
© o
Q (]
o) o)
o)
O 0
& 0
Iij.ﬁrl‘nﬁw@g Rz
-10 0 10 20

distance to BRDF peak position (°)

Figure 4. Three dimensional measurement of the BRDF of the NIST-SG#7 sample (left) for an incidence angle of 60°. Comparison between the BRDF profiles
of the NIST-SG#7 sample extracted from the three dimensional measurement in the incidence plane and perpendicular to the incidence plane (right).

of the BRDF. Note that the integration domain is a rectangle in
the (6, 9,) plane with side lengths defined in table 1. Table 7
shows the gloss values computed this way for both NIST-SG#6
and NIST-SG#7 samples. We observe that for the NIST-SG#6
sample at the incidence angle of 60°the gloss value is still close
to the value measured with the Reference Goniophotometer for
Specular Gloss Calibration (see table 3) whereas the gloss value
for the incidence angle of 20°is not the expected value. For the
NIST-SG#7 sample the gloss value at the incidence angle of 20°is
also not the expected value. Nevertheless the value at 60°is closer
to the expected value than the value computed from the BRDF
maximum value (see table 6).

Table 7.  Gloss values of NIST-SG#6 and NIST-SG#7 samples
computed according to equations 15 and 16 assuming the shape
of the measured BRDF characterizes the surface properties of the
sample.

Table 8. Comparison between the gloss value of NIST-SG#7
sample at an incidence angle of 60°computed according to equa-
tions 15 and 16 from a three dimensional BRDF measurement and
its gloss value at the same incidence angle measured with the Ref-
erence Goniophotometer for Specular Gloss Calibration.

Sample name

Gloss value
computed from
BRDF integration
for incidence angle

Gloss value
computed from
BRDF integration
for incidence angle

20° 60°
NIST-SG#6 18.1 89.0
NIST-SG#7 3.0 61.8

The gloss values listed on the table 7 have been computed
by assuming a rotational symmetry of the BRDF. To study the
influence of this assumption on the gloss value a three dimen-
sional measurement of the BRDF of the NIST-SG#7 sample for
an incidence angle of 60°have been performed (see figure 4). We
observe that the profiles of the BRDF in the incidence plane and
perpendicular to the incidence plane are slightly different. The
gloss value computed from this three dimensional BRDF mea-
surement is closer to the value measured with the Reference Go-
niophotometer for Specular Gloss Calibration than the value com-
puted from in plane BRDF measurements and assuming a rota-
tional symmetry of the BRDF (see tables 8 and 7).

Gloss value Gloss value
computed from 3D measured with the
BRDF Reference
measurement Goniophotometer
for Specular Gloss
Calibration
53.3 48.2

Conclusion and perspectives

The preliminary results presented in this paper show that
a good agreement can be obtained between gloss measurements
performed on a device dedicated to gloss calibration and follow-
ing ASTM D523 specifications (the Reference Goniophotometer
for Specular Gloss Calibration) and BRDF measurements, partic-
ularly for high (around 90) or low (around 10) gloss values and in
the case where the maximum value of BRDF is used to evaluate
the Fresnel reflectance factor of the sample. The way to compute
the gloss value from the BRDF is highly dependent on the rela-
tionship between the width of the angular device response and the
angular response of the studied material. In the case where the
shape of the measured BRDF if limited by the device response,
the maximum value of the BRDF is linked to the gloss value of the
sample. On the contrary, when the shape of the measured BRDF
is linked to the surface properties of the material, an integration of
the BRDF over the receiver geometrical extent defined by ASTM
D523 need to be performed. In this case, computing the gloss
value from a three dimensional BRDF measurement seems to give
more accurate results. These results need to be confirmed by addi-
tional measurements on samples describing a more extended and
detailed scale of gloss values. Intermediate cases where the shape
of the BRDF is linked partially to the device response and par-
tially to the sample response will certainly need to decorrelate
both influences before computing the gloss value.
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We have also proposed modifications to the existing Five-
Axis Goniometer that should enable its use as a direct replacement
for the Goniometer for Specular Gloss Calibration. In the future,
we plan to test these modifications and hopefully demonstrate the
suitability of the modified instrument for providing gloss calibra-
tions.
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ABSTRACT

Due to the efforts of Henry Warren, inventor of the Telechron electric clock, electric power companies have been a source of
time and frequency reference for the public for over a hundred years. However, advances in technology and changes in the
electric power industry have generated a movement within t