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NIST is committed to the idea that results of federally funded research are a valuable national 
resource and a strategic asset.  To the extent feasible and consistent with law, agency 
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promote the deposit of scientific data arising from unclassified research and programs, 
funded wholly or in part by NIST, except for Standard Reference Data, free of charge in 
publicly accessible databases.  Subject to the same conditions and constraints listed above, 
NIST also intends to make freely available to the public, in publicly accessible repositories, 
all peer-reviewed scholarly publications arising from unclassified research and programs 
funded wholly or in part by NIST.  

This Special Publication represents the work of NIST researchers at professional conferences 
in Fiscal Year 2016.  

More information on public access to NIST research is available at 
https://www.nist.gov/open.   
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Abstract 
A round robin experiment to compare the sensitivities of various metrology tools to small voids between 
bonded wafers such as are used in three-dimensional stacked integrated circuits (3DS-ICs) and MEMS 
packaging. Participants received a set of four bonded wafer pairs with programmed voids from 0.5 μm 
to 300 μm in the bond plane; each wafer pair had different void depth ranging from 40 nm to 1200 nm. 
This experiment highlighted the capabilities and limits of various infrared (IR) and acoustic microscopies, 
including factors such as speed of measurement and resolution. 

Introduction 
To support the growing application of wafer bonding to three-dimensional stacked integrated circuits 
(3DS-ICs) and MEMS devices, the SEMI 3OS-IC Committee initialed a round robin experiment to compare 
the sensitivities of various metrology tools to small voids between wafers. Bond voids have been a long-
standing concern in MEMS packaging, which rely on bonding to provide a hermetic seal isolating 
mechanical devices from the environment, and are a major roadblock to the implementation of direct 
wafer bonding for 3DS-ICs. 

Random inhomogeneities, such as particles, trapped gasses, or non-uniformities in the surface layer, are 
typical sources of bond voids. The diameter and depth of any particular void is highly dependent on 
small variations in the inhomogeneity. Thus, this experiment used test wafers with programmed voids. 

Also, the original goal of this experiment was a standard Test Method for measuring voids[1]. As the 
project advanced it became clear that the individual capabilities of the variety of metrology tools 
available were complementary and it made sense to develop the initial standard as a Guide document 
[2]. 

Figure 1. Layout of a single test chip 
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Test Wafer Design and Fabrication 
A 25 mm by 32 mm test chip, incorporating a set of 18 test structures, was developed for this 
experiment (Figure 1 ). The individual test structures consist of an array of patterned voids, arranged so 
that there are isolated (» 5:1 space to width), semidense (5:1), and dense (1:1) voids. The design 
dimensions of these voids range from 0.5 μm to 300 μm. 

Figure 2. Isolated, semi-dense, and dense programmed voids within a block in the test chip 

A thermal oxide, nominally 5 nm thick was grown on approximately 25 sets of four pairs of 300 mm 
silicon wafers. Photoresist was deposited onto one wafer from each pairs and the test chip was imaged 
on 51 sites on each wafer. The pattern was transferred into the oxide and the photoresist was then 
removed. One pair of wafers (one patterned, one unpatterned) was set aside. The pattern on the 
remaining three patterned wafers was then etched into the underlying silicon, using the oxide as a hard 
mask. The additional etch on the three wafers was 400 nm, 900 nm, and 1200 nm, respectively. After 
etching, each patterned wafer was bonded to an unpattemed cap wafer using an oxide bond process. A 
cross-section of the process is shown in Figure 3 

Round Robin Experiment 
A number of laboratories involved in MEMS and 3DS-IC packaging research and production volunteered 
to participate in the experiment. These laboratories included device manufacturers, metrology tool 
suppliers, and academic. The experiment was described to the laboratories and they were asked to 
measure these devices using experiment broadly fell into three 
categories: those using ultrasonic inspection to identify and/or characterize voids, those that use 
infrared light, and those that use x-rays. Reports were returned from ten laboratories, with two 
reporting null results and the other eight providing data from one or more of the wafers [3]. 

Figure 3. Cross section of wafers bond process 

Ultrasonic techniques in this experiment included full-wafer resonance at frequencies around 40 kHz. 
This technique involves inducing vibrations in the bonded wafer pair and monitoring the response signal. 
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Differences in the frequency response between a void-free bonded pair and the bonded pair under 
inspection were used to identify the presence of void. This technique provides a fast, qualitative 
indication of bond voids. One of the laboratories utilized this technology. Scanning acoustic microscopy 
uses a single transducer as source and to measure the return signal. These microscopes typically use 
transducers with resonant frequencies between 5 MHz and 500 MHz. Higher frequencies typically give 
better spatial resolution while lower frequencies propagate deeper into the wafer. As air gaps reflect 
100% of the signal, bond voids can easily be identified; however, this requires a coupling fluid between 
the transducer and the wafer. Four laboratories provided data to the experiment using scanning 
acoustic microscopy. 

Infrared light is used to image the interior of wafers, including the bond plane, as silicon is transparent 
to light with wavelengths longer than approximately 1 μm. Each of the four laboratories contributing tR 
measurements to the experiment used somewhat different technologies including infrared 
interferometry, whole wafer IR, and IR microscopy. IR microscopy perhaps gives the most detailed 
images of voids [4]; however, the time to capture images using IR microscopy make it best used for 
characterizing voids identified using other techniques. The final IR tool was the grey-field polariscope. 
This technique captures the polarization of IR light transmitted through a bond wafer pair, which in turn 
is a function of stress in the wafer. This tool showed a limitation of the artificial voids used in this 
experiment: while voids in situ are caused by processes that invariably introduce stress around the void, 
this metrology was not sensitive to the artificial voids, which do not induce stress in the wafers. 

Figure 4. Minimum sensitivities for three measurement methods. 

The metrology tool used by the final laboratory was X-ray tomography. This technique has been shown 
to be useful for imaging various buried features in 3D stacked integrated circuits [5], [6]; however, since 
these samples, composed only of silicon and SiO2, were transparent to x-rays, yielding no usable data. 

Experimental Results: Defect Detection 
Three systems will be considered for defect detection and location correlation: ultrasonic resonance 
spectroscope, infrared microscope, and Low Coherence lnfraRed Interferometry scanning (LCIRISC) 
system. The measurement techniques employed yield different results based on film thickness and 
measurement technique. Figure 4 shows the minimum sensitivities range from 1 μm to 25 μm for all of 
the teams that reported results. The LCIRISC system shows a consistent 1 μm minimum sensitivity for all 
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void depths. Ultrasonic Tool C also shows a 1 μm minimum sensitivity for 400 μm void depth. The other 
systems had greater than 1 μm minimum sensitivity on all void depths. 

Figure 5. X-Y correlation results, where Tool A = LCIRISC, Tool B = IR microscope, Tool C = Acoustic 
microscope. All units in micrometers. 

Experimental Results: Location Correlation 
Three sets of sister wafers were established for the purpose of location correlation. One set of sister 
wafers was provided to each team with: IR microscope, ultrasonic resonance spectroscope, and LCIRICS. 
These tools were correlated for X-Y location to establish the positional consistency across platforms as 
shown in Figure 5. The positional accuracy across systems correlates well with R2 > 0.99 and slope 
approaching 1.0. 

Conclusions and Future Work 
These results highlight the strengths and limitations of several metrological tools for identifying and 
characterizing voids between bonded wafers. One of the key trade-offs observed is between speed of 
measurement and resolution, identifying certain tools as being better for quickly identifying the 
presence of voids, while others provide slower, but more detailed characterization of voids. As part of 
the standardization process, the test structure is being developed into a separate standard for use in 
characterizing void metrology tools. Several laboratories were unable to complete their measurements 
in time for inclusion in the first version of SEMI 3013; as data from these laboratories becomes available 
it will be incorporated into the document. Finally, as these different metrologies and processes become 
more mature, it is likely that one or more will be adopted into standalone Test Method documents. 
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ABSTRACT 

Clocks are deeply integrated into practically every cyber-
physical system either explicitly as provenance for time-
triggered actions, or implicitly in cases where cyber 
components operate in lock step with physical dynamics. 
Recognizing the criticality of timing components, this 
paper investigates an analysis approach that allows a 
system designer to formally incorporate timing 
uncertainty as a factor when evaluating the uncertainty of 
the overall cyber-physical system. A set theoretic 
approach is considered in this paper that offers advantages 
in the form of computational scalability and in its ability 
to accommodate a general class of hybrid dynamic 
systems. A demonstration of the approach is provided via 
illustrative example using a charge pump phase locked 
loop and a second order dynamic system. We anticipate 
that the proposed approach is particularly applicable to 
systems where safety or reachability guarantees are 
required. 

1) INTRODUCTION
Unification and global traceability of time scales are
particularly critical in systems spread over a wide
geographical area where collaborative actions between
components are frequently imputed to UTC. Examples of
such systems include the cellular telecom network, the
electric power system and wide area process control
systems (pipelines and gas supply networks).
Most of these cyber-physical systems (CPS) involve
controllers, consisting of: (a) a set of sensors and
actuators, representing the interface between the
controller and its environment; (b) a control logic
(implemented as one or more circuits or as one or more
pieces of software running concurrently); and (c) the

underlying timing system, which determines the rate, 
precision and accuracy of coordinated actions.  Such 
systems are commonly modeled as hybrid automata. 
Hybrid automata are finite-state machines equipped with 
continuous variables. Each discrete state of an automaton 
has a system of differential equations that govern its 
continuous variables.  
When designing a CPS or while integrating components 
into a CPS, designers typically perform correctness tests 
of the system as a whole. These tests typically evaluate all 
likely behaviors or trajectories of the system against a set 
of ‘performance’ criteria [1]. A simplified notion of 
performance would be that the system provides the 
minimum expected functionality while not entering an 
unsafe or bad state. Ensuring correctness, however, is 
often not a trivial task. Simulation of the system is not 
adequate, since it can only help examine a limited number 
of trajectories. Analytical methods are often not 
applicable, considering the complexity of systems with a 
large number of dynamic interactions. 
Analytical and simulation studies are particularly 
inadequate when assessing the safety of a closed-loop 
CPS in relation to uncertainty associated with timing 
components [2]. Firstly, the timing system is a CPS in 
itself, characterized by interacting continuous (Phase and 
Frequency Locking) and discrete (Synchronization logic) 
states. Further, the stochastic properties of oscillators are 
rarely amenable to closed form analytical expression. And 
lastly, manufacturer data for clocks frequently represent 
uncertainty in the form of bounded sets (min/max, PPM) 
making simulation studies impractical.  
An alternative to analytical and simulation studies is 
reachability analysis [3]. It consists of computing the set 
of all reachable states of the system and then checking 
that an application specific safe set encloses it. In our 
paper we focus on analyzing the impact of timing 
uncertainty on safety criteria. Reachability, as used in our 
analysis, involves mapping the performance envelope for 
the timing system onto the safe set for an enclosing CPS. 
In our paper we consider a timing subsystem comprised 
of a Type-II Charge Pump Phase Locked Loop (PLL) and 
model (as hybrid automata) the interactions between a 
VCO, a three state phase frequency detector, a loop filter 
and frequency divider. 
In Section 2 we present the model of our system including 
the hybrid automata we use to describe it. In Sections 3 
and 4 we introduce our geometric interpretation of 
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uncertainty and apply it to sensor uncertainty and 
uncertainties associated with the PLL system respectively. 
Section 5 presents hybrid set theoretic reachability and the 
geometric results that enable our analysis. Finally, Section 
6 concludes our analysis by highlighting some 
preliminary results showing that the correctness of a 
synchronous generator control system can be evaluated 
from the perspective of measurement uncertainty 
(combining sensor and timing uncertainty) using our set 
theoretic approach. We also propose next steps for the 
work presented in this paper.  
 

2) HYBRID AUTOMATA 
A linear hybrid automaton is a generalized finite state 
automaton that is equipped with continuous variables. The 
discrete changes of the hybrid system are modeled by 
edges of the automaton and the continuous evolution of 
the system at each location in the automaton is 
constrained by linear time invariant dynamics of the 
form 𝑥 = 𝐴𝑥 + 𝐵𝑢. The syntax we use for hybrid 
automaton in our paper is defined in detail in [4]. 
Following conventional notation, let us consider a hybrid 
automaton 𝐻 represented by the tuple 
𝐿𝑜𝑐,𝐸𝑑𝑔𝑒,𝛴,𝑋, 𝐼𝑛𝑖𝑡,𝐹𝑙𝑜𝑤, 𝐽𝑢𝑚𝑝    where 
𝐿𝑜𝑐: {𝑙!, 𝑙!…   𝑙!} is a set of finite control locations that 
represent control modes. Instantaneous discrete transitions 
between control modes are denoted with a set of labeled 
edges 𝐸𝑑𝑔𝑒 ⊆   𝛴  ×  𝐿𝑜𝑐 where the labels are drawn from 
set 𝛴. The automaton is equipped with a set of 
differentiable continuous variables 𝑋 ∈ ℝ!, with 𝑋 and 𝑋 
representing the first derivative and the updated value of 
𝑋 respectively. The 𝐼𝑛𝑖𝑡 and 𝐼𝑛𝑣 predicates attached to 
each location in the automaton represent inequality 
constraints on the initial value and magnitude limits of 𝑋 
within each mode respectively. Finally, the functions 
𝐹𝑙𝑜𝑤 and 𝐽𝑢𝑚𝑝 represent the evolution trajectory acting 
on 𝑋 ∪ 𝑋 and the discrete update acting on 𝑋 ∪ 𝑋 
respectively.  
 
2.1) Running CPS example 
To illustrate the analysis approach in this paper let us 
consider a simplified example of a control problem 
requiring synchronized clocks. The example we use in 
this paper is based on the control requirements for power 
regulation in a ‘microgrid’ [5]. Microgrids with multiple 
generators require precise coordination of generator set 
points in order to maintain stable voltage and frequency. 
This coordination is particularly critical in a small power 
grid that is susceptible to fluctuations in voltage 
magnitude and frequency due to changes in loads, or 
external conditions such as a fault on the main grid. 
Control methodologies must respond to local variations in 
voltage waveforms, while still tracking a reference 
performance schedule for the microgrid. Since microgrids 
can span several hundred meters in area, control and 
sensor signals are typically transmitted over an Ethernet 
network, with control authority delegated to multiple 

generators. Accurate clock synchronization is required 
across all generators, sensors and circuit breakers to 
ensure operation of the entire networked control system. 
 
A simplified dynamic representation of the microgrid 
problem is shown in Figure 1. In our example, we assume 
two generators represented by the linearized swing 
dynamics as shown in Equation 1 coupled through a 
complex impedance 𝑍!". This simplified example 
highlights the coupling interaction between two sets of 2nd 
order differential equations. In the case of our example, 
the impedance between the generators manifests 
dynamics corresponding to a first order filter in the form 
of a phase lag between 𝑏! and 𝑏!. The dynamic response 
of each generator is governed by its rotary inertia and 
damping ratio 𝐽! and 𝐷! respectively. The state of each 
generator is represented by its terminal voltage 𝐸! and 
rotor angle 𝛿!. The generator is controlled via regulation 
of input power 𝑃!,!. The cumulative dynamics of the two-
generator system in response to perturbations of the state 
𝑉! , 𝜃! ! about a synchronized network in steady state may 

be represented by the dynamic linearized swing equation 
and the algebraic DC power flow equation. These 
equations can be assembled into a state-space model for 
the network, producing a small signal version of the 
structure-preserving power network model shown in 
Equation 2 as derived in [6]. 

 
Figure 1: Schematic representation of a two generator 
microgrid 

Equation 1: Linearized swing equation for generators 

 
 
Equation 2: Structure preserving power network model 

 
  
Assuming that the generators in the network are of PV-
Type [7], we can decouple Equation 2 into a system of 
Ordinary Differential Equations in the linear time 
invariant form  𝑥 = 𝐴𝑥 + 𝐵𝑢 and a set of linear algebraic 
constraints 𝛼 ≥ [ℤ!"]!!  𝑥 on the relative phase between 
adjacent buses where [ℤ!"] is the impedance weighted 
adjacency matrix for the two generator circuit. Note that 
such algebraic constraints are compatible with the 𝐼𝑛𝑣 
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predicate defined in Section 2. Let us now consider the 
discrete changes in the circuit topology represented by the 
circuit breaker 𝑄!. In the event of a large fault current 
between 𝑏! and 𝑏!, the phase constraint represented by 
𝑍!" is released and the two generators operate 
independently. In power systems terms, this event 
represents a fault triggered decoupling event. 𝑄! may be 
triggered by other considerations such as a phase angle, 
thermal or voltage excursions. In our formalism for 
hybrid automata these triggers comprise the 𝐽𝑢𝑚𝑝 
predicate. 
Without the loss of generality, we can reduce the 
microgrid regulation control problem within each 
operating mode of the circuit breaker to a phase 
synchronization problem for 𝐺!. The synchronization 
torque for 𝐺! is given by the equation: 

 
 
 
Integrating this control law into the dynamics in Equation 
2 and linearizing the system we get a closed loop system 
of the form 𝑥 = [𝐴 + 𝐵𝐾]𝑥. The closed loop system after 
a circuit breaker tripping event is represented by 
𝑥 = [𝐴∗ + 𝐵𝐾∗]𝑥. Combining both operating modes, we 
get the hybrid system shown in Figure 2. 

 
Figure 2: Hybrid automata describing the three operating 
modes for the two generator system. 

3) SENSOR UNCERTAINTY  
The sources of uncertainty that limit the performance of 
the phase tracking control problem range from model 
errors, to inaccuracies in measurements to actuator 
bandwidth limitations and network latency. Since 
Equation 1 has an inherent pole at the origin (an 
integrator), our generator phase synchronization problem 
presents a tracking error that is proportional to the integral 
of any error in the control inputs. The control input 𝑃!,! in 
turn, is an algebraic function of the system state with a 
gain proportional to 𝑍!"!!. For most distribution circuits, 
this gain is in the order of about 10! making the control 
system particularly sensitive to uncertainties in the system 
state  𝑥. 
Inaccuracies in the estimation/measurement of the system 
state will be the primary focus of our analysis in this 
paper in keeping with growing interest in the microgrid 
community for real time, high quality sensor 
measurements. The state of our example system (Equation 
2) includes the explicit variables [𝜃, 𝛿] that correspond to 
measurements of phase on circuit buses and generator 
terminals respectively. These measurements are typically 

obtained using a Phasor Measurement Unit (PMU). PMUs 
estimate the phase, frequency, frequency modulation and 
amplitude of the fundamental grid frequency (60Hz in the 
U.S.). The primary PMU generated measurement, 
however, is called a synchrophasor which is a vector 
representation of a sinusoidal voltage and current 
waveform as illustrated in Figure 3. 
Several algorithms exist to compute the synchrophasor, 
however a majority of the algorithms utilize a recursive 
peak tracking implementation of the discrete Fourier 
transform or a similar algorithm [8]. The synchrophasor 
phase angle 𝜃 is measured in reference to the ‘second’ 
transition on a UTC synchronized clock within the PMU. 
As a result, clock offsets in the PMU clock manifest as 
phase error of the vector measurement [9].   
The C37.118.1-2011 synchrophasor standard and its 
amendment [10], [11] bound the total vector error (TVE) 
for synchrophasors to a threshold 𝜖 (typically 𝜖 ≤ 1% 
under steady state conditions). TVE is the magnitude of 
the error vector between the true synchrophasor for a 
given sinusoidal waveform to the phasor measured by the 
PMU. The TVE bound includes all sources of error within 
the PMU including errors in the potential transformers 
and other transducers, limitations in sampling, A/D 
conversion and timing errors. The TVE limit is illustrated 
in Figure 3 by a circle with radius 𝜖. Note that the 
maximum tolerable phase error  𝑃𝐸 is represented by 
tangents to the circular TVE region.  

 
Figure 3: A synchrophasor plotted on the I/Q plane showing 
limits for total vector error. 

Equation 3: TVE in terms of magnitude and phase error 

 
 
Transforming the TVE criterion from the I/Q plane to a 
real basis of magnitude and phase errors, we get the 
relation shown in Equation 3. Where 𝑃𝐸 and 𝑀𝐸 
correspond to phase and percent magnitude errors 
respectively.  An interesting outcome of this change of 
basis is that the graphical interpretation of Equation 3 is 
an ellipsoidal level set. 
Figure 4 shows the level curves for Equation 3 at different 
values of 𝜖. Based on this geometric interpretation, we 
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propose that uncertainty in the system state 𝑥 for the 
microgrid system, as measured by a PMU, may be 
represented by a spherical or hyper-ellipsoidal geometric 
error criterion. Our uncertainty model is not stochastic but 
rather deterministic and set based. In the following 
sections, we will extend this interpretation of uncertainty 
and generalize our uncertainty model in order to develop 
a non-probabilistic test for safety or correctness of the two 
generator power system for any realization of state 
uncertainty within the set. 

 
 

Figure 4: Contour plot showing ellipsoidal level curves 
corresponding to different values of 𝝐 

4) UNCERTAINTY FROM TIMING COMPONENTS 
An important factor affecting PMU performance is its 
internal timing system. As highlighted in the previous 
section, timing errors result in errors in measurement of 
phase. Prior evaluations of PMU performance and 
uncertainty include timing errors in their analysis by 
simply translating the maximum tolerable measurement 
error to the corresponding clock offset i.e. for the 𝜖 ≤ 1% 
criterion to hold in a 60 Hz system, errors in the timing 
system must be ≤26.5  𝜇𝑠. Clearly, this is a fairly 
superficial treatment of timing errors. As the constraints 
on sensor performance are tightened and the complexity 
of algorithms used for CPS continually increase, there is 
concern in the metrology community that the dynamics 
associated with clock regulation and time synchronization 
might result in rare but unpredictable negative 
interactions within a CPS.  
Let us re-examine PMU measurement uncertainty from 
the perspective of first order effects introduced by phase 
noise in the primary oscillator driving its sampling clock. 
 

 
Figure 5: Schematic diagram showing measurement noise 
introduced through phase modulation of the sampling clock. 

Assuming that the measurand is an ideal sinusoidal signal 
𝜔!, Figure 5 illustrates the impact of phase noise in the 
sampling clock 𝜔! on the Signal-to-Noise ratio of the 
output signal 𝐹(𝜔!) from the PMU [12]. When the 
sampling clock is derived from a free running oscillator 
its single side-band phase noise in dBc/Hz is typically a 

function of frequency offset from the oscillator resonant 
frequency. This function is available as published test 
data for the oscillator typically approximated to a number 
of regions having a slope of 1 𝑓!. Figure 6 shows an 
example of this phase noise profile published in [13]. We 
assume for simplicity that the time domain jitter is 
dominated by “white” broadband phase noise. An 
assumption justified by the fact that sampling clocks in 
PMUs are typically phase locked oscillators. Phase locked 
loops significantly attenuate close-in phase noise. We can 
then compute the timing jitter introduced by the integrated 
noise power across a frequency domain of interest. 
Typically, a range of twice the sampling rate is adequate 
as shown in Figure 6 by the brown highlighted 
rectangular region.  

 
Figure 6: Oscillator phase noise profile 

The root mean square timing jitter introduced by the total 
phase noise represented by the area labeled ‘A’ is given 
by: 

 
We can now perform a change of basis in a similar 
fashion to the previous section to find the manifestation of 
this timing jitter in the output of an N-point Discrete 
Fourier Transform computed from discrete samples 
𝑓!  [𝑛 ∈ 𝑁].  
First, assuming that 𝑇!"##$% is uniformly distributed across 
the 𝑁 sample DFT window, the standard deviation of the 
sampled signal in the time domain is given by: 

 
Where 𝛼! is the first derivative of the sampled sinusoidal 
(60Hz) waveform at sampling instant 𝑛.  
Transforming this uncertainty to the phasor space or the 
I/Q plane as in Figure 3 we get the relation in Equation 4. 
See [14] for a more detailed presentation. 
Equation 4: Uncertainty associated with sampling jitter 
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two terms we see that by the trigonometric identity 
sin! 𝑥 + cos! 𝑥 = 1 that the geometric interpretation of 
the cumulative uncertainty in signal magnitude and phase 
due to timing jitter is ellipsoidal in nature.  As in Section 
3 with sensor uncertainty, timing uncertainty can also be 
modeled using a set based hyper-ellipsoidal geometric 
error criterion. 
 
4.1) Dynamics of timing components 
Our analysis of timing uncertainty so far has focused on 
jitter and phase noise as ergodic parameters. There are 
also deterministic dynamics at play in the timing system 
that are seldom included when evaluating the correctness 
of CPS. For example, consider the dynamics of jitter 
mitigation and clock synchronization introduced into the 
sampling subsystem in a PMU. In the following analysis 
we focus on the dynamics of a three state charge-pump 
phase locked loop (3PD-CP-PLL) in conjunction with a 
voltage-controlled crystal oscillator (VCXO). This type of 
PLL is popular in embedded analog to digital converters 
and is unique in that the output of its phase detector is a 
current that is ‘pumped’ in and out of a loop-filter and is 
able to serve as a frequency detector as well. The reader is 
directed to [15]–[17] for more detailed discussion on PLL 
design illustrated in Figure 7. 

 
Figure 7: Block diagram of 3PD-CP-PLL driving the 
sampling system 

The linearized closed loop dynamics associated with 
phase 𝜙 and frequency modulation 𝜔 due to the PLL can 
be described by the following differential equation: 
 

 
 
The phase detector has three discrete operating modes 
(phase lead, phase lock and phase lag) that can be 
represented by the finite state machine in Figure 8. Note 
that the three state phase detector in conjunction with the 
linearized PLL dynamic equation produces a hybrid 
automata of the form described in Section 2. 

 
Figure 8: Hybrid system model of a three state phase 
detector. 

The core challenge we address in our work is the 
propagation of uncertainty expressed in Equation 3 and 
Equation 4 through the dynamics shown in Figure 2 and 
Figure 8. In a larger sense, we are interested in a 
computationally feasible strategy to evaluate the impact 
of uncertainty originating from subsystems such as the 

timing system or the sampling system on the performance 
of a CPS. Our approach is a treatment of uncertainty 
using the same compositional primitives used to 
effectively compose a CPS from sub-systems. In the 
following section we will present one strategy to achieve 
this goal by exploiting the spherical and ellipsoidal fitting 
of geometric error criterion (such as TVE or Timing jitter) 
in ℝ!. 

5) REACHABILITY ANALYSIS 
We treat uncertainty propagation as a dual to the problem 
of reachability of hybrid dynamic systems i.e., reach of a 
set of uncertain states represents a measure of correctness. 
In contrast to Monte-Carlo strategies of exploring the 
uncertainty space that are limited in scale to a finite 
number of simulated trajectories, we use a simplification 
of the uncertainty space represented as a convex set 
bounded by the functions in Equation 3 and Equation 4. 
Extending the observation that our convex uncertainty 
sets can be approximated by a family of hyper-ellipsoids 
ℇ 𝑞,𝑄 = {𝑥| 𝑥 − 𝑞,𝑄!! 𝑥 − 𝑞 ≤ 1}[𝑞 ∈ ℝ!,𝑄 ∈
ℝ!×!] we use the results in [11] and [12] to propagate 
these ellipsoids through hybrid automata with small signal 
linear dynamics 𝑥 ⊆ 𝐴𝑥 + 𝐵𝑢: Using the linear 
transformation  𝐴[ℇ 𝑞,𝑄 ] + 𝑏 = ℇ(𝐴𝑞 + 𝑏,𝐴𝑄𝐴!).  
 
The guards of the discrete transition 𝑋! → 𝑋 (recall the 
notation for the hybrid automaton 𝐻) are usually 
represented as linear inequalities. If the geometric 
interpretation of these inequalities is a half space 
𝑆 = 𝑥 𝑏, 𝑥 ≥ 𝛼  then the ellipse ℇ 𝑞 + 𝑝 ,𝑄 + 𝑝  
is an approximation of ℇ 𝑞,𝑄 ∩ 𝑆 at any point 
𝑝 ∈ 0, !

!!!
!

.  
The geometric union of ellipsoids can also be estimated 
by an approximating ellipse ℇ 𝑞! + 𝑞!,𝑄 𝛽 ⊂
ℇ 𝑞!,𝑄! ∪ ℇ 𝑞!,𝑄!  s.t. 𝑄 𝛽 = 1 + 𝛽!! 𝑄! +
1 + 𝛽 𝑄!  ∀𝛽 > 0. 

 
Using these geometric operations, we are able to 
analytically determine the correctness of hybrid systems 
for any realization of the uncertainty in a given set. As a 
result, correctness as evaluated using this approach is 
deterministic. In hybrid systems with a large number of 
interacting components, this deterministic approach 
consumes significantly less memory than comparable 
probabilistic approaches since each ellipse is stored as a 
tuple and every interaction between subsystems manifests 
as an intersection of ellipses which in turn is 
approximated as an ellipse. In comparison interacting 
dissimilar probability distributions result in very large sets 
of posterior probabilities. 
Geometric operations for the intersection, union, linear 
transformation and geometric sum of convex sets can be 
performed very efficiently. As noted in [18], the 
complexity of the reachability analysis using ellipsoidal 
approximations is polynomial in time and quadratic in 
dimension. While a more detailed presentation of 
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verification guarantees for our ellipsoidal approximations 
are beyond the scope of this paper, we would like to 
highlight our approach as it applies to the CPS example in 
Section 2.1. First, the ability to efficiently detect 
intersections between ellipses and half spaces gives us a 
tool to test the hybrid system for violations such as the 
limit threshold on circuit breaker 𝑄!. Second, the 
geometric union of ellipses gives us the ability to 
compose multiple sources of uncertainty as in the 
uncertainty originating from PMUs expressed as TVE and 
the sampling jitter introduced by the timing system. 
Algorithms used to detect intersections and unions are 
either closed form, or guaranteed to converge to the 
global optimum in a finite number of iterations and they 
work without restriction in spaces of generic dimension.  
Lastly, the dynamics of the generators, the PLL system 
and the electrical network constraints are implemented as 
linear transformations on uncertainty ellipses. As 
described in [20], parameter uncertainty in dynamic 
models may also be expressed as unknown but bounded 
sets and so may be considered using our approach. 

6) CONCLUSIONS AND FUTURE EXTENSIONS 
As a preliminary evaluation of our approach, we 
considered two operating conditions for our CPS 
example. In the first case, an uncertainty set bounded by 
ℇ 0

0 , 1 0
0 0.5  was applied to the hybrid system 

comprising the charge pump PLL and the two generator 
network. Both systems are asymptotically stable in their 
primary operating modes and as a result |𝑄| remains 
bounded as the reach set is propagated through the system 
dynamics. Figure 9 illustrates the evolution of reach set 
over ten simulated seconds constructing a ‘reach tube’.  

 
Figure 9: Reach tube showing stable evolution of phase and 
magnitude variation when the initial uncertainty set does not 
trip the circuit breaker. 

Repeating the analysis for a case when the reach set 
intersects the half space facet representing a circuit 
breaker tripping event, we see that the same uncertainty 
set results in unbounded expansion of the reach set. 
Clearly not all trajectories are unstable within the set but 
the analysis does show that a sequence of dynamic 
transitions are possible that might drive the system to an 
unstable operating state. The phase tracking system, 
therefore, is no longer ‘correct’. 

 
Figure 10: Reach tube showing an unstable evolution of 
phase and magnitude when the uncertainty set erroneously 
triggers a tripping event. 

The analysis presented here is fairly simple in order to 
introduce our approach and to present its value to 
evaluating the correctness of hybrid dynamic systems; 
particularly in relation to the impact of timing uncertainty 
on large interconnected CPS. Our research continues to 
focus on this reachability approach for compositions of 
interconnected subsystems with a large number of set 
intersections. Our upcoming work includes simulations 
using real data for timing uncertainties and model 
parameters. 
 
Official contribution of the National Institute of Standards and 
Technology; not subject to copyright in the United States. 
Certain commercial equipment, instruments, or materials are 
identified in this paper in order to specify the experimental 
procedure adequately. Such identification is not intended to 
imply recommendation or endorsement by the National Institute 
of Standards and Technology, nor is it intended to imply that the 
materials or equipment identified are necessarily the best 
available for the purpose. 
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ABSTRACT 
We introduce an optomechanical transducer-based nanoscale 

cantilever probe for atomic force microscopy (AFM). The high 

optical quality factor of the microdisk resonator enables detection of 

the nanoscale cantilever motion with high sensitivity. The low 

stiffness ( 1 N/m) and high frequency (above  4 MHz) nanoscale 

cantilever provides both a wide bandwidth for fast motion detection 

and a high force sensitivity. We demonstrate the capabilities of the 

device in AFM for fast scanning (nominal 30 μm × 30 μm, 39.06 Hz 

line rate, 2.93 mm/s tip speed) with a fast settling time (< 2 μs). 

Furthermore, the detection of photo-thermal induced resonance 

(PTIR) signals at a 50 nm thick polymer film is also demonstrated. 

INTRODUCTION 
Fast-scanning AFM with sensitive force measurement is 

essential for investigating short time-constant motion or dynamics 

at small scales, and the demand for this capability is growing rapidly 

in various fields of nanoscale science and technology [1-3].  The 

key to realizing the desired performance is the use of a cantilever 

with a high mechanical resonance frequency (ω), in order to provide 

a wide detection bandwidth, and a low stiffness (k), in order to 

provide high force sensitivity.  These two goals can be realized by 

reducing the cantilever size to the nanoscale.  However, if the 

cantilever size is reduced in this manner, optical transduction is 

inefficient for the typical beam bounce far-field or interferometric 

detection methods, used in conventional AFM systems.  This occurs 

because the light cannot be focused only on the nanoscale cantilever 

due to the optical diffraction limit.  For a given minimum size and 

mass (m), the stiffness increases with larger ω, since k = mω2, 

resulting in low sensitivity. 

Here we introduce a fully-integrated silicon microdisk cavity 

optomechanical transducer-based nanoscale cantilever to make a 

fast-scanning, sensitive AFM. An integrated near-field detection 

scheme [4] allows reduction of the mechanical probe cross-section 

to the 100 nm scale. A remarkable advantage of our cavity 

optomechanical transducer is its highly sensitive mechanical motion 

measurement, which is enabled by the strong interaction between 

photons that are confined inside the cavity and the cantilever 

motion. Optical shot noise, rather than thermal noise, fundamentally 

limits the motion readout precision, and optical power does not, in 

principle, have to be dissipated in the transducer. Readout precision 

is sufficient for the probe to operate at its fundamental 

thermo-mechanical limit. Among various types of optomechanical 

transducers such as suspended membranes [5], planar photonic 

crystal cavities [6], and microdisk resonators [7,8], we choose to 

utilize a microdisk type transducer for geometrical reasons: the 

cantilever can be simply incorporated around the rim of the 

microdisk, leading to an extended cantilever-disk interaction region, 

greatly enhancing the optomechanical coupling gOM.  This layout 

geometry facilitates the engineering of ω and k through geometry 

variations, and enables practical experiments in AFM systems. 

Furthermore, the integrated chip (optomechanical transducer and 

waveguide) is connected by optical fiber, which eliminates the need 

for laser alignment and provides a stable output signal.  

We use a custom adapter to incorporate our transducer chip in 

place of a conventional AFM cantilever chip into a commercial 

AFM and PTIR system, and demonstrate improved performance of 

both instruments. 

NANOFABRICATION OF THE DEVICE 
     Figure 1 shows the nanofabrication process of the device. The 

devices are fabricated in a 260 nm thick silicon layer on top of the 

1 μm buried oxide (BOX) of a silicon-on-insulator (SOI) chip. 

Typically, multiple 5 mm × 5 mm individual die are fabricated on a 

single 3 cm × 3 cm chip. In this work electron (E)-beam and

Figure 1: Nanofabrication of the optomechanical device. (a) 

E-beam lithography. (b) Oxide & nitride depositions. (c)

Photolithography and nitride dry etch (d) Oxide and KOH etching.

(e) Cantilever releasing with wet HF etching, critical point drying,

mechanical and FIB under-cut below the cantilever, and gluing the

cleaved optical fiber. Inset shows sidewall profile from the Si etch,

scale bar 500 nm.
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multiple contact optical lithography steps are combined for defining 

device layers. This work is focused on device demonstration, and 

uses a few steps that are not compatible with batch fabrication. A 

much more sophisticated process aimed at batch fabrication of a 

wide class of similar devices is reported in a separate paper at this 

conference.  

In the first step, E-beam lithography is used to define all 

features in the SOI Si, with critical features being the narrow gaps 

and the small cantilever width, followed by inductively-coupled 

plasma reactive ion etching for patterning the Si layer with a C4F8 

passivation-based SF6 etching technique [9] as shown in Fig. 1(a). 

Note that we check the etched vertical profile with a test silicon chip 

which has 1 μm line pattern before device etching, as depicted in the 

inset of Fig. 1(a). We realize vertical and very smooth sidewall 

profiles, which are required for controlling optical mode shapes and 

achieving the high optical quality factor for high sensitivity and 

selectivity for in-plane mechanical motion.  

Next step is the low-pressure chemical vapor deposition 

(LPCVD) of SiO2 and nitride as shown in Fig. 1(b). The oxide is 

used as optical cladding and sacrificial layer, and nitride as a mask 

layer for the subsequent Hydrofluoric acid (HF) release step. Nitride 

windows near the microdisk/cantilever and the fiber couplers are 

opened by photolithography and reactive ion etching, as shown in 

Fig. 1(c). At this point,  the chip is annealed for 1 hour at 1000 C to 

densify and improve the film quality of the oxide and nitride. 

Following this, we lithographically pattern and dry etch all layers 

stopping on the Si substrate to define patterns for fiber v-grooves 

and for chip singulation. Potassium hydroxide (KOH) etching 

defines 75 μm deep v-grooves.  During this step, the SOI silicon is 

sufficiently protected by the BOX and top oxide layers as shown in 

Fig. 1(d).  

We mechanically cleave to singulate 5 mm × 5mm die, followed by 

mechanical polishing of the Si die corner at 45 from the backside 

and focused ion beam (FIB) undercut of the transducer area to 

expose the cantilever probe at the chip corner (Fig. 2) and to sharpen 

the AFM probe tip. This mechanical processing is needed for 

unimpeded sample approach with the in-plane fabricated probe in 

AFM experiments (in the future may be accomplished by an 

appropriate combination of scalable back and front bulk 

micromachining techniques). The devices are released by wet 

etching in 49 % by mass HF solution in water, followed by rinsing 

and supercritical point drying. Figure 2(a) shows side view of the 

die corner after mechanical milling for gross under-cut of the Si 

substrate under the cantilever with 45 milling angle using diamond 

grit sandpaper. Figure 2(b) shows SEM side view image of a 

finished, FIB-milled and HF-released device. 

 

 
Figure 2: (a) Mechanical milling result. Si substrate under the 

cantilever is firstly polished by milling machine with diamond sand 

paper at 45  angle. (b) FIB milling is precisely performed near the 

cantilever area. 

 
Figure 3: (a) Optical microscope images of the fabricated 

optomechanical device. (b) Installation of the optical fiber glued 

device into a commercial AFM system. 

 

 

        Figure 3(a) shows a top down optical microscope view of the 

optomechanical device and the v-groove terminations with Si 

waveguide optical couplers. The released die is attached with epoxy 

to a custom 3D-printed metal adapter and then bare, cleaved, single 

mode telecom optical fibers are actively aligned in the v-grooves to 

the on-chip inverse-taper optical couplers using a 1550 nm 

wavelength laser source. The fibers are glued into the v-grooves and 

to the adapters using ultra-violet (UV) curable epoxy. The fiber 

facet and the suspended Si inverse taper structure at the end of the 

v-grooves typically remain epoxy-free. 

We install this optical fiber glued device into a commercial 

AFM system. We only use the chip cantilever chip holder and the 

sample scanner of the AFM, while our optomechanical signal is fed 

back into the instrument in place of its normal far-field 

beam-bounce optical detection system as shown in Fig. 3(b). The 

active corner on the die with the nanoscale sharpened probe is 

oriented down toward the sample stage of the AFM.  

 

DEVICE DESIGN AND CHARACTERIZATION 
Figure 4(a) shows an optical micrograph of the fabricated 

integrated silicon cavity optomechanical transducer with a basic 

schematic of the AFM measurement. The nominal fabricated disk 

diameter is 10 μm, while the cantilever nominal width and length 

are 120 nm and 24 μm, respectively; the gap between cantilever and 

microdisk is 200 nm, and the tip radius after FIB sharpening is 

15 nm, which is comparable to the tips of commercial AFM 

cantilevers. 

SP-14

An, Sang M.; Zou, Jie; Holland, Glenn; Chae, Jungseok; Centrone, Andrea; Aksyuk, Vladimir. "Optomechanical transducer-based soft and high Frequency nanoscale cantilever for atomic force microscopy." Paper presented at the Solid State Sensor, Actuator and Microsystems Workshop, Hilton Head Island, SC, Jun 5-9, 2016.

An, Sang M.; Zou, Jie; Holland, Glenn; Chae, Jungseok; Centrone, Andrea; Aksyuk, Vladimir. 
“Optomechanical transducer-based soft and high Frequency nanoscale cantilever for atomic force microscopy.” 

Paper presented at the Solid State Sensor, Actuator and Microsystems Workshop, Hilton Head Island, SC, Jun 5-9, 2016.



     Figure 4(b) shows the working principle for a cavity 

optomechanical transducer-based near-field detection of cantilever 

motion. The mechanically-stationary microdisk is a high quality 

factor whispering gallery optical cavity that can be sensed through 

an evanescently coupled Si waveguide. Coupling into a cavity 

optical resonance mode results in a spectrally-narrow dip in 

waveguide transmission, Fig 4b. Optical quality factors of the 

10 m diameter microdisk resonator typically lie between 15 000 to 

100 000 depending on the surface cleanliness of the microdisk rim, 

the roughness of the etched sidewall, and the geometry of the 

waveguide-microdisk coupling area. 

     The cantilever is too narrow to support a guided optical mode 

and to guide any light away from the optical cavity. Thus it does not 

affect the cavity optical loss. Instead, moving the cantilever into (out 

of) the evanescent fields of the cavity lowers (increases) the cavity 

optical resonance frequency, shifting the transmission dip. The shift 

of the spectrum can be translated into an amplitude modulation of 

the transmitted light by tuning the excitation laser to a fixed 

wavelength on the shoulder of the resonance, Fig. 4(b). Therefore, 

the photodetector voltage becomes linearly proportional to the 

cantilever position. Figures 5(a) and 7(b) shows that the motion 

readout noise is low enough to clearly resolve the thermal 

fluctuations of the mechanical probe itself, both when free and in 

contact with the sample. Therefore, the measurement performance 

is determined by the probe’s thermal mechanical noise. 

The non-contact noise spectrum for the cantilever used in the 

AFM experiment is shown in Fig. 5(a), measured with ≈ 3 mW of 

input optical power. The mechanical stiffness is estimated by finite 

element calculation to be  1 N/m and cantilever mass is in the 

sub-picogram range. The observed resonance frequency of  4 MHz 

agrees well with the calculation. These parameters together with the 

measured quality factor Q  20, are used to calibrate the sensitivity 

using the equipartition theorem. This gives the readout noise 

background in Fig. 5(a) of  7 fm/Hz1/2 and the thermodynamic

Figure 4: Optomechanical transducer-based nanoscale cantilever. 

(a) Device and detection schematic. (b) Working principle.

Figure 5: (a) Measured mechanical resonance frequency (4 MHz). 

(b) Simulation results of corresponding mechanical resonance.

Langevin force noise density of  6 fN/Hz1/2 acting on the 

cantilever, in air. Note that we can, in principle, widely vary the 

cantilever resonance frequency (200 kHz to 110 MHz) and stiffness 

(0.01 N/m to 290 N/m) by varying the design of e-beam lithography 

pattern [10]. 

     This motion readout signal can be used by the AFM system as 

the cantilever “deflection” signal. Following conventional contact 

mode protocol, the AFM closes a feedback loop by adjusting the 

height of the probe relative to the sample to maintain deflection near 

a fixed setpoint value, adjusting for the changes in the sample 

topography as the probe is scanned. 

EXPERIEMTNAL RESULTS 
We performed fast scanning AFM and a PTIR measurement on 

a single location with the optomechanical transducer-based 

nanoscale cantilever. 

Fast scanning 

Figure 6(a) shows the contact-mode fast-scanning AFM image 

of a 3 μm period grating in ambient conditions. A wide area of 30 

μm × 30 μm is imaged a high resolution (512 × 512 pixels) using a 

line scan rate of 39.06 Hz in the fast direction, which corresponds to 

a cantilever linear speed of 2.93 mm/s (total scan time: 13.5 s). Note 

that these times and frequencies properly account for the additional 

scanner turn-around time between each line. Even at this speed, the 

cantilever followed the sharp 25 nm high steps of the surface 

topography of the grating as shown in the Topo + Deflection images

Figure 6: AFM measurement of a test grating. (a) AFM image of the 

25 nm tall grating lines. (b)-(d) a single line scan. Experimental 

uncertainty is smaller than the data marker size. 

SP-15

An, Sang M.; Zou, Jie; Holland, Glenn; Chae, Jungseok; Centrone, Andrea; Aksyuk, Vladimir. "Optomechanical transducer-based soft and high Frequency nanoscale cantilever for atomic force microscopy." Paper presented at the Solid State Sensor, Actuator and Microsystems Workshop, Hilton Head Island, SC, Jun 5-9, 2016.

An, Sang M.; Zou, Jie; Holland, Glenn; Chae, Jungseok; Centrone, Andrea; Aksyuk, Vladimir. 
“Optomechanical transducer-based soft and high Frequency nanoscale cantilever for atomic force microscopy.” 

Paper presented at the Solid State Sensor, Actuator and Microsystems Workshop, Hilton Head Island, SC, Jun 5-9, 2016.



 
Figure 7: PTIR measurement. (a) Optomechanical probe is used 

instead of a conventional AFM cantilever and its beam-bounce 

readout in PTIR nanoscale chemically-sensitive imaging system. (b) 

Cantilever probe is limited by fundamental thermodynamic 

mechanical noise which is lower than thermal noise of conventional 

cantilevers in air. Noise power is relative to 1 mW. (c) Signal from a 

50 nm thick PMMA film. 

 

 

and line profiles in Fig. 6(b). The cantilever deflection changes very 

quickly at the grating steps, followed by the slower compensation 

by the AFM z feedback (“topography” channel). At the steps, the 

cantilever climbs up the wall (Fig. 6(c)) and descends the valley 

(Fig. 6(d)) with the response that is within about 20 % of the final 

value achieved within the 2 μs single time step duration. Based on 

the standard deviation among 10 adjacent points on a flat portion of 

the sample, taken at 2 μs per point, the noise per point is estimated 

as 20 pm one standard deviation. 

 

PTIR measurement 

We have integrated our optomechanical probe into a 

commercial photo-thermal induced resonance (PTIR) system [11]. 

PTIR combines the nanoscale resolution of AFM and optical 

spectroscopy and enables measuring local infrared absorption 

spectra and mapping chemical composition with nanoscale 

resolution [12,13].  The system operates by illuminating a thin-film 

sample with a short pulse from a tunable infrared laser. If the sample 

at a given location absorbs the specific infrared wavelength of the 

pulse, the optical energy is locally converted into heat and results in 

surface motion due to thermal expansion. An AFM cantilever in 

contact with the sample at such location experiences a mechanical 

“kick” which is detected. Typically, the short thermo-mechanical 

kick from the sample excites one or more mechanical resonant 

modes of the cantilever, and amplitude of the cantilever vibration 

ringdown provides a measure of local infrared absorption. 

The exquisitely high-precision motion readout and low thermal 

noise of our nanoscale sensor compared to larger cantilevers in air 

will enable fast PTIR measurements of extremely thin samples. The 

low readout noise means fewer ringdown traces have to be averaged 

to achieve good signal-to-noise ratio at each point, and therefore 

faster acquisition of images and absorption spectra will be possible. 

By substituting our nanoscale cantilever and optical readout instead 

of a conventional microscale cantilever and beam-bounce readout 

(Fig. 7(a)), and leveraging the smaller thermomechanical and 

readout noises of our system (Fig. 7b), in preliminary experiments 

we were able to easily measure the PTIR ringdown signals from a 

test film of poly (methyl methacrylate) (PMMA) only about 50 nm 

thick (Fig. 7c) with 1024 averages. 

CONCLUSION 
We have integrated an optomechanical transducer-based 

nanoscale cantilever into AFM and PTIR systems. We demonstrate 

fully-functional contact mode AFM imaging with the probe, 

highlighting fast scanning and low noise. We further integrate the 

probe in a photo-thermal induced resonance system, and detect 

PTIR signal from a thin sample. 
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Characterization of Monoclonal Antibody Drug Products Using High Resolution NMR 
L. W. Arbogast, R. G. Brinson, J. P. Marino
National Institute of Standards and Technology (NIST)
Purpose
High-resolution 2D 1H-13C and 1H-15N correlated nuclear magnetic resonance spectroscopy (NMR) provides a robust approach for
producing unique spectral signatures of the higher order structure of protein therapeutics, including monoclonal antibodies (mAbs) at
atomic resolution in solution. Such signatures can be used as a tool to establish consistency of protein folding for drug quality
assessment as well as for structural comparability of related drug products.
Methods
Using the IgG1κ NIST monoclonal antibody (NISTmAb), we demonstrate the acquisition of 1H-13C and 1H-15N correlated 2D NMR
spectra at natural isotopic abundance using both conventional and state-of-the art rapid acquisition techniques.  Furthermore, we
demonstrate their use for generating unbiased statistical comparisons of mAb structure.  Techniques are demonstrated on intact
antibodies and protease-cleaved Fab and Fc fragments as well as intact and released mAb glycans.
Results
Results from this study indicate that 2D NMR methods are capable of statistically discriminating between dissimilar species, such as
between the Fab domains of from different mAbs or between the glycosylated and variably deglycosylated Fc domains.  Furthermore,
statistical analysis suggests that, within the limit of detection, no significant structural differences are observed between the Fab and
Fc domains of intact mAbs and their corresponding fragments, validating a domain fragment based approach for mAb HOS
characterization.
Conclusion
This study demonstrates the precision and resolution with which 2D NMR techniques can be used characterize the higher order
structure of protein therapeutics, including mAbs, at atomic resolution within reasonable experimental time frames and how these
methods can be used to establish statistical structural comparability between drug samples.
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Optimizing noise for defect analysis with through-focus scanning 

optical microscopy  

Ravikiran Attota*, John Kramar

Engineering Physics Division, PML, NIST, Gaithersburg, Maryland, 20899, USA 

ABSTRACT 

Through-focus scanning optical microscopy (TSOM) shows promise for patterned defect analysis, but it is important to 

minimize total system noise. TSOM is a three-dimensional shape metrology method that can achieve sub-nanometer 

measurement sensitivity by analyzing sets of images acquired through-focus using a conventional optical microscope. 

Here we present a systematic noise-analysis study for optimizing data collection and data processing parameters for TSOM 

and then demonstrate how the optimized parameters affect defect analysis. We show that the best balance between signal-

to-noise performance and acquisition time can be achieved by judicious spatial averaging. Correct background-signal 

subtraction of the imaging-system inhomogeneities is also critical, as well as careful alignment of the constituent images 

used in differential TSOM analysis.  

Keywords: TSOM, noise optimization, defect analysis, 

1. INTRODUCTION

As the use of three-dimensional (3-D) components in nanotechnology increases, high-throughput and economical 3-D 

shape analysis and process monitoring of nanoscale objects is increasingly desirable[1-5] and at the same time increasingly 

challenging [5, 6].  Several excellent metrology tools are currently available for such a purpose [7-44], with each tool 

having certain advantages and disadvantages. However, it would be beneficial if metrology could be done using a widely 

available, low cost, tool such as a conventional optical microscope. We and other researchers have shown that this can be 

achieved using through-focus scanning optical microscopy (TSOM) [6, 45-56]. Furthermore, the same approach can be 

extended to patterned defect analysis [57, 58] and also to larger microscale targets making TSOM a valuable 3-D metrology 

method for targets ranging from the nanoscale to the microscale.  

Application of TSOM has been demonstrated for several metrology challenges including, but not limited to: critical 

dimension (linewidth), overlay, patterned defect detection and analysis, FinFETs, nanoparticles, photo-mask linewidth, 

thin-film thickness, through-silicon vias (TSVs), high-aspect-ratio (HAR) targets and others [6, 45-55].  Though not yet 

published, we have also shown the applicability of TSOM for fabrication process monitoring of MEMS/NEMS devices 

and micro/nanofluidic channels. Sub-nanometer measurement resolution has been demonstrated [6, 49]. Three-

dimensional shape analysis of isolated sub-50 nm wide lines with sub-nanometer resolution was experimentally 

demonstrated using visible illumination wavelength of 546 nm [6]. Measurement sensitivity of less than 0.1 nm was 

revealed for sub-25 nm wide lines (critical dimensions (CDs)) again using 546 nm wavelength [6]. TSOM is being 

increasingly recognized as a viable nanometrology method, as evidenced by being listed in several technology road maps 

and guides [59-61], patent applications [62, 63], and science news reports [64, 65]. 

Given the increasing attention, it is important that we systematically address how to optimize the data collection and 

analysis conditions. Here we present common parameters that affect the noise and study how these parameters can be 

practically optimized for reduction of the noise. In this paper we deal only with the optical system noise. Wafer noise such 

as generated due to line edge roughness [66] is not included. The parameters under consideration are commonly known, 

but they are here applied uniquely to TSOM.  Following this we demonstrate how the optimized parameters affect defect 

analysis. 

___________________________________________ 
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A typical TSOM image is a cross-section constructed from the four-dimensional (4-D) optical data [49] acquired using a 

conventional optical microscope as a target is scanned along the focus direction [49, 52].  A multimedia figure depicting 

the method for constructing a TSOM image is presented in Video. 1 [52]. In the TSOM image the X (horizontal), Y 

(vertical), and color scale axes represent the spatial position across the target, the focus position, and the optical intensity, 

respectively. A differential TSOM (D-TSOM) image is produced by subtracting two TSOM images (usually obtained from 

two similar targets). The D-TSOM images thus produced highlight the dimensional differences down to a sub-nanometer 

scale [6, 49]. In addition, the D-TSOM image patterns are distinct for different types of parameter changes, but qualitatively 

similar for different magnitude changes in the same parameter [48, 49].  

             

 

 

Video 1. The method for constructing a TSOM image. http://dx.doi.org/doi.number.goes.here                           

  

Optical content of a D-TSOM image provides valuable information about the 3D shape of the targets being compared, 

including defects. Optical content includes both the pattern created by variations in the optical signal strength and the 

magnitude of the optical signal itself. One of the ways to quantify the optical signal strength is by using optical intensity 

range (OIR), [6] defined as the absolute difference between the maximum and the minimum optical signal strength in a 

given TSOM image (or D-TSOM image) multiplied by 100.  If the OIR of a given topographical difference (between any 

two targets) is safely above the noise level, then that dimensional difference can be detected with no ambiguity. However, 

as the magnitude of the dimensional difference decreases, there comes a point where OIR of the signal generated due to 

the dimensional difference is similar to or less than that of the OIR of the microscope system noise. Under these 

circumstances that dimensional difference cannot be detected with confidence as the signal from the noise dominates the 

signal from the dimensional difference.  This necessitates optimal reduction, and also determination of the base level of 

the optical system noise. We perform this exercise in this paper.  

The following method was chosen to quantify the total noise. Generate a D-TSOM image using two independently 

acquired and constructed TSOM images from the same target under the exact same experimental conditions.  If done 

correctly, this process will subtract out the signal from the target and the optical signal due the presence of optical and 

illumination aberrations. The resultant D-TSOM image is a representation of the total system noise. It is observed that this 

noise is usually random in nature.  The following parameters (that affect the noise) have been studied here: background 

signal, smoothing filter span, width of the window of analysis (explained below), camera pixels, focus step height, number 

of interpolation points, and optical image signal strength.  
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An isolated Si line (nominally 31 nm linewidth and 70 nm height) on a Si substrate was used as the target. The fabrication 

of the target is similar to that reported earlier [6, 49, 56]. The TSOM data were acquired using a bright-field optical 

microscope (Zeiss Axio Imager.Z1) in the reflection mode (focus reproducibility = ±10 nm, objective magnification = 

50x, collection numerical aperture (NA) = 0.55, illumination NA = 0.157, illumination wavelength = 520 nm (narrow 

band-pass filtered LED light source, unpolarized, total focus range of about 25 m)). Each analysis requires three through-

focus data sets under the same experimental conditions: two datasets (essentially repeats) from the selected isolated line, 

and one data set from a smooth, clean Si surface. The third dataset (from the smooth Si surface) is required to remove the 

background signal due to the imperfections in the optical system from the two target datasets. TSOM analysis was done 

using software developed at NIST. The software performs the following steps to the data: normalizes each through-focus 

image with its own mean intensity as given in Refs. [6, 56], subtracts the through-focus background noise optical image 

from the target optical  image at each focus-height step, selects the through-focus optical images (from the background-

subtracted target image) bound by a box (as shown in Fig. 2(a)), extracts an intensity profile by averaging along the box-

width “W” (Fig. 1(a)) at each focus height, constructs TSOM images by stacking the intensity profiles at their respective 

focus positions, interpolates, and smoothens. The normalization process (first step) eliminates the effect of overall image 

intensity variations, if present. The two processed TSOM images obtained in this way are then cross-correlated in both 

horizontal and vertical directions to achieve the best aligned position. They are then subtracted to obtain D-TSOM images. 

This process is shown as a flow chart in Fig.1.  

 

Fig. 1. Flow chart showing the steps to obtain a D-TSOM image. In this case the targets 1 and 2 are 

the same (repeats) and hence the D-TSOM image will be a noise D-TSOM image. 
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We have arrived at the following optimized conditions (or processes) for our current experimental setup based on the 

noise analysis and practical limitations [56]: background signal must be subtracted, box-width for analysis W = 1 m, 

camera pixels = 694x520 (65 nm/pixel), focus step height = 300 nm, interpolated pixel size = 20 nm/pixel, smoothing 

filter span = 400 nm, and mean optical image signal strength = 100 A.U. (Arbitrary Unit). Of course, some variation in 

the optimized parameter values is likely depending on the specific experimental setup, measurement needs and personal 

judgement.  In the following paragraphs we study the individual effect of each parameter on the noise by keeping the 

other parameters fixed. The OIR values provided are averages from 5 independent measurements. Mean OIR Standard 

deviations of all the TSOM images and all the D-TSOM images calculated for this study are about 1.4 % and 9 %, 

respectively.   

Background signal removal has a profound effect on the TSOM image noise. In Figs. 2(a) and (b) we show optical images 

at approximately the best focus position for the target and for the smooth Si surface (which serves as the background signal 

image), respectively.  No dramatic change can be observed in the background image subtracted target image (Fig. 2(c)), 

except for a change in the optical intensity scale. However, a dramatic change can be observed in the TSOM image after 

performing this operation. Raw 

TSOM images of the target (Fig. 

2(d)) and the background signal 

(Fig. 2(e)) show background signal 

(or microscope noise) as streaks 

running from top to bottom.  These 

streaks are completely removed in 

the background signal subtracted 

raw TSOM image (Fig. 2(f)). The 

subsequent image processing steps 

performed on the raw TSOM image 

remove pixelation (Fig. 2(g)). 

However, they also result in a loss 

in OIR (i.e. optical signal strength, 

which is essentially the absolute 

range of the color scale bar on the 

right side of the image) from 21.5 

to 12.3. But this process is 

necessary for a meaningful 

analysis. Any method that 

satisfactorily removes pixelation 

can be adopted. Variations in the 

optical intensity profiles at the 

different focus positions (Fig. 2(h)) 

and relative orientations of the 

optical image plane with respect to 

the TSOM image plane (Fig. 2(i)) 

are provided for better visualization 

of the TSOM images.  

 

Fig. 2. Raw optical images of (a) the target, (b) a smooth Si surface, which serves 

as the background signal, and (c) the background-signal-subtracted target. The 

box shows the area selected for analysis. Raw TSOM images of (d) the target, 

(e) the background signal and (f) the background-signal-subtracted target. (g) 

The processed TSOM image. (h) Intensity profiles at the dotted lines shown in 

(g), and (i) optical and TSOM image planes showing their relative orientations. 
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Smoothing the intensity profiles is a critical 

step for reducing noise. Even though there are 

several possible smoothing methods, to 

demonstrate the process we here apply the 

moving-average method independently both 

in the horizontal and the vertical directions. 

The span of the moving-average is the 

variable that needs to be optimized. The span 

determines the number of points (or pixels) 

over which the averaging is performed. Initial 

smoothing was performed at half the nominal 

span length first in the horizontal direction 

followed by in the vertical direction. In the 

second step the same process was repeated at 

the full span length, completing the smoothing 

process. Smoothing significantly affects the 

OIR and also the noise. The TSOM image that 

is not smoothed shows a high OIR, but at the 

same time has excess pixel noise (Fig. 3 (f)), 

which interferes with repeatable analysis.  A 

small span length of 0.1 m still results in a 

pixelated TSOM image (Fig. 3(a)), even 

though the OIR decreases significantly from 

21.5 to 14.5.  The D-TSOM image showing 

noise has a large OIR of 2.0 (Fig. 3(a’)).  A 

four-fold increase in the span length from 0.1 

m to 0.4 m reduces the OIR of the TSOM 

image by a small amount (from 14.5 to 12.3, 

Fig. 3(b)), but it significantly reduces the 

noise OIR from 2.0 to 0.7 (Fig. 3(b’)). Further 

increase in the span length to 1.0 m 

significantly distorts the TSOM image (Fig. 

3(c)) and hence is over smoothed for most 

purposes, even though the noise OIR has a 

further reduced value of 0.26 (Fig. 3(c’)). A 

summary of these results is plotted in Fig. 3(d). 

The goal here is to maximize the TSOM image 

signal strength (i.e., the OIR of the TSOM 

image) and minimize the noise (i.e., the OIR of the noise D-TSOM image) 

while at the same time minimizing distortion in the TSOM image.  We aim 

to get a noise OIR of less than 1. In the current study, a span length of 0.4 

m satisfies these conditions, and hence it was selected as the optimized 

span length. 

It is important to note that in the D-TSOM images (Figs. 3(a’), (b’), and 

(c’)) no residual optical signal from the line can be detected. They appear 

to be dominated by purely noise indicating that the other parameters 

selected and cross-correlation performed to obtain the D-TSOM images are 

well-chosen. 

We turn now to the effect of box-width “W” (as shown in Fig. 2(a)), which 

is related to the number of profiles that are averaged to get a mean intensity 

profile. In Fig. 4 we plot the effect of box width on the noise OIR. As 

expected, smaller widths result in higher noise.  The plot shows that widths 

Fig. 3. (a), (b), and (c) TSOM images; and (a’), (b’), and (c’) the D-

TSOM images showing noise for spans of 0.1 m, 0.4 m, and 1.0 

m, respectively.  (d) A summary plot showing the effect of moving-

average span on OIRs of the TSOM images and the noise D-TSOM 

images as a function of the smoothing filter span. The red double 

arrow indicates the span selected. 

 

Fig. 4. Effect of the box-width ‘W’ (Fig. 

2(a)) on the noise OIR. The red arrows 

indicate the selected optimized values. 
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in the range of 0.5 m to 2 m provide a noise OIR of less than 1. From this range we chose 1 m, but it could also be 0.5 

m.  

The digital monochrome camera used has a native pixel count of 1040x1388 

(1.44 MP). Under the magnifications used, this results in a scale of 32 nm/pixel 

in the digital image. Different pixel counts (pixel scale) can be achieved by 

pixel-binning which has two opposing effects. Binning increases signal-to-

noise ratio of cameras, but it also reduces image resolution (reduces pixel 

count). For image analysis the former is beneficial, but the latter is detrimental. 

In this study we varied the illumination source intensity to maintain the image 

signal strength at the same level for the different pixel-binning levels selected. 

In this way we could study only the effect of pixel count on the noise.  Different 

pixel counts of 208x276 (0.057 MP, 161 nm/pixel), 346x462 (0.16 MP, 95 

nm/pixel) and 520x694 (0.36 MP, 65 nm/pixel) were achieved by pixel-binning.   

A large pixel count of 2080x2776 (5.7 MP, 16 nm/pixel) was also obtained by 

using the CCD sensor’s piezo-scanning feature of the camera.  OIR of the noise 

plotted as a function of the pixel count shows a continuous decrease in the noise 

OIR with increased pixel count (Fig. 5). The same data plotted as a function of 

the pixel scale (inset of Fig. 5) shows a nearly linear decreasing trend in the 

noise OIR with the decreasing pixel scale. This clearly demonstrates the benefit 

of using high pixel count in reducing the noise. Based on the less-than-1 noise 

OIR criteria we chose the 520x694 pixel count which produces a noise OIR of 

0.7.  However, if the noise needs to be reduced further, a higher pixel count 

could be selected (for example 2080x2776 pixels). But in this case it would require 16 times more disk storage space 

compared to 520x694 pixel count and also has a disadvantage of slower processing of the data. Practical feasibility also 

needs to be considered in selecting the optimum pixel count. 

Interpolation can be used as a means of artificially increasing the pixel count.  In the above pixel count study, an 

interpolated pixel scale (using spline method) of approximately 20 nm/pixel was maintained irrespective of the image 

pixel count (except for the 2080x2776 pixel count where it was 16 nm/pixel).  Here we present the effect of varying 

interpolated pixel scale for the 520x694 pixel count (65 nm/pixel). A plot of the noise OIR as a function of the interpolated 

pixel scale also shows a decreasing trend in the noise with decreasing interpolated pixel size (Fig. 6(a)). From this we 

chose a 20 nm pixel size (shown by an arrow in Fig 6(a)). 

This results in a smooth TSOM image and a noise OIR 

much less than 1 (Figs. 3(b) and 3(b’)).  Technically we 

could choose 32 nm/pixel scale also as it results in a 

noise OIR less than 1. However, a larger interpolated 

pixel size has undesirable effect of residual intensity 

(color pattern) in the D-TSOM images. For example, at 

65 nm/pixel scale (no interpolation) a residual color 

pattern in the D-TSOM image can be clearly seen as 

highlighted by a circle in Fig. 6(b). This is due to 

imperfect alignment for cross-correlation that is limited 

by the large pixel size.  Any pixel size (either original or 

interpolated) that produces a residual color pattern 

should be avoided as much as possible. The interpolation 

primarily has the benefit of decreasing noise while using 

larger-pixel-size images (smaller stored image sizes).  

However, the reduction in noise is not as good as 

acquiring images directly at a smaller pixel scale. For 

example, images acquired directly at 16 nm/pixel scale 

show a noise OIR of 0.21 (from Fig. 5), while at the similar interpolated pixel scale noise OIR has a value of about 0.65 

(from Fig. 6(a)), which is nearly three times the former. At the same time the interpolation has the benefit of reducing the 

noise OIR from 1.03 to 0.55 (Fig. 6(a))). 

Fig. 6 (a) Effect of the interpolated pixel scale on the noise 

OIR. (b) A D-TSOM image showing the residual optical 

content (highlighted by a circle) due to imperfect cross-

correlation as a result of a large scale of 65 nm/pixel. 

Fig. 5. Effect of the camera pixels on 

the noise OIR. The inset shows the 

same data plotted as a function of 

pixel scale. The red arrows indicate 

the selected optimized values. 
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Optical image signal strength also has a strong influence on the noise level. Under a given set of experimental conditions, 

a combination of illumination source intensity and the camera exposure time determines the image signal strength. Here 

we varied the camera exposure time to obtain the different image signal strengths. Mean image signal strength was 

calculated from the set of through-focus images obtained using a smooth Si background surface.  The data presented here 

was collected at a higher source intensity compared to the other data presented earlier. As shown in Fig. 7, noise OIR 

decreases with increased image signal strength. This suggests that higher image signal strengths are desirable to reduce 

the noise level. 

Similar to pixel scale (Fig. 3), focus-

step size shows increased noise with 

increased step size as shown in Fig. 

8. However, unlike pixel scale, the 

noise tapers out above 1000 nm step 

size under the current experimental 

conditions (this data was collected at 

a mean Si background image 

irradiance of 90 A.U.). As far as 

noise is concerned, any step size 

results in below 1 noise OIR.  

However, D-TSOM images appear 

distorted for larger step sizes and 

hence we chose a step size of 300 

nm. 

 

 

As an example, here we present the effect of optimizing parameters on the detectability of a patterned defect. To 

demonstrate this, we selected a 7 nm, Type-A patterned defect as shown in Fig. 9(a). Optical simulations show that this 

patterned defect has an OIR (or the defect signal strength) of 1.8 as shown in Fig. 9(b) [58, 67]. We need noise signal at 

= 246 nm (where the optical simulations were obtained) to demonstrate the effect of noise. However, at present we do 

not have access to it. As a compromise, we created different-magnitude experimental noise at = 520 nm using box-width 

as the parameter, and used this noise for defect detectability test. Box-width values of 2.0 m and 0.4 m produced low 

and high noise OIRs of 0.8 and 1.9, respectively (Figs. 9(c) and 9(d)). Adding the experimentally obtained noises (Figs. 

9(c) and 9(d)) to the simulated noise-less defect signal (Fig. 9(b)) results in Figs. 9(e) and 9(f), demonstrating the effect of 

(artificial) noise on the defect detectability. The defect has a much better chance of detectability with a low noise (Fig. 

9(e)) as we can still observe the characteristic defect pattern. On the other hand, a high noise signal makes it much harder 

to detect the defect (Fig. 9(f)). This demonstrates the importance of reducing the TSOM and D-TSOM image noise by 

optimizing the acquisition and data processing parameters so that the limits of defect detection can be extended to smaller 

size defects. 

 

In summary, we have here presented the steps we typically use to process through-focus optical data for the TSOM method 

of analysis. We have also demonstrated practical ways to reduce noise while retaining the key information. We have 

studied the effect of parameters such as background signal, smoothing filter span, width of the window of analysis, camera-

pixel size, focus-step height, number of interpolation points, and optical image signal strength on the noise signal strength 

(OIR). The parameters can be adjusted to suit individual needs, but the values provided here can serve as a guide for a 

starting point. For a new type of sample or analysis, or under a new set of conditions, we usually strive to achieve a noise 

OIR of less than 1. It is wise to perform the noise test often to monitor the continued integrity of the measurement and 

analysis process. 

 

Fig. 7 Effect of the optical image signal 

strength on the noise OIR. The inset 

shows the same data as a function of the 

camera exposure time. 

Fig. 8.  Effect of the focus-step size 

on the noise OIR.  
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Fig. 9. (a) Type A patterned defect (defect size = 7 nm, CD = 7 nm, Pitch = 21 nm, = 248 nm, Si 

material). (b) Simulated noise-less, D-TSOM image of the defect in (a). (c) Low-noise obtained 

experimentally using a box-width of 1.9 m.  (d) High-noise obtained experimentally using a box-width 

of 0.4 m. (e) Combined noise-less defect signal with low-noise. (f) Combined noise-less defect signal 

with high-noise.  

 

Disclaimer: Any mention of commercial products or entities in this paper is for informational purposes only; it does not 

imply recommendation or endorsement by NIST. 

Acknowledgement: The author would like to thank Richard Kasica of CNST, for providing the sample. 
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Abstract—A new design for an optomechanical accelerometer 
is presented. The design includes a hemispherical optical cavity 
that can achieve high finesse and a proof mass that is well-
constrained by silicon nitride beams. Based on previous work 
and analysis, the resolution of the accelerometer will be below 1 
µg/rt-Hz. Novel MEMS fabrication processes have been 
developed for the accelerometer that provide optimized optical 
and mechanical elements. The optical cavity in the accelerometer 
has been characterized and a tunable laser has been locked to the 
cavity, thereby demonstrating the possibility for closed-loop 
operation of the accelerometer.    

Keywords— accelerometer; MEMS; Fabry-Pérot; optical cavity 

I. INTRODUCTION

This paper reports on the design, fabrication, and 
preliminary testing of an optomechanical accelerometer that 
uses Fabry-Pérot interferometry with a high-finesse optical 
cavity to transduce acceleration. Accelerometers typically 
measure the displacement of the proof mass with respect to a 
local reference using various techniques, including 
piezoelectric materials, strain gauges, and capacitive sensors. 
This displacement is then converted to acceleration using 
information about the sensor’s dynamic response, such as the 
fundamental resonant frequency or the frequency response 
function. Fabry-Pérot interferometry is a highly sensitive and 
low uncertainty approach for measuring displacement, making 
it a compelling candidate for integration in accelerometers. 
Two mirrors are used to form an optical cavity, one being the 
proof mass, and a laser is used to measure the relative 
displacement between the two. 

 Fabry-Pérot interferometry has been previously 
demonstrated in a number of MEMS accelerometers. This 
work can be broken into two groups: fiber-optic cavities [1-5] 
and vertically oriented cavities [6-8]. The first uses an optical 
fiber to deliver and collect light while also serving as one 
mirror of the cavity. Most cavities in this group are plane 
parallel (i.e., two flat mirrors) although hemispherical cavities 
(i.e., one concave mirror) are possible [5]. Plane-parallel 
cavities are only marginally stable meaning that small errors 
in the perpendicularity of the mirrors allows light to leak from 
the cavity. This makes it challenging to achieve high-finesse 
cavities, thereby limiting the sensitivity of the accelerometer. 
The second group uses two mirrors in a vertical configuration 

and are almost always plane-parallel. However, the vertical 
orientation makes it easier to fabricate high quality optics. 

 As a result, the goal of the presented work is to develop a 
vertically oriented optomechanical accelerometer with a 
hemispherical cavity, which will be more stable than existing 
plane parallel cavities. This will yield a higher optical finesse 
and as a result, higher acceleration sensitivity. The design, 
fabrication, and optical testing of the accelerometer are 
presented in the following sections.       

II. ACCELEROMETER DESIGN

The design of the optomechanical accelerometer is shown 
in Fig. 1. Two silicon chips that are fabricated separately are 
bonded together to make the sensor. The first chip contains a 
microscale hemispherical mirror that is coated with a high-
reflectivity mirror coating on the concave side and an anti-
reflective (AR) coating on the flat side. The second chip 
contains the accelerometer proof mass, which is suspended by 
silicon nitride beams along the top and bottom edges of the 
proof mass. The proof mass also has a high-reflectivity mirror 
coating on the side facing the mirror and an AR coating on the 
opposite side. There is a recess surrounding the hemispherical 
mirror, thereby allowing the proof mass to move 
perpendicular to the surface in both directions. The reflective 
surfaces on the mirror and proof mass form an optical cavity 
that can be interrogated with a laser to determine the relative 
displacement between these two surfaces.  

Figure 1: An exploded cross-sectional view of the 
optomechanical accelerometer showing the hemispherical 
cavity and suspended proof mass. 
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Figure 2: Calculated acceleration noise, including thermal 
motion and optical detection noise, for varying proof mass 
size. Squares indicate fabricated accelerometers. 

The out-of-plane design was adopted because it allows for 
the fabrication of a high-quality hemispherical optical cavity 
that cannot easily be achieved with an in-plane accelerometer. 
The mechanical beam design, in which the proof mass is 
suspended on top and bottom, was selected to minimize the 
influence of rocking modes and to accentuate the piston mode 
or out-of-plane mode. Finite element analysis has shown that 
the fundamental mode is the piston mode and the first rocking 
mode frequencies are at least ten times higher than the 
fundamental. This frequency separation will result in a sensor 
with a simple harmonic oscillator response. Finally, with the 
exception of the silicon nitride beams, mirror coatings, and the 
AR coatings, the sensor is made of silicon and the bonding of 
the two chips is between silicon surfaces. As a result, this 
design should provide excellent thermal stability.    

 In order to simplify the parameter space, the following 
values were selected for all designs: beam width, wb = 20 µm, 
beam thickness, tb = 1.5 µm, proof mass thickness, tm = 500 
µm. The stiffness and fundamental resonant frequency are set 
by selecting the beam length, Lb (40 µm to 110 µm), and the 
length of the square proof mass, Lm (1 mm to 5 mm). The 
noise of the accelerometer will be dominated by the thermal 
noise (see [9]) and the optical detection noise. In our previous 
work [5], the displacement detection noise for a microscale 
optical cavity of similar size with a finesse of F = 1600 was 
found to be 2 x 10-16 m/rt-Hz. This is converted to acceleration 
noise by multiplying by the square of the fundamental natural 
frequency, ωn

2. The thermal noise can be calculated using an 
equation in [9] and values for the proof mass, m, the quality 
factor, Q, which has been measured to be around 15 in air, and 
ωn. Taking the root mean square of the two noise sources 
results in the values shown in Fig. 2 for varying Lm and ωn. 
For almost all designs, the noise floor will be below 1 µg/rt-
Hz (1 g = 9.81 m/s2), demonstrating that the presented 
optomechanical accelerometer should result in significantly 
better sensitivity than most other MEMS accelerometers. 

Figure 3: Fabrication process for the hemispherical mirror: 
a) a recess is etched in Si (DRIE) and is then coated with
Si3N4 (LPCVD), b) aperture is etched in Si3N4 (RIE) and then
Si hemisphere is etched (HNA), c) after removal of Si3N4,
mirror (M) and antireflection (AR) coatings are deposited
using a shadow mask and lift-off process, respectively.

 In order to obtain the measurements described in Section 
IV, free-space optics were used to couple light into the cavity. 
However, we are now working on a method to assemble the 
two-chip system into a fiber-optic mount. The same fiber will 
be used to supply light to the cavity and collect the reflected 
light. A lens doublet at the end of the fiber will be used to 
optimize mode matching into the cavity. Cavity coupling will 
also be optimized by positioning the two-chip system at the 
location of highest sensitivity relative to the fiber, where it 
will then be set within the mount using adhesive.   

III. ACCELEROMETER FABRICATION

The fabrication of the two-chip system required the 
development of unique processes. The hemispherical mirror 
chip was fabricated using a slow isotropic etch that results in 
low roughness and high radius of curvature. The process is 
described in Fig. 3. First, the recess is etched 10 µm deep using 
deep reactive ion etching (DRIE). The wafer is then coated 
with LPCVD stoichiometric silicon nitride with a thickness of 
300 nm, which serves as a mask for the isotropic etch. An 
aperture is etched through the silicon nitride using reactive ion 
etching (RIE) for each hemispherical mirror. The wafer is then 
etched in hydrofluric, nitric, and acetic acids (HNA) for a 
predetermined time in order to achieve the desired depth and 
radius of curvature. This process is based on the one developed 
by Moktadir et al. [10]. However, much large apertures are 
used here to achieve fairly long cavity lengths (≈ 250 µm) and 
even larger radii of curvature (≈ 350 µm). A highly stable 
optical cavity is achieved through this ratio of radius of 
curvature to cavity length. In a final step, the mirror and AR 
coatings are applied through a shadow mask and lift-off resist, 
respectively, by an optical coatings vendor.      

 Fabricated mirrors are shown in Fig. 4. It is clear from the 
cross-sectional image (Fig. 4b) that the mirror is not a perfect 
hemisphere, as desired. Optical profilometer measurements 
were performed on mirrors to determine their surface quality, 
as shown in Fig. 5. The surface quality is better than λ/25 and  
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a)   b)  
Figure 4: Etched hemispherical mirror: a) top view, b) cross-
section. 

a)     
 

b)   
Figure 5: Optical profilometry data for a hemispherical 
mirror: a) 3D image, b) surface roughness. 
 

the surface roughness is approximately 1 nm RMS, making 
these exceptional mirrors for interferometry. The roughness 
can be improved further if necessary through oxidation and 
etch steps.  

 The fabrication process for the suspended proof mass is 
shown in Fig. 6. First LPCVD low stress silicon nitride is 
deposited on a silicon wafer. The silicon nitride layer is then 
etched using RIE to leave patches above and below the proof 
mass location. Mirror and AR coatings are then applied as 
described above. The beam and proof mass geometry is then 
etched on both sides until they meet using RIE followed by 
DRIE. Finally the beams are released by undercutting them 
using KOH. A released proof mass is shown in Fig. 7.  
 

IV. OPTICAL CAVITY MEASUREMENTS 
As a step towards fully functional accelerometers, the 

properties of the microscale optical cavities have been 
measured. A two-chip system with an unreleased proof mass 
was used for these measurements. The cavity was interrogated 
with a tunable diode laser with a nominal wavelength of 1550 
nm. The laser was mode matched to the cavity using two  

 
Figure 6: Fabrication process for the suspended proof mass: 
a) Si3N4 is deposited on a Si wafer (LPCVD) and patterned, b) 
mirror (M) and antireflection (AR) coatings are deposited 
using a lift-off process, c) the proof mass suspension is etched 
through the Si3N4 (RIE) and Si wafer (DRIE) on both sides, d) 
the remaining Si under the Si3N4 beams is etched (KOH). 
 

 
Figure 7: Transmission optical micrograph of the corner of a 
fabricated suspended proof mass. 
 

lenses and the reflected light was positioned onto a 
photodetector using a beamsplitter. The accelerometer was 
positioned relative to the laser using a six-axis motion stage.  

 After alignment, the wavelength of the laser was scanned 
using coarse tuning to observe the mode structure of the 
optical cavity. The fundamental mode is clear and repeats at a 
fixed interval, as expected (see Fig. 8). This interval is the free 
spectral range (FSR), FSR = c/2L, where c is the speed of light 
and L is the cavity length. The FSR was measured to be 
678.12 GHz, indicating a cavity length of 221 µm, which is 
within the expected range. The finesse of the cavity is 
estimated to be 2798 based on a slower can of a resonance 
(see Fig. 8b).  

While there are several ways to measure the relative 
displacement in the cavity, possibly the most attractive 
method is to lock a laser to the cavity and then measure the 
frequency of the laser. The laser frequency changes can then 
be converted to a displacement. In this work, we have used a 
dither lock for this purpose. The current supplied to the laser 
diode was modulated at a single frequency (100 kHz in this  
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a)  

b)  

Figure 8: Reflected intensity of the hemispherical optical 
cavity as a function of wavelength: a) wide wavelength scan 
showing two adjacent optical modes, b) narrow scan showing 
a single mode. 

 
Figure 9: Optical cavity resonance (red) and error signal 
from lock-in amplifier (black) during a fine wavelength scan. 
The relationship between piezo voltage and laser frequency is 
approximately 10 GHz/V. 
 

case) and the signal from the photodetector was processed by 
a lock-in amplifier. The output of the lock-in amplifier is an 
error signal that can be used for closed-loop locking of the 
laser to the cavity. As can be seen in Fig. 9, the error signal is 
the derivative of the resonance. This data was collected by 
using the fine wavelength scan (piezo actuator) while 
providing injection current modulation. The laser was 
successfully locked to the cavity using this error signal. 
However, the bandwidth of the laser controller was 

insufficient to do an acceleration measurement. We are 
currently working on an alternative approach for cavity 
locking that will enable optomechanical sensors with laser 
frequency readout. 
 

V. CONCLUSIONS 
The design and fabrication of an optomechanical 

accelerometer with a hemispherical optical cavity has been 
presented. Based on calculations, the accelerometer is expected 
to achieve a resolution better than 1 µg/rt-Hz for a wide range 
of sensor resonant frequencies, making it highly competitive 
compared to conventional MEMS accelerometers. The 
fabricated microscale concave mirrors have been shown to 
have excellent surface quality (better than λ/25) and very low 
surface roughness (1 nm RMS), thereby meeting the 
requirements for high-finesse optical cavities. An assembled 
accelerometer was found to have well-defined fundamental 
modes and an optical finesse around 2800. Using the dither 
locking technique, we were able lock a tunable diode laser to 
the accelerometer. 
 Two challenges remain before the accelerometer can be 
used for sensing. The first is stable fiber coupling of the 
microscale optical cavity. The second is dither locking of the 
cavity with bandwidth that exceeds that of the fundamental 
resonant frequency of the accelerometer (> 30 kHz) while 
maintaining a large tuning range (> +/- 30 GHz). These 
challenges are the focus of our current research.    

ACKNOWLEDGMENT 
This research was performed in part in the NIST Center for 
Nanoscale Science and Technology Nanofab. 

REFERENCES 
[1] G. Schröpfer et al., “Lateral optical accelerometer micromachined in 

(100) silicon with remote readout based on coherence modulation,” 
Sens. Actuators, A, 68, pp. 344-349, 1998. 

[2] M.D. Pocha et al., “Miniature accelerometer and multichannel signal 
processor for fiberoptic Fabry-Pérot sensing,” IEEE Sens. J., 7, pp. 285-
292, 2007. 

[3] K. Zandi, J. A. Belanger, and Y.A. Peter, “Design and demonstration of 
an in-plane silicon-on-insulator optical MEMS Fabry-Pérot-based 
accelerometer integrated with channel waveguides,” J. 
Microelectromech. Sys., 21, pp. 1464-1470, 2012. 

[4] E. Davies et al., “MEMS Fabry–Pérot optical accelerometer employing 
mechanical amplification via a V-beam structure,” Sens. Actuators, A, 
215, pp. 22-29, 2014. 

[5] F. Guzmán Cervantes et al., “High sensitivity optomechanical reference 
accelerometer over 10 kHz,” Appl. Phys. Lett., 104, 221111, 2014. 

[6] R.L. Waters and M.E. Aklufi, “Micromachined Fabry–Perot 
interferometer for motion detection,” Appl. Phys. Lett., 81, pp. 3320-
3322, 2002. 

[7] E.J. Eklund and A.M. Shkel, “Factors affecting the performance of 
micromachined sensors based on Fabry–Perot interferometry,”, J. 
Micromech. Microeng., 15, pp. 1770-1776, 2005. 

[8] M.A. Perez and A. M. Shkel, “Design and demonstration of a bulk 
micromachined Fabry-Pérot µg-resolution accelerometer,” IEEE Sens. 
J., 7, pp. 1653-1662, 2007. 

[9] T.B. Gabrielson, “Mechanical-thermal noise in micromachined vibration 
and acoustic sensors,” IEEE Trans. Electron Devices, 40, pp. 903-909, 
1993. 

[10] Z. Moktadir et al., “Etching techniques for realizing optical micro-cavity 
atom traps on silicon,” J. Micromech. Microeng., 14, pp. S82-S85, 2004.

 

SP-32

Bao, Yiliang; Guzman, Felipe; Balijepalli, Arvind; Lawall, John; Taylor, Jacob; LeBrun, Thomas; Gorman, Jason. "An Optomechanical Accelerometer with a High-Finesse Hemispherical Optical Cavity." Paper presented at the IEEE International Symposium on Inertial Sensors and Systems, Laguna Beach, CA, Feb 23-Feb 25, 2016.

Bao, Yiliang; Guzman, Felipe; Balijepalli, Arvind; Lawall, John; Taylor, Jacob; LeBrun, Thomas; Gorman, Jason. 
“An Optomechanical Accelerometer with a High-Finesse Hemispherical Optical Cavity.” 

Paper presented at the IEEE International Symposium on Inertial Sensors and Systems, Laguna Beach, CA, Feb 23-Feb 25, 2016.



COVER SHEET 

Temperature and Strain Measurements with Fiber Optic Sensors for Steel Beams 
Subjected to Fire 

Yi Bao1, Yizheng Chen1, Matthew S. Hoehler2, Christopher M. Smith2, Matthew 
Bundy2, and Genda Chen1,* 

1Department of Civil, Architectural, and Environmental Engineering, Missouri 
University of Science and Technology, 1870 Miner Circle, Rolla, MO 65409, USA 

2National Fire Research Laboratory, National Institute of Standards and 
Technology, 100 Bureau Drive, Stop 8666, Gaithersburg, MD 20899, USA 
*Corresponding to Dr. Genda Chen. Email: gchen@mst.edu, Phone: (573)341-4462.

SP-33

Bao, Yi; Chen, Yizheng; Hoehler, Matthew; Smith, Christopher; Bundy, Matthew; Chen, Genda. "Temperature and Strain Measurements with Fiber Optic Sensors for Steel Beams Subjected to Fire." Paper presented at the 9th International Conference on Structures in Fire SiF'16, Princeton, NJ, Jun 8-Jun 10, 2016.

Bao, Yi; Chen, Yizheng; Hoehler, Matthew; Smith, Christopher; Bundy, Matthew; Chen, Genda. 
“Temperature and Strain Measurements with Fiber Optic Sensors for Steel Beams Subjected to Fire.” 

Paper presented at the 9th International Conference on Structures in Fire SiF'16, Princeton, NJ, Jun 8-Jun 10, 2016.



1 

ABSTRACT 

This paper presents measurements of high temperatures using a Brillouin 
scattering based fiber optic sensor and large strains using an extrinsic Fabry-Perot 
interferometric sensor for assessing the thermo-mechanical behaviors of simply-
supported steel beams subjected to combined thermal and mechanical loading. The 
distributed fiber optic sensor captures detailed, non-uniform temperature 
distributions that are compared with thermocouple measurements resulting in an 
average relative difference of less than 5 % at 95 % confidence level. The extrinsic 
Fabry-Perot interferometric sensor captures large strains at temperatures above 
1000 °C. The strain results measured from the distributed fiber optic sensors and 
extrinsic Fabry-Perot interferometric sensors were compared, and the average 
relative difference was less than 10 % at 95 % confidence level. 

INTRODUCTION 

During a fire, the load capacity and stability of steel structures can significantly 
degrade due to adverse temperature-induced deformations and reduced material 
properties [1]. To assess the thermo-mechanical conditions of a structure, both 
temperatures and strains must be known. The current state of practice in 
experimental fire testing is to measure the temperature and global deformation of 
specimens and to use analytical models to understand the behavior of the member. 
Effective tools are lacking to directly measure strains in steel members subjected to 
fire, reliably and accurately.  

Fiber optic sensors have drawn intense research interest in the past decade due 
to their unique advantages, such as immunity to electromagnetic interference, small 
size, light weight, and excellent durability and resistance to harsh environments. 
However, their application to structures in fire has not yet been fully explored. 
Conventional grating-based fiber optic sensors degrade significantly when heated 
over 300 °C and typically fail around 600 °C [2], which limits their application in 
fire. Although their temperature operation range can be increased to 1000 °C 
through means such as the regenerated fiber Bragg grating technique [2], the 
grating sensors do not provide spatially distributed measurements, but rather a point 
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measurement at the grating location. In contrast, fully-distributed fiber optic sensors 
provide a more detailed picture of the structural thermal field. Based on Brillouin 
scatterings in optical fiber, Brillouin Optical Time Domain Analysis and Brillouin 
Optical Time Domain Reflectometry technologies have been developed to measure 
strain and temperature distributions [3]. However, their spatial resolutions were 
typically limited to half a meter or larger, which is not precise enough in many 
applications. Recently, a pulse pre-pump Brillouin Optical Time Domain Analysis 
(PPP-BODTA) technology was developed with a 2 cm spatial resolution [4]. 

In this study, distributed fiber optic sensors with PPP-BODTA [5] and extrinsic 
Fabry-Perot interferometric (EFPI) sensors [6] are employed to measure 
temperatures and strains in steel beams exposed to fire. The sensors’ accuracies and 
precisions for temperature and strain measurements are compared and evaluated.  

WORKING PRINCIPLES 

The working principles of the distributed fiber optic sensor and extrinsic Fabry-
Perot interferometric sensor are briefly introduced in this section. In this study, all 
fiber optic sensors were fabricated using telecommunication-grade fused silica 
single-mode fibers. The fiber cross section consisted of an 8.2 μm glass core and a 
125 μm glass cladding [7]. Typically, optical fibers are coated with protective 
polymer coatings outside of cladding to enhance the mechanical performance [8]. In 
this study, for strain measurement, the coatings were removed before the fibers 
were installed on the test specimens. However, for temperature measurement, the 
coatings could be left and burned off at about 300 °C to 400 °C [9].b 

Distributed Fiber Optic Sensor 

In this study, PPP-BOTDA based on stimulated Brillouin scatterings in optical 
fiber was employed. Stimulated Brillouin scatterings result from the interactions 
between light waves and acoustic waves in optical fiber [2]. PPP-BOTDA measures 
the Brillouin frequency shift along the optical fiber, which is related to the strain 
and temperature changes of the optical fiber. For light signals with wavelengths of 
1.3 μm to 1.6 μm in single mode fibers, the Brillouin frequency shift is about 9 GHz 
to 13 GHz. The Brillouin frequency shift increases approximately linearly with 
increasing tensile strain or temperature when the temperature is not very high (< 
400 °C). However, after the optical fiber is exposed to high temperatures, the linear 
relationships are not satisfied and must be modified [7]. 

Extrinsic Fabry-Perot Interferometric Sensor 

An EFPI sensor typically consists of two parallel reflecting surfaces, which are 
separated by a cavity, as illustrated in Figure 1. Interference occurs between the 
multiple reflections of light between the two reflecting surfaces. The reflection 
spectrum of an EFPI can be described as the wavelength dependent intensity 
modulation of the input light spectrum [6], which is mainly caused by the optical 
phase difference between two reflected light beams. Constructive interference 
occurs if the reflected beams are in phase, and this corresponds to a high-
transmission peak. If the reflected beams are out-of-phase, destructive interference 
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occurs and this corresponds to a reflection minimum. Whether the multiply 
reflected beams are in phase or not depends on the wavelength (λ) of the incident 
light (in vacuum), the angle with which the incident light travels through the 
reflecting surfaces (θ), the physical length of the cavity (L) and the refractive index 
of the material between the reflecting surfaces (n). 
 

 
Figure 1. Illustration of a typical EFPI.  

 
The phase difference between each reflected pair of the EFPI is given as: 

 

c
2

)2 os(nL
 



      (1) 

 
When perturbation is introduced to the EFPI, the phase difference is influenced 

with the variation in the optical path length difference of the interferometer. 
Applying longitudinal strain to the EFPI sensor, for instance, changes the physical 
length of the cavity, which results in phase variation. By measuring the shift of the 
wavelength spectrum, the applied strain can be quantified.  
 
 
EXPERIMENTAL PROGRAM 
 
Test Specimens and Setup 
 

Three S3×5.7 “I-shaped” steel beams were tested with a three-point bending 
setup in a compartment fire (‘flame channel’) as shown in Figure 2. Combined 
temperature and mechanical loading was applied. The three test beams were 
designated Beam #1, Beam #2, and Beam #3. Each of the beams had a 76 mm 
depth, 59 mm width, and 1420 mm length. The cross sectional area was 1077 mm2. 

A flame channel, which consisted of a burner rack, an enclosure, and a 
specimen loading system, was located under a 6 m × 6 m (plan) exhaust hood. The 
burner rack had four natural gas diffusion burners made of sheet metal, and each of 
the burners was 300 mm × 300 mm × 140 mm (length × width × height) in 
dimension. Natural gas entered a burner from the bottom, filled the burner cavity, 
and then, passed through a ceramic fiber blanket to distribute the gas. The burners 
were manually regulated by the energy content of the supplied gas, which was 
measured with an expanded uncertainty of less than 2.4 % [10]. An enclosure 
constructed of square tube steel, cold-formed steel C-profiles and gypsum board 
lined with thermal ceramic fiber enclosed the space above the burner rack. The 
enclosure was open at three faces: the bottom and the two ends in longitudinal 
direction of the beam, creating the compartment flame dynamics. The heated 
“compartment” created by the enclosure was approximately 380 mm × 400 mm × 
1830 mm (height × width × length) in dimension. Each test beam was simply 
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supported on two supports constructed of 1-1/2” Schedule 40 pipe, at a 1250 mm 
clear span. The specimen was loaded by a U-shape 1/2” Schedule 40 pipe (outer 
diameter: 21 mm) “loading yoke” at the mid-span. The supporting pipes and 
loading yoke were cooled with the exiting water temperature controlled to less than 
50 °C. Load was transferred to the loading yoke with a pulley system. 
 

 
Figure 2. Experimental setup. 

 
Instrumentation of Test Beams 
 

Each beam was instrumented with four glass-sheathed, K-type, bare-bead 
thermocouples peened into small (diameter < 2 mm) holes, which were drilled into 
the bottom and top flanges as indicated in Figure 3: TC1 and TC3 at mid-span, and 
TC2 and TC4 at quarter-span. The thermocouples had a manufacturer-specified 
temperature standard limit of error of 2.2 °C or 0.75 % (whichever value is greater) 
over a measurement range of 0 °C to 1250 °C. A calibrated load transducer by 
Omegadyn was installed on a spanning bar at the bottom of the loading yoke and 
used to measure the applied load. The linearity and repeatability of the load 
transducer were ±0.03 % and ±0.01 %, respectively. Each beam was instrumented 
with one distributed fiber optic sensor (DFO-T) to measure temperature 
distributions, three distributed fiber optic sensors (DFO-ST1, DFO-ST2, and DFO-
ST3) and three EFPI sensors (EFPI1, EFPI2, and EFPI3) to measure strains. The 
sensors EFPI1, EFPI2, and EFPI3 were closely deployed to DFO-ST1, DFO-ST2, 
and DFO-ST3, respectively. 

Data from the fuel delivery system, thermocouples, displacement sensors and a 
load transducer were measured continuously using a National Instruments data 
acquisition system (NI PXIe-1082). Thermocouple data were recorded using 24-bit 
Thermocouple Input Modules (NI PXIe-4353), and load and displacement data 
were recorded using a high-speed, 16-bit multifunction module (NI PXIe-6363). 
Data were sampled at 90 Hz with average values and standard deviations recorded 
in the output file at a rate of 1 Hz. 

A Neubrescope data acquisition system (NBX-7020) for the distributed fiber 
optic sensors was used to perform PPP-BOTDA measurements with 2 cm spatial 
resolution and accuracies of 0.75 °C and 15 με for temperature and strain, 
respectively. In this test, the spatial resolution was 2 cm, meaning that the Brillouin 
frequency shifts of two points spaced at no less than 2 cm could be distinguished. 
An optical spectrum analyzer (Yokogawa AQ6370C) was used to acquire data from 
the extrinsic Fabry-Perot interferometers with a broadband (1470 nm to 1630 nm) 
light source (Keysight 83437A). The operation wavelength ranged from 1500 nm to 
1600 nm. The sampling frequency ranged from 0.2 Hz to 1 Hz. 
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Figure 3. Instrumentation of test beams. 

 
Test Protocol 
 

Each beam was subjected to both fire and mechanical loading. Figure 4 
illustrates the fire test protocol. 
 

 
Figure 4. Test protocol. 

 
The heat release rate (HRR) was held approximately constant at five target 

levels: 25 kW, 65 kW, 120 kW, 195 kW, and 350 kW, which corresponded to beam 
temperatures at TC1 of approximately 200 °C, 400 °C, 600 °C, 850 °C, and 
1050 °C, respectively. During the test of Beam #2, the gas was turned off for about 
20 seconds before the HRR was increased to 120 kW and 195 kW, respectively, to 
allow for visual observation. When the HRR was increased to a higher level, the 
target value was overshot and then quickly regulated down to the expected value. 
At each HRR level, in addition to the self-weight, the beam was subjected to three 
levels of loads at the mid-span. For Beam #1, the three loads were approximately 68 
N, 98 N, and 126 N, and sustained for 7 minutes, 4 minutes, and 4 minutes, 
respectively. For Beams #2 and #3, the three loads were approximately 68 N, 176 N, 
and 285 N, each sustained for 6 minutes. 
 
 
EXPERIMENTAL RESULTS AND DISCUSSION 
 
Temperature Measurements 
 

At each sustained HRR level, the beam temperature gradually stabilized to a 
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temperature with some variation. To quantify the temperature variations, the mean 
values and standard deviations were calculated over 15 minutes for Beam #1, and 
18 minutes for Beams #2 and #3 when the mechanical loads were applied at each 
temperature level. The coefficient of variation for all the thermocouple readings is 
less than 4 %. Similarly, to average out the effects of temperature fluctuation, five 
measurements were made using the DFO-T at each sustained temperature level. 
Each measurement was an implicit average over a time between 15 seconds and 40 
seconds. The DFO-T readings have a maximum coefficient of variation of 4 %, 
which was similar to that of the thermocouples. The relative difference between the 
mean temperatures from the DFO-T and the thermocouple ranges from -10 % to 
8 %. To understand the statistical significance of the measurement differences, the 
average of mean temperature differences (four for Beam #1, three for Beam #2, 
four for Beam #3) was calculated at each HRR level and presented in Figure 5 as an 
average temperature difference. In addition, the range of mean differences at 95 % 
confidence level is represented by the error bar. 
 

 
Figure 5. Difference between the fiber optic sensor and thermocouple temperature readings (error 

bars at 95% confidence). 
 

It can be observed from Figure 5 that the mean difference at 95 % confidence 
level is less than 5 %, which is acceptable in many engineering applications. The 
discrepancies may be attributed to several factors. First, the DFO-T sensor was 
installed in a slightly different location than the thermocouples. Second, the 
thermocouple beads were located slightly below the surface of the beam and the 
DFO-T slightly above the surface, and thus, the influence of gas temperature 
variation on the measurements varied. Additionally, the thermocouples were not 
corrected for radiation losses. 
 
Strain Measurements 
 

The strain results measured from the EFPI sensors are plotted in Figure 6. As 
the HRR increases, the strain values approximately linearly increase. When the 
HRR was no more than 120 kW, the strain results from different sensors attached 
on different test beams agreed well. At the HRR equal to 120 kW, the strain values 
were approximately 8000 με to 9000 με. When the HRR became larger than 120 
kW, greater variation of the strain results was observed from different sensors 
deployed at different locations. At the HRR equal to 350 kW, up to 35,300 με 
(3.53 %) strain was measured by the EFPI sensors. 

Similar to the temperature measurements, multiple strain measurements were 
made from the distributed fiber optic sensors and EFPI sensors at each HRR level. 
The mean values for the two measurement methods were compared statistically for 
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the conditions when the HRR was no larger than 120 kW, as shown in Figure 7. 
The mean strain difference at 95 % confidence level is less than 10 %. There are 
several reasons for the discrepancy between strain measurements from different 
sensors. First, the two sensors were deployed at slightly different locations that 
were subjected to different strains. Second, the data used to calculate the mean 
values of the two independent sensing systems were not selected at exactly the 
same moment. Although the two data acquisition systems were synchronized, they 
had different measurement (reading) durations, and thus, the measurement results 
were not achieved simultaneously. Third, each instrument has its own accuracy and 
repeatability at a level, and the measurement results contain error. 
 

 
Figure 6. Average strain results measured from EFPI sensors. 

 
 

 
Figure 7. Difference between the distributed fiber optic sensor and EFPI sensor strain readings (error 

bars at 95% confidence). 
 
 
CONCLUSIONS 
 

Pulse pre-pump Brillouin Optical Time Domain Analysis distributed fiber optic 
temperature sensors have been demonstrated at temperatures up to 1050 °C in fire 
with adequate sensitivity and accuracy for typical structural engineering 
applications. These measurements add significant value over traditional 
thermocouples by providing distributed measurements over the length of the optical 
fiber with a spatial resolution of 2 cm. The measured temperatures were validated 
by thermocouples resulting in an average relative difference of less than 5 % at 95 % 
confidence level. 

Extrinsic Fabry-Perot interferometric strain sensors have been demonstrated to 
operate up to 1050 °C in fire and measure at least 35,300 με (3.53 %) strains. The 
thermal strain predicted from the distributed fiber optic sensor and the extrinsic 
Farby-Perot interferometric sensor strain results were compared. The mean strain 
difference at 95 % confidence level was less than 10 %. 
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These results demonstrate the potential application of fiber optic temperature 
and strain sensors in structural fire testing. The investigated sensors provide 
increased temperature resistance, strain capacity, and spatial resolution when 
compared to traditional methods. Further development of the sensors is required to 
improve the robustness of the sensors and the speed of installation and 
measurement.  
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ABSTRACT  

Dimensional scaling trends will eventually bring semiconductor critical dimensions (CDs) down to only a few atoms in 
width. New optical techniques are required to address the measurement and variability for these CDs using sufficiently 
small in-die metrology targets.  Recently, Qin et al. [Light Sci Appl, 5, e16038 (2016)] demonstrated quantitative model-
based measurements of finite sets of lines with features as small as 16 nm using 450 nm wavelength light.  This paper uses 
simulation studies, augmented with experiments at 193 nm wavelength, to adapt and optimize the finite sets of features 
that work as in-die-capable metrology targets with minimal increases in parametric uncertainty.  A finite element based 
solver for time-harmonic Maxwell’s equations yields two- and three-dimensional simulations of the electromagnetic 
scattering for optimizing the design of such targets as functions of reduced line lengths, fewer number of lines, fewer focal 
positions, smaller critical dimensions, and shorter illumination wavelength.  Metrology targets that exceeded performance 
requirements are as short as 3 m for 193 nm light,feature as few as eight lines, and are extensible to sub-10 nm CDs.  
Target areas measured at 193 nm can be fifteen times smaller in area than current state-of-the-art scatterometry targets 
described in the literature.  This new methodology is demonstrated to be a promising alternative for optical model-based 
in-die CD metrology. 
 
Keywords: optical metrology, electromagnetic simulation, normalized sensitivities, parametric uncertainties, phase 
sensitive measurements, through-focus three-dimensional field 

1. INTRODUCTION  

Continuous advances in photolithographic technology, techniques, and materials have led to a downward scaling of the 
critical dimensions (CDs) of semiconductor devices.  These CDs, often correlating to the line width of the features of 
interest, are presently below 20 nm and given current trends will likely reach the atomic scale in the mid-2020s [1].  Current 
metrology techniques are being refined to meet the challenges presented by such small features.  For example, scanning 
electron microscopy (SEM) is being developed with multi-beam columns that allow the stitching of simultaneously 
acquired images over larger areas than presently possible for defect inspection [2] and may also be applicable to CD 
metrology.  Also, modeling of the fundamental physics of electron scattering in materials is enabling new model-based 
measurements using SEM imaging for the metrology of CDs as small as 10 nm [3]. 

As these nascent advances are not yet fundamental to in-line process control in semiconductor manufacturing, the industrial 
workhorse for CD metrology remains optical scatterometry [4], as optics provides lower cost, greater areal coverage, and 
non-destructive measurements.  Traditional placements of metrology targets for conventional scatterometry are illustrated 
schematically as Fig. 1.  The measurement of the CD for features of interest is interpolated by evaluating the optical 
scattering from several multi-line arrays positioned on the scribe lines.  From a manufacturing point-of-view, if the 
metrology is sufficiently accurate it is preferable to have metrology targets outside the active areas to allow for more 
devices in the active area with no constraints upon circuit design.  Additional measurements by single-column scanning 
electron microscopes (SEMs) augment the optical CD metrology.  These measurements may be combined through hybrid 
metrology to lower the parametric uncertainty for scatterometry [5-8]. 

However, there is a desire to shift towards accurate in-die metrology.  In overlay metrology, meaning the alignment of one 
photolithography layer with a previous layer, intra-die variability is an increasing concern [9].  As CDs decrease, a lack of 
CD process control similar to that in overlay may exist between device features of interest and the metrology targets at the 
scribe lines.  It is an ongoing question whether the placement of a scatterometry target within the active area is practical.  
It is a substantial obstacle to interpret the scattering once the incident beam size exceeds the area of the target.   
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Figure 1. (left) Schematic (not to scale) of the traditional placement of critical dimension (CD) scatterometry targets relative 
to the active area in semiconductor manufacturing.  The active area contains the billions of devices that constitute a 
successfully patterned computer chip.  In current practice, interpolation of CD measurements on the scribe lines permits 
process control of CD within the active area.  (right) Initial proposed in-die target design (to scale) based upon the measured 

target from Ref.  [10].  The target has 30 lines with 60 nm pitch and line length (ℓ ) of 6 m.  Two unpatterned buffer areas 

are to the left and right of the target to minimize optical interactions.  Distances are shown in SI units and relative to the 
illumination wavelength from Ref. [10],  = 450 nm.  This paper explores through simulation optimizations of this target.       

When the incident light underfills the target, the array can be often treated as a grating in simulation.  When the beam 
overfills the target, “spurious” scattering and reflections arise that must be dealt with, although some metrology systems 
collect not only the 0th order-scattering but also the ±1st orders to augment their CD measurements [4].  Research is leading 
to reductions in the size of scatterometry targets, with some recent projections of targets as small as 12 m x 12 m in area 
for CD scatterometry [11] and 10 m x 10 m for diffraction-based overlay metrology [12].   

In this present paper we suggest the industrial application of an alternative optical methodology that is not limited by the 
minimum spot size.  The technique uses the broad continuum of scattered spatial frequencies that is inherent to a finite 
grating in order to parametrically determine the dimensions of a finite array of features.  A recent paper [10] published by 
our group has demonstrated quantitative critical dimension measurements as small as 16 nm with parametric uncertainties 
as small as 1 nm or less.  These finite arrays of features are of sufficiently small area to be considered for in-die metrology. 

In Ref. [10], three 30-line arrays with deep-subwavelength dimensions were measured quantitatively. The narrowest of 
these lines was approximately 30 times smaller than the wavelength of the light,  = 450 nm, used to measure them.  
Measurement was achieved by matching the scattered intensity profile against a library of simulated scattering profiles 
that were indexed by geometric parameters.  Specifically, innovations in structured illumination [13], tool characterization 
and Fourier domain normalization [14], systematic error estimation, a priori information, and 3-D scattered light field 
analysis were all critical to unlocking deep-subwavelength information from sets of images acquired through-focus.  This 
methodology is a new way of approaching the problem of in-die metrology and will have an impact upon how 
semiconductor manufacturers and equipment suppliers resolve critical issues in CD metrology.   

Figure 1 shows schematically the potential placement of such in-die targets as well as a potential target design based upon 
the quantitative performance of the finite set of features in Ref. [10].  While the patterned area of the 30-line targets was 
1.8 m x 6 m, for a realistic metrology target there must also be unpatterned regions in close proximity to serve as buffers 
to minimize optical interactions between the target and semiconductor devices of interest. Addition of these buffers 
increases the area of this initial proposed target at 450 nm wavelength to 10.8 m x 6.9 m, smaller than the 12 m x 12 
m scatterometry targets for CD metrology in Ref. [11] above.     

This paper uses simulation studies that are augmented with experimental data at  = 193 nm to advance this methodology 
towards industrial relevance.  The target design in Fig. 1 must be optimized for reduced area with sufficient accuracy.  
Also, experimental conditions (e.g., focus positions, wavelength) must also be optimized.  In order to properly define the 
scope of these simulation studies, some review of the details of this technique from Ref. [10] are provided in Section 2 as 
well as information regarding the electromagnetic modeling.  In Section 3, target and experimental parameters are defined 
and quantitative simulation study results are presented.  These results are discussed further in Section 4 with respect to 
sensitivity, parametric correlation, and noise model.  Sections 5 and 6 provide comparisons against conventional 
scatterometry and estimates of the extensibility of this optical imaging methodology, respectively.  In Section 7, new 
experimental results at  = 193 nm are shown to compare favorably to trends observed in the simulation study.     
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2. SCATTERFIELD MICROSCOPY  

2.1 Fundamentals of Scatterfield Microscopy 

Scatterfield microscopy refers to the tailoring of the illumination and full use of the 3-D scattered light field above a 
scatterer to obtain metrology information [13,15]. Experimental methods for making full use of this light field have 
included angle-resolved imaging in a high-magnification platform [5,16-18] as well as the acquisition of focus-resolved 
images for defect metrology [16,19,20] and dimensional metrology [14,21]. 

The recently published work uses scatterfield microscopy to acquire images for the quantitative fitting of finite sets of 
features, which should be suitable as metrology targets, in a high magnification platform.  There have been several key 
elements that were developed or refined to reach this objective.  The process is described in full in Ref. [10] but summarized 
here for completeness.  Quantitative measurement of these deep-subwavelength features is enabled by choosing a 
geometrical model from limited prior information, completing several electromagnetic simulations as functions of the 
parameters of that model, normalizing the simulated scattered fields using the observed tool functions, calculating images 
from those normalized fields, and estimating systematic errors including their correlations using nonlinear regression. 

It is important to briefly compare the critical differences between the requirements of the experimental data fitting and 
these simulation studies.  These studies assume a perfect microscope, negating the need for Fourier domain normalization 
of the scattered fields.  In Ref. [10], it was determined that several of the systematic errors were correlated, increasing the 
complexity of the uncertainty analysis.  In this work, the error model will be reduced to a simple, uncorrelated random 
error that is scaled to the incident intensity, I0, as there is no systematic error or Type B uncertainty components to be 
considered in the perfect microscope.  Therefore, the 1 uncertainties (coverage factor k=1) shown may be well below 
what is experimentally achievable. In the previous work, measurements were performed using a low illumination numerical 
aperture (INA) of 0.13 and a high collection numerical aperture (CNA) of 0.95 while moving the sample through-focus.  
For all wavelengths in these simulation studies, the chosen INA is 0.1, except where noted.  The electromagnetic modeling 
and nonlinear regression will be discussed in more detail below as they are essential to the simulation studies presented in 
this work.   

 
2.2 Modeling of Scatterfield Microscopy 

The software that has been used in most of the present study is the commercially available JCMsuite*[22], a solver for 
time-harmonic Maxwell’s equations and other applications using the finite element method (FEM). The FEM approach 
together with the use of perfectly matched layers as absorbing boundaries makes it possible to investigate the scattering 
from a variety of non-periodic 2-D and 3-D geometries.  In Ref. [10], modeling was performed using an in-house 
implementation of the rigorous coupled-wave analysis (RCWA) with 2-D scattering and an assumption that the target was 
of sufficient length to be approximated as an infinite line, an assumption tested in the next sub-section. 

Subsequent imaging of the scattering structures requires taking only the far field data into account.  Here, the Fourier 
transform corresponding to the returning part of the total field is determined and the Fourier spectrum is used as input to 
propagate the field and calculate the images at different focus positions. In order to account for a finite INA we treat the 
light in the illumination path as the sum of plane waves originating from different points in a plane that is conjugate to the 
back focal plane (CBFP) of the objective lens. Here, a total of 12 plane waves are required to simulate this finite, 0.1 INA 
aperture, with each single plane wave taking about 70 s to calculate. Twelve plane waves have proven to be a good 
compromise between accuracy and computational effort; by taking advantage of the four-fold symmetry of the target 
geometry and the illumination set up, the finite aperture is computed with just three plane waves. Depending on the 
wavelength, the number of Fourier components lies around 520 per incident plane wave. 

*Certain commercial materials are identified in this paper in order to specify the experimental procedure 
adequately. Such identification is not intended to imply recommendation or endorsement by the National Institute 
of Standards and Technology, nor is it intended to imply that the materials are necessarily the best available for 
the purpose.  
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The images were calculated at 11 equally spaced focus positions relative to the substrate, for two orthogonal polarization 
states. As the depth of focus varies inversely with wavelength	 , to make the results comparable the maximum and 

minimum values of the focus positions ,  were adjusted such that  | , | = , leading to a range 

from -2 m to 2 m for = 450	nm	and -0.86 m to 0.86 m for = 193	nm. The sampling rate in  direction 
corresponds to a pixel size of 25 nm	with an overall range of 3 m between -1.5 m to 1.5 m relative to the center of the 
structure. Together with the above specifications this configuration leads to an individual data set for each simulated 
intensity profile that consists of 2640 data points.    

Cross-sectional views of the structures in the two geometry models used in these simulation studies are shown in Fig. 2. 
In the coordinate system shown at the far left of Fig. 2, the 2-D line and fin structures extend in the  direction, with infinite 
length for 2-D modeling and fixed widths in 3-D modeling, with the focus variation along the z direction.  

 
Figure 2. Cross-sectional views of single lines in the geometry models used in the simulation studies.  The coordinate 
system is defined at the far left.  (left) the “rectangular” model with floated parameters w, h.  Single plane-wave illumination 
was used for this structure.  (right) the “fins” model with floated parameters w, h with hox fixed.   

Key considerations in choosing the geometric models for the simulation studies were parametric correlation and 
applicability to the semiconductor industry.  The simplest possible model is a rectangular cross-section, and generally 
speaking the parametric correlation between the height and width parameters should be low in both cases.  As this geometry 
is not reflective of actual manufacturing geometries, a second, more realistic, geometry model with fins and a SiO2 layer 
was used.  Again, in the interests of simplicity a single height and single width parameter were floated with the sidewall 
angle of the buried structure, the optical constants, and the SiO2 oxide height all fixed.  The number of geometric parameters 
and the optical properties of the materials involved can be expressed mathematically as the vector of parameters ={ ,… , } with notation following Ref. [8].   

 
2.3 Minimum Line Lengths  

As a demonstration of the comparisons that are enabled by simulation studies on these structures, a qualitative study of the 
effects of finite line lengths, ℓ  , upon the array is provided.  Here, only a single plane wave of illumination was used for 

these comparisons. In Fig. 3, the scattering intensity profiles at two orthogonal polarizations and three focus heights are 
shown for 450 nm wavelength light incident upon an array of 10 rectangular lines.  The varied parameter in this study is 
the length of the finite line array, i.e. the extension in  direction (cf. Fig. 2). Obviously there will always be a numerical 
difference between simulating finite isolated structures and simulations using 2-D codes, which implicitly assume infinitely 
long lines.  One may still seek a minimum length ℓ ,  such that the modeling error incurred by using the 2-D code can 

be neglected within a chosen accuracy limit in order to optimize the tradeoff between accuracy and the computation time 
and resources relative to a full 3-D treatment.  

At the left of Fig. 3, the differences are difficult to discern graphically between the finite and infinite scattering profiles 
imaged when the focus is at the substrate for lines at least 4000 nm in length.  In the middle and right of Fig. 3, however, 
these distinctions for the finite line lengths are more apparent as the focus position increases.  This is due primarily to an 
increase in the scattering interactions between the two ends of these finite lines that obscure the scattered intensity profile 
from the centers of the lines with increased defocus. It may be more useful to consider ℓ  in determining the focal range 
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(ℓ )   over which a finite length target can be used.  Based on our understanding of the scattering of finite targets, for 

length		ℓ = 6	μm, the similarity between finite and the infinite model is sufficient for simulations of the rectangular 

structure for (ℓ )  < 2 m, with a perceptible difference at ±2 m, likely due to a minor resonance occurring due to 

single plane wave scattering. 

A 6 m line length is just over 13 wavelengths long at  = 450 nm.  The scattering interaction distance should decrease 
linearly with wavelength, implying that, for these simple targets, it should be possible to reduce line lengths to as short as 
short as 3 m atnm wavelength.  Similarly, the 10 wavelengths-wide buffer areas should also lead to a decreased 
width.  From wavelength scaling it should be possible to reduce the scatterfield microscopy target down to an area below 
7 m x 3 m at  = 193 nm, which if possible would represent a factor of fifteen less area than the 12 m x 12 m 
scatterometry target from Ref. [11]. 

Figure 3. Simulated scattering intensity profiles at three focus positions for varying line lengths.  X, Y polarizations are 
shown on the top and bottom, respectively, for 	= 450 nm illumination.  The focus positions are relative to the substrate and 
are defined as z = 0 m at left, z = 0.8 m in the middle column, and z = 1.6 m for the left column.  Qualitatively, there 
is little distinction between the infinitely long and 6000 nm long lines within this focal range, but further research is required 
to validate this trend. 

3. SIMULATION STUDY RESULTS

Quantitative analyses of parametric uncertainties from simulation data are now used to study the capability of scatterfield 
microscopy to determine the geometrical parameters of the line/fin structures described above and more importantly, 
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address the question of what an optimized combination of target and experimental would be that would require the least 
area on the wafer while being sized large enough for an accurate determination of the critical dimensions (CD) using 
scatterfield microscopy.  Since in the regime where ≫  metrology is only possible using a model-based approach, we 
will review some basic facts about regression, before investigating the effects of changes in the measurement setup and in 
the measured targets. The approach to these simulation studies can be generalized and is by no means tied to a particular 
instrument. Again, we will use the nomenclature as defined as provided in Ref. [8].   

3.1 Regression of Simulated Data 

In model-based metrology the parameters of interest, e.g., the height (h) and width (w) of a line structure, are determined 
by non-linear regression. Given a vector of measurement data { , … , }	and a physical model that yields simulation 
data { ( , )}, = 1, … ,  that depend on the parameters of interest = { , ℎ}, we have a nonlinear regression for  
and  ( , ) given by  = ( , ) + ,			 			(1) 
with   being the corresponding error on the i-th data point. We assume the random vector = { ,… , } to be 
Gaussian with zero mean and covariance matrix . Once the best fit value  is found, its uncertainty can be estimated 
using the covariance matrix = (0) ⋅ ⋅ (0) , 			(2) 

 with  (0) = ( , ) …	 ( , )⋮ ⋱ ⋮( , ) … ( , ) 	, (3) 

denoting the Jacobian matrix of the model function at the best fit value. In the context of regression this matrix is sometimes 
also called the sensitivity matrix, a term that will become clearer in Section 4. From Eq. (2) it can be seen that the 
uncertainty of the estimated parameters depends both on the variance of the input data and the simulations of the physical 
model.  

The best fit value is usually found using gradient based optimization algorithms. Depending on the initial guess and the 
non-linearity of the model function this might be a cumbersome process, for each step requires the rigorous simulation of 
the scattering process. We therefore generate a grid on which we interpolate the model function, decreasing the 
computation time to 0.05 s for a single evaluation of the interpolation. 

In order to prevent inverse crimes [23] we both generate the input data on a finer grid than the one we use for the regression 
and also add a 0.03 I0 uncorrelated random background noise to it, hence = (0.03) ⋅ , with  denoting the N-
dimensional identity matrix.  This is in contrast to the full  matrix presented in Ref. [10] and is used to simplify the 
simulation study.  Specifically, determining a new  matrix for every combination of wavelength, focus positions, and line 
number would be computationally prohibitive given the scope of this paper.  Note that the 0.03 I0 uncorrelated random 
background noise has different effects on the simulation data, since the reflectivity varies between the wavelengths and 
the structures, see Table 1 and Fig. 4. 

Table 1. Reflectivity for the different structures as determined for the unpatterned buffer areas for two different 
wavelengths. 

Reflectivity =  =  

Rectangles (Si) 0.67 0.42

Fins (SiO2 layer on Si) 0.58 0.14
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Figure 4. Simulated scattering intensity profiles for the 10 fins structure for two different wavelengths (left 193 nm, right 
450 nm), unperturbed (red) and with added 0.03 I0 random noise (blue).  

3.2 Number of Lines Required 

In this work we want to investigate how the parametric uncertainties change with respect to the structure itself. More 
precisely the total number of lines or fins is varied in this first simulation study. From an industrial point of view this 
directly addresses how large the target needs to be for metrological purposes. Several libraries were generated for 
increasing numbers of lines and fins, from 2 to 32 in steps of 2. The input data corresponds to a nominal line width of 
20 nm and a height of 35 nm for the rectangular structure and a nominal line width of 25 nm and a height of 40 nm for the 
fins, with random background noise added in both cases. Again, we used a coarser grid for the regression, once the best fit 
values were found their uncertainties were estimated using Eq. (2). 

Figure 5. Dependence of the estimated uncertainties on the number of lines (left) and fins (right) of the investigated 
structure. 

From the results, found in Fig. 5 above, one can see the target size can be reduced to 8 lines or 8 fins without losing too 
much accuracy on the determination of the height of the structure. There is some tradeoff regarding the uncertainty of the 
width, but the potential benefits from a decreased target size may outweigh the increased width uncertainty. 

3.3 Number of Focus Positions Required 

In the next step we want to investigate the dependence of the number of focus positions upon the parametric uncertainties. 
One of the 11 focus positions is randomly picked to start and successive focus positions are added, again randomly picked 
from the remaining ones, thus increasing the total number until having exhausted all 11 focus positions. In each step the 
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data sets are perturbed by adding random noise and used as input to the regression analysis. The resulting parametric 
uncertainties as a function of the number of focus positions are presented in Fig. 6.  

Compared to using only a single focus height, uncertainties can be dramatically improved by adding as few as three or 
four focus positions. Of course the estimated uncertainties do not only depend on the number, but also on the actual focus 
positions selected, especially in the early stages of this process, when only one or two positions are considered. Since there 

are 	  possibilities to choose  focus positions from a total of  available focus positions it is nearly impossible to 

determine the optimal order for all possible permutations. However, from the realizations that were investigated, these 
general trends with respect to the number of focus positions appear to hold independent of the order in which they are 
drawn. 

Figure 6. Dependence of the estimated uncertainties on the number of focus positions for rectangular profiles (left) and fins 
(right) using both polarizations for a single permutation of the focus positions.  

Furthermore it was observed (not shown) that the uncertainties obtained using a wavelength of 193 nm in the simulations 
yields better results than using the larger wavelength of 450 nm. A detailed explanation for this behavior will be given in 
the upcoming section. 

3.4 Dependence upon Illumination Wavelength & Incident Polarization 

Finally, we want to present the estimated parametric uncertainties for a varying number of focus positions if only a single 
polarization is taken into account for the case of 8 fins and two wavelengths, 193 nm and 450 nm.  An industrial 
measurement for example may select a single polarization to reduce measurement time.   It turns out that for both 
wavelengths using only the X polarization data leads to very large parametric uncertainties. This is most problematic for 
the height parameter, which is therefore not shown here. The uncertainties for the width for both polarizations and the 
height for Y polarization for both wavelengths are presented in Fig. 7 below. 

Figure 7. Dependence of the estimated uncertainties on the number of focus positions for 8 fins, taking only a single 
polarization into account. 
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4. SENSITIVITY AND PARAMETRIC CORRELATION

Above, it has been shown that the target can be significantly smaller in area than that shown experimentally in Ref. [10]. 
Before accepting these findings at face value, the rationale behind these trends must be explored further to obtain a deeper 
understanding of the results presented above.  A more detailed explanation of the results requires explanation of what 
governs the estimation of the parametric uncertainties. While the electromagnetic scattering from a finite set of features is 
an inherently non-linear problem, there are simple quantitative metrics that allow a qualitative understanding of the 
resultant parametric uncertainties.  Many of the trends above can be explained by evaluating the sensitivity of the scattered 
intensity profiles and the parametric correlation inherent to the geometry and scattering.  It has already been mentioned in 
the discussion of the regression approach that the parametric uncertainties depend on the Jacobian of the model function, 
also called the sensitivity matrix, and the covariance matrix of the error model. It is the interplay of those two quantities 
that eventually yields the parametric uncertainties in addition to the selected noise model.  The noise model used on the 
scattered intensity profile in simulation studies provides the only source of error of the input data and for random error, 
scales the parametric uncertainty.  

The first metric calculates the sensitivity of a specific tool producing a certain signal, with respect to a single measurand, 
e.g., the height or width of the profile.  Here, this metric is a unitless, normalized sensitivity [24], defined as

	 = ΔΔ . 					 			(4) 
It can be shown that for the simulations, the matrix consisting of the normalized sensitivities for all data points with respect 
to all measurands, i.e., model parameters, is proportional to the Jacobian, thus from Eq. (2) a high sensitivity leads to a 
small parametric uncertainty. 

In addition, the quality of the reconstruction of the geometry parameters also depends on the ability of distinguishing if a 
change in the signal was due to a change in one or the other parameter. Therefore we additionally report a second metric, 
the parametric correlation, which can be found from calculating the correlation matrix  by = ( ) ⋅ ⋅ ( ) 	. 			(5) 
Note that in the case of uncorrelated errors, i.e. a diagonal  matrix, both the normalized sensitivity and the correlation 
matrix only depend on the Jacobian matrix (0) of the model function.   Both the “fins” and “rectangular” geometries 
were parameterized with two floating parameters, and choosing only two parameters should lead to lower parametric 
correlations than models with three or more parameters, thus this simple case is a best-case scenario.  However, if the 
parametric correlation is high for two parameters, the parametric correlation for more models with more variables should 
be much, much worse.  

From Figs. 8 and 9, it can be shown how the normalized sensitivity and the correlation have an influence on the parametric 
uncertainties.  Both figures are comprised of several parts.  The top two rows in each Figure show the concatenation of 11 
focus positions for two orthogonal polarizations.  The dotted vertical lines separate out the 11 focus heights, while the two 
polarizations are color-coded, blue for X polarization and red for Y polarization.  The normalized sensitivity within each 
dotted line is plotted as a function of position ranging from -2 m to 2 m on the unlabeled x axis of these two rows.  The 
rows correspond to the normalized sensitivity with respect to the width and height, respectively.  The matrix in the lower 
right of each Figure shows the absolute value of the correlation matrix, which by definition has unity on the diagonal, and 
it is the off-diagonal components that reveal parametric correlation.  Finally, in the lower left of these figures, the 
parametric uncertainties are shown corresponding to that Figure. 

The qualitative interpretation of these figures is more straightforward.  Figure 8 corresponds to simulations of two fins at 
 = 193 nm and shows an overall smaller normalized sensitivity and a larger parametric correlation with respect to Fig. 9,
obtained from eight fins at  = 193 nm. Comparing the two top rows in Fig. 8, it can be seen that the magnitudes of the 

Proc. of SPIE Vol. 9778  97780Y-9

Downloaded From: http://proceedings.spiedigitallibrary.org/ on 04/04/2016 Terms of Use: http://spiedigitallibrary.org/ss/TermsOfUse.aspx

SP-50

Barnes, Bryan; Henn, Mark Alexander; Sohn, Martin; Zhou, Hui; Silver, Richard. "Enabling Quantitative Optical Imaging for In-die-capable Critical Dimension Targets." Paper presented at the SPIE Advanced Lithography, San Jose, CA, Feb 22-Feb 25, 2016.



ui 10

o

z -10

z -10

Normalized Sensitivities for 0.30 nm change in width, lambda =193 nm, NL =2

width

_Xpol. Y Qol:

Normalized Sensitivities for 0.30 nm change in height, lambda =193 nm, NL =2
_

height'

- 091- Y Qolr

Estimated uncertainties for lambda =193, NL =2

0.5

n height 0.92 1.00

width height width height

O O width

lCorr. matrix'

1.00 0.92

o

Normalized Sensitivities for 0.30 nm change in width, lambda =193 nm, NL =8

Normalized Sensitivities for 0.30 nm change in height, lambda =193 nm, NL =8

10 -

c 0)n

height',
0 -v -y--r-

z -10- Xpol. Y QoI.

Estimated uncertainties for lambda =193, NL =8

0.5

b

o
o o

width

'Corr. matrix'

1.00 0.69

height 0.69 1.00

width height width height

 

 

sensitivities scale with each other several data points, thus there is little to distinguish a change in height from a change in 
width.  Therefore, there tends to be a higher parametric correlation between these two parameters in Fig. 8. 

Figure 8. Normalized sensitivities and correlation matrices along with the resulting parametric uncertainties for a 
wavelength of 193 nm for two fins.  The two top rows have unlabeled x axes due to the concatenation of the normalized 
sensitivity over 11 focus positions and two polarizations, denoted by dotted vertical lines.    Within each of those 22 regions 
along the x axis, position -1.5 m to 1.5 m as shown in Fig. 4.  

 

 

 

Figure 9. Normalized sensitivities and correlation matrices along with the resulting parametric uncertainties for a 
wavelength of 193 nm for eight fins.  The two top rows have unlabeled x axes due to the concatenation of the normalized 
sensitivity over 11 focus positions and two polarizations, denoted by dotted vertical lines.    Within each of those 22 regions 
along the x axis, position varies from -1.5 m to 1.5 m as shown in Fig. 4.  
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It is therefore beneficial to choose an optimal combination of focus positions and number of lines or fins that lead to a very 
low uncertainty even for a small number of input data, as seen in Fig. 10 as a possible approach for industrial applications. 
There is no easy method for determining the optimal configuration given all the possible variations in the measurement 
setup and target geometries, yet examples such as Fig. 10 illustrate how tailoring the illumination, polarization, target 
design, and focus position may dramatically benefit the metrology community. 

 

Figure 10.  Normalized sensitivities and correlation matrices along with the resulting parametric uncertainties for a 
wavelength of 450 nm for eight fins and three focus positions and a single polarization (Y). 

5. COMPARISON WITH CONVENTIONAL SCATTEROMETRY 

While the potential benefits of reduced target size with respect to conventional scatterometry have been discussed, it is 
important to also compare simulated parametric uncertainties between conventional methods for scatterometry and this 
approach to scatterfield microscopy.  Not all modes of scatterometry can be addressed in this paper, and the error model 
used in this analysis assumes the same error for both hypothetical tools (0.03 I0) which may exceed the usual noise levels 
in scatterometry.  However, as the parametric uncertainties scale linearly with this simple noise model, the comparison in 
this Section can serve as a key starting point for evaluating the merits of scatterfield microscopy to scatterometry.        

 

Figure 11. (left) Spectroscopic ellipsometry data.  (right) Single-focus, scatterfield microscopy imaging with two orthogonal 
polarizations at =193 nm.  The number of focus positions was greatly reduced in order to permit reduced data acquisition 
times in this simulation study. 
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Using the RCWA model, simulations were performed for the 0th order scattering from a finite array of 30 fins to simulate 
spectroscopic ellipsometry [25] at a fixed incident angle of  = 65°.  Shown as Fig 11, wavelengths were varied from 200 
nm to 800 nm in 20 nm increments, and both the X and Y polarizations were calculated assuming single plane wave 
illumination.  The spectroscopic ellipsometry yielded parametric uncertainties of width = 0.50 nm and height = 1.41 nm.     

Scatterfield microscopy was simulated at  = 193 nm for this same example using JCMsuite (not shown) for using 11 focus 
positions and 2 polarizations, yielding width = 0.05 nm and height = 0.15 nm.  While this is dramatically less than the 
uncertainties for conventional scatterometry, the time required to acquire 11 images at two different polarizations may be 
impractical for in-line metrology.  Therefore, for this comparison scatterfield microscopy has been limited to a single focus 
position and two polarizations as shown at the right of Fig. 11.  The simulation with a single plane wave of illumination 
was performed in RCWA which requires periodic boundary conditions.  To ensure minimal optical interactions between 
the periodic copies of the finite features, the period of the simulation domain was set to 10 m, more than 22 wavelengths 
wide. Using these scattered intensity profiles, the parametric uncertainties increase to width = 0.10 nm and height = 0.34 nm.  
From this comparison, the two methodologies are comparable to each other. 

6. COMPARISONS WITH EXPERIMENT

The simulation studies in this paper are designed to optimize the parametric uncertainties and minimize the area of the 
targets measured experimentally in Ref. [10].  To check the accuracy of the trends of these simulation studies, additional 
experiments are required.  Here, three key targets are on the same wafer and in close proximity to the targets investigated 
in Ref. [10].  These new targets are measured at a shorter wavelength,  = 193 nm.  The first target is a 30-line target of 
nominally 16 nm width with 60 nm pitch and line lengths of 2 m, which is three times shorter than the prior targets.  This 
target will be used for qualitative evaluation of the effects of line length upon the scattered intensity profile.  The second 
and third targets are 10-line targets of nominally 14 nm and 16 nm width with 60 nm pitch and 6 mm length.  These targets 
demonstrate the sensitivity of the scattered intensity profiles to changes in line width.  Each target was measured using 
scanning electron microscopy, from which widths were determined.  For these targets, the nominally 14 nm and 16 nm 
wide, 6 m long lines were on average (18.1 ± 0.9 nm) and (22.6 ± 1.1 nm) wide, respectively, while the nominally 16 nm 
lines of length 2 μm had a width of (22.8 ± 1.1 nm).  These values are consistent with atomic force microscopy 
measurements on nearby targets as were presented in Ref. [10].    

Figure 12. Comparison between typical full-field illumination and the structured illumination used in this experimental 
work.  (left) Full-field illumination schematic, with accessible areas of the conjugate to the back focal plane (CBFP) shown 
in white.  At the sample plane, a cone of illumination is incident on the sample.  (middle) Structured illumination in the form 
of a slit in the CBFP.  Far fewer angles of illumination are incident compared to the full-field. (right) Close-up of the 
sample.  Placing the slit parallel to ky puts the plane of incidence on average parallel to the lines, increasing sensitivity. 

Experiments were performed using the NIST  = 193 nm Microscope, a high-magnification imaging microscope that yields 
immediate benefits from wavelength scaling [26,27].  The system features a catadioptric objective lens with an inner 
CNA = 0.11 and an outer CNA=0.74, meaning that in full-field illumination the incident angles range from  = 6° to 
 = 48°.  The clear aperture in the CBFP for full-field illumination is shown at the upper left of Fig. 12.  In this tool, on-
axis illumination is not available, thus direct comparison with the simulation study is not possible.  However, some benefits 
of a lower INA can be realized with sufficient illumination intensity by placing a slit aperture in the CBFP that is aligned 
parallel to the lines of the target.  While the full range of ky values are available to illuminate the target, the range of kx 
values are dramatically decreased, meaning that no large angles of incidence are illuminating the target perpendicular to 
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the linear array, as shown in the middle of Fig. 12.  The right of Fig. 12 shows that the structured illumination can be 
decomposed into several plane waves that, on average, are parallel to the direction of the length of the lines.  

For each of the three targets, detailed focus-resolved images were collected.  These data and their scattering intensity 
profiles are currently being processed for a sensitivity analysis and for quantitative imaging.  Therefore, only a limited 
amount of the data can be presented in these Proceedings.  However, the data shown and described here can provide a 
baseline for qualitative comparisons. 

 
Figure 13. (left) Image of a 2 m x 2 m 30-line target with 18 nm or 23 nm wide lines running vertically.  Scale bar applies 
to all images.  (middle) Images of two 10-line targets of differing widths, each 6 m long.  Images are from nearly the same 
focal position.  (right) Scattered intensity profile for the two targets shown in the middle.   

 

The three targets are shown at focal positions where there is a strong constructive interference near the edges of the finite 
set of lines.  However, it should be noted that the apparent “edge” signal is actually comprised of scattering from 
approximately 10 of the lines nearest that edge.  For the 2 m x 2 m target at the left of Fig. 13, the scattered intensity 
profiles that could be taken from this image would be similar to each other throughout the middle 1.5 m length of this 
target, indicating that the target could be further reduced in size in the vertical direction at this focal height.  The scattered 
intensity profiles of the two targets in the middle are shown at the right of Fig. 13.  A clear difference is seen in the profiles, 
indicating sensitivity.   

Using Eq. 4, we can calculate the sensitivities for each position for the left image in Fig. 13 yielding a normalized 
sensitivity range for this target of -0.24 to 0.62.  Further analysis of data from similar experiments indicates that the 
normalized sensitivities in general range from -0.5 to 0.5 and not -10 to 10 as in some of the simulation studies in Fig. 8.  
A primary reason for this discrepancy is likely the difference in different illumination and collection numerical apertures.  
Specifically, the simulation study assumed a narrower INA and a wider CNA.  Subsequent simulation using the 
experimental INA and CNA has shown a reduction in the sensitivity to a range of approximately –3 to 2.  Secondary 
reasons for any differences include noise in the experimental data and the implicit assumption is that all other target 
parameters are fixed while the width is increased in the experimental sensitivity study.   

These experimental images and experimental normalized sensitivities are qualitative checks upon the quantitative values 
provided from the simulation study while confirming sensitivity to changes in width. This experimental sensitivity 
demonstrates that the picoscale uncertainties shown in some of the graphs likely underestimate the sensitivity and therefore 
the parametric uncertainties found through experiment may be higher than those reported in these simulation studies.  
However, the experimental data reinforces the potential impact of these in-die-capable targets. 

7. EXTENSIBILITY OF SCATTERFIELD MICROSCOPY 

It must be further evaluated whether these targets are extensible to future semiconductor production nodes.  Here, a 
simulation study is performed for 10 nm tall fins that range in width from 8 nm down to 4 nm.  While it is known that 
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actual structures at sub-7 nm nodes may include concepts such as gate-all-around [28], this simple fin structure is preserved 
for easier comparison with the rest of this paper.   

Simulations were performed using JCMsuite with single plane-wave illumination using two orthogonal polarizations at 
 = 193 nm, imaging at 11 focus positions.  This larger data set was used to establish the best case for extensibility.  In
Fig. 14 below, the quantitative performance of the imaging of 10 lines is shown for three different line widths.  It can be 
directly observed that the signal for 8 nm CD is much stronger compared to 4 nm.  Concatenation of all 11 focus positions 
and 2 polarizations (22 scanning intensity profiles) was used to calculate the uncertainties in the height and width 
parameters as shown at the right of Fig. 14.    As expected, the parametric uncertainties increase as CD decreases.  The 
proposed method appears extensible with current error model, multiple focus positions, and two polarizations.   

Figure 14.  Effects of decreasing widths upon CD measurements.  (left) an image using X polarization at a single focus 
height.  (right) Parametric uncertainties increasing with decreasing width. 

It should be observed however that all model-based optical techniques, including scatterometry, must begin to incorporate 
the effects of quantum confinement as CDs shrink below 5 nm.  Our group at NIST is illustrating possible effects upon the 
static dielectric constant as a function of nanowire diameters below 5 nm using the available literature, as is presented in 
the paper [29] in this Volume from Benjamin Bunday of SUNY Poly SEMATECH.  We are preparing for the optical-
based metrology of sub-5 nm features by presently tackling the fundamental physics of sub-5 nm low dimensional 
structures. 

8. CONCLUSIONS

Based on a recently published paper [10] from our group that reported the quantitative measurement of deep-
subwavelength, finite sets of features as small as 16 nm measured with = 450 nm light, this work presents simulation 
studies on the possibilities to extend this novel approach to different scatterometry targets and to a variety of tools with 
different inspection wavelengths. Additionally, we addressed the question of how to optimize the model-based 
measurement technique by investigating the effect of shorter line lengths, less lines, shorter wavelengths and smaller 
critical dimensions upon parametric uncertainties.  It has been demonstrated that the methodology can be adopted with 
optimized targets by reducing the number of lines of the structure from 30 to 8 without sacrificing much of the method’s 
accuracy, optimized data collection using a single polarization and reduced number of focus positions, and evaluated the 
maximum focal range for finite lines in terms of wavelength.  

A deeper understanding of the underlying principles that govern the behavior of the parametric uncertainties was presented 
by taking into account the normalized sensitivity and the correlation between parameters. The data collected at an optimal 
choice of three focus positions and one polarization can be sufficient to yield a sub-nanometer parametric uncertainty. 
Providing an a priori algorithm to choose the optimal configuration however lies beyond the scope of this paper.  

Nevertheless, it was demonstrated that even with four randomly picked, non-optimal, focus positions the results are very 
promising. Compared to conventional scatterometry, scatterfield microscope already yields smaller parametric 
uncertainties using a single focus height and two polarizations. Current estimates from simulation show the extensibility 
of the method to the measurement of structures as small as 4 nm.  
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While some of the challenges that are present in a manufacturing environment, such as proper tool function 
characterization, have yet to be estimated, and future considerations such as the optical properties for CDs below 5 nm 
need to be explored further, the presented results show a promising route for model-based in-die metrology using a 
scatterfield imaging approach. 
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Abstract  —  Over the past three decades, the quantum 

behavior of Josephson junctions has been exploited to improve 
the accuracy of dc voltage measurements by five orders of 
magnitude. State-of-the-art precision voltage-standard systems 
based on arrays of superconductive Josephson junctions can now 
provide quantum-accurate, intrinsically stable, programmable 
voltages at amplitudes greater than 10 V for dc voltages and up 
to 2 V rms for synthesized ac voltages such as sine waves and 
arbitrary waveforms. Various measurement techniques have 
been developed for ac measurement applications in the audio-
frequency regime and for 60 Hz power metrology. I describe the 
key developments in Josephson circuits and in measurement 
techniques, and summarize their current performance and 
limitations for voltage metrology applications. In particular, I 
emphasize how the use of quantum-based systems, even when 
they produce apparently low-uncertainty and reproducible 
results, does not guarantee that the measurements are accurate. 
Finally, I briefly summarize how quantum-accurate, arbitrary 
waveform synthesis is being used to measure Boltzmann’s 
constant by measuring the Johnson noise of a resistor at the 
triple-point of water, and how a practical electronic primary 
temperature standard might be realized with a quantum-based 
Johnson noise thermometer. 

Index Terms — Digital-analog conversion, Josephson junction 
arrays, power measurement, precision measurements, signal 
synthesis, standards, superconducting integrated circuits, 
uncertainty, voltage measurement. 
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Abstract

Curve registration problems in data analysis and com-
puter vision can often be reduced to the problem of match-
ing two functions defined on an interval. Dynamic Pro-
gramming (DP) is an effective approach to solve this prob-
lem. In this paper, we propose a DP algorithm that runs in
O(N) time to compute optimal diffeomorphisms for elas-
tic registration of curves with N nodes. This algorithm
contrasts favorably with other DP algorithms used for this
problem: the commonly used algorithm of quadratic time
complexity, and the algorithm that guarantees a globally
optimal solution with O(N4) time complexity. Key to our
computational efficiency is the savings achieved by reduc-
ing our search space, focusing on thin strips around graphs
of estimates of optimal diffeomorphism. Estimates and
strips are obtained with a multigrid approach: an optimal
diffeomorphism obtained from a lower resolution grid using
DP is progressively projected to ones of higher resolution
until full resolution is attained. Additionally, our DP algo-
rithm is designed so that it can handle nonuniformly dis-
cretized curves. This enables us to realize further savings
in computations, since in the case of complicated curves re-
quiring large numbers of nodes for a high-fidelity represen-
tation, we can distribute curve nodes adaptively, focusing
nodes in parts of high variation. We demonstrate effective-
ness of our DP algorithm on several registration problems
in elastic shape analysis, and functional data analysis.

1. Introduction
Curve registration problems in data analysis and com-

puter vision, e.g., horizontal alignment of chromatograms
by domain warping, computation of elastic shape distances,
can usually be reduced to the problem of matching two
functions defined on an interval I in the real line. The
problem of matching in turn usually involves computing an
orientation-preserving diffeomorphism on the interval I to
match each point in the range of one function with a point in
the range of the other function, and vice versa. This is done
by optimizing with respect to diffeomorphism, a data mis-

match energy defined by data associated with the two func-
tions. Dynamic Programming (DP) is widely recognized
as an effective approach to solve such problems. However,
although it computes globally optimal solutions, it is com-
putationally expensive.

In the context of shape analysis, Srivastava et al. [1, 6, 9]
proposed an algorithm for computing elastic shape distance
between two closed curves in the plane using anO(N2) DP
component for elastic registration of the curves,N the num-
ber of nodes per curve. It is computationally expensive as
its total complexity is O(N3). A faster DP algorithm was
proposed in [2] that works in a reduced search space (still
O(N2) with a small constant), but computes very good dif-
feomorphisms. Note that a DP algorithm that would actu-
ally guarantee a globally optimal diffeomorphism by con-
ducting a complete search would run in O(N4) time.

In what follows, we build on the works [5, 8], and de-
scribe computation in linear time of approximately optimal
diffeomorphisms for elastic registration of curves. The dif-
feomorphisms are not guaranteed to be globally optimal,
but we observed very convincing results in our experiments.
Our DP approach uses concepts in [8], and similarly re-
stricts its search to thin strips around graphs of estimates
of optimal solution. It essentially uses a multigrid approach
that projects, using DP, a diffeomorphism at a low resolu-
tion grid to one of higher resolution with this process con-
tinued recursively until a diffeomorphism of full resolution
is obtained. This results in a fast O(N) DP algorithm. We
note, furthermore, that we implemented our algorithm to
allow for curves of possibly unequal and nonuniform dis-
cretized domains of definition. In particular, our algorithm
can be used for computing more efficiently elastic shape
distances between closed curves in the plane with algo-
rithms in [1, 9, 2, 3] by replacing their DP components with
it. We present numerical results showing that our algorithm
is much faster than the aforementioned DP components,
and that with it, in particular, shape distance computation
in [9] is indeed much faster while still producing distances
as good as before. Finally, we present numerical results
from using our algorithm for alignment of chromatograms
in context of elastic functional data analysis.
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2. Elastic Registration Formulation
For F : [0, 1]× [0, 1]×R→ R, we minimize energies of

the following general form with respect to γ, γ a diffeomor-
phism of [0, 1] onto itself with γ(0) = 0, γ(1) = 1, γ̇ > 0:

E(γ) =

∫ 1

0

F (t, γ(t), γ̇(t))dt. (1)

Many problems we find in applications of computer
vision and scientific data analysis fall in the category
of nonlinear data fitting, in which a target data function
y : R→ Rd is given, and the problem is then that of fit-
ting or registering a model f : R × R → Rd to this
data. This problem is often solved by optimizing (1)
above with respect to γ for F (t, γ(t), γ̇(t)) = ‖y(t) −
f(γ(t), γ̇(t))‖p, p > 1, a nonlinear regression problem.
The elastic curve registration problems that we address in
this paper fall in this category.

In practice, we need to solve a discretized version of the
problem, either because the data itself is discrete, or due to
the need to approximate the functions numerically. Thus,
given a positve integer N , we choose a partition (not nec-
essarily uniform) {tl}Nl=1 of [0, 1], t1 = 0 < t2 < . . . <
tN = 1, and discretize (1) with the trapezoidal rule:

E(~γ) =
1

2

N−1∑
l=1

hl(F (tl+1, γl+1, γ̇l+1) + F (tl, γl, γ̇l)),

(2)
where γ1 = 0, γN = 1, hl = tl+1 − tl, γl = γ(tl), γ̇l =
(γl+1−γl)/hl, for l = 1, . . . , N −1. We also add γ̇N = γ̇1
as a boundary condition for the derivative.

An important question then is the choice of discretiza-
tion points {tl}Nl=1. This impacts both the efficiency and the

Figure 1. Adaptive nonuniform discretization of cell boundary
curves. The curves on the left are high-fidelity uniformly sampled
curves with N = 1024 nodes each. The curves on the right are
adaptively sampled with N = 74 (top) and N = 78 (bottom)
nodes, still maintaining a good representation of the geometry.

accuracy of the solution. We propose an adaptive nonuni-
form discretization scheme that follows the complexity of
the input data. In the case of a curve β(t) : [0, 1] → R of
curvature κ(t), we can sample the curve to obtain nodes
{βl}, compute its discretized curvature {κl} to measure
geometric complexity, and choose discretization points ac-
cordingly. This motivates a two-step procedure

1. Distribute sample nodes {βl} such that pointwise geo-
metric discretization error is below an acceptable tol-
erance: ‖βl − βl−1‖2 ·max(κl, κl−1) < 0.002.

2. Compute lengths between consecutive nodes {βl}, de-
fine arclength parameterization summing up lengths,
and make discretization points associated with
parametrization the choice of {tl}.

Results of this procedure are illustrated in Figure 1.

3. Dynamic Programming (DP)
For positive integers N , M , not necessarily equal, and

possibly nonuniform partitions of [0, 1], {ti}Ni=1, t1 = 0 <
t2 < . . . < tN = 1, {zj}Mj=1, z1 = 0 < z2 < . . . < zM =
1, we consider the N ×M grid on the unit square with grid
points labeled (i, j), i, j integers, 1 ≤ i ≤ N , 1 ≤ j ≤ M ,
each grid point (i, j) coinciding with planar point (ti, zj).

If the mesh of each partition, i.e., max(tm+1 − tm), 1 ≤
m ≤ N−1, and max(zm+1−zm), 1 ≤ m ≤M−1, is suf-
ficiently small, then the set of diffeomorphisms γ of [0, 1]
onto itself with γ(0) = 0, γ(1) = 1, γ̇ > 0, can be ap-
proximated by the set of homeomorphisms of [0, 1] onto it-
self whose graphs are piecewise linear paths from grid point
(1, 1) to grid point (N,M) with grid points as vertices. We
refer to the latter set as Γ. Then γ in Γ is an approximate
diffeomorphism of [0, 1] onto itself and as such an energy
conceptually faithful to (2) can be defined and computed
for it. This is done one linear component of the graph of γ
at a time.

Accordingly, given grid points (k, l), (i, j), k < i, l < j,
that are endpoints of a linear component of the graph of γ,
an energy of a trapezoidal nature over the line segment join-
ing (k, l) and (i, j) is defined as follows:

E
(i,j)
(k,l) ≡

1

2

i−1∑
m=k

(tm+1 − tm)(Fm+1 + Fm), (3)

Fm ≡ F (tm, α(tm), L)), m = k, . . . , i.

Here α is the linear function from [tk, ti] onto [zl, zj ] whose
graph is the line segment, α(tk) = zl, α(ti) = zj , and L is
the slope of the line segment. Note L =

zj−zl
ti−tk > 0 as

zj > zl, ti > tk. The energy for γ is then defined as the
sum of the energies over the linear components of the graph
of γ with α in (3) coinciding with γ on each component.
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For the purpose of efficiently computing γ∗ in Γ of min-
imum energy, we present algorithm in next section that uses
DP on grid points in strips around graphs of estimates of γ∗,
one strip at a time. In this algorithm, a general DP proce-
dure, Procedure DP, whose outline follows, is executed, for
each strip, on set R of grid points inside strip. For such sets
computational cost is low (search space is relatively small),
and their selection is such that it is highly likely final DP
solution is γ∗ itself or at least close to it. Since the col-
lection of such strips has the appearance of one single strip
whose shape evolves as it mimics the shapes of graphs of
estimates of γ∗, we think of the collection as indeed being
one single strip, a dynamic strip that we call adapting strip
accordingly. In [2], Dogan, Bernal and Hagwood proposed
using a strip R of linear (O(N)) width around the diagonal
of [0, 1]2 connecting planar points (0, 0) and (1, 1), for a
fast DP algorithm. In this work, rather than rigidly fixingR,
we propose using an adapting strip as described above with
a width that is constant (O(1)) as it evolves around graphs
of estimates of γ∗. Obviously we do not know γ∗, but can
estimate it using DP solutions on coarser grids. However,
before going into the specifics of our proposed algorithm,
we will describe Procedure DP operating on generic R.

The set R of labeled grid points can be any subset of
the interior grid points plus the corner grid points (1, 1),
(N,M). Given any such R, we denote by Γ(R) the set
of elements of Γ with all vertices in R. Accordingly, with
the energy in (3) adjusted for R (see below), given posi-
tive integer layrs (e.g., layrs = 5) which determines the
size of certain neighborhoods to be searched (see below),
then, based on DP, Procedure DP that follows, in O(|R|)
time, will often (depending on layrs) compute optimal γ∗

in Γ(R), |R| the cardinality of R.
As the DP procedure progresses over the indices (i, j) in

R, it examines function values on indices (k, l) in a trailing
neighborhood N(i, j) of (i, j) (see Figure 2 for a particular
R described below). In the full DP, we would be examining
all (k, l) in R, 1 6 k < i, 1 6 l < j. This has high com-
putational cost, and is not necessary for our applications.
Using a much smaller square neighborhood N(i, j) of ω
points (ω = layrs) per side gives satisfactory results. Thus,
for each (i, j) in R, we examine at most ω2 indices (k, l)
in the trailing neighborhood N(i, j). Then the overall time
complexity is O(ω2|R|). We formally define N(i, j) by

N(i, j) = {(k, l) ∈ R : k is one of ω largest indices < i

and l is one of ω largest indices < j}.

Note that in the unusual case N(i, j) happens to be empty
then a grid point (k, l) in R, k < i, l < j, perhaps (k, l) =
(1, 1), is identified and N(i, j) is set to {(k, l)}

The DP procedure follows. First, however, we clarify
some implicit conventions in the procedure logic. The main
loop in the DP procedure takes place over the single index i

(not the grid point (i, j)). We process index i in increasing
order of its values, and for each value, each occurrence of
the value is processed before moving to the next one. Also
in the procedure, pairs of indices m1, m2 are retrieved from
an index set M, satisfying m1 < m2 with no other index
inM greater than m1 and less than m2.

procedure DP
E(1, 1) = 0
for each (i, j) 6= (1, 1) in R in increasing order of i do

for each (k, l) ∈ N(i, j) do
α = linear function, α(tk) = zl, α(ti) = zj
L = slope of line segment (k, l)(i, j)
M = {m : k ≤ m ≤ i, ∃(m,n) ∈ R}
Fm = F (tm, α(tm), L) for each m ∈M
E

(i,j)
(k,l) = 1

2

∑
m1,m2∈M(tm2

− tm1
)(Fm2

+ Fm1
)

end for
E(i, j) = min(k,l)∈N(i,j)(E(k, l) + E

(i,j)
(k,l))

P (i, j) = arg min(k,l)∈N(i,j)(E(k, l) + E
(i,j)
(k,l))

end for
end procedure

The optimal solution γ∗ in Γ(R) can then be obtained by
backtracking from (N,M) to (1, 1) with pointer P above.
Accordingly, Procedure opt-diffeom that follows, will pro-
duce γ∗ in the form ~γ∗ = (γ∗m)Nm=1 = (γ∗(tm))Nm=1:

procedure opt-diffeom
γ∗N = 1
(i, j) = (N,M)
while (i, j) 6= (1, 1) do

(k, l) = P (i, j)
γ∗k = zl
for each integer m, k < m < i do
γ∗m = (ti−tm)

(ti−tk) zl + (tm−tk)
(ti−tk) zj

end
(i, j) = (k, l)

end while
end procedure

The original O(N2) DP algorithm, which we call
original-DP, was used in [1, 6] to compute elastic shape
distances. It is essentially the same as Procedure DP above
(for the proper instance of (2)) followed by Procedure opt-
diffeom, using a uniform grid, N = M , and R equal to
all interior grid points plus the corner grid points (1, 1),
(N,M). Depending on layrs, it computes optimal γ∗ in Γ.
In [2], a cheaper but still O(N2) version of original-DP
called fast-DP, based on the Sakoe-Chiba Band [7], was
presented for the same purpose. It is essentially original-
DP with R equal to the corner grid points (1, 1), (N,M)
plus interior grid points inside a strip S of width d along the
diagonal of unit square from (0, 0) to (1, 1) (see Figure 2).
Depending on layers and d, it computes optimal γ∗ in Γ.
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Figure 2. In fast-DP, R is set of interior grid points in strip
S together with grid points at planar points (0, 0), (1, 1), i.e.,
(1, 1), (N,M). Given (i, j) in R, i, j > 1, then N(i, j) in Pro-
cedure DP is the set of grid points in R on or inside the smaller
square (here covering a 4 × 4 subgrid for layrs = 4) with right
upper vertex (i−1, j−1). Only the grid points inN(i, j) are con-
sidered in Procedure DP for the left lower endpoint of line segment
ending at (i, j) that makes E(i, j) in Procedure DP the smallest.

4. Dynamic Programming Restricted to an
Adapting Strip

The DP algorithms original-DP and fast-DP used in
[1, 9, 2, 3] are essentially the same as Procedure DP (for
the proper instance of (2)), using a uniform grid, N = M ,
and particular sets of grid points for R. Clearly, under these
conditions, the possibility is then precluded of using either
one of them for elastic registration of curves whose defin-
ing point sets have been either refined or coarsened due, for
example, to curvature considerations.

In what follows, working with partitions (not necessar-
ily uniform) of [0, 1], {tl}Nl=1, {zl}Ml=1, as previously de-
scribed, we present a linear algorithm which we call adapt-
DP, based on DP restricted to an adapting strip, to compute
optimal diffeomorphisms for elastic registration of curves.
It has parameters layrs, lstrp, set to small positive integers,
say 5, 30, respectively. Parameter layrs is as previously
described, while lstrp is an additional parameter that deter-
mines width of adapting strip (see below). Although adapt-
DP is not guaranteed to be always successful, it has been
observed to produce convincing results in our experiments.
The original ideas for this algorithm are described in [5, 8]
in the context of graph bisection and dynamic time warping.

As presented below, for a given instance of (2)), adapt-
DP is essentially an iterative process that restricts its search
to the adapting strip around graphs of estimated solutions.
Each iteration culminates with execution of Procedure DP
for recursively projecting a diffeomorphism obtained from
a lower resolution grid to one of higher resolution until
full resolution is attained. For simplicity, we assume here
N = M = 2n + 1 for some positive integer n. Exten-
sion of the algorithm to allow N , M to have any values is
straightforward. Note we don’t assume partitions {tl}, {zl}

are uniform. Finally, after last execution of Procedure DP
in adapt-DP, Procedure opt-diffeom is performed to obtain,
depending on layrs and lstrp, optimal γ∗ in Γ. Algorithm
adapt-DP follows:

algorithm adapt-DP
2. I(1) = J(1) = 1
3. P (N,M) = (1, 1)

for r = 1 to n do
5. NI = NJ = 2r + 1
6. for m = 1 to NI − 1 do
7. I(m+ 1) = m · 2n−r + 1
8. r′m = 1

2 (tI(m) + tI(m+1))
end for
for m = 1 to NJ − 1 do
J(m+ 1) = m · 2n−r + 1

12. s′m = 1
2 (zJ(m) + zJ(m+1))

end for
14. r′1 = s′1 = 0
15. r′NI−1 = s′NJ−1 = 1

(i, j) = (N,M)
D = ∅

18. while (i, j) 6= (1, 1) do
(k, l) = P (i, j)

**********************************************
20. Here below, for integers m′, n′, 1 < m′ < NI ,
21. 1 < n′ < NJ , bin B(m′, n′) ≡
22. {(x, y) : r′m′−1 ≤ x ≤ r′m′ , s′n′−1 ≤ y ≤ s′n′}
**********************************************

identify bins B(m′, n′), 1 < m′ < NI ,
1 < n′ < NJ , the interiors of which are
intersected by line segment (i, j)(k, l)

D′ = {(m′, n′) : (i, j)(k, l) ∩B(m′, n′) 6= ∅}
D = D ∪D′
(i, j) = (k, l)

end while
R = {(1, 1), (N,M)}

31. for each (m′, n′) in D do
i0 = max{2,m′ − lstrp}
j0 = max{2, n′ − lstrp}
R1 = {(i, j) : i = I(i′), i0 ≤ i′ ≤ m′, j = J(n′)}
R2 = {(i, j) : j = J(j′), j0 ≤ j′ ≤ n′, i = I(m′)}
R = R ∪R1 ∪R2

end for
38. execute procedure DP on R

end for
execute procedure opt-diffeom to obtain γ∗

end algorithm

In outline of adapt-DP above, we note in line 5, NI starts
equal to 3 (for r = 1) and then it is essentially doubled at
each iteration r > 1 until it becomes equal to N at the
nth iteration. We note in line 2 and in line 7 inside for
loop at line 6, range of I starts with 3 integers (for r = 1)
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and then essentially doubles in size at each iteration r > 1,
contains previous range of I from preceding iteration, and
is evenly spread in the set {1, 2, . . . , N} until it becomes
this set. We note as well from the well-known sum of a
geometric series that since N = 2n + 1 then the sum of the
NI’s, i.e., (21 + 1) + (22 + 1) + . . .+ (2n + 1), is O(N).
Clearly, all of the above applies to NJ , M , and range of J .

We note while loop at line 18 identifies certain cells in the
Voronoi diagram [11] of the set of grid points R′ ≡ {(i, j) :
i = I(m′), j = J(n′), 1 < m′ < NI , 1 < n′ < NJ} re-
stricted to the unit square. Indeed bin B(m′, n′) as defined
in lines 20-22, in terms of the computations in lines 8, 12,
14, 15, is exactly the Voronoi cell of (I(m′), J(n′)), and all
such cells together partition the unit square. Accordingly,
with γ∗ encoded in P in line 3 (r = 1) or in line 38 (r > 1)
through the execution of Procedure DP in the previous it-
eration (r − 1), it must be that every point in the graph of
γ∗ is in some bin B(m′, n′). Thus, it then seems reason-
able to say that a reliable region of influence of γ∗ is the
region around the graph of γ∗ formed by the union of bins
within a constant number of bins from the graph. Accord-
ingly, to be precise, a bin B is part of this region if and only
if there is a bin B′, the interior of which the graph of γ∗

intersects, B within a constant number (lstrp) of bins from
B′, B directly below or to the left of B′, or B equal to B′

(see Figure 3). We note that identifying this region is essen-
tially accomplished in while loop at line 18 and for loop at
line 31, with the region understood to be the union of bins
or Voronoi cells B(m′, n′) of grid points in R at the end of
for loop. Clearly, the region contains the graph of γ∗, and
has the appearance of a strip whose shape evolves from one
iteration to the next as it closely mimics the shape of the
graph of γ∗ (see Figure 3), thus it is referred to as an adapt-
ing strip. Finally, we note that at the end of for loop, γ∗

in Γ(R) ⊆ Γ(R′) encoded in P for current iteration is ob-
tained in line 38 with Procedure DP restricted to the region
or adapting strip, a region that as just described depends on
all previous γ∗ functions from previous iterations. The last
γ∗ obtained is then, depending on layrs, optimal in Γ(R),
and, depending on layrs and lstrp, in Γ(R′).

With γ∗ as above during the execution of while loop at
line 18 for iteration r, we note that since γ∗ is in Γ(R) then
the number of bins B(m′, n′) whose interiors the graph of
γ∗ intersects must be O(NI +NJ), which is also the time
required to find them one linear component of the graph
at a time. Since |R| at end of for loop at line 31 is then
O(lstrp) ·O(NI +NJ), i.e., O(NI + NJ), complexity
of Procedure DP at line 38 is then O(NI +NJ), and since
as mentioned above the sum of theNI’s andNJ’s isO(N)
and O(M), respectively, then the complexity of adapt-DP
must be O(N +M), implying adapt-DP is linear.

Figure 3. On left is γ∗ from 2nd iteration,NI = NJ = 22+1 =
5. In center, during 3rd iteration, NI = NJ = 23 + 1 = 9;
shaded bins are bins the interior of which γ∗ intersects. On right,
shaded bins form adapting strip in which next γ∗ is computed.
Each shaded bin is within 2 bins (lstrp = 2) from a bin whose
interior current γ∗ intersects, below or to the left of it or equal to it.

5. Applications and Experiments

In this section, we illustrate the effectiveness of Algo-
rithm adapt-DP with several benchmarks and applications.
We first compared it to original-DP [1, 9] and fast-DP [2]
on synthetic applications. We examined both the computa-
tion times, and the accuracy of the solutions. Then we tested
it on two important applications: elastic shape distances be-
tween 2d closed curves, and domain warping for alignment
of functional data, specifically chromatograms. We report
our findings in the respective subsections.

5.1. Synthetic Benchmarks

We evaluated adapt-DP using five synthetic curves in
Figure 4 and γ functions shown in Figure 5. The γ
functions were chosen to be difficult, having either small
or steep gradients or both. We compared the results
with those from original-DP and fast-DP. Given γ func-
tion, we reparametrized synthetic curve β2 with it to ob-
tain β1 = β2(γ), and then with each algorithm tried
to recover the discrete solution γ from the shape func-
tions q1, q2 of β1, β2, respectively (see Subsection 5.2 for
definition of shape functions), using F (t, γ(t), γ̇(t)) =
‖q1(t) −

√
γ̇(t)q2(γ(t))‖2 in (1). For various values of N

(64, 128, 256, 512, 1024, 2048), and associated values of
layrs (64, 32, 16, 12, 12, 12, respectively), with lstrp =
20, we executed each algorithm, timed computations, and
computed the L2 error between the true solution γ∗ and the

computed γ, i.e., 1
N−1 (

∑N−1
l=1

(
γ(tl)− γ∗(tl))2

) 1
2 . Algo-

rithm adapt-DP not only computed reasonable γ∗ functions
for all synthetic curves (L2 errors were less than 10−3), but
was much faster than the other algorithms forN ≥ 256 (see
Figure 5 and Table 1).

5.2. Computation of Elastic Shape Distances

An elastic shape framework was introduced in [9] for
finding geodesics in the shape space of closed curves and
computing geodesic distances between elements of that
space. Let closed curves βi : [0, 1] → R2, i = 1, 2 be
of class C2 and unit length. As each βi is closed, it sat-
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Figure 4. Curve examples used in the experiments. Synthetic
curves: super ellipse, hippopede, bumps, limaçon, clover (top
row); biological cell boundaries of type A and B (middle and
bottom rows).

Figure 5. For γflat (left column in blue), original-DP, fast-DP
with d ≈ 0.3

√
2, and adapt-DP computed a reasonable γ∗ (top

left in red, L2 error less than 10−3), but fast-DP with d ≈ 0.2
√
2

did not (bottom left, γ∗ in red). The same can be said for γsteep

(middle column in blue). For γbumpy (right column in blue),
original-DP, fast-DP with d ≈ 0.3

√
2 and with d ≈ 0.2

√
2 com-

puted a reasonable γ∗ (top right in red, L2 error less than 10−3).
The same was true for adapt-DP which computed a slightly dif-
ferent γ∗ (bottom right in red).

N = 64 128 256 512 1024 2048
layrs = 64 32 16 12 12 12

o-DP all γ 0.49 1.26 1.00 2.07 8.48 34.3
f-DP all γ 0.24 0.66 0.51 1.04 4.20 17.0
a-DP γflat 0.65 0.67 0.27 0.29 0.57 1.20

γsteep 0.65 0.56 0.28 0.31 0.62 1.32
γbumpy 0.81 1.04 0.37 0.36 0.70 1.46

Table 1. Times (in seconds) for limaçon with original-DP (o-
DP), fast-DP (f-DP) with d ≈ 0.3

√
2, and adapt-DP (a-DP). For

o-DP and f-DP, the times depend only on N , not on γ, whereas
for a-DP, the times depend on the shape of γ as well.

isfies βi(0) = βi(1), β̇i(0) = β̇i(1). We define qi(t) =
β̇i(t)/‖β̇i(t)‖1/2 to be the shape function or square-root
velocity function (SRVF) of βi. Then the elastic shape
distance between β1 and β2 is defined as the L2 angle
〈q̂1,q̂2〉L2

‖q̂1‖L2‖q̂2‖L2
between the optimally aligned SRVFs q̂1, q̂2,

q̂1(t) = R(θ)q1(t + t0), q̂2(t) =
√
γ̇(t)q2(γ(t)), where t0

is the optimal seed or starting point, R(θ) is the 2 × 2 ro-
tation matrix defined by the optimal rotation angle θ, and
γ is the optimal reparameterization function (see [3]). The
triple (t0, θ, γ) for optimal alignment is then obtained by
minimizing the mismatch energy:

E(t0, θ, γ) =

∫ 1

0

‖R(θ)q1(t+ t0)−
√
γ̇(t)q2(γ(t))‖2dt.

(4)
Note that, for fixed t0, θ, (4) is in the same form as (1) for
F (t, γ(t), γ̇(t)) = ‖R(θ)q1(t+t0)−

√
γ̇(t)q2(γ(t))‖2. We

use the trapezoidal rule to write a discretized version of the
mismatch energy (4),

Eh(t0, θ, ~γ) = h
N−1∑
l=1

‖R(θ)q1(tl + t0)−
√
γ̇lq2(γl)‖2,

(5)
essentially adapting (2) to this particular case.

In practice, the curves βi are available as discrete sets
of curve nodes. In order to obtain the continuous SRVFs
qi needed in (5), we first compute discrete derivatives β̇i
with centered finite differences, and then compute the cor-
responding qi, which we interpolate with cubic splines.

The minimization of (5) to obtain the optimal triple
(t0, θ, ~γ) is the most critical part of the shape distance com-
putation. Although a globally optimal triple is required to
compute the correct theoretical distance, a practical opti-
mization algorithm to accomplish this goal is not available.
Instead, various local optimization approaches have been
proposed. The approach in [9] is to loop through the start-
ing point t0 candidates, to compute for each t0 candidate
the optimal rotation angle θ (assuming identity for initial
~γ), and then to compute the optimal reparameterization ~γ
for each fixed pair (t0, θ) with DP, which is the most ex-
pensive step as it is O(N2) for each pair. This optimization
scheme is a direct search algorithm with total time complex-
ity of O(N3). Faster iterative algorithms were proposed in
[4] and [2, 3]. In [4], Huang et al. used Riemannian opti-
mization to achieve faster computation times and improved
minimization results as compared to the direct search ap-
proach in [9]. In [2, 3], Dogan et al. proposed an alternating
optimization algorithm that optimizes (t0, θ) with FFT, and
~γ with an iterative solver based on constrained nonlinear
optimization using the interior point method and initialized
with fast-DP. They were able to demonstrate subquadratic
running times in experiments. In this paper, we would like
to demonstrate the efficiency gains from our new DP algo-
rithm when used to compute elastic shape distances. For
this purpose, we adopted the O(N3) algorithm in [9], and
replaced itsO(N2) original-DP step with ourO(N) adapt-
DP. We were able to show improvement by an order of mag-
nitude in computation times, while still computing shape
distances as good as the original algorithm.
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In order to examine scalability with respect to N , we
computed with algorithm in [9] the shape distance between
two synthetic curves, hippopede and bumps (see Figure 4),
using original-DP and adapt-DP. Results are given in Ta-
ble 2. The shape distances from both approaches agree very
well. But we see that computation times with original-DP
grow cubically, whereas with adapt-DP grow quadratically.
For N = 256, 512 we then computed 10 × 10 pairwise
shape distance matrices for cell boundary curves in Fig-
ure 4 as well, and observed the same efficiency gains. Al-
gorithm in [9] with adapt-DP had total computation time
that is a fraction of what it had with original-DP: 17 min,
1 hr by adapt-DP vs 50 min, 7 hrs by original-DP for
N = 256, 512 respectively. A 5 × 5 submatrix of the dis-
tance matrix for N = 512 is shown in Table 3.

Additionally, we verified that adapt-DP indeed handles
nonuniform discretizations correctly and produces results
as good as the uniform case. For this, we took two cell
boundary curves in Figure 4, β1, the rightmost curve in mid-
dle row, and β2, the rightmost curve in bottom row. We
resampled them uniformly with equal numbers of nodes
N1 = N2 = 257, and with F (t, γ(t), γ̇(t)) = ‖q1(t) −√
γ̇(t)q2(γ(t))‖2 in (1), computed ~γ with adapt-DP for op-

timal matching, and E(~γ), the value of mismatch energy
for ~γ. We repeated this experiment for the nonuniform dis-
cretization of these curves obtained with the two-step proce-
dure in Section 2. Optimal energy values and computation
times are given below. Numerical results of the nonuniform
case are as good as those of the uniform case at half the cost
of computation time.

N1 N2 E(~γ) time
Uniform 257 257 0.3786 0.291s
Nonuniform 163 149 0.3628 0.138s

5.3. Function Alignment by Warping

In the context of elastic functional data analysis, a frame-
work was introduced in [10] for domain warping of func-
tions in order to align them optimally by matching critical
features, such as peaks.

For i = 1, 2, let fi : [0, 1]→ R be functions in an appro-
priate space of functions (e.g., the space of absolutely con-
tinuous functions), and let qi : [0, 1]→ R be the square-root

slope function (SRSF) of fi: qi(t) = sign(ḟi(t))
√
|ḟi(t)|,

t ∈ [0, 1] (see [10]). Note the SRSF is the form the SRVF
takes as fi is real-valued.

As established in [10] the warping function γ that makes
f2(γ) the optimal alignment of f2 to f1 is obtained by min-
imizing the following energy with respect to γ:

E(γ) =

∫ 1

0

(q1(t)−
√
γ̇(t)q2(γ(t)))2dt, (6)

Timings for Dist(hippopede, bumps)
N = 64 128 256 512

original-DP 0.50 3.53 28.7 227
adapt-DP 0.57 2.35 9.7 40

Timings for Dist(bumps, hippopede)
original-DP 0.56 3.74 30.2 228
adapt-DP 1.04 2.88 10.3 46

Values for Dist(hippopede, bumps)
original-DP 1.052 1.043 1.042 1.037
adapt-DP 1.048 1.040 1.042 1.037

Values for Dist(bumps, hippopede)
original-DP 1.128 1.114 1.101 1.091
adapt-DP 1.129 1.114 1.101 1.091

Table 2. The numerical values and running times (in seconds) for
the elastic shape distance between the two synthetic curves: hip-
popede and bumps for increasing N .

.580/.580 .545/.542 .557/.555 .510/.507 .543/.541

.509/.508 .526/.524 .498/.496 .478/.478 .541/.539

.540/.540 .620/.619 .580/.580 .515/.513 .585/.585

.596/.596 .541/.540 .580/.579 .565/.564 .582/.580

.497/.496 .545/.544 .512/.509 .468/.467 .542/.541

Table 3. Matrix of pairwise shape distances of type A (rows) and
type B (columns) cells. The first and second values of a pair com-
puted using original-DP and adapt-DP, respectively.

where as before γ is a diffeomorphism of [0, 1] onto it-
self with γ(0) = 0, γ(1) = 1, γ̇(t) > 0. Note that (6)
is in the same form as (1) for F (t, γ(t), γ̇(t)) = (q1(t) −√
γ̇(t)q2(γ(t)))2.
In [12] the alignment of chromatograms using the frame-

work in [10] described above was demonstrated on liquid
chromatography-mass spectrometry data for a chromato-
graphically complex metabolomic reference sample. Com-
putational results were presented in [12] from aligning two
chromatograms in this manner. The chromatograms were
taken in immediate succession under the conventional high
performance liquid chromatography (HPLC) protocol de-
scribed in [12]. As reported there, for chromatograms hav-
ing 1,000 points, the aligning took 10 seconds on a desktop
computer. In this work, we addressed much larger chro-
matograms (19,000+ points) for which original-DP was im-
practical. We aligned such chromatograms in a few minutes
using adapt-DP with lstrp = 150 and layrs = 12 (see
Figure 6). Timings for these experiments are given below:

Chromatogram 1 Chromatogram 2 time
Pair 1 19,713 pts 19,759 pts 180s
Pair 2 19,759 pts 26,474 pts 270s
Pair 3 19,693 pts 19,763 pts 172s
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Figure 6. On left of each row, two chromatograms, one in blue and
one in red of nonuniform time domains. In center, chromatograms
in blue aligned to chromatograms in red after executions of adapt-
DP. On right, plots of optimal piecewise warping functions.

6. Conclusions

In this paper, we propose a fast linear Dynamic Program-
ming (DP) algorithm to compute optimal diffeomorphisms
for elastic registration of curves. Although we cannot guar-
antee that it will always compute a globally optimal solu-
tion, we have observed very convincing results in our exper-
iments. This algorithm which we call adapt-DP is based on
ideas in [5, 8] in the context of graph bisection and dynamic
time warping. We achieve considerable savings in compu-
tations and very favorable run times by restricting its search
to thin strips around graphs of estimated solutions. It is es-
sentially an iterative process that starts with a diffeomor-
phism computed at a very low resolution grid, projects at
each iteration current diffeomorphism to one of double res-
olution using DP, and ends when a diffeomorphism of full
resolution is obtained. This process runs with linear asymp-
totic time complexity with respect to the number of nodes
on the given curves. We note, furthermore, adapt-DP has
been implemented to allow for curves of possibly unequal
and nonuniform discretized domains of definition. We use
this flexibility to our advantage, to achieve further savings
in computations, by not working with uniformly discretized
curves, but with nonuniformly discretized curves of fewer
nodes, as we concentrate nodes on parts with high curva-
ture, and not so much on flat parts. We demonstrate the ef-
ficiency of adapt-DP with several examples. We achieve an
order of magnitude gain in speed when we perform elastic
shape analysis proposed in [9] with adapt-DP. We achieve
even larger speed gains when we use adapt-DP for the
alignment of chromatograms with large numbers of sample
points. In particular, for chromatograms of 20,000 points,

we show this can be done in approximately 3 minutes.
A copy of adapt-DP with example data files and usage

instructions can be obtained from the link:
http://math.nist.gov/˜JBernal
/Fast_Dynamic_Programming.zip We note that
as currently implemented, adapt-DP uses only
F (t, γ(t), γ̇(t)) = ‖q1(t) −

√
γ̇(t)q2(γ(t))‖2 in (1),

q1, q2 : [0, 1]→ Rd, d = 1 or 2.
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Abstract. Diversity as a security mechanism has received revived interest re
cently due to its potential for improving the resilience of software and networks 
against unknown attacks. Recent work shows diversity can be modeled and quan
tified as a security metric at the network level. However, such an effort does not 
directly provide a solution for improving the network diversity. Also, existing 
network hardening approaches are largely limited to handling previously known 
vulnerabilities by disabling existing services. In this paper, we take the first step 
towards an automated approach to diversifying network services under various 
cost constraints in order to improve the network’s resilience against unknown at
tacks. Specifically, we provide a model of network services and formulate the 
diversification requirements as an optimization problem. We devise optimization 
and heuristic algorithms for efficiently diversifying relatively large networks un
der different cost constraints. We also evaluate our approach through simulations. 

1 Introduction 

Many critical infrastructures, governmental and military organizations, and enterprises 
have become increasingly dependent on networked computer systems today. Such mis
sion critical computer networks must be protected against not only known attacks, but 
also potential zero day attacks exploiting unknown vulnerabilities. However, while tra
ditional solutions, such as firewalls, vulnerability scanners, and IDSs, are relatively suc
cessful in dealing with known attacks, they are less effective against zero day attacks. 

To this end, diversity has previously been considered for a security mechanism for 
hardening software systems against unknown vulnerabilities, and it has received a re
vived interest recently due to its potential for improving networks’ resilience against 
known attacks. In particular, a recent work shows diversity can be modeled and quanti
fied as a security metric at the network level [21]. However, the work does not directly 
provide a systematic solution for improving the network diversity under given cost con
straints, which can be a challenging task for large and complex networks. On the other 
hand, existing efforts on network hardening (a detailed review of related work will be 
given later in Section 2) are largely limited to handling previously known vulnerabilities 
by disabling existing services. 
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In this paper, we propose an automated approach to diversifying network services 
under various cost constraints in order to improve the network’s resilience against un
known attacks. Specifically, we devise a model of network services and their different 
instances by extending the resource graph model; such a model allows us to formu
late the diversification requirements and cost constraints as an optimization problem; 
we apply optimization techniques to solve the formulated problems, and design heuris
tic algorithms to more efficiently handle larger networks. We evaluate our approach 
through simulations in order to study the effect of optimization parameters on accuracy 
and running time, and the effectiveness of optimization for different types of networks. 
In summary, the main contribution of this paper is twofold: 

–	 To the best of our knowledge, this is the first effort on formulating the problem of 
network service diversification for improving the resilience of networks, which en
ables the application of existing optimization techniques and also provides a prac
tical application for existing diversity metrics [21]. 

–	 As evidenced by the simulation results, the optimization and heuristic algorithms 
provide a relatively accurate and efficient solution for diversifying network services 
while considering various cost constraints. By focusing on zero day attacks, our 
work provides a complementary solution to existing network hardening approaches 
that focus on fixing known vulnerabilities. 

The remainder of this paper is organized as follows: The rest of this section first builds 
the motivation through a running example. Section 2 reviews related work. In Section 
3, we present the model and formulate the optimization problem, and in Section 4 we 
discuss the methodology and show case studies. Section 5 shows simulation results and 
Section 6 concludes the paper. 

1.1 Motivating Example 

We present a motivating example to demonstrate that diversifying network services can 
be a tedious and error-prone task if done manually, even if the considered network is 
of a small size. Figure 1 shows a hypothetical network, which is roughly based on the 
virtual penetration lab described in [14]. Despite its relatively small scale, it mimics a 
typical enterprise network, e.g., with DMZ, Web server behind firewall accessible from 
public Internet, and a private management network protected by another firewall. 

Specifically, the network consists of four hosts running one or more services al
lowing accesses from other hosts. We assume the two firewalls and other host-based 
mechanisms (e.g., personal firewalls or iptables) together enforce the connectivity de
scribed inside the connectivity table shown in the figure. We consider attackers on ex
ternal hosts (represented as h0) attempting to compromise the database server (h4), and 
we assume the network is secured against known vulnerabilities (we exclude exploits 
and conditions that involve the firewalls). 

To measure the network’s resilience against unknown zero day attacks, we consider 
the k-zero day safety metric [17] (which will be referred to as k0d from now on for sim
plicity), which basically counts how many distinct zero day vulnerabilities must exist 
and be exploited before an attacker may reach the goal. For simplicity, although the at
tacker may follow many paths to compromise h4, here we only consider the Web servers 
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Fig. 1. Example network. 

as the initial targets. We can observe that there must exist at least two distinct zero-day 
vulnerabilities, one for the Apache server and one for the IIS server1, and the attacker 
must exploit both in order to compromise h4. Finally, we assume the administrator has 
the option of replacing those Web servers with either an NGINX 1.9 or a Litespeed 
5.0.14 Web server and each replacement will incur a given installation/maintenance 
cost (we will discuss the cost model in more details later in Section 3). Based on above 
assumptions, we may consider different use cases as follows. 

–	 Scenario 1: The administrator aims to render the network as resilient as possible to 
zero-day attacks (which means to maximize the aforementioned k0d metric). 

–	 Scenario 2: He/she aims at the same goal as in above Scenario 1, but under the 
constraint that the overall diversification cost must be less than a given budget. 

–	 Scenario 3: He/she aims at the same goal as in above Scenario 2, but under an 
additional constraint that at most two Web servers may be replaced. 

–	 Scenario 4: He/she aims at the same goal as in above Scenario 3, but under an 
additional constraint that replacing the Web server should be given a higher priority. 

Clearly, many more use cases may exist in practice than those listed above, and the 
solution may not always be straightforward even for such a small network. For example, 
while the administrator can easily increase the k0d metric value to 4 under Scenario 1 
(by having four different Web servers), the optimal solution in other scenarios will 
critically depend on the specific cost constraints and given budgets. Considering that 
the attacker may also follow other paths to attack (e.g., starting with SMTP, instead of 
Web, on h1), the problem becomes even more complicated. This shows the need for an 
automated approach, which will be the subject matter of the remainder of this paper. 

1 If different software are considered likely to share common vulnerabilities, a similarity-
sensitive diversity metric may be needed [21]. 
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2 Related Work 

In general, the security of networks may be qualitatively modeled using attack trees [6, 
7, 15] or attack graphs [2, 16]. A majority of existing quantitative models of network 
security focus on known attacks [20, 1], while few work have tackled zero day at
tacks [18, 17, 21] which are usually considered unmeasurable due to the uncertainties 
involved [12]. 

Early work on network hardening typically rely on qualitative models while im
proving the security of a network [16, 19]. Those work secure a network by breaking 
all the attack paths that an attacker can follow to compromise an asset, either in the 
middle of the paths or at the beginning (disabling initial conditions). Also. those work 
do not consider the implications when dealing with budget constraints nor include cost 
assignments, and tend to leave that as a separate task for the network administrators. 
While more recent works [1, 23] generally provide a cost model to deal with budget 
constraints, one of the first attempts to systematically address this issue is by Gupta 
et al. [10]. The authors employed genetic algorithms to solve the problem of choosing 
the best set of security hardening options while reducing costs. Dewri et a. [6] build on 
top of Gupta’s work to address the network hardening problem using a more system
atic approach. They start by analyzing the problem as a single objective optimization 
problem and then consider multiple objectives at the same time. Their work consider 
the damage of compromising any node in the cost model in order to determine the most 
cost-effective hardening solution. Later on, in [7] and in [22], the authors extrapolate 
the network hardening optimization problem as vulnerability analysis with cost/benefit 
assessment, and risk assessment respectively. In [13] Poolsappasit et al. extend Dewri’s 
model to also take into account dynamic conditions (conditions that may change or 
emerge while the model is running) by using Bayesian attack graphs in order to consider 
the likelihood of an attack. Unlike our work, most existing work on network hardening 
are limited to known vulnerabilities and focus on disabling existing services. 

There exist a rich literature on employing diversity for security purposes. The idea 
of using design diversity for tolerating faults has been investigated for a long time, such 
as the N-version programming approach [3], and similar ideas have been employed for 
preventing security attacks, such as the N-Variant system [5], and the behavioral dis
tance approach [8]. In addition to design diversity and generated diversity, recent work 
employ opportunistic diversity which already exists among different software systems. 
For example, the practicality of employing OS diversity for intrusion tolerance is eval
uated in [9]. More recently, the authors in [21] adapted biodiversity metrics to networks 
and lift the diversity metrics to the network level [21]. While those work on diversity 
provide motivation and useful models, they do not directly provide a systematic solution 
for improving diversity, which is the topic of this paper. 

3 Model 

We first introduce the extended resource graph model to capture network services and 
their relationships, then we present the diversity control and cost model, followed by 
problem formulation. 
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example is shown in Figure 2 and detailed below. 

3.1 Extended Resource Graph 

The first challenge is to model different resources, such as services (e.g., Web servers) 
that can be remotely accessed over the network, different instances of each resource 
(e.g., Apache and IIS), and the causal relationships existing among resources (e.g., a 
host is only reachable after an attacker gains a privilege to another host). For this pur
pose, we will extend the concept of resource graph introduced in [21], which is syn
tactically equivalent to attack graphs, but models network resources instead of known 
vulnerabilities as in the latter. 

Specifically, we will define an extended resource graph by introducing the notion of 
Service Instance to indicate which instance (e.g., Apache) of a particular service (e.g., 
Web server) is being used on a host. Like the original resource graph, we only consider 
services that can be remotely accessed. The extended resource graph of the running 

Fig. 2. The example network’s resource graph 

In Figure 2, each pair shown in plaintext is a security-related condition (e.g., connec
tivity ⟨source, destination⟩ or privilege ⟨privilege, host⟩). Each exploit node (oval) 
is a tuple that consists of a service running on a destination host, the source host, and the 
destination host (e.g., the tuple ⟨http, 1, 2⟩ indicates a potential zero day vulnerability 
in the http service on host 2, which is exploitable from host 1). The small one-column 
table beside each exploit indicates the current service instance using a highlighted inte
ger (e.g., 1 means Apache and 2 means IIS) and other potential instances in lighter text. 
The self-explanatory edges point from pre-conditions to an exploit (e.g., from ⟨0, 1⟩ 
and ⟨http, 1⟩ to ⟨http, 0, 1⟩), and from the exploit to its post-conditions (e.g., from 
⟨http, 0, 1⟩ to ⟨user, 1⟩). 

A design choice here is whether to associate the service instance concept with 
a condition indicating the service (e.g., ⟨http, 2⟩ or the corresponding exploits (e.g., 
⟨http, 1, 2⟩). While it is more straightforward to have the service instance defined as 
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the property of a condition, which can then be inherited by the corresponding exploits, 
we have opted to define this property as a label for the exploit nodes in the graph, be
cause this will make it easier to check the number of distinct services along a path, as we 
will see later. One complication then is that we must ensure all exploits with the same 
service and destination host (e.g., ⟨http, 1, 2⟩ and ⟨http, 3, 2⟩ to be associated with the 
same service instance. 

Definitions 1 and 2 formally introduce these concepts. 

Definition 1 (Service Pool and Service Instance). Denote S the set of all services 
and Z the set of integers, for each service s ∈ S, the function sp(.) : S → Z gives the 
service pool of s which represent all available instances of that service. 

Definition 2 (Extended Resource Graph). Given a network composed of 
– a set of hosts H , 
– a set of services S, with the service mapping serv(.) : H → 2S , 
– the collection of service pools SP = {sp(s) | s ∈ S}, 
– and the labelling function v(.) : E → SP , which satisfies ∀hs ∈ S∀h ′ ∈s 

S, v(⟨s, hs, hd⟩) = v(⟨s, h ′ , hd⟩) (meaning all exploits with common service and s

destination host must be associated with the same service instance, as explained 
earlier). 

let E be the set of zero day exploits {⟨s, hs, hd⟩ | hs ∈ H, hd ∈ H, s ∈ serv(hd)}, and 
Rr ⊆ C × E and Ri ⊆ E × C be the collection of pre and post-conditions in C. We 
call the labeled directed graph, ⟨G(E ∪ C, Rr ∪ Ri), v⟩ the extended resource graph. 

3.2 Diversity control and cost model 

We employ the notion of diversity control as a model for diversifying one or more ser
vices in the resource graph. Since we represent the service instance using integers, it will 
be straightforward to regard each pair of service and destination host on which the ser
vice is running as an optimization variable, and formulate diversity control vectors using 
those variables as follows. We note that the number of optimization variables present 
in a network will depend on the number of conditions indicating services, instead of 
the number of exploits (since many exploits may share the same service instance, and 
hence the optimization variable). Since we only consider remotely accessible services 
in the extended resource graph model, we would expect in practice the number of opti
mization variables to grow linearly in the size of network (i.e., the number of hosts). 

Definition 3 (Optimization Variable and Diversity Control). Given an extended re
source graph ⟨G, v⟩, ∀e ∈ E, v(e) is an optimization variable. A diversity control 
vector is the integer valued vector V = (v(e1), v(e2), ..., v(e|E|). 

Changing the value of an optimization variable has an associated diversification cost 
and the collection of such costs is given in a diversity cost matrix in a self-explanatory 
manner. We assume the values of cost are assigned by security experts or network ad
ministrators. Like in most existing work (e.g., [6]), we believe an administrator can 
estimate the diversification costs based on monetary, temporal, and scalability criteria 
like i) installation cost, ii) operation cost, iii) training cost, iv) system downtime cost 
and, v) incompatibility cost. We define the diversity cost, diversity cost matrix, and the 
total diversity cost. 
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Definition 4 (Diversification Cost and Diversity Cost Matrix). Given s ∈ S and 
sp(s), the cost to diversify a service by changing its service instance to another inside 
the service pool is called the diversification cost. The collection of all the costs associ
ated with changing services in S are given as a diversity cost matrix DCM in which 
the element at ith row and jth column indicates the diversification cost of changing the 
ith service instance to be the jth service instance. Let vs(ei) be the service associated 
with the optimization variable v(ei) and V 0 the initial service instance values for each 
of the exploits in the network. The total diversification cost, Cd, given by the diversity 
vector V is obtained by 

|E|∑ 
Cd = DCMvs(ei)(V 0(i), V (i)) 

i=1 

We note that the above definition of diversification cost between each pair of ser
vice instances has some advantages. For example, in practice we can easily imagine 
cases where the cost is not symmetric, i.e., changing one service instance to another 
(e.g. from Apache to IIS) carries a cost that is not necessarily the same as the cost of 
changing it back (from IIS to Apache). Our approach of using a matrix allows us to ac
count for cases like this. Also, the concept can be used to specify many different types 
of cost constraints, which we will examine in the coming section. For example, an ad
ministrator who wants to restrict the total cost to diversify all servers running the http 
service can do so by simply formulating the cost as the addition of all the optimization 
variables corresponding to http. 

3.3 Problem formulation 

As demonstrated in Section 1.1, the k0d metric is defined as the minimum number of 
distinct resources on a single path in the resource graph [17]. For example, a closer look 
at Figure 2 shows that the k0d value for our example network is 1. That is, an attacker 
needs only one zero-day vulnerability (in http service instance 1) to compromise this 
network. The dashed line in Figure 2 depicts the shortest path that provides this metric 
value. 

The k0 value can be increased by changing the service instances as long as we 
respect the available budget of cost. For example, consider a total budget of 78 units, 
and assume the costs to diversify the http service from service instance 1 to 2, 3 or 4 be 
78, 12, and 34 units, respectively. We can see that changing ⟨http, 2, 3⟩ from instance 
1 to 2 would respect the budget, as well as increasing the k0d value of the network 
to be 2. We may also see that this is not the optimal solution, since we could also 
replace ⟨http, 2, 3⟩ and ⟨http, 3, 4⟩ with instances 3 and 4, respectively, increasing k0d 
to 3 and still respecting the budget. In the following, we formally formulate this as an 
optimization problem. 

Problem 1 (k0d Optimization Problem). Given an extended resource graph ⟨G, v⟩, find 
a diversity control vector V which maximizes min(k0d(⟨G(V ), v⟩)) subject to the 
constraint C ≤ B, where B is the availble budget and C is the total diversification cost 
as given in Definition 4. 
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Since our problem formulation is based on an extended version of the resource 
graph, which is syntactically equivalent to attack graphs, many existing tools developed 
for the latter (e.g., the tool in [11] has seen many real applications to enterprise net
works) may be easily extended to generate the extended resource graphs we need as 
inputs. Additionally, our problem formulation assumes a very general budget B and 
cost C, which allows us to account for different types of budgets and cost constraints 
that an administrator might encounter in practice, as will be explained in the following 
section. 

4 Methodology 

This section details the optimization and heuristic algorithms used for solving the for
mulated diversification problem and describes a few case studies. 

4.1 Genetic Algorithm Optimization 

Inspired by [6], we also employ the genetic algorithm (GA) for our automated opti
mization approach. GAx1 provides a simple and robust search method that requires 
little information to search effectively in a large search space in contrast to other opti
mization methods (e.g., the mixed integer programming [4]). While the authors in [6] 
focus on disabling services, we focus on service diversification. 

The extended resource graph is the input to our automated optimization algorithm 
where the function to be optimized (fitness function) is k0d defined on the resource 
graph (later we will discuss cases where directly evaluating k0 is computationally in
feasible). One important point to consider when optimizing the k0 function on the ex
tended resource graph is that, for each generation of the GA, the graph’s labels will 
dynamically change. This in turn will change the value of k0d, since the shortest path 
may have changed with each successive generation of the GA. Our optimization tool 
takes this into consideration. We also note one limitation here is that the optimization 
does not provide a priority if there are more than one shortest path that provide the 
optimized k0d since the optimization only aims at maximizing the minimum k0d. 

The constraints are defined as a set of inequalities in the form of c ≤ b, where 
c represents one or more constraint conditions and b represents one or more budgets. 
These constraint conditions can be overall constraints (e.g. the total diversity cost Cd) 
or specific constraints to address certain requirements or priorities while diversifying 
services (e.g. the cost to diversify http services should be less than 80% of the cost to 
diversify ssh). Those constraints are specified using the diversity control matrix. 

The number of independent variables used by the GA (genes) are the optimization 
variables given by the extended resource graph. For our particular network hardening 
problem, the GA will be dealing with integer variables representing the selection of the 
service instances. Because v(e) is defined as an integer, the optimization variables need 
to be given a minimum value and a maximum value. This range is determined by the 
number of instances provided in the service pool of each service. The initial service 
instance for each of the services is given by the extended resource graph while the final 
diversity control vector V is obtained after running the GA. 
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The population size that we defined for our tool was set to be at least the value 
of optimization variables (more details will be provided in the coming section). This 
way we ensure the individuals in each population span the search space. We ensure 
the population diversity by testing with different settings in genetic operations (like 
crossover and mutation). In the following, we discuss several test cases to demonstrate 
how the optimization works under different types of constraints. For all the test cases, 
we have used the following algorithm parameters: population size = 100, number of 
generations = 150, crossover probability = 0.8, and mutation probability = 0.2. 

Test case A: Cd ≤ 124 units with individual constraints per service. We start with 
the simple case of one overall budget constraint (Cd ≤ 124). The solution provided 
by the GA is V = [3, 2, 1, 4, 1, 1, 1] (represented by label column a in Figure 3). The 
associated costs for V (1), V (2), and V (4) are 12, 78, and 34, respectively, and the test 
network’s k0d metric becomes 4 while keeping Cd within the budget (Cd ≤ 124). 

Fig. 3. Test case A: general and individual budget constraints. 

On the other hand, if we assign individual budgets per services, while maintaining 
the overall budget Cd ≤ 124, the optimization results will be quite different. In this 
case, assume the budget to diversify the http services cannot exceed 100 units (chttp ≤ 
100); for ftp, it cannot exceed 3 units (cftp ≤ 3); for ssh, it cannot exceed 39 units 
(cssh ≤ 39); and finally, for smtp, it cannot exceed 50 units (csmtp ≤ 50). The solution 
provided by the GA is a V vector where V (1) = 2 and V (2) = 3, with a cost of 78 and 
12 units, respectively. The value of the k0d metric rises to 3 with Cd = 90. This total 
diversification cost satisfies both the overal budget constraint and each of the individual 
constraints per service. 
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From this test case, we can see that even with the minimum requeried budget to 
maximize the k0d metric, additional budget constraints might not allow to achieve the 
maximum k0d possible. We can see the result of running the GA for this test case in 
label column b in figure 3. 

Test case B: Cd ≤ 124 units while chttp + cssh ≤ 100. While test case 1 shows how 
individual cost constraints can affect the k0d metric optimization, in practice not all 
services may be of concern and some may have negligible cost. This test case models 
such a scenario by assigning a combined budget restriction for only the http and ssh 
services, i.e., the cost incurred by diversifying these two services should not exceed 100 
units. 

The solution provided by the GA is V = [3, 4, 3, 1, 1, 3, 2] (lable column a in Fig
ure 4). Since V (1) to V (3) deal with the http service, we can see that the total incurred 
cost for http is chttp =12+34+12=58 units. Because V (6) and V (7) are the only opti
mization variables that deal with the ftp and ssh services respectively, we can see that 
cftp = 8, and cssh = 40. The value of the k0d metric rises from 1 to 3 by incurring a 
total cost of Cd = 106 units. The combined http/ssh budget constraint of 100 units is 
also satisfied since chttp + cssh = 98 units. 

Fig. 4. Test case B and test case C. 

Test case C: Cd ≤ 124 units while chttp ≤ 0.8 · cssh. This final case deals with 
scenarios where some services might have a higher priority over others. The constraint 
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in this test case is that the total incurred cost while diversifying the http service should 
not exceed 80% of what is incurred by diversifying the ssh service. 

The solution provided by the GA is V =[3,1,3,1,1,1,4] (see column b in figure 
4). Here V (1) and V (3) have changed from service instance 1 to 3, while V (7) have 
changed from service instance 1 to 4. The incurred cost for the http service is chttp = 
12+12=24 units and for the ssh service is cssh = 34 units. While the value of the k0d 
metric only rises from 1 to 2, the budget constraints are satisfied. 

As seen from the above test cases, our model and problem formulation makes it rel
atively easy to apply any standard optimization techniques, such as the GA, to optimize 
the k0d metric through diversity while dealing with different budget constraints. 

4.2 Heuristic Algorithm 

All the test cases described above rely on the assumption that all the attack paths are 
readily available. However, this is not always the case in practice. Due to the well known 
complexity that resource graphs have inherited from attack graphs due to their common 
syntax [21], it is usually computationally infeasible to enumerate all the available attack 
paths in a resource graph for large networks. Therefore, we design a heuristic algorithm 
to reduce the search complexity when calculating and optimizing the k0d metric by only 
storing the m-shortest paths at each step, as depicted in Figure 5 and detailed below. 

Procedure Heuristic m-shortest
 
Input: Extended resource graph ⟨G, v⟩, goal condition cg , number of paths m,
 

diversified diversity control vector, D 
Output: O(cg ) 
Method: 
1. Let vlistbe any topological sort of G 
5. While all vlist elements are unprocessed 
6. If c ∈ CI and c is unprocessed 
7. Let O(c) = c 
8. Mark c as processed 
9. Else if e ∈ E (e is not processed) and (∀c ∈ C)((c, e) ∈ Rr ⇒ c is processed) 
10. Let {c ∈ C : (c, e) ∈ Rr } = {c1, c2, . . . , cn }
11. Let a(e) = a1 ∪ a2 . . . ∪ e : ai ∈ O(ci), 1 ≤ i ≤ n 

′ ′ ′ 13. Let a ′ (ov(e)) = a ∪ a2 . . . ∪ e : a ⊢ ai, 1 ≤ i ≤ n1 i 
12. If n > m 
13. Let O(e) = ShortestM(⟨a(e), | Unique(a ′ [ov(e)]) | ⟩,m)) 
14. Else 
15. O(e) = a1 ∪ a2 . . . ∪ e : ai ∈ O(ci), 1 ≤ i ≤ m 
16. Mark e as processed 
17. Else (c s.t. (e, c) ∈ Ri and c is unprocessed) 

′ ′ ′ 18. If (∀e ∈ E)((e∪, c) ∈ Ri ⇒ e is processed) 
′ 19. Let a(c) = ′ ′ O(e )e s.t. (e ,c)∈Ri ′ 20. Let a ′ (c) = 

∪ 
′ ′ O(ov(e ))e s.t. (e ,c)∈Ri 

21. If length(a(c)) > m 
22. Let O(c) = ShortestM(⟨a(c), | Unique(a ′ [ov(c)]) | ⟩,m)) 
23. Else ∪ ′ 24. Let O(c) = ′ ′ O(e )e s.t. (e ,c)∈Ri 
25. Mark c as processed 
26. Return O(cg ) 

Fig. 5. A Heuristic algorithm for calculating m-shortests paths 

The algorithm starts by topologically sorting the graph (line 1) and then proceeds 
to go through each one of the nodes on the resource graph collection of attack paths, as 
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set of exploits C(), that reach that particular node. The main loop cycles through each 
unprocessed node. If a node is an initial conditions, the algorithm assumes that the node 
itself is the only path to it and it marks it as processed (lines 6-8). For each exploit e, all 
of its preconditions are placed in a set (line 10). The collection of attack paths o(e) is 
constructed from the attack paths of those preconditions (lines 10 and 11). In a similar 
way, C ′ (ov(e)) is constructed with the function ov() which, aside of using the exploits 
includes value of element of the diversity control vector that supervises that exploit. 

If there are more than m paths to that node, the algorithm will use the function 
Unique to first look for unique combinations of service and service instance in o ′ (ov(e)). 
Then, the algorithm creates a dictionary structure where the key is a path from o(e) and 
the value is the number of unique service/service instance combinations given by each 
one of the respective paths in o ′ (ov(e)). The function ShortestM() selects the top m 
keys whose values are the smallest and returns the m paths with the minimum num
ber of distinct combination of services and service instances (line 13). If there are less 
than m paths, it will return all of the paths (line 15). After this, it marks the node as pro
cessed (line 16). The process is similar when going through each one of the intermediate 
conditions (lines 17-24). 

Finally, the algorithm returns the collection of m paths that can reach the goal con
dition cg . It is worth noting that the algorithm does not make any distinction in whether 
or not a particular path has a higher priority over another when they share the same 
number of unique service/service instance combinations. 

5 Simulations 

In this section, we show simulation results. All simulations are performed using a com
puter equipped with a 3.0 GHz CPU and 8GB RAM in the Python 2.7.10 environment 
under Ubuntu 12.04 LTS and the MATLAB 2015a’s GA toolbox. To generate a large 
number of resource graphs for simulations, we first construct a small number of seed 
graphs based on real networks and then generate larger graphs from those seed graphs 
by injecting new hosts and assigning resources in a random but realistic fashion (e.g., 
the number of pre-conditions of each exploit is varied within a small range since real 
world exploits usually have a constant number of pre-conditions). The resource graphs 
were used as the input for the optimization toolbox where the objective function is to 
maximize the minimum k0d value subject to budget constraints. In all the simulations, 
we employ the heuristic algorithm described in section 4.2. 

Figure 6 shows that the processing time increases almost linearly as we increase the 
number of optimization variables or the parameter m of the heuristic algorithm. The 
results show that the algorithm is relatively scalable with a linear processing time. On 
the other hand, the accuracy of the results is also an important issue to be considered. 
Here the accuracy refers to the approximation ratio between the result obtained using 
the heuristic algorithm and that of the brute force algorithm (i.e., simply enumerating 
and searching all the paths while assuming all services and service instances are dif-
ferent). For the simulations depicted in Figure 7, we settled for 50 iterations per graph 
per m-paths. The diversity control vector provided by the GA is used to calculate the 
accuracy. From the results, we can see that when m is greater or equal to 4 the approxi
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mation ratio reaches an acceptable level. For the following simulations, we have settled 
with an m value of 6 and 100 generations. 

Our simulations also showed that (detailed simulation results are omitted here due 
to page limitations), when no budget constraints are in effect, using the GA with a 
crossover probability of 80%, a mutation rate of 20%, and setting the number of gen
erations to 50 will be sufficient to obtain good results. However, this is no longer the 
case when dealing with budget constraints. We have noticed that, by decreasing the 
crossover probability (and consequently increasing the mutation rate), we can reach a 
viable solution with less generations. We have therefore settled with a crossover prob
ability of 40% which provides us with a fast (with less generations) way to converge 
to viable solutions. Additionally, our experiences also show that, when dealing with a 
diversity control vector (also known as a chromosome in the GA) of less than 100 vari
ables (genes in the GA), the population size could be equal to the amount of variables 
in the diversity control vector; when dealing with a bigger number, the population size 
should be at least twice the amount of variables. 

Figure 8 shows the results when the diversity control vector has different numbers 
of sevice instances to take from (i.e., different sizes of the service pools). In this simula
tion, we have picked graphs with a relative high difference in the length of the shortest 
path before and after all services are diversified using the algorithm (the maximum k0d 
value is 16 and the minimum 3). We can see an increasing gain in the k0d value after 
optimization, when more service instances are available. However, this trend begins to 
stall after a certain number (13). From this observation it can be inferred that the num
ber of available service instances will affect the difference between the maximum k0d 
value possible and the minimum k0d, but such an effect also depends on the size of 
the network (or the extended resource graph) and increasing the number of available 
service instances does not always help. 

In Figure 9, we analyze the average gain in the optimized results for different sizes 
of graphs. In this figure, we can see that we have a good enough gain for graphs with a 
relatively high amount of nodes. As expected, as we increase the size of the graphs, the 
gain will decrease if we keep the same optimization parameters. For those simulations, 
we have used a population size of 300, 50 generations, and a crossover fraction of 50%. 
It is interesting to note that the decrease in gain is very close to being linear. 

SP-79

Borbor, Daniel; Wang, Lingyu; Jajodia, Sushil; Singhal, Anoop. "Diversifying Network Services under Cost Constraints for Better Resilience against Unknown Attacks." Paper presented at the Lecture Notes in Computer Science, Trento, Italy, Jul 18-Jul 21, 2016.

Borbor, Daniel; Wang, Lingyu; Jajodia, Sushil; Singhal, Anoop. 
“Diversifying Network Services under Cost Constraints for Better Resilience against Unknown Attacks.” 

Paper presented at the Lecture Notes in Computer Science, Trento, Italy, Jul 18-Jul 21, 2016.

http:graphs.In


2 4 6 8 10 12 14 16 18 20

k0
d 

G
ai

n 
fa

ct
or

0

1

2

3

4
91 hosts, 53 nodes, 17 optimization variables

m=6
m=7
m=8
m=9

Number of minimum service instances available
2 4 6 8 10 12 14 16 18 20

A
ve

ra
ge

 c
os

t i
nc

ur
re

d

200

300

400

500

600

m=6
m=7
m=8
m=9

Fig. 8. The effect of the number of avail-
able service instances. 

Number of Nodes
[10,30) [30,50) [50,60) [60,100) [100,200) [200,300) [300,400) [400,500)

G
ai

n

0.6

0.8

1

1.2

1.4

1.6

1.8

2
Average Gain

Fig. 9. The average gain vs the number of 
nodes. 

Figure 10 and Figure 11 show the optimization results on different shapes of re-
source graphs. While it may be difficult to exactly define the depth of a resource graph, 
we have relied on the relative distance, i.e., the difference of the shortest path before 
and after all services are diversified. There is a relative linear increase in the gain as we 
increase the relative distance in the shortest path. While this does not provide an accu-
rate description of the graph’s shape, it does provide an idea of how much our algorithm 
can increase the minimum k0d for graphs with different depths, as shown in Figure 10. 
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Finally, in Figure 11, we can see the effect of the network’s degree of exposure, 
which is defined as the number of exploits that are directly reachable by the attacker 
from the external host h0. As we increase the degree of exposure, the gain in optimiza
tion decreases in almost a linear way. That is, there will less room for diversification if 
the network is more exposed. 

6 Conclusions 

In this paper, we have formulated service diversity as an optimization problem and 
proposed an automated diversity-based network hardening approach against zero-day 
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attacks. This automated approach used a heuristic algorithm that helped to manage the 
complexity of computing the k0d value as well as limiting the time for optimization to 
an acceptable level. We have shown some sample cost constraints while our model and 
problem formulation would allow for other practical scenarios to be specified and opti
mized. We have tested the scalability and accuracy of the proposed algorithms through 
simulation results, and we have also discussed how the gain in the k0d value will be 
affected by the number of available service instances in the service pools and different 
sizes and shapes of the resource graphs. 

We discuss several aspects of the proposed automated optimization technique where 
additional improvements and evaluations can be done. 

–	 While this paper focuses on diversifying services, a natural future step is to integrate 
this approach with other network hardening options, such as addition or removal of 
services, or relocating hosts or services (e.g., firewalls). 

–	 This study has relied on a simplified model by assuming all service instances to be 
completely different from each another and all service instances are equally likely 
to be exploited. A possible future research direction would be to model the degree 
of difference (or similarity) between the different types of service instances. 

–	 We have assumed an abstract cost model in this paper and an important direction 
is to elaborate the model from different aspects of potential cost for diversifying 
network resources. 

–	 We will also consider other optimization algorithms in addition to GA in searching 
for more efficient and effective solutions to our problem. 

Disclaimer Commercial products are identified in order to adequately specify certain 
procedures. In no case does such identification imply recommendation or endorsement 
by the National Institute of Standards and Technology, nor does it imply that the iden
tified products are necessarily the best available for the purpose. 
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Mobile manipulators can be effective, efficient, and flexible for automation on the factory 

floor but will need safety and performance standards for wide adoption. This paper looks 

at a specific area of performance standards [1] for docking and workpiece registration, with 

the intent of evaluating how quickly, repeatably, and accurately a mobile manipulator end 

effector can be aligned with a known physical target to facilitate peg-in-hole insertion 

tasks. To evaluate mobile manipulator docking, we conducted experiments with an 

automated guided vehicle (AGV)-mounted arm in a laboratory space equipped with an 

extensive optical tracking system and a standardized test piece (artifact) simulating an 

industrial assembly. We experimented with different strategies and sensors for registration 

and report on these approaches. 

1.   Introduction 

Mobile manipulators (i.e., robot arms onboard mobile robotic bases) hold 

promise in industrial applications* for flexible and reconfigurable automation and 

are now being marketed at industrial material handling exhibitions as useful tools 

[2, 3]. Typical applications currently being considered for mobile manipulators 

are: i) unloading trucks [4], ii) bagged-goods (e.g., dog food bags) handling, iii) 

conveyer loading/unloading, iv) picking canned and boxed goods from shelves in 

supermarkets, and v) delivering, placing, and manipulating semiconductor wafer 

pods within wafer fabrication facilities [5].   The first four applications have looser 

constraints on the mobile manipulator pose (position and orientation) and do not 

require precise alignment with the workspace.  Vision is integrated into these 

                                                           
* Disclaimer: NIST does not endorse products discussed within this paper nor manufacturers of these 

products.  Products mentioned are for information purposes only and are not expressed as an 

endorsement for them or their manufacturer. 
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systems to position a vacuum gripper to pick up the box, bag, or metal can in the 

manipulator’s workspace.  However, the last application, wafer pod manipulation, 

and other assembly-type operations, (e.g., peg-in-hole), require much tighter 

tolerances on positioning from the mobile manipulator. 

The National Institute of Standards and Technology (NIST) Robotic Systems 

for Smart Manufacturing Program [6] is currently researching, among other 

topics, both automatic guided vehicle (AGV)/mobile manipulator performance 

and vision performance standards [7].  The program develops and deploys 

advances in measurement science by improving performances of robotic systems 

to achieve dynamic production for assembly-centric manufacturing.  

Assembly operations performed by a mobile manipulator require accurate 

registration to the workpiece.  Registration refers to the process of measuring and 

mapping the feedback from one system (e.g., mobile manipulator) to the model 

of another (e.g., artifact), correcting for differences in resolution, scale, direction, 

and timing. [8] ‘Calibration’ is instrument (e.g., camera) adjustment or output 

correlation of the instrument readings with its known accuracy.  These two terms 

are sometimes interchanged in the literature. Various registration methods have 

been researched, including:  

 Quick Reference (QR) codes [9] combined with calibrated vision [10] - 

tracking error: under 20 mm, maximum errors: 45 mm at the largest 

camera-target distance.  

 QR codes for mobile robot registration and end effector error [11] - 

maximum positional repeatability: 1.1 mm (one point) to 4.0 mm 

(multiple points).  

 High-precision calibration - average errors based on the Tsai hand-eye 

calibration combined with a high-speed calibration -  average errors: ± 

0.1 mm and ± 0.1° - based on a combination of laser triangulation and 

image processing [12]. 

 Constrained manipulator endpoint to a single contact point while 

executing manipulator motion where manipulator joint angles are read to 

develop a calibration model [13].  

 Touch probing using peg-in-hole and particle filter solutions [14, 15]. 

This paper describes three alternative methods for registering mobile 

manipulators to a workpiece.  The first builds upon [11] from Aalborg University 

where QR codes were used in combination with vision processing. The second 

and third use ‘fine’ and ‘bisect’ search methods using a laser retroreflector to 

determine fiducial location with respect to the mobile manipulator.  Experiments 

and experimental results are then described for each of these calibration 

alternatives. 
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2. Registration Methods

Registration of a mobile manipulator with a workpiece can be performed

using a number of techniques, as briefly described in the introduction. If the 

accuracy requirements of the task are low, then simple navigation of the base to 

the desired pose may be adequate. However, we assume the manipulator accuracy 

requirements are greater than the base’s accuracy and more information is 

required for a suitable transformation between the manipulator and workpiece 

coordinate systems. The following subsections describe three non-contact 

methods tested at NIST for registering a mobile manipulator to a workpiece - 

detection of QR codes using vision and two search methods using a laser 

retroreflector and reflective fiducials.  Future research may combine the 

registration methods by using a laser spot detection method as described in [17 

and 18]. 

2.1.   Visual Fiducials 

Visual fiducial systems allow for six degrees-of-freedom (6DOF) positional 

tracking of fiducial targets, or tags. Since these systems are well-developed, and 

can be implemented with open source software, inexpensive cameras, and 

virtually free printed targets, they have a number of advantages for use in robotics 

research and testing procedures for industrial robot evaluation and validation.  

In this study, we reviewed fiducial systems commonly labeled as AR, or 

augmented reality. These systems include: ARTag, April tags, ARToolKit, and 

ALVAR [19]. We conducted experiments using the “A software Library for 

creating Virtual and Augmented Reality” or ALVAR version because of its 

integration with Robot Operating System (ROS). Integration with ROS allowed 

the use of ROS preprocessing, visualization, and message-passing facilities. Like 

the other systems, ALVAR uses rectangular black and white targets with a black 

outer square for location, and an internal matrix of squares that codes the identity 

of the target. Other fiducial targets used include standard camera calibration 

targets (i.e., checkerboards), QR codes, and application-specific targets.  

ALVAR and similar systems have advantages in flexibility and cost over 

other 6DOF tracking systems that may require more expensive and extensive 

installations. We need to understand robustness, working range and orientations, 

accuracy, and response time for ALVAR use in testing procedures and standards. 

These needs do not have universal solutions since the system performance 

depends on implementation details. Robustness depends on occlusion and camera 

details; working range depends on target size, camera resolution, and camera focal 

length; response time depends on camera frame rate, resolution, and computer 
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processing unit speed; and ultimate accuracy depends on all these factors, 

including target motion speed relative to frame rate.  

2.2.   Fine and Bisect Search Methods 

A ‘fine search’ method was described in [18 and 20] as it evolved; it is 

included in this paper to focus on the registration aspect.  The method uses a laser 

retroreflector detector carried by the manipulator to detect reflective fiducials 

attached to the reconfigurable mobile manipulator apparatus (RMMA). The 

RMMA is a metal plate with fiducial mount points at precise locations. The 

fiducial is a collimated reflector on a base that attaches to the RMMA. 

A computer aided design model of paths and docking points was used by a 

vehicle control program to move the AGV from one docking pose to another near 

the RMMA. The vehicle control program positioned the vehicle at various 

orientations with respect to the RMMA and the manipulator program corrected 

for vehicle pose allowing it to register with pre-taught targets using fine and 

‘bisect’ search methods described here. 

Two pairs of fiducials were positioned at 1) two corners of a 457 mm square 

pattern of four fiducials and 2) at opposing points along a 305 mm diameter circle 

pattern of eight fiducials.  The fine search originally used a circular search [18] 

and was tested only on the square pattern.  However, it was quickly discovered 

that fiducial edges were detected causing a potential for the registration to be 

skewed and increased search steps caused the laser to pass over the fiducial 

without detecting it. 

In [20], a square fine search method was tested. The ‘square search’ is a 

sequence of points in a spiral pattern on a square grid.  Each step was 0.5 mm, 

where the smaller step size and the use of 1 mm and 2 mm fiducials minimized 

previous issues.  Figure 1 (a) shows a graphic of the square search method and 

Figure 1 (b) shows the RMMA (black table).  The gray housings each include a 

camera iris that is used to change the fiducial detection diameter. This method 

works relatively well for aligning the mobile manipulator with the workpiece.  

However, errors in the mobile base pose measurement can cause a lengthy initial 

registration search. 

 

For the bisect method, the detection of two, relatively large (42 mm diameter) 

reflectors was performed before the fine search method.  All reflectors were the 

same type micro-reflector. After detecting the large reflector, a bisecting search 

pattern determined the center of the reflector with 0.5 mm steps along relative X- 

and Y- axes to the manipulator base. 
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The reflector diameters were large enough that no initial search was required 

to locate them, despite the measured maximum 13.3 mm error in the mobile base 

pose.  Figure 1 (a) shows a concept drawing of the bisect method and Figure 1 (b) 

shows the mobile manipulator positioned next to the RMMA, the RMMA square 

and circle patterns, and the large reflectors within each pattern. Once the center 

of the large reflector was located, the manipulator began a fine search of the 2 mm 

fiducials using the square search method.    

3.   Experiments and Results 

3.1.   Visual Fiducials 

To evaluate and validate the use of visual fiducial targets, we conducted two 

sets of experiments using the ALVAR implementation and a 17 mm machine 

vision camera with a resolution of 1296 pixels x 964 pixels and a fixed 4.5 mm 

focal length lens.  

The first set of experiments looked at the static repeatability of the ALVAR 

system when the target was moved to static positions by a pan-tilt mechanism. A 

200 mm x 200 mm target was mounted on a pan-tilt unit. For the experiments, the 

pan-tilt was moved systematically throughout its range and allowed to settle 

before static measurements. The camera viewed the target from a separation 

distance of 800 mm to 1000 mm as the target was systematically moved to 26 

positions of differing tilt and pan. For each position, 306 measurements were 

 
 a  b 

Figure 1 (a) Bisection search concept, (b) the mobile manipulator positioned next to the 

RMMA, the RMMA square and circle patterns, and the large reflectors within each pattern. 

SP-87

Bostelman, Roger; Eastman, Roger; Hong, Tsai; Enein, Omar; Legowik, Steven; Foufou, Sebti. "Comparison of Registration Methods for Mobile Manipulators." Paper presented at the Climbing and Walking Robots (CLAWAR) 2016 Workshop on Collaborative Robots for Industrial Applications, London, United Kingdom, Sep 12-Sep 16, 2016.

Bostelman, Roger; Eastman, Roger; Hong, Tsai; Enein, Omar; Legowik, Steven; Foufou, Sebti. 
“Comparison of Registration Methods for Mobile Manipulators.” 

Paper presented at the Climbing and Walking Robots (CLAWAR) 2016 Workshop on 
Collaborative Robots for Industrial Applications, London, United Kingdom, Sep 12-Sep 16, 2016.



6 

taken over 30 s. We calculated the root-mean-square deviation (RMSD) of the 

measurements to see if ALVAR gave consistent results. Repeatable 

measurements indicate systemic biases can be corrected by calibration.  

We found that the maximum difference from the mean in any one position in 

any dimension was 0.8 mm (along the Z-axis), and the maximum angular error 

(in angle axis representation) was 0.18ᵒ. Each individual measurement was single 

shot with no averaging or filtering across measurements. From initial results of 

sub-millimeter repeatability in position, and fractional angular repeatability, we 

judge that the basic capabilities of ALVAR are adequate as a subsystem in 

workpiece registration. 

In the second set of visual fiducial experiments, we integrated ALVAR with 

the systems on an AGV docking with the RMMA. Spacing between the RMMA 

square and circle patterns was 508 mm.  The camera, which was onboard the 

AGV, repeatedly measured the AGV positioning at the square and circle patterns, 

and communicated the position to the robot controller.  

3.2.   Fine and Bisect Search methods 

The RMMA was set up as shown in Figure 1 (b) for the circle pattern with 1 

mm diameter registration fiducials.  The circle used 1 mm diameter fiducials and 

the square used 3 mm diameter fiducials. The 3mm fiducials were hypothesized 

to achieve faster registration although this was not the case.  The AGV control 

program moved the AGV from a home position away from the RMMA to the first 

pose pre-determined by the AGV control program.  Upon completion of the 

pattern detection for the first pose, the AGV moved to the second pose, and so 

forth. Only the first six vehicle poses were completed for the ‘fine search’ method 

due to the long registration time. The 3 mm fiducial had the highest average 

number of search steps at 869 with 1921 maximum steps and 1740 s causing an 

average search time of 360 s with a maximum of 893 s.  The root-mean-square 

deviation (RMSD) from the mean was 776 steps (403 s). 

The ‘bisect search’ method experiment consisted of locating the mobile 

manipulator in the same manner as in the fine search method.  The RMMA was 

set up as shown in Figure 1 (b) with the circle and square patterns both using 42 

mm diameter registration fiducials.  After setup, the experiment was run for all 10 

different mobile manipulator poses and repeated five times for a total of 50 poses. 

The results shown in Table 1 include only the detection of the first 2 mm reflector 

for each pattern after bisect registration.  The bottom of Table 1 shows a summary 

of all tests averaged over the 50 measurements and includes the average number 

of steps for the 2 mm reflectors and shows the RMSD from the mean. 
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 7 

 
Table 1: Mobile manipulator registering to the RMMA using the bisect search method. 

1 90ᵒ circle 0 86

2 315ᵒ square 6 89

3 0ᵒ circle 0 86

4 0ᵒ square 0 86

5 45ᵒ circle 0 86

6 90ᵒ square 0 86

7 135ᵒ circle 0 86

8 225ᵒ square 0 86

9 270ᵒ circle 0 86

10 270ᵒ square 12 92

Total bisect + fine search 

time to register (s)
Pattern

Average num. of search 

steps to register
AGV Position Number Pose Angle

 
 

Mean Search Steps/Time (s) 1.8 / 0.8 RMSD Search Steps/Time (s) 3.8 / 1.8
 

4.   Conclusions 

Experimental results reported for visual fiducials are consistent with the 

various registration methods from the literature. Under optimal conditions, we 

estimated repeatability of a visual fiducial at under 1 mm and 0.2ᵒ from a single 

image. From initial results we expect that basic capabilities of ALVAR are 

adequate as a subsystem in workpiece registration.  The second ALVAR 

experiment provided successful integration with the mobile manipulator. Given 

other elements in the system, including calibration of camera-to-base, and base-

to-arm, and the propagation of error, we would expect total error for the system 

to be higher.   

The fine search method experiments resulted in a high number of search steps 

and time (average steps: 776, average/maximum time: 360 s/893 s) to register the 

mobile manipulator. When using the bisect method prior to the fine search, the 

total bisect plus fine search steps/time was a maximum of 184 steps/86 s or nearly 

90% less time than using only the fine search method.  Larger bisect search steps, 

among many other improvements, could be used although would increase the 

number of registration search steps on the 1 mm or 2 mm fiducials to a potentially 

unknown amount. Future registration tests will combine the visual fiducial with 

the search methods to minimize the search time. 
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Abstract 
Optical tracking systems1 are used in a wide range of fields. The market for optical tracking systems has 
dramatically increased over the past several years to $1.2B revenue in 2014.  This paper describes the new ASTM 
E3064 Standard test method procedures for optical tracking systems and will outline the theoretical basis for the 
analysis of the data from these systems.  The paper will also verify the performance of an example 12 camera optical 
tracking system using these standard procedures and related analysis. An artifact, developed at the National Institute 
of Standards and Technology, was verified by a coordinate measurement machine and then used in two experiments 
to verify the test method.  This and other in-depth papers are intended to be base references for ASTM E3064. 
 
Keywords: optical tracking, coordinate measurement machine, ASTM E3064 standard, reproducible performance, 
test methods, artifact 

1 Introduction 
Optical tracking systems measure the three-dimensional, static and dynamic position and orientation of multiple 
markers attached to objects within a measurement space. Optical tracking systems are used in a wide range of fields 
including: neurosciencei, biomechanicsii, roboticsiii, and automotiveiv assembly. The market for optical tracking 
systems has dramatically increased over the past several years to $1.2B revenue in 2014 with annual growth of 
nearly 53% from 2009 to 2014.v, vi, vii Potential users of optical tracking systems often have difficulty comparing 
systems because of the lack of standard performance metrics and test methods, and therefore must rely on vendor 
claims regarding the system’s performance, capabilities, and suitability for a particular application. The ASTM 
International Committee E57 on 3D Imaging Systems’ subcommittee on test methods addressed the static 
performance measurement of optical tracking systemsviii.  Recently, the ASTM E57.02 subcommittee task group has 
developed a new standard test method, “ASTM E3064 Standard Test Method for Evaluating the Performance of 
Optical Tracking Systems that Measure Six Degrees of Freedom (6DOF) Pose”ix.  The new test method presents 
metrics and procedures for measuring, analyzing, and reporting the errors and deviations of dynamic optical tracking 

                                                
1 Disclaimer: NIST does not endorse products discussed within this paper nor manufacturers of these products.  Products 
mentioned are for information purposes only and are not expressed as an endorsement for them or their manufacturer. 
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systems. An artifact, developed at the National Institute of Standards and Technology (NIST) and shown in Figure 1 
a - top, was first used to measure a multi-camera system and then expanded by the ASTM E57.02 task group to 
apply to all types of optical tracking systems.  Figure 1 a – top shows an artifact that is used for systems that operate 
based on active or retroreflective markers and Figure 1 – bottom shows an artifact that can be used for systems that 
use geometric features as markers.  The artifact description in the standard allows for a variety of markers to fit the 
optical tracking system’s measurement method.  The end markers are measured relative to one another in each right 
and left cluster on the bar and combined through mathematical analysis to output the resulting bar length throughout 
the measurement space.   

This proposed standard provides a common set of metrics and a test procedure for evaluating the performance of 
optical tracking systems and may help to drive improvements and innovations. The standard will also allow users to 
assess and compare the performance of a candidate optical tracking system and to determine if the measured 
performance results are within the specifications with regard to the application requirements.   

This paper describes the new ASTM E3064 Standard test method procedures for optical tracking systems and will 
outline the theoretical basis for the analysis of the data from these systems.  The paper will also verify the 
performance of an example, 12 camera optical tracking system.  These experiments were conducted using the 
standard procedures and the analysis method using the artifact shown in Figure 1a (top), which was measured using 
a coordinate measurement machine (CMM). A second method provided in the standard, not part of this paper, 
allows the measurement results to be used without prior knowledge of artifact measurement from a CMM or other 
similar machine.  This and other in-depth papers are expected to be the base references for ASTM E57.02. 
 

   
 a b c 
Figure 1 – (a) Artifacts to measure optical tracking system performance. (b) Forward-back (aligned with the X axis) 
and (c) side-to-side (aligned with the Y axis) paths and dimensions for moving the artifact in a test space. 
Reprinted, with permission from ASTM E3064-16 Standard Test Method for Evaluating the Performance of Optical 
Tracking Systems that Measure Six Degrees of Freedom (6DOF) Pose, copyright ASTM International, 100 Barr 
Harbor Drive, West Conshohocken, PA  19428. 

2 Metrics and Test Method 
ASTM E3064 provides statistically-based performance metrics and a test procedure to evaluate the dynamic 
performance of optical tracking systems. Measurements from optical tracking systems include inherent positional 
and orientation angle errors relative to fixed optical measurement components. Metrics are therefore the static and 
dynamic position and orientation of tracked objects.  Beyond the scope of this paper are metrics that are currently 
being researched which include system latency and maximum dynamic measurement capability. 
 

 
 

 Y 

X 
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The test procedure outlined in E3064 measures the relative pose between two sets of markers that are rigidly 
attached to the ends of a metrology bar as shown in Figure 1a. The relative pose is then decomposed into positional 
and angular components and measurement errors are calculated by comparing results to a known metrology bar 
length of the artifact. 

 
The artifact includes a 300 mm long metrology bar with markers rigidly attached to each end.  The bar is called a 
‘metrology bar’ since it has stiffness and thermal expansion characteristics to allow deflection of less than or equal 
to 0.01 mm.  Example metrology bars are made of carbon fiber or titanium that meet the mandatory minimal 
deflection characteristic.  One form of artifact includes two clusters of passive, reflective, spherical (see Figure 1a 
top) or active, light-emitting-diode (LED) markers located at the ends of the metrology bar.  Another form uses 
reduced pose ambiguity cuboctahedronx (see Figure 1a bottom) markers. Both types of markers must be contained 
within hemispherical volumes of 100 mm maximum radius from the ends of the bar.   

                                 
The basic procedure for determining the pose measurement error of an optical tracking system first includes rough 
(hand-held) alignment of the X and Y axes (Figure 1) and Z axis (aligned with the vertical axis) within the test 
volume to be measured.  The options for the test volume are: (1) 3000 mm long x 2000 mm wide x 2000 mm high, 
(2) 6000 mm long x 4000 mm wide x 2000 mm high, and (3) 12000 mm long x 8000 mm wide x 2000 mm high.   

 
The optical tracking system tracks the metrology bar as it is moved throughout the test volume along the two 
patterns shown in Figure 1b and Figure 1c for three trials.  The metrology bar in each trial corresponds to one of the 
three orientations shown in Figure 2.  The centroid of the metrology bar is to remain at approximately 1 m above the 
test volume floor and should be moved at approximately the walking speed of 1.2 m/s ± 0.7 m/s. The metrology bar 
length is used as a guideline for determining both the distance between the boundary lines and the limits of the test 
volume.  The data from these three trials are then combined into one data set.   

 
Figure 2: The artifact (shown with axes on the bar centroid) orientations with respect to the path: (a) perpendicular 
to the path segments in the plane of motion, (b) perpendicular to the path segments and normal to the plane of 
motion, and (c) in-line with the path segments in the plane of motion. The artifact shown in Figure 1 ((a) and (b)) is 
oriented with respect to the path as in (a) perpendicular to the path segments in the plane of motion.  This caption 
includes descriptions directly from E3064.  Reprinted, with permission from ASTM E3064-16 Standard Test 
Method for Evaluating the Performance of Optical Tracking Systems that Measure Six Degrees of Freedom (6DOF) 
Pose, copyright ASTM International, 100 Barr Harbor Drive, West Conshohocken, PA  19428. 

 
The data gathered from the optical tracking system (OTS) consist of the 6DOF pose of the left and right ends of the 
artifact at time t represented as the homogeneous matrices 

.   

Then the relative pose between the left and right markers is defined as 

, 

where 𝑅(𝑡) is the 3x3 rotation matrix describing the relative orientation between the left and right markers and 
𝑇(𝑡) is the 3x1 vector describing the relative translation between the left and right markers.  The angle of rotation 
can then be described as 
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𝜃 𝑡 = 2 ∗   asin( 𝑞!! 𝑡 + 𝑞!! 𝑡 + 𝑞!!(𝑡)    ), 

 
where 𝑞!(𝑡), 𝑞!(𝑡), 𝑞!(𝑡), 𝑞!(𝑡)

!
 is the unit quaternion representation of  𝑅(𝑡) and 𝑞!(𝑡)is the scalar 

component of the quaternion. 
 
 
If the relative pose between the left and right markers has been measured by a reference system and represented as 

, 

then the position error at time t can be defined as 

𝑒!(!) = 𝑇(𝑡) − 𝑇 , 
 
and the orientation error at time t can be defined as 
 

𝑒!(!) = 𝜃 𝑡 − 0 = 𝜃(𝑡). 
 
Statistics on these errors include: 

Root Mean Square RMS 
1
𝑁 𝑒!!

!

!!!

 

Maximum Error 𝑒!"#  max 𝑒! , 𝑒! ,… , 𝑒!  

Percentile Error 𝐸 𝑝  
𝐸! + 𝑑 𝐸!!! − 𝐸! ,

𝐸!,
𝐸!

  
  
  

    0 < 𝑘 < 𝑁
𝑘 = 0
𝑘 ≥ 𝑁

 

 
Here, 𝑒! denotes either the positional error 𝑒!(!) or the orientation error 𝑒!(!).  In addition, the percentile error E(p) 
on the ordered set {E1, E2, …,EN} is constructed from rearranging the set of errors 𝑒! , 𝑒! ,… , 𝑒!  by 
increasing value.  Moreover,  

!
!""

𝑁 + 1 = 𝑘 + 𝑑, 
where k is an integer and 0 ≤ 𝑑 < 1.  The specific percentile errors reported are E(99.7), E(95), and E(50). 

3 Experiments 
Experiments were performed (A) to test the motion of optical tracking system camera mounts and (B) to test the 
ASTM E3064 standard test method.  Optical tracking system camera mounting is critical to providing the best 
system calibration possible.  If there is camera motion, the system measurement will provide less certainty than with 
fixed camera mounts.  Hence, a measurement of camera motion is useful to determine how much motion the 
reference frame including all cameras provides.  The authors measured the motion of two cameras mounted in 
worst-case locations for the reader to further understand this concept.   
 
For experiment A, two optical tracking system camera mounts were tracked for 24 hours each using a laser tracker 
with an uncertainty of approximately 10 µmxi. Magnetic retro reflector mounts were glued to the two camera mounts 
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located near the center of the longest walls of the rectangular laboratory. The laboratory, shown in Figure 3, has 12 
optical tracking system cameras mounted at a height of 4.3 m on 6.7 m high perimeter walls.  The laser tracker was 
programmed to take a data point each second for a total of 86,400 data points.  The inside laboratory environment 
remained at a relatively constant room temperature and humidity.  However, during the outside wall motion 
measurement, the outside temperature changed by approximately 30° F between day and night. The day was rainy, 
cloudy with no sun and a high of approximately 55° F.  Optical tracking system calibration and experiment B were 
not, however, performed during the same day as experiment A since the laser tracker beam would have been 
obstructed during calibration and the experiment.   
 
Before experiment B, an optical tracking system calibration routine was performed. The routine included ensuring 
that extraneous reflectors were covered.  These included a set of thirteen reflectors, mounted on the perimeter walls 
for automatic guided vehicle (AGV) navigation, were covered. The AGV with onboard robot arm, including 
reflective markers detectable by the optical tracking system, were also covered with a large sheet of black plastic.  
Also, the floor was covered with black plastic due to reflections onto the floor tile caused by infrared light emitting 
diodes surrounding each camera.  When the reflections were minimized, the tracking system was calibrated by 
waving the manufacturer’s calibration wand throughout the work volume until the system termed the calibration as 
‘exceptional’ meaning a high confidence in the calibration.   
 
Experiment B used the artifact shown in Figure 1a top. The paths shown in Figure 1b were then walked at an 
estimated speed of 1.2 m/s ± 0.7 m/s (as noted by the standard) over an area of approximately13 m by 6 m while the 
optical tracking system tracked the artifact motion. The artifact was held at a height of approximately 2 m and 
oriented as in the Figure 2a.  This test area is similar to the third test volume described in Section 2: Metrics and 
Test Method.  After both X and Y paths were walked with the artifact in the first artifact orientation, the experiment 
was repeated with the artifact held in the orientations shown in Figure 2b and Figure 2c.  The data were then 
combined into a single data set, as required in the standard, and analyzed.  The test method was then repeated for a 
second trial on another day after recalibration to ensure that experiment B was properly performed and that the data 
retrieved were similar to the first day experiment B.  The total experiment B took roughly 12 minutes.  

 
Figure 3. Laser tracker measuring a laboratory, outside-wall, mount (a) that supports an optical tracking system 
camera. On the right is the (b) inside-wall mount that was measured. 

4 Experimental Results 
For experiment A, the laser tracker provided results over 24 hours where, as expected, the inside wall moved much 
less than the outside wall.  The data is shown in Figure 4 for both wall measurements.     
  

 

(a) 

(b) 

laser tracker 
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 a b 
Figure 4. Laser tracker data from measurement of two camera mounts supporting optical tracking system cameras 
inside the laboratory on (a) an inside block wall and (b) an outside block wall. The horizontal axis is in sample 
points and the vertical axis is in mm. 

 
For example, disregarding outliers, wall motion data spanned between approximately + 0.04 mm and - 0.05 mm for 
the inside wall and between approximately + 0.43 mm and - 0.05 mm maximum for the outside wall.  Outside wall 
measurement began at 2 PM. Most motion of the outside wall was between 2 PM and 2 AM as shown in the left half 
of Figure 4 (b). The optical tracking data captured for experiment B and for calibration were collected over a period 
of only approximately 30 min. each.  Therefore, the motion of the walls during these periods was approximately 
0.02 mm for the inside wall and 0.04 for the outside wall. 
 
A sample data plot of the X and Y tracked paths is shown in Figure 5.  The plot is of data collected from walking 
with the artifact in the vertical orientation (Figure 2b) during the second trial.  Experiment B results are shown in 
Table 1 for the two trials including analyzed data from both the artifact bar length and angle between artifact end-
markers.  The root mean square deviation (RMSD) shows approximately 0.5 mm length difference from the actual 
300 mm length and approximately 0.34° difference from 0° actual angle.  The maximum error, 50th percentile, 95th 
percentile, and 99.7th percentile length and angle results are also shown.     
 

 
 
The percentile error is listed in the ASTM E3064 standard, as opposed to the standard deviation, since the data 
distribution may not be Gaussian.  Histogram plots of the 99.7th percentile distribution are shown in Figure 6.  As 
shown, the length data is relatively evenly distributed whereas the angle data is shifted positive.  

 

Figure 5. Sample data plot of the X and 
Y tracked paths of the artifact center. 

 
 

Table 1. Experimental results from the two trials. 

X 

Y 
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 a b 
 

  
 c d 
Figure 6. Histogram plots of the 99.7th percentile data shown in Table 1 for (a) Length from Trial 1, (b) Length from 
Trial 2, (c) Angle from Trial 1 and (d) Angle from Trial 2.  The Gaussian distribution (red) is shown for comparison. 

5 Conclusions 
Optical tracking systems are used in a wide range of fields and have dramatically grown in market share over the 
past several years. As such, a team of optical tracking system manufacturers, users, and researchers who were part of 
an ASTM E57.02 task group developed a standard test method (ASTM E3064).  Towards completion of the 
standard, the test method procedures within the standard were tested in two experiments described in this paper.  
The theoretical basis for data analysis was also described in this paper followed by analysis of the experimental data 
using this method.  The paper verified the performance of an example 12 camera optical tracking system with an 
artifact, developed at NIST and measured previously using a coordinate measurement machine.  Experimental 
results showed that the test method provides an RMSD of approximately 0.5 mm length difference from the actual 
300 mm length and approximately 0.34° difference from 0° actual angle.  Also, the use of percentiles versus 
standard deviation was verified through histogram plots resulting in offset from the mean.  To ensure that the optical 
tracking system was mounted and calibrated properly, a high-accuracy laser tracker was used to verify that the 
system camera mounts only slightly moved (i.e., approximately 0.02 mm for the inside wall and 0.04 for the outside 
wall) relative to the artifact RMSD results.  Additionally, a system calibration was performed prior to each 
experiment.  Future optical tracking system standard efforts will be focused on system latency and perhaps other 
dynamic measurement performance characteristics.  
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Abstract— United States and European safety standards 

have evolved to protect workers near Automatic Guided 

Vehicles (AGV’s).  However, performance standards for 

AGV’s and mobile robots have only recently begun 

development. Lessons can be learned from research and 

standards efforts for mobile robots applied to emergency 

response and military applications.  Research challenges, 

tests and evaluations, and programs to develop higher 

intelligence levels for vehicles can also used to guide 

industrial AGV developments towards more adaptable and 

intelligent systems.   These other efforts also provide useful 

standards development criteria for AGV performance test 

methods.  Current standards areas being considered for 

AGVs are for docking, navigation, obstacle avoidance, and 

the ground truth systems that measure performance.  This 

paper provides a look to the future with standards 

developments in both the performance of vehicles and the 

dynamic perception systems that measure intelligent vehicle 

performance. 

I. INTRODUCTION

Automatic Guided Vehicles (AGV’s) have typically been 
used for industrial material handling since the 1950’s.  Since 
then, U.S. [1] and European [2] AGV safety standards have 
evolved to protect nearby workers.  These standards have 
minimal test methods to describe how manufacturers and users 
are to perform AGV safety measurements, resulting in 
potential measurement differences across the industry.  For 
example, American National Standards Institute/Industrial 
Truck Safety Development Foundation (ANSI/ITSDF) 
B56.5:2012 provides new language to generically handle a 
situation when an object suddenly appears within the AGV 
stop region. The stop region is the area surrounding the AGV 
in which the non-contact safety sensor detects obstacles and 
stops the vehicle. The manufacturer must now prove that when 
the AGV detects an object closer than its stopping distance, 
although collision with the object is perhaps imminent, the 
AGV demonstrates a reduction in kinetic energy. However, 
there is no description of how manufacturers measure this 
situation, resulting in different measurement results across 
manufacturers.  One test method was researched to handle this 
situation and is described in [3]. 

Recently AGV and mobile robot performance standards 
developments have begun to limit measurement method 
differences.  Initial developments began with a review of other 
research and standards efforts for mobile robots as applied to 
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emergency response and military applications [4]. This 
reference also discusses research challenges, test and 
evaluations, and intelligent systems development programs 
that can support advancement of industrial AGVs towards 
attaining greater levels of intelligence.  These other efforts also 
provide useful standards development criteria for AGV 
performance test methods. Experiences and results in 
advanced mobility and intelligence for robotics will be 
essential for AGV manufacturers and users to fully understand 
capabilities and specific applications of their autonomous 
vehicle systems.  

Performance test methods for docking, navigation, (see 
Figure 1) [5], and terminology standard work items have been 
initiated under the new ASTM Committee F45 on Driverless 
Automatic Guided Industrial Vehicles performance standard 
[6].  Standards for autonomous industrial vehicle obstacle 
avoidance and protection, based on past research [7], 
communication and integration, and environmental impacts 
are also being considered.    

This paper will specifically discuss measurement of: 
vehicle navigation (e.g., commanded vs. actual AGV path-
following deviation), vehicle docking (e.g., AGV stop point 
positioning vs. known facility points), and obstacle detection 
and avoidance of standard test pieces (e.g., comparison of real-
time AGV path-planning and new path following vs. 
commanded path) towards smart manufacturing applications, 
such as assembly and unstructured environment navigation. 
Additionally, this paper will discuss a new ASTM Committee 
on 3D Imaging Systems E57.02 [8] standard work item for six 
degree-of-freedom (DOF) optical measurement of dynamic 
systems (see Figure 2), which advances the existing static 6 
DOF standard [9]. The new standard is expected to be a critical 
component of performance measurement for current and 
future robotic systems that rely on advanced perception 
systems. 

II. PERFORMANCE STANDARDS THRUSTS

AGV navigation, docking, and obstacle detection and 
avoidance tests were conducted in support of future 
performance standard test methods and are described in this 
section. In some instances, typical industry practices were 
evaluated as well as the improved AGV performance tests. 
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A. Vehicle Navigation

The most basic functions of mobile robots and AGV’s are 

navigation to and docking with equipment in the workspace. 

However, the description of how well the vehicle navigates 

(i.e., commanded vs. actual AGV path-following deviation) 

has certain ambiguities.  For example, navigation implies that 

the vehicle measures its current position, plans a route to 

another location, and moves from the current location to 

planned location upon command.  Most vehicle 

manufacturers don’t provide specifications for how uncertain 

the navigation performance is (i.e., the error bounds on 

position or velocity), other than perhaps radius of vehicle 

turns, maximum velocity, and maximum acceleration. The 

vehicle velocity sets limits on the allowable turn radius for 

particular vehicles. Some controllers [10], if not all, will not 

allow high velocities on relatively small radii to prevent 

unsafe vehicle conditions.  These limitations are not typically 

specified by AGV manufactures, causing AGV users 

difficulty in planning how many vehicles they may require for 

moving their products within the facility to maintain a desired 

throughput. 
Industrial vehicles may eventually become uncalibrated 

through regular use.  An uncalibrated vehicle does not follow 
a commanded path or stop/dock at a commanded point with 
minimal relative uncertainty (standard deviation of measured 
vs. ground truth) as does a calibrated vehicle.  To correct this, 
vehicle manufacturers have calibration procedures for their 
vehicles, although these procedures can be tedious, time-
consuming, and may not be appropriate for all vehicles.  For 
example, calibration of Ackerman steered vs. ‘crab’ steered 
(sometimes called quad) vehicles have different calibration 
procedures.  It is not always clear what will happen when a 
vehicle is uncalibrated nor when the vehicle becomes 
uncalibrated. The effects of calibration on vehicle control and 
uncertainty are typically not specified either. There is also 
typically no specification describing how far from the 
commanded path a vehicle navigates.  This may be important 
to users who have tight tolerance AGV paths (e.g., paths 
between infrastructure) that must be followed. A test can be 
developed to uncover the effects of uncalibrated vs. calibrated 
vehicle navigation performance when commanded to move 
along a path, as shown as a dashed line in the example in 
Figure 1. Should objects be near the vehicle path, such as walls 
or obstacles, depicted in Figure 1 as bordering lines along the 
path, the vehicle may stop, slow, or worse, collide with the 
boundary object. A user would then be required to provide 
additional, perhaps unnecessary space for one manufacturers’ 
vehicle and not for another.  How the vehicle handles (slow, 
stop, etc.) the event is also ambiguous. For example, some, but 
not all vehicles are equipped with obstacle detection based on 
non-contacting sensors that provide detection beyond the 
physical vehicle footprint. 

Figure 1. Example reconfigurable apparatus for navigation tests for various 
AGV sizes. 

To address AGV navigation uncertainty, with an eye 
towards a potential test method for all automatic industrial 
vehicles, tests were executed, both with an AGV prior to and 
after being calibrated. The uncalibrated AGV test is similar to 
typical industry methods since not all AGVs can be frequently 
calibrated. An uncalibrated AGV was moved along a straight 
line path between two commanded points in an open area and 
spaced approximately 5 m apart [5].  Figure 2 shows the results 
amplified in the X direction 100 times to exaggerate vehicle 
performance.  In the figure, the blue line is the commanded 
path between points 1 and 2.  The green dots to the right and 
left of the line are uncalibrated AGV controller-traced position 
data moving forward and reverse, respectively, between the 
points. The red dots are ground truth of the navigating AGV 
between points using an optical tracking system. This 
experiment demonstrated one AGV navigation performance 
measurement method using a precision (0.2 mm standard 
deviation) six degree-of-freedom (DOF), optical measurement 
system as a ground truth comparison to the onboard vehicle 
tracking system.  Path deviation was approximately 20 cm 
maximum.  The AGV was then calibrated using the 
manufacturer’s method.  

Figure 2. Ground Truth (red) and AGV (green) data of the straight line path 
tests. Scales for X and Y axes are in meters where the X axis shows only -
0.11 to -0.02 range to clearly show the AGV performance as compared to 

Ground Truth measurement.  The blue line represents the commanded path 
from pt 1 to pt 2 and back. 

Pt 2 

Pt 1 
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Another test setup was tried, with an eye towards a 
relatively less expensive test method that will allow all AGV 
systems to be measured, ideally, with an independent 
measurement method that doesn’t use AGV controller 
tracking, yet captures the full AGV configuration (i.e., 
including safety sensing). The AGV was commanded to drive 
back and forth between temporary barriers, along a straight 
line defined by commanded points spaced approximately 10 m 
apart. The goal of the experiment was to measure the AGV 
deviation from the commanded path.  A critical AGV 
navigation performance area is also deviation from the 
commanded path after turns so a 90° turn was added to the end 
of the straight path beyond the barriers to measure the vehicle 
navigation uncertainty when moving from/to a straight path 
to/from a turn.  Figure 3 shows the test setup and Figure 4 
shows (a) a B56.5 test piece being used to define the safety 
laser stop field edges, (b) the barriers and lines to which 
barriers are moved between trials, and (c) the AGV 
emergency-stopped upon detection of the barriers.  The safety 
laser, stop field edges were marked on the floor, as a ground 
truth, zero-tolerance spacing that the vehicle can navigate, 
when the vehicle was at position 1 and again at position 3, 
shown in Figure 3, for both left and right vehicle sides.  The 
barrier position lines were measured from the edge line using 
a ruler and marked at 2 cm increments from the edge up to 10 
cm away from the edge line. Smaller spacing between lines 
(e.g., 1 cm) could also be used for finer uncertainty 
measurement.  For each test trial, the barriers were moved 
towards the AGV to the next line beginning at 10 cm for trial 
1, 8 cm for trial 2, and so forth until the navigating vehicle 
detected a barrier, and emergency-stopped the AGV, thus 
completing the test run.   

Figure 3. AGV navigation test setup. 

A series of eight trials were completed with nearly all trials 
including three or more runs each to demonstrate the 
navigation test method concept.  Ten or more runs are ideal for 
statistical analysis. The optical measurement system 
mentioned earlier was used as an experimental ground truth 
(GT) to measure the barrier and vehicle position during 
experiments to further understand the test method and vehicle 
performance. The barriers and AGV were marked with 
spherical reflectors (visible in Figure 4 (a, b, and c) detectable 
from the GT system. Figure 5 presents GT data plotted for 
navigation tests showing ground truth data of: (a) test 8 vehicle 
path and emergency stopped vehicle (red circle) when a wall 
was detected, (b) test 1 path, and (c) test 1 path data from (b) 
zoomed in to show data points of three runs.  

a  b c 

Figure 4. (a) B56.5 test piece (black cylinder) used to define safety laser edge 
(note red emergency stop light (within the red circles) is on), (b) barrier 

(black) painted wood panel, blue lines spaced at 2 cm, and spherical reflector 
from ground truth system, (c) AGV emergency stopped, as noted by the red 

light, upon detection of barriers during a test. 

Experimental results from the barriers demonstrated a path 
uncertainty of between 6 cm and 8 cm maximum when the 
vehicle detected the boundaries at nearly the center of the 
straight line path and when moving at either 0.25 m/s or 0.50 
m/s. The navigation test method using barriers is simple and 
cost-effective for manufacturers and users to employ, as 
compared to the higher accuracy, but more expensive ground 
truth visual tracking system used for test method development.  
A simple straight line with one turn was tested.  However, 
more complex test configurations, such as shown in Figure 1, 
could be set up using B56.5 test pieces instead of larger, 
physical barriers as were used in this research. 

Figure 5. Example graphical results of navigation tests showing ground truth 
data of: (a) test 8 vehicle path and emergency stopped vehicle (red circle) 

blue barrier- 

position lines 
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when a wall was detected, (b) test 1 path, and (c) test 1 path data from (b) 
zoomed in to show (red, green and blue) data points from three runs. 

A working document that addresses quantifying vehicle 
navigation uncertainty is being developed as an initial step 
towards a performance standard for ASTM F45.02 
subcommittee on Docking and Navigation.  Based on 
consensus of the task group developing this standard, as was 
tested at NIST, the simple path-bounding test method using 
temporary reconfigurable barriers made from readily-
available, off-the-shelf materials is being proposed.   

B. Vehicle Docking

Vehicle docking is another common application of mobile
robots and AGVs. Unit load (tray, pallet, or cabinet carrying), 
tugger (cart pulling), and fork/clamp (pallet or box 
load/unloading) are typical industrial style vehicles that 
require different docking uncertainties. For example, a unit 
load vehicle that places/retrieves platters during wafer 
manufacturing would no doubt require less uncertainty than a 
fork style vehicle that places/retrieves pallets. As robotics 
advances, current and potential users are requesting mobile 
manipulators to perform tasks such as unloading trucks. 
Eventually, it is expected that mobile manipulators will be 
used for smart manufacturing assembly applications [11, 12]. 

Similar to navigation, there are no performance 
measurement test methods that define how manufacturers and 
users characterize their vehicle’s docking capabilities.  Figure 
6 (a) shows an example method for docking for any style 
vehicle. A vehicle approaches and makes contact with ‘a’ 
and/or ‘b’ docking points dependent upon the vehicle type. 
Relative displacement from each of the points would be 
measured to determine vehicle docking uncertainty. A fork-
type AGV is shown docked with a test apparatus in Figure 6 
(b).  The fork tips are marked with yellow points. 

(a) (b) 

Figure 6. (a) Example docking test method using various AGVs (e.g., 1 and 2 
for AGV unit load tray table docking, 3 for fork and tugger AGV docking).  

“a” and “b” are fixed points in space (e.g., contact or non-contact sensor 
locations in space).  Approach vectors and sensor point spacing and locations 

are variable. (b) Fork-type AGV docking with a docking apparatus. 

Two experiments were simultaneously performed: AGV 
docking relative to known facility locations and GT system use 
for measuring AGV docking.  Two different GT measurement 
systems were used to measure AGV performance: a laser 
tracking GT with an uncertainty of approximately 10 µm [13] 
and an optical tracking system with uncertainty of 0.2 mm in 
position uncertainty and 0.13° in angle uncertainty as 
measured at NIST.  The laser tracker tracks position of a single 

point, whereas the visual tracking system can track multiple 
point markers and can computer orientation from them. Both 
GT systems can measure relatively high-precision 
displacement between two points, as compared to an AGV 
docking.   

An experiment using an uncalibrated AGV that was 
programmed to stop at various points yielded an uncertainty 
range of approximately 1 mm to 50 mm. Figure 7 (a) shows 
the vehicle paths and Figure 7 (b) shows average errors for five 
runs at stop or dock points. The vehicle position was measured 
using a laser tracking GT system which provided high-
precision measurement of AGV stop points. [13] However, in 
several experiments, laser tracker positioning was critical as 
the laser beam was continuously interrupted by onboard AGV 
hardware.  This prompted a switch to using an optical tracking 
system for GT measurements. 

A 6 DoF optical tracking GT system was used instead to 
measure AGV docking.  Docking was measured again after the 
AGV was calibrated using the manufacturer’s procedures. The 
AGV approached similar dock locations and after AGV 
calibration, provided consistent 5 mm uncertainty. Standards 
development for optical tracking systems is also underway and 
is discussed in section 2 D, 6 DOF Optical Measurement of 
Dynamic Systems.   

(a) 

Docking points 

(b) 

Figure7. (a) Commanded paths and stop points and (b) stop point errors of a 
single AGV point for each location in (a) averaged over 5 runs. 

Additional AGV equipment docking experiments were 
also performed using a mobile manipulator and a 
reconfigurable mobile manipulator artifact (RMMA) 
developed at NIST (see Figure 8). [14] The mobile 
manipulator, with uncalibrated AGV, repeatedly moved next 
to the artifact from a starting point.  Although uncalibrated, the 
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AGV provided relatively low repeatability uncertainty (e.g., 
+/-5 mm) although more than 10 mm from the commanded 
docking points.  This manipulator could reach the commanded 
points on the RMMA even with 10 mm uncertainty in AGV 
position. The mobile manipulator corrected for the position 
uncertainty after being taught the actual RMMA locations.  At 
the RMMA, the manipulator, wielding a laser retroreflector, 
was commanded to move in a spiral pattern to detect 6 mm 
diameter reflectors.  The reflectors provide non-contact 
alignment detection of the tool point position and orientation. 
The experiment provided results demonstrating that this 
relatively inexpensive ground truth measurement method was 
sufficient for measuring docking accuracy.  As the reflector 
based measurement system is inexpensive compared to the 
optical tracking-based GT, it may prove ideal for use as a 
precision vehicle/mobile manipulator docking test method that 
both manufacturers and users can replicate.  

Figure 8. Docking performance measurement of a mobile manipulator with a 
reconfigurable mobile manipulator artifact (RMMA). 

C. Obstacle Detection and Avoidance

Obstacle detection and avoidance (ODA) research is well
documented in the literature for mobile robots.  However, 
there are few citations for AGVs perhaps due to the relatively 
closed nature of commercially available AGV controllers and 
because ODA is not often implemented on AGVs deployed in 
large manufacturing facilities.  In [5], it was discussed that for 
large facilities, ODA could occur in ‘buffer zones’ (i.e., zones 
where AGVs would be allowed to pass other vehicles).  For 
small and medium manufacturing facilities, however, ODA 
may be necessary due to more limited floor space and less-
controlled environments.   NIST has developed an algorithm, 
detailed in [5], and measured the performance of an AGV with 
added ODA capability. The algorithm is also suitable for 
navigating an unstructured environment although it is 
currently limited by the use of facility-mounted (sensors not 
mounted on the AGV) obstacle detection with obstacle 
avoidance adapted to an AGV with a controller with limited 
ability to integrate external algorithms.  Figure 9 shows a 
snapshot of the ODA algorithm planning a path through 
multiple obstacles. 

Figure 9. Graphical output of path planner, starting footprint of the AGV is in 
white, the goal position is a dark grey rectangle. Yellow rectangles show the 

area swept out as the AGV would travel, blue curve shows the resulting 
spline, and orange circles represent obstacles. 

The navigation performance measurement experiment 
discussed previously in section II A. Vehicle Navigation can 
be similarly applied for obstacle detection and avoidance.  In 
fact, the ASTM F45.02 subcommittee navigation and docking 
task groups have discussed the potentially overlapping nature 
of the two vehicle capabilities.  The ASTM F45.03 Obstacle 
Detection and Protection subcommittee is currently in the 
process of considering standards in this area.  Questions have 
been raised regarding standards development as follows: 

1. How well does the AGV react to situations? For

example:

 Obstacles appearing in the path

 Potential obstacles headed towards the path

 Unstructured (i.e., changing obstacle locations)

areas not on the original planned path or that

rapidly change

2. How far off the commanded navigation path can an

AGV be, and at what speeds, before it violates the path

and causes a stop? For example, due to environmental

factors such as:

 Offset-pitched/rolled AGV can’t see guidance

markers, such as reflectors, magnets, wire, etc.

 Guidance or boundary-marking tape is worn or

broken

 Terrain causes “bouncing” or moving laser or other

navigation sensors

3. How well does the vehicle react when a human is

detected and how should the human be represented? For

example:

 By test pieces, mannequins, humans

 With what coverings? (i.e., what clothes should be

worn?)

4. How to interact with manual equipment (e.g., forklifts,

machines)

5. How to standardize communication of vehicle

intelligence for obstacle detection and avoidance? For

example:

 Contextual autonomy levels [4]

 Situation awareness (e.g. LASSO) [14]:

Experiments to support ODA performance test method 
development will be performed based on forthcoming 
guidance from the ASTM F45 subcommittee. However, a 
prototype safety test method that has been developed to 
evaluate a vehicle’s response to obstacles in its path and within 
its stop zone, as noted in the Introduction, can be considered a 
first step towards full ODA standard test methods. ASTM F45 
is meant to dovetail with safety standards such as 
ANSI/ITSDF B56.5.  Therefore, providing an initial test 

Manipulator 

RMMA 

AGV 
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method for detection of obstacles is ideal as a starting point for 
F45.03.  The ‘Grid-Video’ detection method [3] provides a 
simple-to-implement test method that measures positional 
accuracy of the dynamic test piece relative to the vehicle 
position when the obstacle enters the vehicle path.   

D. 6 DOF Optical Measurement of Dynamic Systems

ASTM’s draft Standard for the Performance of Optical 
Tracking Systems that Measure Static and Dynamic Six 
Degrees of Freedom (6DOF) Pose (see Figure 10) is the next 
step beyond the static case covered by ASTM E2919-14 [8].  
Optical tracking is being used for robot and autonomous 
vehicle GT measurement, as discussed in this paper. Optical 
tracking measurement systems [15] are used in a wide range 
of fields, including video gaming, filming, neuroscience, 
biomechanics, flight/medical/industrial training, simulation, 
and robotics.  ASTM WK49831 is a working document that is 
considering both static and dynamic measurements of systems 
under test.  The scope of the draft standard test method is to 
provide metrics and procedures to determine the performance 
of a rigid object tracking system in measuring the dynamic 
pose (position and orientation) of an object.  Optical 
measurement systems may use the test method to establish the 
performance for their 6 DOF rigid body tracking pose 
measurement systems.  The test method will also provide a 
uniform way to report the statistical errors and the pose 
measurement capability of the system, making it possible to 
compare the performance of different systems. So all the 
measurements can be traced to the standard. 

Figure 10. (top) autonomous vehicle test lab and (bottom) screenshot of the 
perception ground truth system space showing cameras and vehicle rigid 

body. 

In the initial test procedure, measurements with 
uncertainties were computed using an artifact – namely a 
metrology bar as shown in Figure 9 (a).  Current optical 
tracking systems utilize a three-marker metrology bar with all 
markers in a line which does not provide 6 DOF system 
performance measurement.  A metrology bar made of carbon 
fiber with length 620 mm and with five reflective markers 
attached on each end was used as the 6 DOF artifact. A carbon 
fiber bar is used since it limits the effects of thermal 
expansion. The metrology bar markers on each end form a 
constant relative 6 DOF pose between the two ends. A shorter 
bar length should be used for smaller space measurements to 

maximize metrology bar movement during dynamic 
measurements. 

Figure 9. (a) Proposed metrology bar, (b) Example frame used to move the 
metrology bar. 

Most optical tracking systems have at least a 30 Hz data 
collection rate. Therefore, a minimum of 5 min of data needs 
to be collected. The workspace is uniformly divided by the 
artifact length. The artifact is moved using at least the 
minimum and maximum motion capture velocity specified for 
the system.   

The static test procedure for measuring the performance 
of the optical tracking system is to divide the test space into a 
grid and place the artifact at intersections of the grid and at 
various orientations.  The dynamic test procedure also divides 
the test space into a grid where the metrology bar is moved in 
a raster scan pattern forward-to-back and left-to-right 
throughout the space.    

The metrology bar maintains a constant separation and 
orientation of the two marker clusters along all the paths and 
can be rigidly attached to and moved using a wheeled frame 
as illustrated in Figure 9 (b) that is pushed/pulled by a human, 
a mobile robot, or other mover to closely follow the path. 

The metrology bar is moved at the maximum specified 
velocity of the optical tracking.  Pose error measurement and 
reporting methods are also described in the ASTM WK49831 
[8] working document.

III. CONCLUSION

The AGV standards development process has been limited 
for many years to considering only safety standards.  Starting 
in late 2014, ASTM F45 Driverless Automatic Guided 
Industrial Vehicles performance standards are being 
developed to include navigation, docking, terminology and 
several other key areas for AGV’s, mobile robots, and mobile 
manipulators.  As discussed in this paper, standard test 
methods for measuring vehicle performance are being 
developed so that manufacturers and users of these systems 
can easily replicate the measurements in their own facilities 
and at minimal cost and effort.  More AGV and mobile robot 
systems, instead of just the one AGV used in these 
experiments, would ideally validate the generic test method 
proposed.   

A comparison of GT measurement systems was also made 
to support the test method development. It was determined 
that for dynamic AGV measurement, an optical tracking 
system provided a suitable ground truth measurement. At the 
same time, a standard for these dynamic measurement 
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systems is also being developed.  The standard will allow 
vehicle and robot performance standards developers to use the 
systems as ground truth with known measurement 
uncertainty. Optical tracking systems users and manufacturers 
can replicate the same test methods with similar tracking 
systems and use the results to compare their performance at 
dynamic tracking tasks. 
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Abstract. Mobile manipulator performance measurement research is relatively 

minimal as compared to that of robot arms.  Measurement methods, such as op-

tical tracking systems, are useful for measuring the performance of mobile ma-

nipulators, although at a much higher relative cost as compared to artifacts. The 

concept of using test artifacts demonstrates to potential manufacturers and users 

of mobile manipulator systems that relatively low cost performance measurement 

methods exist.  This paper discusses the concept of reconfigurable mobile ma-

nipulator artifacts that were designed and built.  An artifact was then used through 

experimentation to measure the performance of a mobile manipulator to demon-

strate the feasibility of the test method.  Experimental results show a promising 

test method to measure the performance of mobile manipulators that are to be 

used for manufacturing assembly tasks, where at least the mobile manipulator 

tested has the capability to perform assembly to 1 mm positional accuracy or 

greater. 

Keywords: mobile manipulator, performance measurement, ASTM F45, arti-

facts, ground truth 

1 Introduction 

Mobile robots and mobile manipulators have been popular research topics [1, 2, 3, 

4, 5]. But, in general mobile manipulators have been further investigated recently and 

are now becoming commercial tools for industrial use [6, 7, 8].  In research, consider-

ations have focused on the coordination of movements of the robot and the base since 

redundant degrees-of-freedom (DoF) exist by adding the moving base.  An example 

mobile manipulator consists of a six DoF robot arm (manipulator) mounted onboard a 

wheeled base (e.g., automatic guided vehicle (AGV) or mobile robot) with two trans-

lational and one rotational DoF in the horizontal plane for a total of nine DoF. [9]. Some 

mobile manipulators have more or fewer DoF and may also be equipped with vertical 

axis motion control of the robot arm base.   

As with robot arm or AGV performance, it is important for manufacturers and users 

of mobile manipulators to implement performance measurements to understand their 
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system capabilities for appropriate application.  For example, a user may wish to apply 

a mobile manipulator to assemble an engine having relatively high tolerances and as-

sociated costs as compared to inserting relatively low tolerance and cost rivets into 

sheet metal covers.  

Measurements of the performances of mobile manipulators performing standard 

tasks (poses and motions) are non-existent except for simply ensuring that the task has 

been more or less completed.  Robot performance measurements may include path 

comparison and path drawing, Cartesian and polar coordinate measuring, triangulation, 

optical tracking, inertial measuring, as well as the difference in position and orientation, 

or pose, of mainly the end of arm tooling from the commanded robot pose.  Ground 

truth measurement using motion tracking systems of various techniques provides rela-

tively accurate robot joint, segment, or tool point position information such that com-

parisons can be made to the commanded pose. Summarizing review of robot, mobile 

robot, and mobile manipulator performance measurement research shows this as being 

relatively new to the research community [10].  

A survey of research on performance measurement of mobile manipulators [10] was 

published by the National Institute of Standards and Technology (NIST) as basis for 

research in the Robotic Systems for Smart Manufacturing (RSSM) Program [11].  The 

Program develops and deploys advances in measurement science that enhance U. S. 

innovation and industrial competitiveness by improving robotic system performance 

and other aspects to achieve dynamic production for assembly-centric manufacturing. 

Recently, NIST has been measuring performance of mobile manipulators using both a 

motion tracking system and artifacts designed at NIST.  The artifacts can provide an 

inexpensive, yet low uncertainty method for manufacturers and users to measure the 

performance of mobile manipulators.  

Performance standards, such as ASTM F45 [12], can also benefit from the use of 

low cost, high accuracy artifacts to develop generic test methods so that manufacturers 

and users perform similar and comparative tests.  Specifically, ASTM F45.02 Docking 

and Navigation subcommittee is developing work item WK50379 [13] on docking un-

manned ground vehicles and their onboard equipment, such as manipulators.  In this 

work, the use of artifacts is being considered as ground truth for mobile manipulator 

performance measurement.   

This paper discusses the design and use of the NIST artifacts, called reconfigurable 

mobile manipulator artifacts (RMMAs), in measuring mobile manipulator perfor-

mance.  The concept of using artifacts and programmed algorithms to control the ma-

nipulator are discussed.  An experiment demonstrating feasibility and experimental re-

sults is then discussed followed by conclusions that suggest follow-on measurements. 

2 Performance Measurement using Artifacts 

The concept includes positioning a mobile manipulator next to an artifact as well as 

positioning and orienting the end of arm tool (EOAT) attached to the manipulator at 

specific locations above an artifact to digitally detect fiducials with known uncertainty. 

The performance evaluation criteria include the: 
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 Time to register the mobile manipulator to the artifact

 Time to move from the registration points to the assembly points

 Repeatability after registration

 Number of search steps equating to the initial distance from registra-

tion/assembly points

 Detection of reflectors with varying diameters

Artifacts, called reconfigurable mobile manipulator artifacts (RMMAs), were de-

signed at NIST to include square, circle, triangle, straight and curved lines, and sinus-

oidal geometric patterns of tapped holes drilled into machined plates with tolerance of 

+/- 0.025 mm.  The static and index artifact, RMMA-1, is shown in Figure 1(a) beside 

a mobile manipulator. A dynamic RMMA, RMMA-2, is shown in Figure 1(b). Static 

means a stopped vehicle with the only onboard manipulator moving to detect fiducials. 

Index means the mobile vehicle moves from one static location to another where the 

manipulator cannot physically reach all patterns from one stopped location.  Dynamic 

means both a continuously moving vehicle and onboard manipulator to detect fiducials. 

Figure 1(c) shows a 457.2 mm square pattern of four reflector fiducials located at the 

square corners of RMMA-1 and Figure 1(d) shows a close-up of the reflector inside the 

square tube reflector housing (which also supports a collimator to be explained later). 

Figure 1: Reconfigurable mobile manipulator artifacts (RMMAs) showing (a) static and 

index version (RMMA-1) and (b) dynamic version (RMMA-2). (c) Static and index version 

square pattern of reflectors and (d) close-up, top view of an illuminated reflector inside the 

square tube.  The inset in (a) shows the retroreflective laser sensor used to detect reflectors. 

Both RMMAs can be in a horizontal (as tested in this research), vertical, or other 

orientation, at short-to-tall heights, and even configured overhead as would be typical 
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of assembly in manufacturing facilities for an unlimited set of performance measure-

ment possibilities.  The EOAT was a retroreflective laser sensor (RLS) that emits light 

to a reflector and is detected by the RLS.  A camera, with a light source, could instead 

be used as the detection sensor, especially with a larger diameter reflector or other spot. 

For the RLS/reflector concept, no camera software algorithm was required as the RLS 

connected directly into one of the manipulator digital inputs.  The reflectors can have 

specific diameters depending upon the required uncertainty for their location.  The ma-

nipulator1 used has manufacturer’s specified repeatability of 0.1 mm [14] and the AGV 

navigation sensor has manufacturer’s specified resolution of 1 mm [15].  No infor-

mation is provided by the AGV manufacturers to specify the vehicle performance such 

as position accuracy. As published in [16], 6.3 mm diameter reflectors were used to test 

mobile manipulator uncertainty as an initial concept feasibility test.   

For our tests, detector-to-reflector distance parallel to the laser axis was approxi-

mately 127 mm where the minimum and maximum detection distances are 100 mm and 

10 m respectively. The distance would be representative of a programmed waypoint 

above and in-line with the next manipulator task point aligned to grip or insert a part or 

perform another task. The desired uncertainty may be, for example, a part insertion 

alignment tolerance required for a manufacturing assembly process.  Moving along this 

grip/insertion line, parallel to the laser, at the aligned pose to the task point, also pro-

vides some knowledge of insertion performance (i.e., if the task point is continuously 

detected along the grip/insertion line).  

Each adapter, to be screwed into the various patterns of holes, supports a background 

target, a circular reflector, a square tube reflector housing, and a cylinder used as a light 

collimator.   Circular collimators are inserted into three dimensional (3D) printed (blue) 

square tubes that house a micro reflector, a reflector cover with a specific diameter hole, 

through which exposes the reflector, on top of the reflector and the collimator on top of 

the cover.  Flat background targets, measuring 7.6 cm diameter with 6.4 mm incremen-

tal rings are perpendicular to each collimator and sometimes used as a simple visual 

cue for the test director when the manipulator does not align with the reflector.  The 

adapter, reflector, housing, target, and collimator can be perpendicular to the flat sur-

face or rotated to pitch angles between ± 90° and yaw angles between 0° and 360°.  The 

reflector and the collimator inside can be any diameter, dependent upon the sensor spec-

ification and the desired measurement uncertainty.  Experiments for this paper utilized 

1 mm through 6.3 mm diameter reflector cover holes where the 1 mm diameter hole 

was used for registering the manipulator to the reflector center. 

Without the collimator, as shown in Figure 1(c), the reflector can be detected at ap-

proximately ± 20° to the vertical axis.  For the collimators used, the reflector can be 

detected at a maximum 3.2 mm radius from the reflector center.  It can be detected at 

1 Disclaimer: Commercial equipment and materials are identified in order to adequately specify certain pro-

cedures.  In no case does such identification imply recommendation or endorsement by the National In-

stitute of Standards and Technology, nor does it imply that the materials or equipment identified are nec-

essarily the best available for the purpose. 
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approximately ± 7° to the vertical axis when using a 12.7 mm inside-diameter collima-

tor.  Collimators could be made with even smaller inside-diameters to force more per-

pendicular manipulator tool point axis pose to the reflector. 

The RLS, shown in Figure 1(a), shows the sensor mounted in-line and perpendicular 

to the manipulator tool point.  Initial alignment to the reflector can occur using one of 

several methods briefed in [16].  For our experiments, we aligned the RLS using the 

manipulator jog mode from the teach pendant until the laser detected the two registra-

tion reflectors for both the circle and square reflector patterns. Therefore, we could read 

directly from the teach pendant the end-effector coordinates to return to during our ex-

periment.  

An optical tracking measurement system was initially used as ground truth [17] for 

comparison to the use of artifacts and to measure all system components simultaneously 

for test method development. The ground truth system has static positional accuracy of 

0.02 mm, however costs approximately 20 times the cost of the artifact concept.  Figure 

2 shows a snapshot of the optical tracking system markers used as fiducials and posi-

tioned on the square pattern of collimators.  The tracking system measured the perfor-

mance of the vehicle, manip-

ulator, and artifact within the 

same system of reference.  In 

this paper, the focus is to dis-

cuss the comparison be-

tween only the manipulator 

and artifact as a low cost, rel-

atively high accuracy meas-

urement method.  The poten-

tial for artifacts being made 

using three dimensional 

(3D) printing could lower 

the cost further by an order 

of magnitude, or 200 times, 

as demonstrated through machining costs of the RMMAs and the 3D printing of parts 

used with the artifact. 

3 Experiments 

The experiment consisted of moving the AGV from a home position away from the 

RMMA-1.  The AGV control program moved the AGV to the first location where its 

position and orientation or pose was pre-determined by the AGV control program. 

AGV orientation angles were programmed to be at 45° with respect to the RMMA-1. 

Upon completion of the pattern detection for a location, the AGV moved to the second 

location and pose, and so forth until six locations were completed.  The AGV completed 

the test by returning to the home position. 

A modified registration method for registering the mobile manipulator to the RMMA 

was recently developed that uses the components shown in Figure 3, including a 3D 

Figure 2: RMMA with optical tracking system mark-

ers on each collimator. Markers are also shown in Fig-

ure 1(a) attached to the retroreflective laser sensor 

held by the manipulator. 
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printed aperture housing, collimator, micro-reflector, and a camera iris aperture.  The 

aperture allows the opening to the reflector to not only be any size, but to also center 

the opening.  This ensures that the two registration fiducials are centered on the reflector 

even when using a much larger reflector for all other fiducials. The smallest aperture 

opening used was 1 mm diameter while all other fiducials were 3.2 mm or 6.3 mm 

diameter. The RLS did not return a ‘detect’ at a smaller diameter than 1 mm diameter 

aperture setting. 

A circular search pattern was used in previous tests [16] to register the manipulator 

to the first reflector.  Once the first fiducial was acquired, it was possible for a registra-

tion skew to occur as only the edge of the pattern may have been detected and the 

opposite side of the second fiducial used for registration could cause an incorrect per-

formance measurement of the mobile manipulator.  The circular search began with a 

step increment chosen to be approximately half of the diameter of the fiducial being 

tested.  For example, an initial step size of 3.1 mm was chosen for a 6.3 mm fiducial to 

be detected.  However, after the initial circle of steps was completed, the step moved to 

the next larger 3.1 mm circle step radius (e.g., from 3.1 mm to 6.2 mm radius from the 

start location) and at the same step arc angle (e.g., 15°) causing much larger steps to 

occur as the circle pattern grew. Instead, a square pattern was tested for the research 

described in this paper that kept the same step size throughout the entire search.  An 

example of the square step pattern is shown in Figure 4 where the search begins away 

from the reflector at the chosen start point (yellow arrow dotted end) and each step 

moves along the small white or gray arrows until the RLS detects the reflector with the 

red arrow step. 

Figure 3: (a) Components used for registration and (b) registration fiducial mechanism 

attached to the RMMA. 

The Mobile Manipulator program controlled the manipulator during the tests.  It in-

terfaced with the AGV directly to obtain the current AGV position and orientation, and 

it interfaced with the AGV control program (Transport Structure) running on the Order 

Manager application to coordinate the motion of the arm with the motion of the AGV. 

The AGV control program signaled the Mobile Manipulator program when it arrived 

at one of the stop or test locations.  The AGV control program also sent the identifica-

tion number of the test location.  The Mobile Manipulator program read the current 

AGV pose and used it to compute the initial search location of the two registration 

reflectors in the target pattern (circle or square).  Additional patterns could also have 

been used in the Mobile Manipulator program.   
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Figure 4: Example square step search pattern drawing.  The pattern begins with the yellow 

arrow dotted end and ends when the reflector is detected with the red arrow search step. 

The manipulator was first moved from a stowed location over the body of the AGV 

to a staging location directly in front of the AGV.  The manipulator was then moved 

from the staging location to the first of the two registration reflectors. The staging lo-

cation was chosen so that the manipulator could make a straight line motion from the 

staging location to a registration reflector located in front of, or to either side of, the 

AGV without colliding with its shoulder joint. After moving to the first registration 

reflector, the manipulator performed a square spiral search to determine the exact loca-

tion of the reflector.  When it determined the location of the first registration reflector, 

the program repeated the process with the second registration reflector.  When the lo-

cations of the two registration reflectors were determined, the program had sufficient 

information to compute the locations of the other fiducials in the square or circular 

patterns. The initial search was not counted as a performance criteria since the mobile 

manipulator could use various types of registration techniques, such as: physical con-

tact using a touch probe [18], cameras detecting fiducials [19], or laser interferometry, 

theodolites, and coordinate measuring arms [20].  However, for comparison to repeat-

ability, the initial registration number of iterations count was logged and included in 

results. 

Once the locations of all reflectors in the pattern were computed, the manipulator 

cycled through them a set number of times – 32 times for each pattern in this experi-

ment.  At each reflector, the RLS checked to see if the manipulator was aligned with 

the reflector.  

When the test was completed, the manipulator was moved to the staging location 

and then the stow location.  When the manipulator was back in the stow location, the 

Mobile Manipulator program signaled to the AGV control program that it was clear to 

move. 

The positions of the index fiducials for the targets were recorded prior to performing 

the repeatability tests. The AGV was first moved to a location where it could reach both 

of the index fiducials.  The current location and orientation of the AGV was recorded.  

The arm was repositioned manually until the sensor detected alignment with each of 

the index fiducials, and the manipulator position was recorded.  This information, along 

with the manipulator base position relative to the vehicle’s coordinate system, allowed 
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the correct manipulator coordinates for the index fiducials to be calculated for an arbi-

trary AGV location.  This allowed the AGV to approach the target/work area from any 

direction and to compensate for variation in the AGV’s stopping pose. 

The calibration of the manipulator base location involved recording the position of 

one or more fiducials from a variety of locations.  Both the AGV location and the ma-

nipulator coordinates of the fiducials were recorded.  This data was processed using an 

iterative, non-linear model to find the best value of the base position and orientation. 

4 Results 

The mobile manipulator performance measurement results using the RMMA-1 in-

cluded only the detection of reflectors for each pattern and after initial registration. By 

comparison, the initial number of search steps used to register the manipulator at the 

first reflector was recorded.  Results are shown in Table 1.  The repeatability perfor-

mance measurement process began once the mobile manipulator was registered to the 

artifact after initial registration and moving through the square or circle pattern one time 

and with the AGV statically positioned at a pattern.  Measurements of ‘detect’ or ‘1’ 

were logged for each RMMA-1 reflector location. If a search was required to find the 

fiducial after registration, the measurement at that reflector was counted as a ‘no detect’ 

and the number of search steps was recorded.   

Table 1 shows: the consecutive position number and programmed AGV position, the 

AGV pose angle (heading), the circle or square pat-

tern being detected, the total number of reflectors to 

detect for 32 pattern iterations after the registration 

pattern, the reflector diameters for each pattern 

(rounded to whole numbers), the number of reflectors 

detected and detection percentage, and the initial 

number of search steps needed to register to the first 

reflector after the AGV stopped.  The AGV stop 

points programmed are shown in Figure 4. The lines 

leading to the stop points indicate the AGV orienta-

tion. 

The table shows very high repeatability results at

97% or above as shown in the “% detected” column 

of the table.  The results demonstrate a good test procedure for determining repeatability 

of a mobile manipulator to register to and access assembly points within the reflector 

diameters chosen.  Further tests are required to understand direct connections between 

mobile manipulator performance and system pose, for example, suggesting that AGV 

pose at 0° provides higher performance than at other angles.  Results here do not show 

this since position 6 included the AGV being at 90° and yet, was repeatable to 100%.  

Several additional tests are envisioned as well, such as: repeatability of the same pattern 

followed by the other pattern, both from different AGV poses; using the 1 mm regis-

tration reflectors for all patterns followed by the same size reflectors for all, such as 3 

mm; and using 1 mm diameter reflectors for all points within each pattern to provide a 

possible detection limit.   

Figure 2: Stop points 
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Table 1: Test results of the mobile manipulator accessing the RMMA from various Stop 

Points (see Figure 4) and various AGV poses.  The gray rectangle in the center of the Stop 

Points map shows the approximate RMMA square and circle pattern locations. 

5 Conclusion and Future Work 

As discovered in a NIST survey of mobile manipulator research [10], performance 

measurement of these systems is minimal as compared to robot arms.  Measurement 

methods, such as using optical tracking systems, are useful methods for measuring mo-

bile manipulator performance, although at a much higher cost. The use of known arti-

facts, called reconfigurable mobile manipulator artifacts, to measure the performance 

of mobile manipulators is being researched at NIST to demonstrate the feasibility of 

the test method.  The concept of using artifacts demonstrates to potential manufacturers 

and users of mobile manipulator systems that relatively low cost performance measure-

ment methods exist. Artifacts, such as the RMMA-1 and in the future, RMMA-2, allow 

an unlimited number of performance measurement configurations. The measurement 

of mobile manipulator repeatability and accuracy for very low resolution tasks (e.g., 

positioning bags of product) through very high resolution tasks (e.g., assembly of parts 

for manufacturing) is achievable through the use of RMMAs.  Static and index tests 

have been completed using this method and have proven feasible.  Experimental results 

show a promising test method to measure performance of mobile manipulators that are 

to be used for manufacturing assembly tasks, where at least the mobile manipulator 

tested has the capability to perform assembly to 1 mm positional accuracy or greater.  

Future test method developments should not only include dynamic mobile manipulator 

performance measurements, but also include the suggested tests in the results section.  

Additionally, rapid registration techniques, finer retroreflective laser sensors allowing 

smaller diameters, and in turn, physically providing peg-in-hole measurements with 

variable peg and hole chamfers, are expected to provide even higher performance meas-

urements towards assembly applications of mobile manipulators. 
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Abstract 

Performance standards for industrial mobile robots and mobile manipulators (robot arms onboard mobile robots) 

have only recently begun development. Low cost and standardized measurement techniques are needed to 

characterize system performance, compare different systems, and to determine if recalibration is required.  This 

paper discusses work at the National Institute of Standards and Technology (NIST) and within the ASTM 

Committee F45 on Driverless Automatic Guided Industrial Vehicles.  This includes standards for both terminology, 

F45.91, and for navigation performance test methods, F45.02.  The paper defines terms that are being considered.  

Additionally, the paper describes navigation test methods that are near ballot and docking test methods being 

designed for consideration within F45.02.  This includes the use of low cost artifacts that can provide alternatives to 

using relatively expensive measurement systems.   

 

Keywords: mobile manipulator, reproducible performance, smart manufacturing, ground truth, test methods, artifact 

1 INTRODUCTION 

United States [1] and European [2] safety standards for industrial vehicles have evolved to protect people working 

near automatic guided vehicles (AGVs).  However, performance standards for AGVs2 and mobile robots have only 

recently begun development.  Similarly, safety and performance of these industrial vehicles with onboard 

equipment, such as robot arms, are beginning to evolve.  

The National Institute of Standards and Technology (NIST), Robotic Systems for Smart Manufacturing (RSSM) 

Program [3] is currently researching both AGV and mobile manipulator performance.  The Program develops and 

deploys advances in measurement science that enhance U. S. innovation and industrial competitiveness by 

improving robotic system performance and other aspects to achieve dynamic production for assembly-centric 

manufacturing.  NIST has recently been measuring performance of AGV navigation towards development of test 

methods that can allow vehicle manufacturers and users to match their systems to tasks such as for safe, material 

handling.  Additionally, advanced mobile manipulators are being sold as useful tools for unloading trucks [4] and for 

delivering, placing, and manipulating semiconductor waferpods within wafer fabrication facilities [5]. In these two 

cases, both AGVs and mobile robots support onboard manipulators to provide smart navigation and docking 

capabilities.   

                                                 
1 roger.bostelman@nist.gov; phone 1-301-975-3426; fax 1-301-990-9688 
2 Disclaimer: NIST does not endorse products discussed within this paper nor manufacturers of these products.  Products 

mentioned are for information purposes only and are not expressed as an endorsement for them or their manufacturer. 
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In 2014, ASTM Committee F45 for Driverless Automatic Guided Industrial Vehicles [6] was established to develop 

standardized nomenclature and definitions of terms in this area. ASTM F45 is developing a terminology working 

document [7].  Some terminology will be briefly discussed in this paper. 

ASTM F45 also recommends practices, guides, test methods, specifications, and performance standards for 

driverless automatic guided industrial vehicles. The Committee encourages research in this area to facilitate the 

development of such standards.  In support of ASTM F45, NIST is currently developing test methods for navigation 

and docking.  Navigation test methods for “defined” areas, such as within barriers or along pedestrian paths, are 

being developed by the Task Group within ASTM F45.02 Docking and Navigation.  These methods are described in 

a working document [8] and they are being reduced to practice at NIST.  Additionally, performance test methods for 

vehicle docking and vehicle-with-onboard-equipment (e.g., mobile manipulator) docking are being developed at 

NIST and proposed to F45.02.  The experiments and results that support the test methods are described in section 4.  

Conclusions end the paper and provide next steps for ASTM F45 standards development.   

2 ASTM F45.91 TERMINOLOGY 

The term ‘AGV’ has been used throughout industry and research since the 1950’s [9].  ‘Mobile robot’ has been used 

throughout the research community for perhaps the same length of time and the term ‘unmanned ground vehicle 

(UGV)’ has been used in the military and industrial security organizations. A single term is ideal to limit confusion 

by vehicle users and so that various performance test methods developed can be considered for any vehicle type, 

potentially independent of autonomy level and vehicle capability.   

The ASTM F45.91 Terminology [7] task group is developing a working document to address this disparity of terms.  

As stated in the F45.91 scope: “For the terminology to be harmonious with the practices in the field, definitions have 

been drawn from the literature or other public sources when possible. When no definition is available, or definitions 

are in dispute, a consensus-based approach will be employed to resolve definitions”. For example, the task group 

decided on a core term, ‘UGV’, that provides levels of autonomy instead of several different terms being used to 

define the variety of industrial vehicles.  The proposed UGV term, associated sub-terms, and definitions are as 

follows: 

 Unmanned Ground Vehicle (UGV), noun -vehicle that operates while in contact with the ground without a 

human operator (see: Automatic – UGV, Automated – UGV, Autonomous – UGV) 

o automatic - UGV, noun -vehicle capable of following a pre-programmed path and that does not 

deviate from the path without human intervention; see A-Unmanned Ground Vehicle. 

o automated - UGV, noun -automatic vehicle with limited ability to deviate from the pre-

programmed path; see A-Unmanned Ground Vehicle. 

o autonomous - UGV, noun -self-guided vehicle that is able to travel without a pre-programmed 

path and operates independently to navigate around fixed and moving obstructions; see A-

Unmanned Ground Vehicle.  

The concept allows for the ‘automatic guided vehicles’ term to keep the sub-term ‘automatic’ in Automatic – UGV, 

while mobile robots with typically increased autonomy and capabilities may be considered as Autonomous – UGVs. 

A vehicle with more capability and autonomy than an Automatic – UGV, yet less than an Autonomous – UGV 

would be considered an Automated – UGV.  However, all three terms have a single, base ‘A-UGV’ term that will be 

used throughout ASTM F45 subcommittee test methods as they are developed. The generic test methods can 

therefore, focus on a single test to be performed by all types of A-UGVs where applicable.   

Terms within the F45.91 working document are based on three sources: American National Standards 

Institute/Industrial Truck Standards Development Foundation (ANSI/ITSDF) B56.5 [1], International Standards 

Organization (ISO) 8373 [10], and the Material Handling Industry of America [11] list of terms. The term ‘robot’ 

was removed from the original draft working document during pre-ballot comment resolution to limit confusion, 

since ‘manipulator’ was expected to be used more frequently, and to minimize confusion of an onboard A-UGV 

robot arm. 
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3 ASTM F45.02 DOCKING AND NAVIGATION 

As briefed in the Introduction section 1, NIST is developing navigation and docking performance test methods as 

part of the RSSM Program and in support of ASTM F45.  Specifically, navigation test methods for defined areas and 

both vehicle docking and vehicle-with-onboard-equipment (e.g., mobile manipulator) docking are being developed 

at NIST.  The standard does not address safety concerns.  These are covered in B56.5 [1]. The following sub-

sections detail the navigation and docking test methods.   

3.1 Navigation 

As stated in the ASTM F45.02 Navigation: Defined Areas working document, statistically significant test results are 

to demonstrate that the A-UGVs traverse paths that are typical in manufacturing facilities and warehouses having 

defined and undefined areas that are structured and unstructured.  A single performance test method is expected to 

evaluate whether or not an A-UGV deviates from its intended path.  Additionally, the same test method will also 

allow vehicles to use local environment features as input for navigation as needed.   

The scope in the current F45.02 Navigation working document includes the proposed test method to evaluate an A-

UGV “capability of traversing through a defined space (e.g., navigation areas with limited A-UGV clearance)”.  It is 

expected that A-UGV manufacturers, installers, and users will use F45.02 to evaluate industrial vehicles that 

navigate between structures defining the vehicle path with typical constraints such as walls, equipment, and 

pedestrian paths and other user application requirements.  

The F45.02 navigation performance test method consists of traversing scalable areas defined by physical barriers, 

virtual barriers, and/or floor markings. The defined navigation test is a straight corridor followed by a 90 degree turn 

into a second corridor. The corridors are constructed with a width sufficient for the A-UGV to traverse them.  The 

path width is incrementally reduced during A-UGV evaluation.  The corridor is reduced and the A-UGV is tested, 

“until the most constrained testing pathway is accomplished for the specified number of repetitions”.  The A-UGV 

configuration of software, hardware, and other characteristics are to remain the same during the entire test.  During 

the test, the A-UGV traverses the path from the start point to the end point, and then returns back to the start point.  

For the return trip, the A-UGV can either drive backwards, or turn around. The full start-to-goal-to-start traversal of 

the test course is considered one full repetition. 

Figure 1 shows three test method configurations proposed in F45.02 and evaluated at NIST.  The three 

configurations include physical barriers, virtual barriers (e.g., laser beams), and floor markings.  Physical barriers, 

shown in Figure 1a, are temporary walls used for the experiments were made of painted, 1.2 m square oriented 

strand board mounted to 0.6 m bases.  The barriers were aligned to form a corridor approximately with a length of 

four vehicle lengths, 8 m, and a variable width. The initial width is chosen to provide a certain buffer from the A-

UGV sides defined by the safety sensor side distance plus a chosen uncertainty (standard deviation) distance (e.g., 

10 cm).  After each test, if no wall detection occurs during traversal, the walls are moved towards the A-UGV sides 

by a chosen amount, e.g., 2 cm.  When the wall is detected during a test, the detection is logged in a report and the 

test is repeated.  A statistically significant number of trials (a minimum of 30) are done by the A-UGV provider 

dependent upon the confidence and probability of success threshold (PST) desired (e.g., 0.95 confidence with 0.95 

PST = 118 trials).  Additional details of the barrier test setup are provided in [12]. 

Figure 1b shows the virtual barrier test setup which makes use of a laser breakbeam aligned along the vehicle path.  

The test setup and procedure are similar to the physical barrier setup where the laser line is initially set and moved 

using a procedure similar to that of the physical barriers. However, to break the laser beam, as opposed to detecting 

a physical barrier, a bar measuring the desired width is clamped perpendicular to the vehicle.  The bar protrudes 

from the vehicle at the laser breakbeam height.  The distance the bar projects is determined by the lane width plus 

the chosen uncertainty (e.g., 2 cm).  Similar trial repetitions are then completed as with the physical barriers. 

Figure 1c shows the floor marking test setup that includes a bar similar to that used in the virtual barrier test setup. 

This supports a laser pointer or marking pen pointed at or touching the floor, respectively.  The test setup and 

procedure are similar to the virtual barrier setup where the laser line is initially set and moved using a similar 

procedure to that of the physical barriers. A line is attached to the floor (e.g., pedestrian marker, painted or taped 
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line) at the location of a virtual barrier laser breakbeam.  Additionally, the laser pointer/marker is incrementally 

moved closer to the A-UGV along the bar for each successful trial.  Again, similar trial repetitions are then 

completed as with the physical and virtual barrier test setups.     

   

 a  b 

 

c 

Figure 1. Example A-UGV navigating within a) physical barriers, b) virtual barriers (e.g., laser beams), and c) floor 

markings. 
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3.2 Docking 

3.2.1 Vehicle Docking 

A-UGVs "dock" with different devices in their work area.  Vehicles with forks typically dock with pallets.   Unit 

load vehicles dock with tray stations.  Tugger style vehicles dock with hitches. These vehicles have different but 

related positioning requirements for docking.  Fork-style vehicles must align their forks perpendicular to the 

openings of a pallet.  Unit load vehicles must align properly with a tray station in order to allow a tray to roll 

between the onboard-vehicle roller table and a facility roller table.  The vehicle roller table has right and left edges 

that align with the corresponding edges of the facility tray station.  Docking for these two types of vehicles can be 

generalized into the act of aligning two points on the vehicle with two points on the device.  Similarly, tugger 

vehicle docking can be generalized as aligning one point on the vehicle with one point on the device (representing 

the hitch).   

 

A-UGV users might assume that their vehicles remain calibrated from vehicle installation, although these vehicles 

can become uncalibrated.  An experiment using a two year old, uncalibrated A-UGV that was programmed to stop at 

various points yielded an uncertainty range of approximately 1 mm to 50 mm [12] as measured by a laser tracker.  

Docking was measured again after the A-UGV was calibrated using the manufacturer’s procedures. During tests, the 

A-UGV approached similar dock locations and after A-UGV calibration, provided consistent 5 mm uncertainty 

(standard deviation) from several dock points in the lab. 

 

NIST and the F45.02 subcommittee have begun investigating A-UGV docking performance test methods.  The 

generic concepts of vehicle docking, aligning one or two points, was tested at NIST [12] and proposed to the ASTM 

F45.02 subcommittee.  Figure 2(a) illustrates the candidate tests.  Three vehicles are shown, represented as 

rectangles.  Vehicles 1 and 2 each have two points, i and j, that must align with the two points on the device, I and J.  

Vehicle 3 has only one point that must be aligned with one point on the device, either I or J.   

      
 a b d 

Figure 2. Docking Test Method.  (a) Conceptual docking test method for use with various A-UGVs.  The three 

rectangles represent three different vehicles, each with one or two points, i and j, that must be aligned with one or 

two target points on the device, I and J.  (b) Docking apparatus with multiple alignment target points, lower and 

middle white targets and upper blue targets.  (c) Unit-load A-UGV docked with the Docking apparatus.  Two bars 

 
c 
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Figure 3. RMMA-1 showing circle and square patterns of 

fiducials for the mobile manipulator to index between.  

represent roller table edges that should align with the two blue targets.  (d) Fork-type A-UGV docked with the 

Docking apparatus.  The forks should align with the two white targets. 

Figure 2(b) shows the NIST Docking apparatus.  It has leveling feet and targets moveable in both lateral and vertical 

directions used to test one- and two-point docking with the targets.  Targets have a center point with 3 mm spaced 

concentric rings to visually detect relative alignment uncertainty.  The targets can be sized for other specific desired 

relative alignment uncertainty. 

3.2.2 Vehicle with Onboard Equipment Docking 

Vehicles with onboard equipment, such as robot arms (manipulators), are typically called mobile manipulators.  

NIST has also been developing performance test methods for mobile manipulators that will be affordable by 

manufacturers and users.  These test methods are also useful to ASTM F45.02 as docking test method reference 

experiments of vehicles with onboard equipment.  The method is feasible for measuring performance of mobile 

manipulators.  The mobile manipulator positions a relatively inexpensive laser retroreflective laser to detect smaller 

and smaller reflective targets accurately positioned on an artifact. 

NIST developed a test apparatus for measuring mobile manipulator performance [13].  The apparatus, shown in 

Figure 3, is called the Reconfigurable Mobile Manipulator Apparatus-1 (RMMA-1).  It has a circle pattern of six 

fiducials and square pattern of four fiducials.  The potential for artifacts to be made using three dimensional (3D) 

printing could lower the cost by perhaps 200 times, as demonstrated through machining costs of the RMMA-1 and 

the 3D printing of parts used with the artifact.   

The test A-UGV can access the artifact from any 

pose (position and orientation).  In [13], a calibrated 

vehicle carried the onboard manipulator to a point 

with 5 mm position uncertainty.  The manipulator 

was able to register (determine its position with 

respect to the artifact) using a circular-spiral search 

and repeatedly locate 6 mm diameter targets when 

the manipulator was positioned by the AGV at a 

static location and next to the square pattern on the 

RMMA-1.   

Recent research [14] demonstrated registration of the 

mobile manipulator to 1 mm diameter fiducials from 

any vehicle orientation with respect to the RMMA-1.  

The registration method incorporated a 0.5 mm step, 

square-spiral search pattern, and higher resolution A-

UGV pose information (0.01 mm position and 0.01° 

orientation).  The research also demonstrated 

“indexing” between RMMA-1 circle and square 

patterns as opposed to static positioning of the 

manipulator at a single pattern.  Indexing allows the 

mobile manipulator to be repositioned to reach each 

pattern.  

A computer aided design model of paths and docking points was used by a vehicle control program to move the A-

UGV from one docking point to another. This programming method is inherent in the A-UGV type used.  The 

manipulator control program moves the robot arm from the stowed location to each fiducial and searches for the 

exact position using a laser retro-reflector detector.  The vehicle control program positioned the vehicle at various 

orientations with respect to the RMMA-1 and the manipulator program corrected for vehicle position and rotation 

allowing it to quickly find, pre-taught, target registration.   

Current research at NIST included a bisecting or “crisscross” search of two large-diameter registration reflectors 

within each circle and square pattern.  Each pattern had a 35 mm and a 30 mm diameter reflector mounted across the 
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pattern edges.  The reflectors were detected eight of ten times by the laser retroreflector when perpendicular and 

pointed at them.  The bisecting search concept was to allow the manipulator to rapidly move from the pair of large-

uncertainty reflector registration locations to the 1 mm fiducials representing assembly access points. A more 

refined registration-reflector sizing is a topic for future research. The propagation of manipulator position error will 

be theoretically examined to optimize the registration speed of mobile manipulators by selection of optimal reflector 

and search step sizes.  As such, using the above explained, relatively inexpensive procedures and apparatus 

demonstrates a feasible performance measurement test method for mobile manipulators. 

4 EXPERIMENTS AND RESULTS 

This paper has described new low cost test methods for measuring the performance of A-UGVs.  During 

development, an optical tracking measurement system [14, 15] was used as ground truth. The optical tracker could 

simultaneously measure the position of all system components. The ground truth system has positional accuracy of 

0.02 mm (static) and 0.2 mm (dynamic).  The tracking system measured the locations of the vehicle, manipulator, 

and artifact within the same reference frame.  However, more cost-effective means are needed to enable 

performance tests to be used by A-UGV manufacturers and users.  Therefore, the optical tracking system provides 

verification of the test methods being developed. This section discusses the results of navigation and docking 

experimental data analysis performed at NIST where several of the tests were initially compared to optical tracking 

system ground truth for validity while others used only artifacts.  The thrust for ASTM F45 performance test 

methods is the use of replicable and cost effective artifacts.   

4.1 Navigation Experiment and Results 

The ASTM F45.02 working document navigation test method was constructed using the barriers as shown in Figure 

1a.  The barrier experimental setup is shown in Figure 4(a) where the A-UGV begins at the lower start point, 

traverses between the barriers to the top, makes a right turn, stops, and then backs up to the start point. Performance 

measurement results as compared to the optical tracking ground truth system are shown in Figure 4(b) and show that 

the A-UGV drove off of the path ± 18 mm.      

  

 a b

Ground truth 

data of:  

- vehicle motion 

- barrier 

SP-123

Bostelman, Roger; Hong, Tsai. "Mobile Robot and Mobile Manipulator Research Towards ASTM F45 Standards Developments." Paper presented at SPIE Commercial + Scientific Sensing and Imaging, Baltimore, MD, Apr 17-Apr 21, 2016.

Bostelman, Roger; Hong, Tsai. 
“Mobile Robot and Mobile Manipulator Research Towards ASTM F45 Standards Developments.” 

Paper presented at SPIE Commercial + Scientific Sensing and Imaging, Baltimore, MD, Apr 17-Apr 21, 2016.



 
Figure 5. Vehicle path for docking with the 

apparatus. 

 

Figure 4.  a) CAD drawing of navigation test method using barriers. The dotted lines are barrier positions for several 
tests that reduced the A-UGV corridor width.  b) Ground truth measurement data of a navigation test showing (blue 
circle) the vehicle stop location when barrier detection occurred in the reverse direction. The thicker A-UGV path 

navigation lines are from different forward and reverse paths. 

The measurements demonstrate a need for users and manufacturers of these systems to understand their A-UGV 
capability and that test methods should be developed that are inexpensive and easily replicated for their use. Figure 
4(b) shows results from running the ASTM F45.02 draft test method compared to ground truth.

4.2 Docking Experiments and Results 

The navigation sensor [16] for the vehicle used in this research has a manufacturer’s stated “best-in-class angle 
accuracy of 1 mrad (0.057°)”.  When this specification is applied to the A-UGV navigation sensor distance to the 
closest reflector, a maximum A-UGV docking uncertainty of 0.5 mm  would be expected. However, many factors, 
such as the location of the navigation sensor relative to the vehicle reference point, wheel wear, and the servo control 
algorithms, impact the vehicle performance. No manufacturer’s vehicle specified performance was provided with the 
experimental vehicle as is fairly common on industrial vehicles.  The following docking experiments were performed 
and associated results provided. 

4.2.1 Vehicle Docking Experiments and Results  

Experiments using a fork-style A-UGV and the Docking apparatus shown in Figure 2(b) were performed to measure 
vehicle docking repeatability. A triangular piece of yellow tape was placed on each fork tip as shown in Figure 2(d).  
Prior to the experiment the apparatus location was set by moving it to the dock location, since the experiment 
measured repeatability. The vehicle was programmed with the path as shown in Figure 5 to move forward from home 
to point 1, stop, and move in reverse with the fork tines pointing at the apparatus.  The tines were automatically raised 
or lowered at stop point 2 to match the chosen apparatus target heights. The vehicle moved to dock with the apparatus 

at one fork tine height and the next trial moved the tines to the 
other height. The target heights were set for both upper and 
lower fork tine positions.  Note, to measure vehicle docking 
accuracy, as opposed to repeatability, the apparatus would have 
to be placed at a new location whose position is determined 
independently of the A-UGV and the A-UGV would then be 
commanded to dock at that position.   

The tests were iterated several times with the vehicle moving 
from a home position to the docking position.  The targets 
measured 76 mm in diameter, which is similar to the height of a 
pallet opening. Pallet opening widths are much greater than their 
heights due to their overall pallet widths. Opening widths are 
typically ½ pallet widths minus their support structure widths 
(e.g., (1.2 m wide – 0.1 m structure)/2 = 550 mm wide 
openings).  The test results for all iterations showed that the fork 

tips, marked with the tape points, repeatedly aligned within the approximate 10 mm target centers for both lower- and 
upper-height white targets, matching experimental results previously determined using the ground truth tracking 
system.  The experimental results demonstrated that the test method provided reproducible docking repeatability 
results through use of a relatively simple Docking apparatus.  

4.2.2 Mobile Manipulator Docking Experiments and Results 

The mobile manipulator shown in Figure 3 was used for onboard equipment docking experiments building on 
previous research [12, 13].  Three recent indexing experiments were performed, as described in section 3.2.2 Vehicle 
with Onboard Equipment Docking.  The three experiments measured 1) detection of 1 mm fiducials used for 
registration to the artifact, 2) re-registration using detection of two 1 mm fiducials after bisection (crisscross) 
registration of large reflectors, and 3) repeatability after registration.  The main metrics for these tests were success 
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Figure 6. High level reference frame 

drawing showing the system components 

and bisection search concept. 

 

rate and the number of 0.5 mm steps required to detect the first and second points after registration.  These metrics are 
similar to what manufacturers and users may consider when matching a mobile manipulator to assembly tasks. 
Experiment one docking results after 10 trials using two 1 mm registration fiducials were that the success rate 
averaged 91 %, although an average of 794 steps in the square-spiral search were required to detect the first assembly 
point after registration followed by 12 steps to detect the second point.   

The re-registration concept, shown in Figure 6, includes a high level reference frame drawing of the system 
components and crisscross search. The initial bisection search location was measured with the vehicle parked at one 

of the test locations near both the circle and the square RMMA-1 
patterns.  The manipulator joystick was then used to jog the 
manipulator to detect a 1 mm fiducial at the center point where a 
large reflector was to be placed.  The manipulator tool point 
location was recorded and the search was repeated for all four (two 
circle and two square) registration point locations.  The large 
reflectors were replaced at the recorded locations and the vehicle 
was programmed to move to 10 different poses near the RMMA-1 
as the manipulator performed the bisection registration. The 
bisection search used 3 mm steps to rapidly register the large 
reflector’s center.  Large step size on registration reflectors is 
perhaps one of the greatest uncertainties for this type of registration 
method, although lower tolerance steps provides much slower 
registration where a time/tolerance registration balance is a topic for 
future research.  

The second experiment used the mobile manipulator to do 
crisscross registration to the RMMA-1 and then to re-register to two 
1 mm fiducials.  Afterwards, the manipulator was moved to detect 
the 1 mm fiducials and two more 3 mm fiducials on the square 
corners and four more on the circle.  The experimental goal was to 

determine if the speed and success rate to detect the second registration were improved from experiment one. The 
experiment two test results were that success rate was averaged over 10 trials at 92 %.  However the number of steps 
to detect the first and second 1 mm fiducials dropped to an average of approximately 11 steps and 4 steps, 
respectively.  Two of the 10 trials included issues with detecting the large reflectors and were aborted and not 
included in the results. Future tests with the use of larger reflectors and a smaller, for example 0.5 mm, step search 
will replace the current large reflectors and 3 mm step search to help remedy this situation.  Additionally, improved 
vehicle pose and manipulator base references will be researched. 

The third experiment included the crisscross registration method followed by pattern registration to 1 mm fiducials 
and then performance measurement of repeatability.  The square and the circle were repeated 32 times after 
registration where registration steps were not included in repeatability tallies.   During repeated pattern detection, the 
success percentage averaged 98 %, detecting two 1 mm and two 3 mm fiducials on the square and two 1 mm fiducials 
and four 3 mm fiducials on the circle for a total of 1600 points.   In all three experiments, the use of artifacts provided 
reproducible performance measurement methods verifying registration. 

5 CONCLUSIONS 

ASTM Committee F45 for Driverless Automatic Guided Industrial Vehicles is developing new terms and definitions 

for the community.  The proposed term “A-UGV” provides a single term to span AGV and mobile robot systems. 

Also, ASTM F45 task groups and the NIST RSSM Program are developing performance test methods for navigation 

and docking.  The navigation test method that is currently near ballot within F45.02 is used to measure an A-UGV's 

path following accuracy. The navigation test method demonstrates a simple, reproducible, cost effective solution to 

measure performance of a vehicle traversing, both forward and reverse, a straight path that includes a single turn.  

Experiments at NIST demonstrated that three different methods defining the path are feasible and useful for 

measuring navigation performance for A-UGVs.   

Similarly, test methods for docking of A-UGVs, both without and with onboard equipment, such as robot arms, will 

help evaluate vehicle docking capabilities.  Performance testing using a vehicle location, laser, and artifacts, such as 

the Docking artifact and RMMA-1, has proven to be useful and cost effective. Test method experiments at NIST for 
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docking vehicles to an apparatus show repeatable results.  Three experiments were performed on the mobile 

manipulator docking with an apparatus.  The results showed that the test method being developed to dock a mobile 

manipulator with an apparatus provided various registration methods and uncertainties that can be measured using 

relatively simple and inexpensive components and concepts.   

Future tests will be performed increasing the size of the initial reflectors that replace the current large reflectors, as 

well as improving the vehicle pose and manipulator base references.  Also, a new performance artifact called 

RMMA-2 will be implemented for measuring mobile manipulator performance in dynamic vehicle and manipulator 

situations (i.e., the base and the arm are simultaneously moving).   
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Abstract. Multicast authentication of synchrophasor data is challeng
ing due to the design requirements of Smart Grid monitoring systems 
such as low security overhead, tolerance of lossy networks, time-criticality 
and high data rates. In this work, we propose inf -TESLA, Infinite Timed 
Efficient Stream Loss-tolerant Authentication, a multicast delayed au
thentication protocol for communication links used to stream synchropha
sor data for wide area control of electric power networks. Our approach 
is based on the authentication protocol TESLA but is augmented to 
accommodate high frequency transmissions of unbounded length. inf 
TESLA protocol utilizes the Dual Offset Key Chains mechanism to re
duce authentication delay and computational cost associated with key 
chain commitment. We provide a description of the mechanism using two 
different modes for disclosing keys and demonstrate its security against 
a man-in-the-middle attack attempt. We compare our approach against 
the TESLA protocol in a 2-day simulation scenario, showing a reduc
tion of 15.82% and 47.29% in computational cost, sender and receiver 
respectively, and a cumulative reduction in the communication overhead. 

Keywords: Multicast authentication, Smart Grid, synchrophasors, Wide 
Area Monitoring Protection and Control 

1 Introduction 

Smart Grids are large critical cyber-physical infrastructures and are being trans
formed today with the design and development of advanced real-time control ap
plications [11]. The installation of Phasor Measurement Units (PMUs) as part of 
world-wide grid modernization is an example of major infrastructure investments 
that require secure standards and protocols for interoperability [1]. 

PMUs take time-synchronized measurements of critical grid condition data 
such as voltage, current, and frequency at specific locations that are used to 
provide wide area visibility across the grid.The synchrophasor data aggregated 
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from multiple PMUs are used to support real-time analysis, planning, correc
tive actions, and automated control for grid security and resiliency. Currently, 
high-speed networks of PMUs are being used for Wide Area Monitoring Protec
tion and Control (WAMPAC) applications to provide situational awareness in 
the Eastern and Western Interconnection of North America, in China, Canada, 
Brazil and across Europe [11]. Before the installation of PMUs, the lack of wide-
area visibility is one of the factors that prevented early fault identification of 
the 2003 Northeast America and 2003 Italy blackouts [21] [9]. Malicious PMU 
data or deliberate attacks could result in inaccurate decisions detrimental to grid 
safety, reliability, and security, that said, PMUs need information authentication 
and integrity, while confidentiality may be considered optional. 

Authentication schemes in the Smart Grid must be able to efficiently sup
port multicast. Current standard solution, suggested by IEC 62351 [5], comprises 
HMAC authentication algorithm for signing the synchrophasors. However, shar
ing only one symmetric key across a multicast group cannot guarantee adequate 
security, and this approach suffers from the scalability problem. The use of asym
metric cryptography and digital signatures for multicast authentication raises 
concerns about the impact on cost and microprocessor performance. One-Time 
Signature schemes can enable multicast authentication, however they suffer from 
communication and storage overhead, and complicated key management [24]. 

Although some previous literature works assume, in general, that delayed au
thentication is not suitable for real-time applications [7] [8], such method is still 
eligible for some monitoring and control applications that permit relatively larger 
delay margins (e.g. wide-area oscillation damping control application) [25]. For 
more considerations on this topic, see Section 2. Moreover, delayed authentica
tion presents advantages over cited issues by supporting multicast data stream
ing, symmetric and lightweight cryptography, corrupt data and attack detection. 
Also it allows scalable solutions and key management, tolerates packet loss, and 
provides low communication overhead and high computational efficiency. 

The primary objective of this work is to propose a multicast delayed authen
tication protocol called inf -TESLA in order to provide measurement authenti
cation in a WAMPAC application within the Smart Grid. Also, we design the 
Dual Offset Key Chains mechanism which is used by our protocol to generate the 
authenticating keys and to provide long-term communication without the need 
of key resynchronization between the sender and receivers. A description of two 
different modes for disclosing keys and a demonstration of a man-in-the-middle 
attack attempt against out mechanism are also provided. 

Section 2 presents an overview of the network architecture used for wide area 
aggregation of PMU data as well as some delay constraints and authentication 
infrastructure. In Section 3 we discuss prior work in the area of packet based 
authentication protocols for streaming communication, and then in Section 4 we 
present the inf -TESLA protocol and describe the Dual Offset Key Chains mech
anism along with its security properties and conditions. In Section 5 we evaluate 
our approach against the original TESLA protocol. Finally, we summarize our 
results and propose future works in Section 6. 
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2 Scenario Characteristics 

The network architecture considered for this work is as follows. Each communi
cation link in the infrastructure comprises one PMU sender node S capable of 
multicasting packets to m receivers Rk applications, where 1 ≤ k ≤ m. PMU S 
sends time-stamped synchrophasor data packets at a rate of 10 to 120 packets 
per second and that can be dropped in the way to the receivers. The network 
has several n intermediate nodes between S and Rk, n > 0, called Phasor Data 
Concentrators (PDCs). PDCs can chronologically sort received synchrophasors 
as well as aggregate, repackage and route data packets to the set of higher level 
PDCs (Super PDCs). When packets are missing or lost, PDCs may (with due 
indication) interpolate measurements in order to retain the communication link. 

There are different wide-area monitoring and control applications that con
sume synchrophasor data and have different time delays and quality require
ments. For instance, Situational Awareness Dashboard, Small-Signal Stability 
Monitoring, and Voltage Stability Monitoring/Assessment accept up to 500 mil
liseconds in communication latency, other applications such as Long-term stabil
ity control, State Estimation, and Disturbance Analysis Compliance can handle 
up to 1000 ms. For the entire list, see [20]. 

Zhu et al. [25] simulates the latency for monitoring applications over the 
Smart Grid network architecture and obtained results within a range of 150–220 
ms. For centralized control applications, the latency was well below 500 ms. From 
the delayed authentication perspective, the minimum delay of the authentication 
confirmation by Rk is approximately twice the latency of the network. Still, 
delayed authentication protocols are able to attend the requirements for the 
above cited applications. 

When utilizing multicast communication, IEC 61850-90-5, the standard for 
communication networks and systems for power utility automation, requires a 
Key Distribution Center (KDC), which provides the symmetric key coordination 
between S and Rk. We assume that each S is its own KDC, which is also endorsed 
by the standard. Furthermore, as our scheme demands that S prove its identity 
to Rk once during communication initialization, each receiver is required to 
validate a digital signature from S and maintaining a copy of its public key 
certificate. For this purpose, we assume that a Public-Key Infrastructure (PKI) 
is also available. 

2.1 Security Considerations 

We assume that attacks are accordingly aligned, via a man-in-the-middle, to 
either manipulate data values or masquerade as a legitimate PMU. Using the 
attack model from [23], the adversary is not limited by network bandwidth and 
has full control to drop, resend, capture and manipulate packets. Although his 
computational resources can be large, it is not unbounded and he cannot invert a 
pseudorandom function with non-negligible probability. Each receiver Rk is able 
to authenticate both the content and source of synchrophasor payloads after a 
delay of dNMax using our delayed authentication scheme presented in Section 4. 
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However, if a packet fails authentication at time t, then an attack that has been 
active and undetected since t−dNMax represents the maximum threat exposure. 

The security primitives used throughout this paper are as follows: 

–	 One-way hash function H operates on an arbitrary length input message M , 
returning h = H(M). H can be implemented with SHA-2 family algorithms. 

–	 Message Authentication Code MAC(K, M) provides a tag that can verify au
thenticity and integrity of message M given a shared key K. HMAC(K, M) 
is a specific construction which includes an underlying cryptographic hash 
function to create the authenticating tag. 

–	 Hash chain Hn(M) denotes n successive applications of cryptographic hash 
function H to message M . 

3 Related Work 

Multicast authentication is an active research field in recent years and has been 
applied to a wide range of applications. In Smart Grids, it is being used for 
monitoring, protection and information dissemination [24]. In this section, we 
review all the TESLA-based multicast authentication schemes and other multi-
cast authentication schemes used for electrical power systems. 

To address the challenge of continuous stream authentication for multiple re
ceivers on a lossy network, Timed Efficient Stream Loss-tolerant Authentication 
(TESLA) was introduced by Perrig et al [14]. Based on the Guy Fawkes protocol 
[2] and requiring loose time synchronization between the senders and receivers, 
TESLA is a broadcast authentication protocol considering delayed disclosure 
of keys used for authentication of previous sent messages and packet buffering 
by the receiver. This protocol supports fixed/dynamic packet rate and delivers 
packet loss robustness and scalability. Benefits of TESLA include a low com
putation overhead, low per-packet communication overhead, arbitrary packet 
loss is tolerated, unidirectional data flow, high degree of authenticity and fresh
ness of data. Further work proposed several modifications and improvements 
to TESLA, allowing receivers to authenticate packets upon arrival, improved 
scheme scalability, reduction in overhead, and increased robustness to denial-of
service attacks [13]. 

Studer et al. describe TESLA++ [19], a modified version of TESLA resilient 
to memory-based DoS attacks. They combine TESLA++ and ECDSA signatures 
to build an authentication framework for vehicular ad hoc networks. 

µTESLA [17] adapts TESLA to make it practical for broadcast authentica
tion in severely resource-constrained environments; like sensor networks. Some of 
these adaptations include the use of only symmetric cryptography mechanisms, 
less frequent disclosure of keys and restriction on the number of authenticated 
senders. Liu and Ning [10] reduce the overhead needed for broadcasting key 
chain commitments and deal with DoS attacks. Their Multilevel µTESLA pro
tocol considers different levels of key chains to cover the entire lifespan of a 
sensor. 
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Other methods include the One-Time Signatures family which gained popu
larity recently and is applicable to multicast authentication and also for WAMPAC 
applications. The author in [12] describes a one-time signature based broadcast 
authentication protocol based on BiBa. BiBa uses one-way functions without 
trapdoors and exploits the birthday paradox to achieve security and verifica
tion efficiency. Its drawbacks include a large public key and high overhead for 
signature generation. 

HORS [18] is described by Reyzin et al. as an OTS scheme with fast signing 
and signature verification using a cryptographic hash function to obtain ran
dom subsets for the signed message and for verifying it, but it still suffers from 
frequent public key distribution. TSV [8] multicast authentication protocol gen
erates smaller signatures than HORS and has lower storage requirement at the 
cost of increased computations in signature generation and verification. TSV+ 
[7], a patched version of TSV, uses uniform chain traversal and supports multi
ple signatures within an epoch. SCU [22] is a multicast authentication scheme 
designed for wireless sensor networks and SCU+ [7] adapts it for power systems 
using uniform chain traversal as well. TV-HORS [23] uses hash chains to link 
multiple key pairs together to simultaneously authenticate multiple packets and 
improves the efficiency of OTS by signing the first l bits of the hash of the 
message. As a downside, TV-HORS has a large public key of up to 10 Kbytes. 

4 Proposed Solution 

In this section, we propose inf -TESLA, a new TESLA based scheme that im
prove its overall performance. At first, we review TESLA to give some back
ground and then present our scheme. 

4.1 TESLA 

Timed Efficient Stream Loss-tolerant Authentication (TESLA) [14] [13] [15] [16] 
is a broadcast authentication protocol with low communication and computation 
overhead, tolerates packet loss and needs loose time synchronization between the 
sender and the receivers. 

TESLA relies on the delayed disclosure of symmetric keys, therefore the 
receiver must buffer the received messages before being able to authenticate 
them. The keys are generated as an one-way chain and are used and disclosed in 
the reverse order of their generation. At setup time, the sender must first set n as 
the index of the first element Kn. For generating the key chain, the sender picks 
a random number for Kn and using a pseudo-random function f , he constructs 
the one-way function F : F (k) = fk(0). So, the sender generates recursively all 
the subsequent keys on the chain using Ki = F (Ki+1). By that, the last element 
of the chain is K0 = F n(Kn), and all other elements could be calculated using 
Ki = F n−i(Kn). 

Each Ki looks pseudo-random and an adversary is unable to invert F and 
compute any Kj for j > i. In the case of a lost packet containing Ki, a receiver 
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can calculate Ki given any subsequent packet containing Kj , where j < i, since 
Kj = F i−j (Ki). As a result, TESLA tolerates sporadic packet losses. 

The stream authentication scheme of TESLA is secure as long as the security 
condition holds: A data packet Pi arrived safely, if the receiver can unambigu
ously decide, based on its synchronized time and maximum time discrepancy, 
that the sender did not yet send out the corresponding key disclosure packet Pj . 

TESLA also supports both communication with fixed or dynamic packet 
rate. For fixed rate, the sender discloses the key Ki of the data packet Pi in 
a later packet Pi+d, where d is a delay parameter set and announced by the 
sender during setup phase. The sender determines the delay d according to the 
packet rate r, the maximum tolerable synchronization uncertainty δtMax and 
the maximum tolerable network delay dNMax, setting d = 1(δtMax + dNMax)rl. 
In this mode, the scheme can achieve faster transfer rates. For dynamic rate, 
the sender pick one key per time interval Tint. Each key is assigned to a uniform 
interval of duration Tint, T0, T1 ,..., Tn, that is, key Ki will be active during 
the time period Ti. The sender uses the same key Ki to compute the MAC for 
all packets which are sent during Ti, on the other hand, all packets during Ti 

disclose the key Ki−di . In this case, d' = 1(δtMax + dNMax)/Tintl. We use the 
designation d and d' for fixed and dynamic rates respectively. 

For each new receiver that joins the communication network, the sender 
initially creates an authenticated synchronization packet. This packet contains 
parameters such as interval information, the disclosure lag and also a disclosed 
key value - which is a commitment to the key chain. The sender digitally signs 
this packet to each new receiver before starting the streaming communication. 

4.2 inf -TESLA 

inf -TESLA, short for infinite TESLA, is a multicast authentication protocol 
based on TESLA suitable for use in long term communication at high packet 
rates. As in TESLA, inf -TESLA relies on the strength of symmetric cryptog
raphy and hash functions and on the delayed disclosure of keys as a means to 
authenticate messages from the sender. Also, it requires only loose time syn
chronization between the sender and the receiver and can operate under both 
dynamic and fixed packet rates. 

By using fixed packet rate mode, there is no need for setting specific time 
intervals for MACing and disclosing keys. Each autheticating key is used once 
for the actual message and disclosed d packets later. Although this operational 
mode can achieve maximum speed on authenticating previous packets, it has a 
drawback of quickly consuming the authenticating key chain, depending on the 
frequency of the packets. 

Since we use one-way hash functions to build independent key chains, every 
time one of the key chains comes to an end (meaning that it was fully used in the 
authentication process) the sender must automatically build, store and utilize a 
new key chain in its place. In the original TESLA protocol, a sender would have 
to reassign a new synchronization packet as the current key chain comes to an 
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}

d

Keychainm-1
Keychainm

Keychainm+1
Keychainm+2

...
...

}

d Time

Fig. 1. An illustration of dual offset key chains as used for inf -TESLA. 

end, inflicting non-negligible network and computational overhead by digitally 
signing a synchronization packet at the end of each key chain. 

inf -TESLA addresses this issue by using the Dual Offset Key Chains mech
anism. This mechanism uses a pair of keys for each message and guarantees 
continuity of the multicasting authentication process without the need for sign
ing and sending a new synchronization packet. The mechanism creates two offset 
key chains so that a pair of active key chains are always available and, as the 
main principle, a key chain m always straddles the substitution of key chain 
m − 1 with m + 1. Figure 1 illustrates the Dual Offset Key Chains mechanism 
by which key chain m supports the substitution of key chain m − 1 for key chain 
m +1 without the need for resynchronization. A detailed description of the Dual 
Offset Key Chains mechanism is presented on Section 4.2. 

The overall initialization setup is similar to TESLA. Before the data stream
ing begins, the sender first determines some fundamental information about the 
network status, dNMax), and time synchronization, δtMax, and builds its first 
two key chains. We assume that both sender and receiver are time synchronized 
by a reliable time protocol (e.g. PTP). After that, the sender S chooses the 
delay parameter d (Section 4.1) that will base the decision of the receiver Rk 

to either accept a packet from S. This condition is Security Condition-1 for 
inf -TESLA. 

For bootstrapping each new receiver, S constructs and sends the synchro
nization (commitment) packet to the new incomer. For a dynamic packet rate, 
this packet contains the following data [13]: the beginning time of a specific in
terval Tj along with its id Ij , the interval duration Tint, the key disclosure delay 
d ' , a commitment to the key chain Km and key chain Km+1 (i < j − d ' wherei i 
j is the current interval index). 

For a fixed packet rate r, let j1 and j2 be the current key from key chains 
m and m + 1 respectively. The synchronization packet contains: delay d and the 
commitment for the key chains Km and Km+1 (i1 < j1 − d and i2 < j2 − d).i1 i2 

We will focus on fixed packet rate in this paper for the sake of brevity and 
convenience of notation. While a fixed packet rate is potentially more likely for 
the streaming applications we address, our approach is compatible with both 
dynamic and fixed rates. 

Dual Offset Key Chains mechanism. The Dual Offset Key Chains mecha
nism enables continuity in streaming authentication without the periodic resyn
chronization between S and Rk ∈ R required by TESLA. Two key chains, offset 
in alignment, are used simultaneously by the mechanism to authenticate mes
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sages. For every packet, there are always two active key chains and, from each 
chain, one non-used key available for MACing. 

For constructing the two key chains, first the sender chooses n, the total 
number of elements on a single key chain. Let lm be the current number of 
remaining elements on the key chain m. Here we assume that all created keys 
are deleted just after being used for authenticating messages. Let M be the 
maximum available memory for storing the key chains, assuming that M is big 
enough for storing two key chains, m and m + 1, at any time. The value of n 
must be chosen accordingly to the following constraints: (i) n ≥ lm−1 + 2(d + 1) 
and (ii) n ≤ M + d.2 

The the first constraint sets a minimum value for n, that is the minimum 
initial size of a key chain. During the initialization setup of the first receiver 
synchronization, we consider lm−1 = 0 for constructing the first key chain. The 
second constraint restricts the maximum number of elements in a key chain. 
If a key chain m does not meet this limit, key chain m + 1 will not be long 
enough to meet the security condition for the key chain exchange procedure (see 
Section 4.2). In practice, it may not be feasible to calculate a whole key chain in 
the time taken to send two data packets and so S may compute and store key 
chain m + 1 well before the end of key chain m − 1. 

A packet Pj sent by S is formed by the following data Pj = {Mj , i1, i2,K
m 
i1−d, 

Km+1, MAC(Km||Km+1,Mj )}. Every packet carries the actual message Mj , the i2−d i1 i2 

current sequence number of each key chain i1 and i2, the disclosed authenticating 
keys Km and Km+1 (discussed later in Section 4.2) and the MAC of the i1−d i2−d 
message resultant from an operation that uses the concatenation of current keys 
from both key chains. In particular, at the beginning of a key chain Km, the 
notation Km may refer to the last keys in the key chain Km−1 .i−d 

Disclosure of keys. inf -TESLA has two modes of operation for disclosing keys: 
2-keys and Alternating. In the 2-keys mode (or standard mode, as previously 
described), each packet Pj discloses two authentication keys, one from each key 
chain, for the same message Mi, that is packet Pj has the following information, 
Pj → Km,Km+1 .i1 i2 

The Alternating mode discloses one key from each key chain alternatively in 
each data packet. Formally, two consecutive packets would have the following 
information about keys, Pj → Km and Pj+1 → Km+1, where indexes i1 and i2i1 i2+1 
correspond to the keys of both key chains to be disclosed in the same data packet 
in 2-keys mode of operation. Figure 2 shows the key chains in time and the two 
modes for disclosing keys. In Section 5, we present a more detailed comparison 
of these two modes in relation to communication overhead, computational cost 
and authentication delay. 

The disclosure delay d for the keys is directly affected by the maximum 
tolerable network delay dNMax, so each receiver Rk will present a different delay 
value. Sender S must set d as the largest expected delay in order to meet security 
condition-1. 
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Fig. 2. Two modes for disclosing keys: 2-keys and alternating. 

Dual Offset Key Chains mechanism security. Key chain security is based 
on the widely used cryptographic primitive: the one-way chain. One-way chains 
were first used by Lamport for one-time password [6] and has served many other 
applications in the literature. 

The Security Condition-2 for inf -TESLA concerns the key chain exchange 
procedure. This condition states that both key chains cannot be substituted 
within a time interval d/r (or within d packets). If this happens, the receiver must 
drop the following packets and request for resynchronization with the sender. 
This protocol restriction assures the authentication inviolability of inf -TESLA 
and must be observed at all times by the receiver. The receiver is solely responsi
ble for monitoring the key chain exchange procedure and accepting, or rejecting, 
the new key chain. 

In Figure 3, we show an example of a man-in-the-middle attack attempt 
on the Dual Offset Key Chains mechanism and the importance of the security 
condition-2. For this example, we consider d = 9 as minimum number packets 
the sender has to wait to disclose a key, the last element n = 50 for all key chains, 
and the asterisk symbol indicates an item maliciously inserted by the attacker. 
The packets are presented without indices “i” for cleaner presentation. 

We first illustrate how this attack can work on a single key chain mechanism 
without commitment packets as follows: When the attacker senses a change in 
the key chain by testing every disclosured key (a), he inserts M∗ as the first 0 
manipulated message and MACs it using the first element K∗ of a forged key 0 
chain of his own. The attacker continues faking the messages and its MACs till 
the last authentic key used for MACing is disclosured. After that point, the 
attacker is able to take complete control of the communication without being 
detected (b). For the second part of Figure 3, the same attack is attempted 
against our mechanism. Also the attacker is able to sense when a disclosured 
key chain comes to an end and can also substitute the messages and the MACs 
in the packets. However, when he tries to take complete control of the key chain 
by forcing the forged key K∗∗ over the key chain m = 2, this indicates for 0 
the receiver a violation of the security condition-2 for the key chain exchange 
procedure. 

Another concern is how many consecutive packets could be lost by the re
ceiver without actually being an attack. Following the security condition for 
key chain substitution, there must not be two different key chain substitutions 
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Fig. 3. Example of a man-in-the-middle attack on a single hash chain without com
mitment and on the Dual Offset Hash Chains mechanism. 

within a period of d/r, so the receiver must be aware that the limit for consecu
tive packets lost is at maximum d. If, for some reason, more than d packets are 
lost/dropped, the receiver must assure that the following disclosed keys are au
thentic elements of at least one of the existing key chains, otherwise the receiver 
will not be able to authenticate any of the next received packets. From this point, 
the receiver must refuse this stream and request for a new synchronization with 
the sender. 

Another security issue can occur when the last key Kn in the key chain’s 
sequence is lost, that can cause a total lack of authentication of a previous 
packet Pn. When some Ki is lost, it can be computed from any subsequent key 
in the key chain through function F (Section 4.1), however when i = n there is 
no subsequent key. This issue can be extended for the last d elements of the key 
chain, meaning that in this scenario some packets may not be authenticated and 
then must be dropped by the receiver. For the Alternating mode for disclosing 
keys, the receiver would drop d+1 packets in the worst case. This issue concerning 
the last keys of the key chain is a vulnerability of the original TESLA as well. 

Elaborate attacks, like selective drop of packets, can cause even more authen
tication delay without being noticed. For instance, in the case of the Alternating 
keys disclosure mode, one attacker can induce an alternating drop of packets pre
venting the sender to authenticate some sequential packets. To mitigate these 
attacks, the receiver must set an upper limit for the maximum number of non 
authenticated packets to ignore before resynchronizing with the sender. 

5 Evaluation against TESLA 

For the following comparison evaluation, we check for communication overhead, 
authentication delay and computational cost on a long term communication for 
each of the following schemes: original TESLA, inf -TESLA 2-keys (two disclo
sured keys per packet) and inf -TESLA alt (alternating key chain disclosure). 
Due to PMUs’ operational settings, we are only considering a fixed packet rate 
mode. Also, we assume the following constraints for the simulation: 
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Table 1. Communication overhead. 

Formula 
TESLA (fixed) C ∗ (sKey + sSig) + P ∗ (sKey + sMac) 

Inf -TESLA 2-keys 2 ∗ sKey + sSig + P ∗ (2 ∗ sKey + sMac) 
Inf -TESLA alt 2 ∗ sKey + sSig + P ∗ (sKey + sMac) 

2-day simulation (MBytes) 
TESLA (fixed) 331,825 

Inf -TESLA 2-keys 497,664 
Inf -TESLA alt 331,776 

–	 Phasor data frame size of 60 bytes, according to the C37.118 standard [25], 
over UDP transport layer protocol. 

–	 Pseudo-Random function and HMAC function implementation as HMAC
SHA-256-128. Both HMAC key size and HMAC tag size (truncated) of 128 
bits. 

–	 Digital signature implemented as ECDSA over GF(p) of 256 bits. Although 
TESLA considers RSA signatures, for comparison purposes we use ECDSA 
signatures. The keys and signatures sizes are based on the NIST SP 800
131A [3] for recommendations on use of cryptographic algorithms and key 
lengths. 

–	 Maximum number of keys n that can be stored at a time in the cache memory 
of a device is 10,000 keys. 

–	 Sender’s packet rate (frequency) of 60 packets/sec. 
–	 Simulation testing time of 2 days. Past references [7] established a baseline 

of 1024 key chains for evaluating the one-time signature multicast schemes. 
However, as inf -TESLA must build approximately 4 times the number of 
key chains as TESLA for the same number of packets, comparisons are done 
for fixed simulation duration rather than number of key chains. 

Table 1 shows the formulas to calculate all security related communication 
overhead of each of the 3 schemes. Let C be the number of commitments (signed 
packets), P the total number of transmitted packets and sKey, sMac and sSig 
be the size of a cryptographic key, the size of the MAC tag and the size of a 
signature tag respectively. inf -TESLA 2-keys presents the higher communication 
overhead due to two disclosed keys per packet, while TESLA and inf -TESLA 
alt present a slightly, but negligible, difference on the overhead during two days 
of communication. 

For calculating the computational cost overhead of each scheme, we use the 
formulas shown in Table 2. The processing cost in cycles per each operation of 
hashing, macing, signing and verifying is represented by cHash, cMac, cSig and 
cV er respectively. From the graph in Figure 4, we can observe the higher com
putational cost of the sender and receiver operating TESLA over inf -TESLA, 
due to constant signing and verification operations. 

For two days of simulation in this configuration, a sender running TESLA 
protocol on fixed packet rate mode has to sign up to 1036 commitment packets 
and spends on average 0.373117 gigacycles/hour, while running inf -TESLA he 
would spend 0.314087 gigacycles/hour of operation, which means a reduction 
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Table 2. Computational cost calculation. 

Sender 
TESLA (fixed) C ∗ cSig + P ∗ (cMac + cHash) 

Inf -TESLA (both) cSig + 2 ∗ P ∗ (cMac + cHash) 

Receiver 
TESLA (fixed) C ∗ cV er + P ∗ (cMac + cHash) 

Inf -TESLA (both) cV er + 2 ∗ P ∗ (cMac + cHash) 

of 15.82% in computational cost for the sender. On the receiver side, a TESLA 
receiver spends in average 0.596289 gigacycles/hour, while inf -TESLA needs 
0.314303 gigacycles/hour, meaning a reduction of 47.29% in computational cost 
for the receiver. All values of cycles/operation of the security primitives are 
referenced from the Crypto++ Library 5.6.0 Benchmarks [4]. 

Although the alternating keys disclosure mode showed good results on the 
two previous evaluations, this mode increases the authentication delay of a packet 
Pi by one packet. That is because the second key needed for authenticating Pi, 
i.e. Km+1, will only be disclosed on Pj+1 where j > i + d. Also, if Pj+1 happens i2 

to be lost, the authentication of Pi will be only achieved when receiver has the 
disclosed key included in Pj+3. On both other schemes, the authentication of a 
packet Pi is normally achieved after receiving Pj , j > i + d, and if Pj is lost, the 
missing keys can be recovered from the contents in Pj+1. Also regarding authen
tication delay evaluation, necessary time overhead for generation and verification 
of digital signatures during key chains exchange may affect TESLA’s continuous 
flow on higher frequencies of streamed data. 

Although TESLA protocol is an efficient protocol and has low security over
head, it was not originally designed for long-term communication. We observe 
that inf -TESLA, in alternating disclosure mode, can deliver a slightly lower 
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Fig. 4. Computational cost for TESLA and inf -TESLA over 2 days of streaming data. 
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communication overhead and, for both modes, result in a significant reduction 
in computational overhead over the original protocol. In general, inf -TESLA 
scheme also provides great suitability for key storage and computational con
strained devices, such as in Wireless Sensor Networks (WSNs). 

6 Conclusion 

In this work, we present inf -TESLA, a multicast delayed authentication proto
col for streaming synchrophasor data in the Smart Grid, suitable for long-term 
communication and high data rates scenarios. To authenticate messages from 
the sender, inf -TESLA uses two keys to generate the MAC of the message and 
discloses both keys after a time frame d/r, on a fixed packet rate of operation. 

We also design the Dual Offset Key Chains mechanism to produce the au
thenticating keys and provide a long-term communication without the need of 
frequently signing resynchronization packets containing commitments to the new 
key chains, which ensures continuity of the streaming authentication. We prove 
our mechanism against a man-in-the-middle attack example and describe the se
curity conditions that must be observed at all times by the receiver. inf -TESLA 
enables two different modes for disclosing keys, 2-keys (or standard) and Alter
nating keys. We present a comparison between this two modes against TESLA 
within a WAMPAC application, and our protocol shows even more efficiency 
when compared to the original. Although the Alternating key disclosure mode 
increases the authentication delay by one packet, it provides less impact on 
communication overhead and a reduction of 15.82% and 47.29%, sender and 
receiver respectively, in computational cost during operational time. Generally, 
inf -TESLA shows promise and suitability for key storage and computational 
constrained devices. 

In future work, we intend to do a further analysis on the trade-off between 
key storage size in devices and protocol performance, and on the possible (mini
mum/maximum/average) values for the authentication delay by simulating our 
protocol in a WAMPAC network. 
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Abstract — Real-time sensor data is essential for making decisions in controlling 

industrial processes. Wireless sensor networks (WSN’s) are becoming more common for 

industrial processes and condition monitoring. However, wireless communication is 

subject to interference and thus may affect critical industrial operations. A wireless 

testbed was developed to study how various wireless sensor network configurations and 

topologies affect the performance and safety of manufacturing plant operations.  A 

continuous process chemical plant operation was adopted and run in simulation. The 

chemical process adopted is the Tennessee Eastman Challenge Process with the 

Lawrence Ricker decentralized controller. The simulated process with sensor output is 

interfaced to an IEEE 802.15.4-based wireless sensor network via a programmable logic 

controller (PLC). This integration of the simulated physical system with a real wireless 

network allows us to examine the effects of real-time wireless communications in a 

factory running different wireless activities on simulated plant processes. This paper 

describes the testbed and presents preliminary results of the study. 

Keywords — wireless sensor network, wireless control, chemical process, 

cybersecurity, industrial security, process control, radio environment emulation, chemical 

process simulation, hardware-in-the-loop, HIL, IEEE 802.15.4, WirelessHART, 

ISA100.11a, Industrial IoT, SCADA 

I. Motivation

The Industrial Internet of Things (IIoT) has introduced a variety of economic 

advantages to the manufacturing industry.  These advantages are based on the increased 

ability to sense the physical systems and correlate the data to improved efficiencies in 

production.  The IIoT promises manufacturers the ability to monitor and control their 

processes in real-time with increased operational efficiency and uptime, improved 

visibility into factory operations, and collaboration between humans and machines thus 

improving productivity and work experiences [1].  These economic advantages have 

spurred rapid production of wireless sensing devices for use in industrial environments 

[2]; however, most of these devices are designed for sensing and few offerings exist for 

wireless actuation.  A prevailing opinion of wireless networks is that the presumed 

reliability issues of wireless communications make wireless control a non-starter for most 

Distributed with permission of author(s) by ISA 2015 

Presented at Process Control and Safety Symposium; http://www.isa.org 
SP-141

Candell, Richard; Lee, Kang. "Measuring the Effect of Wireless Sensor Network Communications on Industrial Process Performance." Paper presented at the 2015 ISA Process Control & Safety Symposium, Houston, TX, Nov 9-Nov 12, 2015.

http://www.isa.org/


Distributed with permission of authors by ISA 2015 

Presented at 2015 Process Control and Safety Symposium; http://www.isa.org 

2 

manufacturers.  In addition, wireless is often presumed to be less secure than that of the 

wired alternatives.  Using a measurement science approach, our wireless testbed is 

designed to investigate the effectiveness and security of wireless technologies when 

applied to sensing and control.  The results of our study will be used to inform a set of 

guidelines that will support manufacturers in the use of wireless sensing technologies in 

their industrial automation systems. 

II. Wireless Technology for Process Control

Over the last two decades, many wireless technologies have emerged for use in 

office and home environment.  These technologies include the ubiquitous Wi-Fi™ which 

is based on the IEEE 802.11 standards.  The primary objective of the 802.11 standards 

was wireless connectivity between home and office computers and a router that enabled 

users to access internet resources while maximizing throughput within a finite channel 

bandwidth.  This approach to wireless networking has been very successful for 

applications that can tolerate multiple access channel contention and indeterminate packet 

flight time.  Cases do exist where IEEE 802.11 wireless networks are used for industrial 

application, and those applications typically focus on a shared communication medium 

for sensor instrumentation, push-to-talk voice, and video surveillance.  Indeed, for 

applications that require packet arrival determinism and reliability, the IEEE 802.11 

standards may be sufficient in some case and insufficient in others [3].  IEEE 802.11 

technologies have been gradually applied for various industrial plant process applications 

that involve real-time transfer of data and voice, position location, and video streaming.  

An example of this is the application of the 802.11 layer 2 wireless technology based on 

peer-to-peer mobile ad-hoc network (MANET) at a cement factory located in Chicago, 

Illinois and in another cement factory in Hagerstown, Maryland [4]. 

In 2003, the IEEE 802.15.4 standard emerged to address the need for reliable 

wireless communications that may be used in industrial applications.  The standard could 

fill an important role in the industrial internet of things (IIoT).  The IEEE 802.15.4 

standard of wireless communications provides a lightweight physical and link layer 

protocol for low power devices.   Many higher-layer protocols now exist to make IEEE 

802.15.4 easier to apply to industrial applications.  These protocols include ISA 100.11a 

(IEC 62734) [5], WirelessHART (IEC 62591) [6], and ZigBee [7].  Each of these 

protocols are similar in that IEEE 802.15.4 is used at the lowest layers with differences 

appearing in their higher-layer approaches to network architecture routing[8], security[9], 

and application interfaces.   

III. Chemical Reactor Process Description

A chemical reactor is an example of industrial system involving many measured 

and manipulated variables.  One such available model of a chemical reactor process is the 

Tennessee Eastman (TE) process model defined in [10].  The TE process model is 

illustrated in Figure 1.  This model was chosen for a number of reasons.  First, the TE 

model is a well-known plant model used in control systems research and the dynamics of 

the plant process are well-understood [11].  Second, the process must be controlled; 
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otherwise, perturbations will drive the system into an unstable state.  By being open-loop 

unstable, the TE process model represents a real-world scenario in which a 

communications reliability event could pose an appreciable risk to human safety, 

environmental safety, and economic viability.  Third, the process is complex, highly non-

linear, and has many degrees of freedom by which to control and perturb the dynamics of 

the process.  And finally, numerous simulations of the TE process have been developed 

and reusable code is readily available.  We chose to use the controller developed by 

Lawrence Ricker of the University of Washington [12].  The Ricker Simulink model was 

chosen for its multi-loop control architecture making distributed control architectures 

viable.  The physical process is described by Downs and Vogel (D&V) in detail in [10], 

however, a synopsis is given in the following paragraphs.   

D&V did not reveal the actual substances used in the process, but instead used 

generic identifiers for each.  The process produces two products, G and H from four 

reactants A, C, D, and E.  The process is defined as irreversible and exothermic, and the 

reaction rates of the four reactants are a function of the reactor temperature.  The process 

is broken into five major operations, which include a reactor, a product condenser, a 

vapor-liquid separator, a product stripper, and a recycle compressor. 

Gaseous reactants are combined in the reactor to form liquid products.  The 

reactor temperature must be controlled and is cooled using cold water cooling bundles. 

The reaction is not 100 % efficient and some gaseous feed components remain.  The 

output of the reactor is fed to a condenser where the products are further cooled into 

liquid form.  The vapor-liquid separator then separates unreacted gases from the liquid 

products.  The unreacted gases are sent back to the reactor by a centrifugal recycle 

compressor.  Again, the separation process is not 100 % efficient, and the remaining 

reactants are removed in a stripping column by stripping the mixture with C in feed 

stream four (4).  The products, G and H, are then sent downstream for further refining.  

Byproducts of the process are purged from the process through the purge valve of stream 

nine (9). 

The process has six (6) different modes of operation, which control the G/H mass 

ratio and the production rate through stream eleven (11).  Our primary use case for the 

system is the base case indicated as Mode 1.  D&V provided heat and material balance 

data for the Mode 1 case.  It is important to note that the process is designed to shut down 

if the reactor pressure exceeds 3000 kPa; however, as noted in [2] the reaction efficiency 

improves as reactor pressure increases.  This indicates that reactor pressure must be 

driven as close to the maximum threshold without exceeding the shutoff limit.  The 

reactor pressure therefore represents a vulnerability to system integrity [11] that could be 

induced through a security breach or a network reliability problem.  It is conceivable that 

the network could be compromised by radio frequency (RF) interference or a change in 

the RF environment (e.g. the addition of a physical structure that adversely impacts 

electromagnetic propagation). Krotofil and Cardenas provide an excellent discussion of 

how security vulnerabilities affect the physical performance of the TE process [13].  

These security vulnerability impacts are analogous to wireless communications impacts 
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on process performance. Our research here measures the impact of wireless 

communications on the performance of the chemical reaction process. 

Figure 1. Tennessee Eastman Control Problem (reproduced from [10]) 

For an analog analysis of performance, a network connection is unnecessary, and 

instead a channel model may be inserted to simulate the effects of the communication 

links.  The channel model will simulate packet error rates and delay variations of the 

communications links between sensors/actuators and the controller.  Using this approach 

we will be able to predict in simulation the effect of wireless communication on the 

performance of the control system.  

While a mathematical simulation is an important first step in the analysis of the 

performance of any system, it will be equally important to understand how a practical 

system behaves when instrumented with wireless sensing technology that will invariably 

insert transmission uncertainties.  A hardware-in-the-loop (HIL) simulator was therefore 

constructed to demonstrate the impacts of wireless communication on the performance of 

the chemical reaction process.    
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IV. Testbed Implementation

The NIST Industrial Control Systems (ICS) Cybersecurity chemical process 

testbed presented at the 2014 ISA Process Control and Safety Symposium was adopted as 

the basis for the wireless testbed [11].  Indeed, the underlying chemical plant simulators 

are identical.  They differ only in the cyber-physical interfaces that are employed for 

plant performance evaluation.  The wireless testbed was constructed using a personal 

computer (PC)-based simulator, a programmable logic controller (PLC), an IEEE 

802.15.4 wireless sensor network, and a Modbus/TCP server.  A diagram of the testbed is 

shown in Figure 2. 

Chemical Process
Simulator (PC)

PC-based PLC
with Analog I/O

Access 
Point

CT

CT

CT

CT

4-20 mA

802.15.4 TDMA

Wireless Sensors

Human Machine 
Interface

802.15.4 AP/GW
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Updates every 

1.8 sec
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Updates every 
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Updates every 
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Figure 2.  Chemical Process Testbed with Wireless Devices 

The chemical plant process is modeled as a first-order system of differential 

equations as described in [10] and includes the decentralized controller described by 

Ricker in [12].  The plant and controller processes are herein referred to jointly as the 

“TE simulator.”  The TE simulator is incremented every 0.0005 hour (1.8 seconds).  This 

integration time step was chosen to match the time increment chosen by Ricker for the 

design of his loop controllers.  Modifying the time step may have unintended side effects 

on the stability of the plant, and therefore was left unchanged. 

One of the original requirements for the implementation of the TE simulator as 

designed by Ricker was simulation speed.  However, the TE simulator of our testbed is 

required to run in real-time, i.e., synchronous to the wall clock.  To achieve this goal, a 
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synchronization class (TETimeSync) was developed using the boost::chrono software 

module.  The simulator is delayed after each increment to slow down the simulation 

clock enough to match the current wall clock time.  If the simulator runs too slowly for 

real-time, TETimeSync detects the condition, and a warning is issued to the console. 

A challenge of the testbed was to make the signals compatible with the wireless 

sensors on-hand.  Our wireless sensors are capable of sensing various climatic conditions 

as well as capable of sensing a 4-20 mA current with varying uncertainty.  A PC-based 

programmable logic controller was used to transfer the TE simulator’s current sensor 

output to the wireless sensor network (WSN) node as shown in Figure 3.  A Beckhoff 

Automation CX2020 PLC with 4-20 mA current output modules was used as the bridging 

technology.  Measured variables (xmeas) from the plant process are communicated to the 

PLC using the Automation Device Specification (ADS) protocol as double precision 

floating point values.  An IEC 61131-3 (Structured Text) program is then used to convert 

the doubles to signed integers, which are then loaded into the analog output modules.  

Each wireless node senses the current and transmits the value of the current over-the-air 

to the wireless gateway where values are stored in a Modbus/TCP server.  A Modbus 

client on the CX2020 polls the Modbus/TCP server for updated current values during 

each PLC scan and provides the measured variable to the TE Simulator as a floating point 

value that the TE simulator can use to calculate manipulated values.   

TE Simulator

ADS
(xmeas)

ADS
(xmeas)

PLC (CX2020)

ADS

ADS

Xmeas
(10 ms)

Xmeas
(10 ms) Modbus 

Client

Current 
output

WSN 
node

Modbus/TCP
Server

xmeas’ (4 s)

xmeas’
(4-20 mA)

1 s

Figure 3. Data Flow of Measured Variables 

a) Challenges

Some impact to the performance of the plant process as a result of the wireless 

network can be attributed to the increase in uncertainty due to sensor calibration errors, 

network delays, and sensor noises, and the loss of precision of the measured variables 

resulting from the format conversions.  To isolate the effects of these factors from the 

wireless network, special care was taken to characterize and then minimize those factors. 

Sensor Calibration 

The first factor affecting plant performance was calibration error of the current 

sensor within each wireless node.  Sensor testing showed an average of 1.4 mA offset for 

each sensor across all current input levels as show in Figure 4.  In addition, the 

calibration offset drifted with time by +/- 0.1 mA.  For the purpose of measurements, the 

average offset was corrected after the reading was pulled from the Modbus/TCP server. 
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Figure 4.  Current Sensing Errors 

Real-time Time Correlation 

Another challenge to integrating a PC-based simulation of the TE chemical 

process with wireless sensors was maintaining real-time correlation between the 

observable states of the simulated chemical process variables with the representative 

current outputs from the PLC.  This problem was solved by configuring the PLC scan 

time to 10 ms, which is sufficiently faster than the integration time step of 1.8 s within 

the PLC.  The PLC adjusts the current within 10 ms, which is much faster than the signal 

update rate from the TE simulator.   

Configurability of the Wireless Sensor Network Components 

Typical wireless sensor networks provide sufficient configurability by providing 

the operator with a fine-tuning capability of the acquisition rates, wireless sensor 

transmission rates, and automation server storage update rates.  Our wireless sensor 

network did not provide a high degree of configurability in all cases.  One area of 

concern in our system was the Modbus/TCP server update rate.  Our system allowed for 

the transmission of sensor values from the various nodes every second; however, the 

gateway updates the Modbus database only every 4 seconds, thus dropping the 

intermediate readings.  This is conformant with the required burst rate for WirelessHART 

sensor devices, and this is compatible with the requirements of the TE simulator.   

Assuming an ideal RF communication channel, the Primary remain disturbance 

due to the network can be calculated based on known delay constants.  The worst case 

per reading delay from signal acquisition to actuation was determined to be 5.02 s. 

V. Test Scenarios

As indicated by Ricker, most control theory analyses focus on metrics of loop 

controllers with little attention given to areas of control that plant operators consider.  In 

an attempt to address both technical factors and operational factors, scenarios were 

carefully chosen to match the set-points and disturbances addressed by Ricker in [12].  

These process control scenarios are listed in Table 1.  For each experimental scenario, a 
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baseline scenario was run without the wireless sensor network to represent the ideal case, 

such as lossless, noise-free, latency-free conductors similar to that of classical copper 

wire control loops.  Therefore, each scenario produced a baseline data set and an 

experiment data set. 

Table 1.  Experimental Scenarios for Wireless Sensing and Control Analysis 

Scenario Description 

Reactor Level The level set-point of the reactor is modified to 80.1% 

from 65 % 

Reactor Pressure Reactor pressure set-point adjusted downward to 2700 

kPa from 2800 kPa. 

Production Rate Production rate set-point is modified to 25 from 22.89 

Quality Factor % mol. G set-point is modified to 35 % from 53.8 % 

Stuck Reactor Cooling Valve The valve controlling cool water flow to the reactor 

does not respond to commands. 

VI. Results

The chemical process wireless testbed was exercised with the scenarios listed in 

Table 1.  For each scenario, the measured variables as reported by the TE simulator were 

collected every 20 integration time steps of the simulator.  Values were stored in a tabbed 

delimited file for offline processing.  Metrics were then collected for each scenario to 

include statistical quantities, such as mean, median, quantiles, and outliers of each 

measured variable as well as the difference of the measured variable to its baseline.   

Deviations were measured as the percentage difference of the experimental case to the 

baseline case for each signal.  In addition, plots of the time series for baseline and 

experimental cases were qualitatively compared attempting to explain the differences in 

statistical results. 

Example statistical measures are listed in Table 2 and a graphical representation 

of the distribution of deviations from baseline is provided in Figure 5.  This particular 

scenario shows the experimental deviation when the reactor pressure set-point was 

lowered from 2800 kPa to 2700 kPa.  The figure shows that when changing the set-point 

using a wireless network versus a faster, and presumably more reliable, wired network, 

most measured variables tracked the baseline case closely.  While the costs for operating 

the plant showed significant deviations with periods of higher costs of more than 100 %, 

closer examination of the time series (Figure 6) showed that deviations were due to a lag 

in the time series response.   

By referring to Figure 6, we may also be able to explain this discrepancy by the 

longer settle times and larger overshoots of the key process variables for a small period of 

time between 3 and 4 hours.  We have observed large deviations in inventories (i.e., tank 

levels) during this time, which could lead to larger hourly costs.  Eventually, the 

experimental case settles to track the baseline case, and it is conceivable that optimization 
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algorithms could be used to minimize these deviations.  Calculation of the cost function 

is defined in “MultiLoop_mode1.mdl” in the Tennessee Eastman Challenge Archive [14]. 

Table 2. Statistical Summary of the % Difference from Baseline for the Reactor Pressure Change Scenario 

Variable Min Max Mean Std. Dev. 
Reactor.Pressure.kPa -1.3 1.30 -0.02637 0.27 

Reactor.Level.Pct -5.5 22.90 -0.05048 1.76 

Reactor.Temp.C -0.3 0.05 0.00009 0.01 

Sep.Level.Pct -16.6 31.34 -0.06063 7.24 

Stripper.Level.Pct -20.9 78.42 2.13762 21.19 

Sep.Underflow.m3.hr -3.7 6.31 -0.36017 1.56 

React.Cool.Temp.C -0.1 1.12 0.00142 0.15 

Product.G.mole.Pct -1.1 0.53 0.00329 0.26 

Hourly.Cost -38.5 134.78 3.79610 20.08 

Figure 5.  Probability Distribution of Percent Deviation (e) for a Change in Reactor Pressure to 2700 kPa. 

The horizontal axis is the percent error, and the vertical axis is the probability of deviation. 

Another scenario considered was disturbance rejection for which a stuck valve 

condition was created.  In this scenario, the valve controlling the flow of cold water to the 

reactor was rendered “stuck” in the closed position.  The figure shows that when the 

cooling valve malfunctions, the wireless network impacts the performance of all process 

variables especially stripper inventories.  In this case, an update rate limitation of the 

Modbus/TCP server within the wireless gateway could be considered a root cause for 

deviations reported by the plant simulator; however, this would be a legitimate concern 

for network control integrators and indicates the need for careful study of all system 

components prior to a wireless network deployment.   
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Figure 6.  Time Series Evaluation for Change in Reactor Pressure.  

Legend: base=wired/ideal, and exp=wireless 

Table 3. Summary of % Difference from Baseline for Stuck Valve Scenario 

Variable Min Max Mean Std. Dev. 
Reactor.Pressure.kPa -0.7  1.0 -0.00399  0.2 

Reactor.Level.Pct -5.2 13.1 -0.05651  1.6 

Reactor.Temp.C -0.5  0.5 0.00003  0.2 

Sep.Level.Pct -11.1 28.8 -0.23135  6.6 

Stripper.Level.Pct -33.9 55.5 0.46037 19.9 

Sep.Underflow.m3.hr -2.7  6.0 -0.45053  1.5 

React.Cool.Temp.C -1.2  1.5 0.01762  0.5 

Product.G.mole.Pct -1.1  0.5 -0.01470  0.3 

Hourly.Cost -37.1 22.9 -1.56317 10.4 

VII. Future Work

The work presented here provides a workable prototype for the development of 

well-thought scenarios for studying wireless networks used by the process control 

industry.  As a prototype, areas of improvement are necessary for the development of 
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more accurate test scenarios that reflect the real world process control environments.  

Future iterations of the testbed will include the following elements: 

 RF channel emulation.  A channel emulator provides a means to recreate the

RF environment in a laboratory setting.  Conditions, such as interference,

propagation effects, and jamming can be applied to RF signals and the effects

on the physical process may be studied.

 Calibration:  While steps were taken to overcome calibration error

uncertainty, better current sensing circuits should be added to minimize the

possibility that sensing error contributes to deviations from baseline more than

the network.

 Actuators:  The current implementation of the testbed does not allow for

closed-loop control over wireless.  An objective of the testbed is to evaluate

the impacts of closed-loop control over wireless networks; therefore, wireless

actuators will be added to the testbed as they are made available.

 Timestamps: Timestamp allows for improved signal processing, such as

interpolation and extrapolation.  Timestamping is not available with the

current Modbus/TCP interface to the controller.  Using another industrial

interface would allow for more advanced signal processing, such as predictive

filtering and model-based control.

VIII. Conclusions

A testbed for the study of chemical process control was constructed for the 

purpose of studying the effects of wireless network performance on the control of 

physical processes.  The Tennessee Eastman chemical reactor process was chosen as a 

genuine example of a real-world manufacturing process using a model that has been 

widely accepted by researchers and practicing engineers.  The testbed implements a 

hardware-in-the-loop architecture by incorporating a simulation of the plant process and 

decentralized controller with an IEEE 802.15.4 TDMA-based wireless sensor network for 

measured variables and a wired factory automation network for manipulated variables.  

In addition, the testbed provides the ability to recreate the RF environment unique to any 

factory and measure the performance impacts of the RF environment on both the wireless 

network as well as the performance of the physical process.  Time series data of 

measured process variables and performance metrics of the physical process were 

collected to demonstrate the impact of a wireless sensing network on factory 

performance.  Preliminary results were collected without the RF emulation capability in 

place.  These results demonstrate the capability of the testbed to generate and collect 

plant-centric sensor data for process control and performance evaluation.  Future data 

will include RF channel emulation of the plant environments.  
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SOURCE CODE 

All software code for the TE simulator may be found at the tesim GitHub 

repository by visiting http://www.github.com/usnistgov/tesim.  Researchers are 

encouraged to reuse the software for their own investigations. 

DISCLAIMER 

Certain commercial equipment, instruments, or materials are identified in this 

paper in order to specify the experimental procedure adequately. Such identification is 

not intended to imply recommendation or endorsement by the National Institute of 

Standards and Technology, nor is it intended to imply that the materials or equipment 

identified are necessarily the best available for the purpose. 
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Abstract – Virtual Machines (VMs) constitute the primary 

category of resources to be protected in virtualized 

infrastructures. Out of the two types of protection for VMs – 

Host-level and Network-level – it is the approaches for the 

Network-level protection that are different in virtualized 

infrastructures as compared to those for non-virtualized 

environments. This is due to the fact that the VMs are end 

nodes of a virtual network as opposed to being end nodes of a 

physical network. In this paper, we provide a detailed analysis 

(in terms of advantages and disadvantages) of some of the key 

approaches for two Network-level protection measures for 

virtualized infrastructures – Network Segmentation and 

Traffic Control using Firewalls. The choice of these two 

Network-level protection measures is due to the fact that they 

form the foundation for the network configuration of the entire 

virtualized infrastructure. We also provide the overall 

conclusions from the analysis in the form of recommended 

deployment choices based on approaches for these two 

network-level protection measures for securing VMs. 

Keywords - Virtual Machine; VLAN; Hypervisor; VXLAN; 

Virtual Firewall. 

I. INTRODUCTION

     Virtualized hosts (also called hypervisor hosts) are 

increasingly deployed in data centers because of efficiency, 

scalability and cost considerations. The virtualized 

infrastructure resulting from the deployment of virtualized 

hosts has three main categories of components - Hypervisor 

Software, Virtual Machines (VMs) and Virtual Networking 

components such as Virtual Network Interface Cards 

(vNICs), Virtual Switches and Virtual Firewalls.  

     Out of the three categories of components above, the 

VMs constitute the fundamental resource to be protected in 

a virtualized infrastructure, since they are the compute 

engines on which business/mission critical applications of 

the enterprise run. These VMs are virtual counterparts of 

physical servers and hence just like their physical 

counterparts, security for these VMs has to be provided 

through host-level and network-level measures. These 

measures may also vary depending upon whether the overall 

virtualized infrastructure (in which the VM resides) is used 

for in-house enterprise applications or for offering cloud 

services to external entities (e.g., Infrastructure as a Service 

Public Cloud). We provide a brief overview of the two types 

of protection mentioned above. (a) Host-level protections 

required for VMs include features for robust authentication, 

access using secure access protocols and secure session 

establishment. The mechanisms required for providing these 

features are no different for VMs compared to their physical 

counterparts (i.e., physical servers). (b) Network-level 

protections required for VMs are feature-wise similar to 

those that are required by their physical counterparts. 

However, the mechanisms or approaches required for 

providing these protections are different due to the fact that 

the VMs are end nodes of a virtual network as opposed to 

being end nodes of a physical network. 

     For any type of datacenter infrastructure (virtualized or 

non-virtualized), there is a general consensus that the 

following are some of the key Network-level protection 

measures [1]. They are: (a) Network segmentation or 

isolation, (b) Traffic control using firewalls, (c) Creating 

Redundant communication pathways, and (d) Traffic 

Monitoring and Prevention using IDS/IPS. 

     Out of the above four network-level protection measures, 

the first two - Network Segmentation and Traffic Control 

using Firewalls - form the foundation for the network 

configuration of the entire virtualized infrastructure. Hence, 

in this paper, we have chosen to focus on different 

approaches or mechanisms used for these two network-level 

protection measures, by performing a detailed analysis of 

the advantages and disadvantages of each of the approaches.  
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     Before we describe the organization of the rest of the 

paper, a few observations regarding our chosen network-

level protection measures in the context of virtualized 

infrastructure are in order. In a virtualized infrastructure, the 

distinguishing networking environment is the virtual 

network. Hence the network segmentation approaches 

discussed in this paper have to involve some virtual network 

components such as virtual switches. Similarly, a viable 

approach for traffic control using firewalls has to use a 

virtual firewall instead of a physical firewall. In Section II, 

we focus on two network segmentation approaches and 

discuss the advantages and disadvantages of each. Control 

of virtual network traffic using two different types of virtual 

firewalls and the advantages and disadvantages of each are 

analyzed in Section III.  In Section IV, we provide the 

overall conclusions from the analysis, in the form of 

deployment choices based on approaches for the two 

network-level protection measures for securing VMs.  

II. NETWORK SEGMENTATION IN VIRTUAL

NETWORKS 

     The approaches to network segmentation in the context 

of virtualized infrastructures are the same as those used in 

physical network with some variations (these variations are 

underlined in our description below): (a) Using a 

combination of firewalls – the firewalls used are virtual 

firewalls (as opposed to a physical firewall) and are 

implemented as Virtual Security Appliance (VSA) and 

hosted on security hardened VMs with multiple Virtual 

Network Interface cards (vNICs). Each vNIC may be 

connected to a different network segment [2]. (b) Isolated 

network segments created as logical segments on top of a 

physical network segment – one is the VLAN approach that 

is based on tagging packets and switch ports with a unique 

identifier called VLAN ID, and the other is overlay-based 

virtual networking technology that creates an overlay 

network by encapsulating packets with IDs depending upon 

the type of overlay technology. Both approaches (VLAN 

and Overlay) rely on the capabilities in virtual switches of 

the virtualized host.  

     The three approaches for network segmentation in 

virtualized infrastructures outlined above are discussed in 

Sections A, B and C below. After a brief description of each 

approach, an analysis of each approach is provided with the 

relative advantages and disadvantages. Where ever 

applicable, the distinct advantage of a particular approach is 

also brought out. 

A. Network Segmentation Using a Combination of Firewalls

Let us now consider a virtualized host with 4 VMs –

VM1, VM2, VM3 & VM4. We can form a network segment 

(say a DMZ) using two virtual firewalls, one each on any 

two VMs - say VM1 & VM4. These firewalls are VM-based 

Virtual Security Appliances residing on VMs defined with 

multiple vNICs – each one connected to a different network 

segment. The firewall in VM1 then will have one vNIC 

connected to an external network (say the public Internet) 

of the enterprise and  the other vNIC connected to the DMZ 

segment in the virtualized network within a virtualized host. 

Correspondingly the firewall in VM4 has to have one vNIC 

connected to the internal network of the enterprise and the 

other vNIC connected to the DMZ.  The vNIC connection to 

the DMZ (from both firewall VMs - VM1 & VM4)  is 

established by their pathway to an internal-only virtual 

switch. This internal-only virtual switch has no uplink 

connection to any physical NIC of the virtualized host and 

hence traffic from any VM connected to it cannot travel 

directly outside the virtual network segment (not to speak of 

outside the virtualized host). The internal-only switch can 

only forward traffic directly to VMs connected to it - say 

VM2 &, VM3. All incoming and outgoing traffic into the 

VMs connected to the internal-only virtual switch whose 

source/target is an internal/external network, has to go 

through the firewall in VM1 or in VM4. The firewalls in 

VM1 & VM4 thus form the gatekeepers for the virtual 

network segment (i.e., DMZ). 

A.1 Analysis

The advantages of network segmentation within the

virtualized network of a virtualized host using a 

combination of virtual firewalls are: (a) Simplicity of 

Configuration:  It can be configured with commodity 

firewall VSAs hosted on multi-vNIC VMs. (b) Flexibility 

within a Virtualized host: More than one isolated network 

segment can be created within the virtual network of the 

virtualized host by simply adding another firewall VM.  

     The limitations of this approach to network segmentation 

in a virtualized network are the following: (a) The logical 

network segment created inside a virtualized host can 

neither be extended to the physical network of the data 

center nor to the virtual network in another virtualized host 

(since segmentation is obtained by virtual firewalls inside 

the virtualized host). This makes the approach to network 

segmentation non-scalable. (b) A consequence of creating a 

non-scalable  network segment is that the migration of a VM 

in the network segment to any other virtualized host (due to 

96Copyright (c) The Government of USA, 2016. Used by permission to IARIA.     ISBN:  978-1-61208-460-2

CLOUD COMPUTING 2016 : The Seventh International Conference on Cloud Computing, GRIDs, and Virtualization

SP-155

Chandramouli, Ramaswamy. "Analysis of Virtual Networking Options for Securing Virtual Machines." Paper presented at the International Conference on Cloud Computing, GRIDs, and Virtualization (CLOUD COMPUTING 2016), Rome, Italy, Mar 20-Mar 24, 2016.



performance or availability or load balancing reasons) is out 

of the question, unless a network segment (with identical 

configuration) exists on the target virtualized host.  

B. Network Segmentation Using Virtual LAN (VLAN)

Technology

     The second approach to network segmentation in 

virtualized infrastructures is broadcast-containment 

networking technologies, such as VLAN. The requirement 

for this is that the hypervisor should have capabilities to 

define virtual switches that are VLAN-aware [3][4].  The 

segmentation is obtained by assignment of an identifier 

called the VLAN ID to one or more ports of a switch and 

connecting the VMs designated for that VLAN segment to 

those ports. VMs on one VLAN can only communicate 

directly with VMs on the same VLAN and a router is 

needed for communication between VMs on different 

VLANs [5]. Assignment of a VM to a particular VLAN can 

be based on the application tier it is hosting (e.g., Web 

Server, DBMS server, etc.) or the client to which the VM 

belongs (in cloud data centers). These VLAN-capable 

virtual switches (VS) can perform tagging of all packets 

going out of a VM with a VLAN tag (depending upon 

which port it has  received the packet from) and can route an 

incoming packet with a specific VLAN tag and MAC 

address to the appropriate VM by sending it through a port 

whose VLAN ID assignment equals the  VLAN tag of the 

packet. An example of a VLAN-based virtual network 

segmentation inside a virtualized host is given in Figure 1. 

B.1 Analysis

The advantages of a VLAN-based network segmentation

approach are: (a) Network segments can extend beyond a 

single virtualized host (unlike the segment defined using 

virtual firewalls) since the same VLAN ID can be assigned 

to ports of virtual switches in different virtualized hosts. (b) 

The number of network segments that can be configured is 

reasonably large since a single virtual switch can typically 

support 64 ports and the 12-bit VLAN ID address space 

enables creation of 4000 VLAN segments. 

     The disadvantages of VLAN-based network 

segmentation approach are: (a) The configuration of the 

ports in the physical switch attached to a virtualized host 

must exactly match the VLANs defined on the virtual 

switches inside that virtualized hosts. This results in tight 

coupling between virtual network and physical network of 

the data center.  The consequence of this tight coupling is 

that the port configuration of the physical switches has to be 

frequently updated since the VLAN configuration of the 

virtual network of the attached virtualized host may 

frequently change due to migration of VMs among VLANs 

as well as among virtualized hosts. (b) Another consequence 

of frequent migration of VMs among VLANs, as well as 

among virtualized hosts is that the VLAN configuration of 

ports in the physical switch may not match with that of the 

connected virtualized host. This may result in a situation 

where a particular hypervisor (or a virtualized host) may end 

up processing messages for every VLAN on the network, 

even when it is not hosting any active VM belonging to that 

VLAN [6] and (c) Segments created using broadcast-

containment technologies cannot be allowed to have a large 

span since they will result in greater traffic in the overall 

data center due to multicast and broadcast traffic. But 

greater VM mobility (due to load balancing and availability 

reasons) may require VLANs with a large span resulting in 

an undesirable phenomena called VLAN sprawl [6].  

C. Network Segmentation Using Overlay-based Virtual

Networking Technology

     In the VLAN-based approach, the logical network 

segments were created on a physical LAN using portgroups 

of virtual switches inside virtualized hosts. These logical 

network segments did span multiple virtualized hosts. The 

total number of these segments possible is limited to around 

4000 due to the 12 bit address space of VLAN ID. Another 

limitation is the lack of independence between the physical 

and virtual networking infrastructure, since the port 

configuration of the physical switches attached to the 

virtualized hosts have to be consistent with the VLANs 

defined on the port groups of virtual switches inside those 

virtualized hosts. The overlay-based virtual networking 

approach to network segmentation overcomes these two 

limitations in the following two ways [7].  
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Figure 1 - VLAN-based Network Segmentation 

(a) Overlay-based virtual networking technologies have a

larger address space enabling larger number of virtual

network segments. An example is the 24 bit VXLAN ID of

the VXLAN overlay scheme that can enable 16 million

virtual network segments to be defined, and (b) The overlay

schemes by their definition, create a logical Layer 2 network

(called the overlay network) over the physical Layer 3

backbone of the data center  (called the underlay network).

Since this scheme does not warrant any modifications to the

physical network, it provides physical-logical network

independence. As already alluded to, overlay-based virtual

networking schemes achieve segmentation by creating a

logical Layer 2 network over the physical Layer 3 network.

The overlay network is created by encapsulating a native

Layer 2 packet with another Layer 2 identifier. There are

three common encapsulation schemes – VXLAN, GRE and

STT [8].

    Let us now look at the encapsulation process in VXLAN 

[9] through components shown in Figure 2. The Ethernet

frame  originating from a VM, that just holds the MAC

address of the destination VM is encapsulated in two stages: 

(a) First with the 24 bit VXLAN ID (virtual Layer 2 (L2)

segment) to which the sending/receiving VM belongs and

(b) Second, with the source/destination IP address of the

VXLAN tunnel endpoints called VTEPs. [10]. VTEPs are

logical network endpoints (nodes) for the encapsulated

VXLAN packets and they reside in the kernel of a

hypervisor. A VXLAN-encapsulated packet originates at the

VTEP in the kernel of the hypervisor where the source VM

resides (carrying the VTEP’s address as the source IP

address) and terminates at the VTEP in the kernel of the

hypervisor where the destination VM resides (carrying this

VTEP’s address as the destination IP address). Thus, we see

that VXLAN encapsulation enables creation of a virtual

Layer 2 segment that can span not only different hypervisor

hosts but also different IP subnets within the data center.

C.1 Analysis

The advantages of  a network segmentation approach

based on Overlay-based networking technology are: (a) 
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Figure 2 – Overlay-based Virtual Network Segmentation 

Because of independence between the virtual network and 

the physical network, there is greater VM mobility 

compared to a VLAN- based virtual network environment, 

(b) The physical-logical network independence, together

with the bigger overlay segment ID address space (e.g., a

VXLAN ID is 24 bits as opposed to 12 bit VLAN ID

allowing for 16 million segments compared to 4096 for

VLAN), makes the overlay based network segmentation

infinitely scalable. Another factor contributing to scalability

of the overlay scheme is that the encapsulating frame is an

IP/UDP packet. Hence, the number of virtual network

segments is limited only by the size of IP subnets that can be

defined within the data center and not by the number of

ports in virtual switches as in the case of VLAN-based

network segmentation.  Further, by using internal, non-

routable IP addresses for VMs (using DHCP and NAT

capabilities) running within virtualized hosts, the number of

virtual networks that can be realized is even higher and (c)

The VLAN scheme uses the Spanning Tree Routing

Protocol to forward packets, VXLANs can use the ECMP

protocol of Layer 3 [11], thus efficiently utilizing all

available network links in the network fabric of the data

center.

    The disadvantage of a network segmentation approach 

based on Overlay-based networking technology  is that it 

requires large mapping tables in each virtual switch level in 

order to generate overlay packets – since the MAC address 

of the destination VM could be located in any IP subnet and 

any host in the data center.  Building these mapping tables 

using just a flooding technique is inefficient. Hence, a 

control plane needs to be deployed in the virtualized 

infrastructure to populate the mapping tables for use by the 

overlay packet generation module in the hypervisor. This 

creates an additional layer of control and adds to the 

complexity of network management [11]. 

III. TRAFFIC CONTROL IN A VIRTUAL NETWORK

     Traffic control in a virtual network can be performed 

using either a virtual firewall or a physical firewall. 

However, in a virtualized infrastructure, the computing 

nodes (whose incoming/outgoing traffic needs to be 

controlled) are VMs and are end nodes of a virtual network. 

Hence, the deployment of a physical firewall will require the 

traffic from the virtual network to be diverted into the 

physical network (where the physical firewall resides) and 
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then back into the virtual network. This extra route travelled 

by communication packets will result in latency and 

consequently reduced performance of applications hosted on 

VMs. Hence, in this paper, we consider only virtual 

firewall-based solutions for traffic control in virtual 

networks for securing VMs. 

     Earlier in this paper (Section 2), we saw that two or more 

virtual firewalls can be used to create network segments in a 

virtual network. Since the focus of this Section is on traffic 

control, we are going to analyze the use of virtual firewalls 

only for controlling inter-VM traffic. 

     Inter-VM traffic can be of two kinds: the traffic between 

two VMs residing on the same virtualized host (either 

connected to the same or different virtual switches) and 

traffic between two VMs hosted on different virtualized 

hosts. Traffic between two VMs residing on the same 

virtualized host can only be enabled  if each VM has at least 

one vNIC (a VM can have multiple vNICs just like a 

physical server can have multiple physical network interface 

cards or network adapters) connected to a common virtual 

switch. This is due to the fact that two virtual switches in a 

virtualized host cannot be connected to each other. 

Although, theoretically, a pathway between two VMs on the 

same virtualized host can be establishing by routing the 

traffic from one VM (say VM1) to the physical network 

(through one physical NIC) and back into the same 

virtualized host (through another physical NIC) to the target 

VM (say VM2), this is not a viable option in most 

situations, due to the latency issue referred to above. Of 

course, for enabling traffic between two VMs residing on 

two different virtualized hosts, the traffic has to travel from 

the virtual network (in the originating virtualized host) 

where the originating VM resides, through the physical 

network of the data center and back again into the virtual 

network of the target VM (in the target virtualized host). 

     Virtual firewalls come in two flavors: (a) VM-based – 

this class of virtual firewalls, comes packaged as a virtual 

security appliance on a specially-configured VM and (b) 

Hypervisor Kernel-based – this class of firewalls operates as 

a kernel loadable module in the kernel of the hypervisor. 

A. Traffic Control using VM-based Firewalls

A VM-based firewall, as the name indicates, is a firewall

software that runs in a VM. It can be installed as a software 

module on a guest VM already running in a virtualized host 

or it can be packaged as a virtual security appliance on a 

specially prepared VM instance. Its location within the 

virtual network of a virtualized host is critical as its function 

is to monitor, drop or forward packets between sets of VMs 

belonging to different security zones. This is the reason that 

this class of firewalls is called bridge-mode firewalls as it 

also acts as a bridge between zones (since the only link 

between VMs connected to two different virtual switches is 

through a VM with vNICs connected to both virtual 

switches). 

A.1 Analysis

The advantage of VM-based firewall for traffic control is

that since it is available as a Virtual Security Appliance, it is 

easy to deploy and configure in a virtualized host. Its initial 

location within the virtual network of the virtualized host is 

relatively easy as it is dictated by the layout of the security 

zones based on the various virtual switches and this type of 

firewall only monitors and filters packet flows between one 

virtual switch and another. 

     The disadvantages of VM-based firewalls are: (a) It 

cannot monitor and filter traffic flowing between two VMs 

connected to the same virtual switch, (b) Its performance is 

limited by the number of virtual CPU cores allocated to the 

VM it is residing or packaged in, and (c) All traffic flowing 

into and out of all portgroups and virtual switches associated 

with zones pertaining to this firewall, has to be redirected to 

this firewall causing unnecessary traffic (a phenomena 

called Traffic Trambones [12]). 

B. Traffic Control using Hypervisor Kernel-based Firewalls

Hypervisor kernel-based firewalls are also called

hypervisor-mode firewalls and VM NIC firewalls. These 

firewalls install as a hypervisor module along with a VSA, 

the latter used purely for initial configuration (and re-

configuration) for the hypervisor module. Hence, the main 

firewall functions of monitoring and packet filtering are 

done in the hypervisor kernel-module with the VM hosting 

the VSA portion playing the role of a Control or Service 

VM. Logically residing between a VM vNIC and the 

hypervisor virtual switch, this type of firewall provides a 

vNIC-level firewall enforcement point for traffic to and 

from VMs. Thus they can be used for selectively protecting 

a given subset or all the VMs in a host or a cluster. Because 

of the visibility at the vNIC level, these firewalls can protect 

traffic flowing between two VMs connected to the same 

virtual switch, unlike the bridge-mode firewalls.  Another 

distinguishing feature of this type of firewalls is that the 

firewall does not require any changes 
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to the virtual network configuration inside a virtualized host 

(such as additional network pathways for redirecting traffic 

to the VM hosting firewall) or modification to IP addresses 

of VMs. 

B.1 Analysis

The advantages of hypervisor kernel-based firewalls are:

(a) Their performance is of an order of magnitude much

higher than bridge-mode firewalls since they perform packet

inspection from within the kernel at native hardware speeds

rather in a VM where the performance is limited by the

capacity of virtual CPU allocated to it [13], (b) These

perform monitoring at the VM NIC (vNIC) level and hence

all firewall rules (or ACLs) and state are logically attached

to the VM interface. Hence these rules and state move with

the VM when it migrates from one virtualized host to

another, thus providing continuity of security protection for

a VM irrespective of its location [12], and (c)

Implementations that support firewall rules at a higher level

of abstraction than IP addresses or ports, can be used to

filter packets at data center, host cluster and port group

levels.

     The disadvantages of hypervisor kernel-based firewalls 

are: (a) This class of firewalls works as a managed kernel 

process and is therefore neither a VM resident program nor 

is part of the virtual network of the hypervisor. Hence 

conventional management tools having access only to VMs 

or virtual networks cannot be used to monitor this class of 

firewalls and (b) Some of the implementations of this class 

of firewall support only 5-tuple based rules (Source and 

Destination IP Address, Source and Destination Ports and 

Protocol). They do not support higher level abstractions 

such as Security Groups, Zones or Containers. However, 

some of the latest offerings do support firewall rules based  

On higher level abstractions and flow statistics as well. 

IV. SUMMARY & CONCLUSIONS

    In this paper, we performed a detailed analysis of two 

network segmentation approaches and two virtual firewall 

types for the protection of VMs in virtualized 

infrastructures. Comparing the features of the two network 

segmentation techniques, we find that the only distinct 

advantage that overlay-based network segmentation (such as 

VXLAN) holds over the VLAN-based approach is its 

infinite scalability. Hence, unless the number of VMs in the 

data center is in the order of thousands, the VLAN-based 

approach provides a satisfactory outcome in terms of 

performance and for meeting the goal of securing VMs. 

Because of this, the VLAN approach is economically 

justifiable in many environments. Further justification 

comes from the fact that overlay-based network 

segmentation schemes require sophisticated virtual switches, 

large mapping tables and the overhead of creating a control 

plane using SDN controllers. 

     Analyzing the relative advantages and disadvantages of 

the two firewall types – VM-based and hypervisor kernel-

based – we find that the hypervisor kernel-based firewall is 

superior to the VM-based one in terms of three features. 

They are: (a) Performance (executes in the hypervisor kernel 

instead of in a VM), (b) Reduced network traffic (no 

diversion of traffic needed from various switches to the VM 

hosting the firewall) and, (c) Firewall rules are associated 

with the VM interface (since it is placed between a VM NIC 

and the virtual switch) and move with VM. The third feature 

is very critical from the point of view of the security of the 

VM, since it provides continued protection to it even when 

it migrates to different virtualized hosts or host clusters 

within the data center, without any additional re-

configuration. It is this overwhelming security assurance 

feature that makes the hypervisor kernel-based firewall, the 

security software of choice in many virtualized 

infrastructures. 
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Abstract—End-to-end latency is critical to many distributed
applications and services that are based on computer networks.
There has been a dramatic push to adopt wireless networking
technologies and protocols (such as WiFi, ZigBee, WirelessHART,
Bluetooth, ISA100.11a, etc.) into time-critical applications. Exam-
ples of such applications include industrial automation, telecom-
munications, power utility, and financial services. While per-
formance measurement of wired networks has been extensively
studied, measuring and quantifying the performance of wireless
networks face new challenges and demand different approaches
and techniques. In this paper, we describe the design of a
measurement platform based on the technologies of software-
defined radio (SDR) and IEEE 1588 Precision Time Protocol
(PTP) for evaluating the performance of wireless networks.

Key words—Software-defined Radio, IEEE 1588 Precision Time
Protocol, end-to-end latency, hardware time-stamp, out-of-band
method

I. INTRODUCTION

End-to-end latency is critical to many distributed appli-
cations and services that are based on computer networks.
Examples of such applications include industrial automation,
telecommunications, power utility, and financial services. In
particular, the capability of precise timing and time synchro-
nization is of paramount importance for industrial control
networks [1]. In addition, for applications such as Voice
over Internet Protocol (VoIP) and stream videos, correct tim-
ing behaviors are extremely important to their (perceived)
performance. As traditional applications can tolerate tens of
milliseconds of end-to-end latency, modern real-time precision
control and algorithmic trading are sensitive to latency of
microseconds or even sub-microsecond. Given the growing
demands for lower latency, higher time resolution, and more
accurate timing, it becomes essential to measure end-to-end
latency with such precision and accuracy.

At the same time, there has been a dramatic push to
adopt wireless networking technologies and protocols (such
as WiFi, ZigBee, WirelessHART, Bluetooth, ISA100.11a, etc.)
into industrial control networks [2], [3]. There are two main
reasons for such a development. One is the cabling (both
material and labor) cost. For instance, a reasonable power
utility management system typically includes thousands of
measured relay nodes, and the use of any wired technology
such as Ethernet will incur high wiring and installation costs
[4]. In addition to the cabling cost, there are applications and

scenarios that render any wired configuration and deployment
infeasible, such as mobile nodes and nodes operating in
hazardous environments. In such cases, wireless technologies
and autonomous deployment are the only feasible options.

While performance measurement of wired networks has
been extensively studied, measuring and quantifying the per-
formance of wireless networks face new challenges and de-
mand different approaches and techniques. For instance, dis-
turbances or noise affecting timing precision incurred during
wireless communications should be mitigated as much as
possible. One major component of the disturbances is incurred
in either the Medium Access Control (MAC) or the Physical
(PHY) layer of the protocol stack. It has been argued that so
long as the performance metrics, such as one-way delay and
jitter, can be precisely measured in the lower protocol layers,
performance evaluation at the higher layers, such as quality of
service and real-time constraints, can be facilitated [5].

In addition, although the activity of performance mea-
surement for both wired networks and wireless networks
shares certain common concerns (e.g., real-time response and
determinism), wireless networks impose additional challenges
(e.g., multi-path fading and Inter-Symbol Interference (ISI)).
Therefore, how to precisely measure the arrival time (or the
departure time) of a packet becomes the fundamental issue of
getting precise time information in wireless networks.

There exist efforts such as [4] that used hybrid networks
to achieve time synchronization between wired and wireless
networks, and [6] that applied Network Time Protocol (NTP)
to measure the time information between nodes in wireless
networks. These efforts are based on the technique of software
time-stampers. In comparison to hardware time-stampers [7],
these solutions result in either imprecise synchronization per-
formance or coarse accuracy on time-related parameters (e.g.,
jitter and latency).

In this paper, we describe the design of a measurement
platform based on the technologies of software-defined ra-
dio (SDR) and IEEE 1588 Precision Time Protocol (PTP)
for measuring and evaluating the performance of wireless
networks (including wireless sensor networks). By evaluating
the performance metrics described in the paper, application
behaviors based on robust time synchronization could be better
quantified and evaluated.

We proceed in the next section to describe the GNU
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Radio software-defined radio platform and the accompanying
Universal Software Radio Peripheral (USRP). The SDR-based
measurement platform is described in Section III. Section IV
describes the software timestamping mechanism implemented
in the IEEE 802.11 WiFi protocol and the IEEE 802.15.4
ZigBee protocol, respectively. Section V depicts the hardware
platform used to prototype the timestamping mechanism.
Demonstrations of running the wireless protocols of WiFi
and ZigBee to generate timestamps are also presented. The
proposed implementation of a hardware Time-Stamping Unit
(TSU) within the Field Programmable Gate Array (FPGA) of
USRP is described in Section VI1. Section VII concludes the
paper with future research activities.

II. OVERVIEW OF GNU RADIO AND USRP

Fig. 1. Wireless communications with GNU Radio and USRP

GNU Radio is a collection of open source software which
includes most wireless protocols and necessary modules for
radio engineering and signal processing. The physical wave
signals transmitted and received are defined by software and
implemented on USRPs. Fig. 1 depicts how USRP and GNU
Radio work together. The GNU Radio software library only
executes on the personal computer (PC), and the USRP moth-
erboard consists of some functionality in hardware, such as
signal interpolation/decimation, Analog-to-Digital Converter
(ADC)/Digital-to-Analog Converter (DAC), as well as Digital
Up Converter (DUC)/Digital Down Converter (DDC). Further-
more, for transmission and reception in different frequency
bands, different choices of daughterboards become necessary.
For example, if we are conducting an experiment for 802.11
in the 2.4 GHz band, a specific daughterboard for operating
in 2.3-2.9 GHz is required. Fig. 2 depicts the roles that
both USRPs and GNU Radio play in a Transmission Control
Protocol/Internet Protocol (TCP/IP) stack.

1Implementation of the hardware TSU has not been completed yet. We
present a high level design with specific FPGA modules identified where the
hardware TSU could be implemented.

Fig. 2. The roles of GNU Radio and USRP in the TCP/IP stack

SDR is the other critical technology used in our proposed
platform. In the following, we introduce the specific SDR
platform, USRP and GNU Radio, we propose to use in our
design. USRP is a platform for developing software radios,
which has been developed in both computer-hosted form and
embedded form. For this project, we choose the computer-
hosted form. USRPs are controlled with open source drivers
USRP Hardware Driver (UHD) and connected to a PC (for
computer-hosted form) with either a Universal Serial Bus
(USB) or a Gigabit Ethernet link so that radio protocols or
algorithms can be designed and executed on a PC while the
data are transmitted and received by the USRPs. USRPs are
usually developed with the GNU Radio software suite to de-
sign complex software-defined radio systems. We selected one
of the X series, USRP X310, as the platform for our testbed,
which provides higher dynamic range and bandwidth, as well
as a Multiple Input Multiple Output (MIMO) expansion port.

III. MEASUREMENT PLATFORM

Fig. 3. Architecture of measurement platform

In this section, we describe the architecture of the proposed
measurement platform and how we evaluate the results. The
section is divided into (1) system architecture, (2) the design
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of an Adapting Gateway (AG) (a wireless component using
USRP and a wired component using syn1588 R© Peripheral
Component Interconnect Express (PCIe) Network Interface
Card (NIC), (3) integration of the wireless and the wired
portions, (4) use of wireless communication protocols, and
(5) performance measurements.

A. System Architecture

To evaluate the performance of wireless networks we focus
on time-related metrics, such as one-way delay and jitter.
To obtain precise measurement of such information, it is
critical to obtain the precise timestamp of packet arrivals and
departures in the appropriate protocol layer(s). Fig. 3 presents
the architecture which also depicts how the measurements are
performed.

The idea depicted in Fig. 3 is to evaluate any two nodes in
a wireless network (the upper network) with a condition that
the two nodes are synchronized by using a synchronization
network (the lower network). In the architecture, there are
two networks and each plays a different role. The upper
network is the target wireless network to be measured, termed
WNUM (Wireless Network Under Measurement). Any pair of
measured nodes (e.g., P1 and P2 in the Fig. 3) in the WNUM
may be selected and the performance such as latency, jitter, and
one-way delay between the nodes may be obtained. The lower
network is a PTP-based synchronization network responsible
for synchronizing the clocks on the selected pair of nodes in
the WNUM to a grand master traceable to, for instance, GPS
(Global Positioning System) time.

In the PTP-based synchronization network, slaves (S1 and
S2) selected to perform synchronization are actually part of
their respective Adapting Gateways, which adapt an Ethernet
network to a specific wireless network. For example, a gateway
for measuring the performance of a ZigBee network is an
Ethernet-ZigBee AG. The reason why measured nodes and
slave nodes need to be integrated into one device is our
proposed use of IEEE 1588 to synchronize S1 and S2. IEEE
1588 can guarantee the synchronization performance within
sub-microsecond or less over Ethernet, so the arrival time and
the departure time of each packet delivered from one end of the
selected pair to the other end can be precisely measured. This
specific AG for measuring wireless networks will be designed
as depicted in Fig. 4. Inside the AG, there is a clock, which
should be with high enough quality such as Oven-Controlled
Crystal Oscillator (OCXO). This clock, located on the syn1588
PCIe NIC, will be synchronized to a grand master using IEEE
1588 via the syn1588 PCIe NIC, and, in the meantime, be a
time source for drawing precise timestamps through USRP. In
Fig. 4, we only consider one direction, either in a transmission
or a reception. If the measurement requirements demand both
directions, due to the asymmetric propagations of wireless
communications, two antennas with daughterboards on each
USRP become necessary.

B. Adapting Gateway (AG)

The functionality of AG can be divided into two compo-
nents: one module to connect a wireless network (WNUM)
and one to connect an Ethernet network (an PTP-based syn-
chronization network).

Fig. 4. Adapting gateway (AG)

1) Design of AG at wireless portion by using USRP: A
USRP X310 is connected to a PC and equipped with two
SBX 400-4400 MHz Rx/Tx daughterboards for receiving and
transmitting wireless signal in the 400-4400 MHz band. Pop-
ular wireless technologies such as WiFi and ZigBee operate
in this band. By programming new FPGA hardware modules
for generating hardware timestamps while converting baseband
signals to digital format, the customized USRP X310 also
functions as a precise hardware time-stamper for the events
of the packet arrival and departure in a wireless network.

2) Design of AG at wire portion by using syn1588 PCIe
NIC: Since the clock on an AG directly affects the quality of
the timestamp that USRP generates, synchronization between
the node pair selected for measurement is extremely important.
We use PTP to meet the necessary synchronization between
the clocks on the chosen node pair in the WNUM. One
syn1588 PCIe NIC plays the role of synchronizing to a grand
master with PTP. Based on the results of our preliminary
work, synchronization can achieve a precision on the order
of hundred-nanosecond or better.

3) Integration of wireless and wired portions: However,
two issues arise when a wired portion and a wireless portion
are integrated. One issue is how USRP X310 and syn1588
PCIe NIC can share the same clock in an AG, and the other
is how to coordinate these two components in a consistent
manner. We propose to develop a software-based solution
using Inter-Process Communication (IPC). There will be four
processes running in Linux on the host computer to access
both USRP X310 and syn1588 PCIe NIC, respectively. The
first process, written with GNU Radio in Python, implements
certain targeted protocols, e.g., 802.11, ZigBee, etc. The
second process accesses syn1588 PCIe NIC so that the internal
OCXO can be precisely synchronized to a grandmaster. The
third process draws timestamp information from the USRP
X310. The last process will be an application program for
accessing timestamp information on the two nodes of the
selected pair in WNUM, so as to generate the performance
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indices of latency, jitter, and one-way delay to evaluate the
WNUM.

IV. SOFTWARE TIMESTAMPING IN GNU RADIO WIRELESS
PROTOCOLS

In this section, we identify the specific blocks in the signal
flow graphs where the software timestamping mechanism is
implemented for WiFi and ZigBee, respectively. All these flow
graphs were created with the GNU Radio Companion (GRC),
a graphical user interface to GNU Radio.

A. IEEE 802.11 WiFi

Figs. 5 and 6 are the signal flow graphs

Fig. 5. Flow graph of IEEE 802.11 Tx Path

Fig. 6. Flow graph of IEEE 802.11 Rx path

B. IEEE 802.15.4 ZigBee

Fig. 7. Flow graph of IEEE 802.15.4 (ZigBee) Tx path

Fig. 8. Flow graph of IEEE 802.15.4 (ZigBee) Rx path

V. TIMESTAMPING TESTBED AND DEMONSTRATION

Fig. 9 and Fig. 10 depict the execution traces of timestamp
generation while communicating via the IEEE 802.11 WiFi
protocol and the IEEE 802.15.4 ZigBee protocol, respectively.
For WiFi Tx, timestamps are generated in the block of “OFDM
Parse MAC” of both Tx and Rx nodes. For ZigBee, timestamps
are generated in the block titled “IEEE802.15.4 MAC” in both
the Tx and Rx nodes.

VI. HARDWARE TSU IN THE USRP’S FPGA

Conceptually, hardware TSUs should be implemented, along
the signal path, as close to the physical network interface (to
the connection wire for wired networks or to the antenna for
wireless networks) as possible to mitigate timing uncertainty.
In the context of USRP, this is depicted by the two red
arrows in Fig. 11, one before the digital upconversion (DUC)
step in the transmitter chain and the other after the digital
downconversion (DDC) step in the receiver chain.

Fig. 11. Conceptual location of hardware TSU in USRP [8]

Since both DUC and DDC are implemented in the FPGA
on the USRP, the two red arrows in Fig. 12 correspond to the
two in Fig. 11 and depict the locations of the hardware TSUs
inside the FPGA of the USRP X310. Specifically, we propose
to develop (1) the Tx TSU module in-between the two existing
FPGA modules new_tx_control and duc_chain, and
(2) the Rx TSU module in-between the two existing FPGA
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Fig. 9. Timestamping demonstration over IEEE 802.11 (WiFi)

modules new_rx_framer and ddc_chain_x300 to gen-
erate the Tx and Rx timestamps, respectively.

Fig. 12. Proposed location of hardware TSU in USRP’s FPGA

To know the exact time at which to generate timestamps,
we need a “triggering” mechanism that causes the Tx TSU
module to generate a timestamp when a packet is about to be
transmitted. Similarly, by recognizing the triggering condition
for an incoming packet, the Rx TSU module generates the
arrival timestamp. In our implementation, a Sample preamble
is added, by the Sample Preamble Generator block in Fig.
5, before the Orthogonal Frequency-Division Multiplexing
(OFDM) preamble of each outgoing packet, as depicted in

Fig. 13. By recognizing the Sample preamble of an incoming
packet, an Rx timestamp is generated.

Payload
Sample 

preamble

OFDM 
preamble

Packet Header

Fig. 13. Adding sample preamble before OFDM preamble

VII. CONCLUSION

In this paper, we describe a measurement platform based
on the technologies of software-defined radio (SDR) and
IEEE 1588 Precision Time Protocol (PTP) for measuring and
evaluating the performance of wireless networks (including
wireless sensor networks). By evaluating the performance
metrics described in the paper, application behaviors based
on robust time synchronization could be better quantified and
evaluated. Work is in progress to complete the implementaion
of the hardware timestmper inside the FPGA of USRP X310.
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Fig. 10. Timestamping demonstration over IEEE 802.15.4 (ZigBee)
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Abstract. In this paper we report TDDB results on SiO2/SiC MOS capacitors fabricated in a 

matured production environment. A key feature is the absence of early failure out of over 600 

capacitors tested. The observed field accelerations and activation energies are higher than what is 

reported on SiO2/Si of similar oxide thickness. The great improvement in oxide quality and the 

deviation from typical SiO2/SiC observations are explained by the quality of the oxide in this study.  

Introduction 

Due to the better material properties of Silicon Carbide and the significant progress made by the 

SiC community in the last two decades, SiC power MOSFETs continue to gain acceptance in the 

power market and are considered the most prominent competitors to the widely used Si IGBT. The 

rapid expansion of the power market due to the implementation of clean and renewable energy also 

presents a unique opportunity for the SiC MOSFET. However, the integrity of the gate oxide 

remains an important concern for SiC MOSFET adoption.    

SiC MOSFET gate oxide breakdown reliability as measured by Time Dependent Dielectric 

Breakdown (TDDB) has made great progress as the technology matures [1-6]. However, while the 

intrinsic breakdown reliability has be shown to be good enough [2-6], a persistent early failure tail 

of the breakdown distribution remains a tough nut to crack. When this tail exists, it determines the 

failure rate of the SiC MOSFET, not the intrinsic distribution and the resulting projection is not 

good. This is because reliability is about the low percentile failures, not the 63% failure time. An 

added challenge of this early failure distribution is that it can only be investigated properly with a 

large sample size. After all, one cannot say much about the 1% or less failure behavior without 

testing 100 devices or more. In this study, we report for the first time TDDB result with no early 

failure from over 600 SiC MOS capacitors. The extracted electric field and temperature 

accelerations from these devices are steeper than those observed in thick SiO2 on silicon devices [7-

12].  

Experimental Setup 

A home-built massively parallel reliability test system was used in this study in order to achieve 

the statistics required for high accuracy of TDDB lifetime projections [13] and to properly address 

the early failure distribution if exists. Fig. 1 shows the wafer level test system incorporating many 

miniaturized probe stations each with a testing capacity of 100 probe pins and all the associated 
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source and measure electronics. They were designed to provide a stress voltage up to ± 200V and a 

stress temperature up to 400 C.   
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Fig. 1 a) Illustration of the massively parallel reliability system b) view of different units in a single 

station 

 

TDDB data were collected from more than 600 nMOS SiC capacitors with a gate area of 40 x 

250 um2. The gate oxide is a thermally grown, 50 nm thick SiO2 fabricated in a matured production 

environment. Fifteen different TDDB stress conditions (8.2 MV/cm - 9.5 MV/cm, substrate 

injection mode, and 150oC - 300oC) were applied to groups of 50 devices each. 

 Results and Discussions 

Fig. 2 shows the cumulative failure distribution as a function of breakdown time for all measured 

devices in Weibull scale. While typical SiO2/SiC TDDB failure distributions encompass a large 

number of early failures [4, 5] resulting in bi-modal failure distributions, the Weibull distributions 

observed here show no signs of early failure. We like to emphasize that no censoring has been done 

to the data in Fig. 2. This absence of extrinsic 

failures is observed for the first time – an 

important milestone for SiC MOSFET 

technology.  

TDDB data from SiC devices is typically 

observed to be temperature independent over 

a wide range of temperatures [3, 5] and the 

activation energy is often reported to exhibit 

“extrinsic-induced” slope variations but 

remain field independent [2, 5, 6]. These 

observations are in agreement with the 

behaviors of SiO2/Si system when the oxide is 

thick but not when the oxide is thinner [7-12].  

In general, most TDDB data for thick 

oxide in both SiO2/Si and SiO2/SiC systems 

show significant early failure populations. 

Such early failure population can seriously 

affect the extraction of characteristic lifetime 

as well as the extraction of the field 
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dependent activation energy as well as the temperature dependent field acceleration of breakdown 

time. Using better quality samples, Kaczer et al. showed a clear oxide thickness effect on 

temperature acceleration [14]. It is expected that the effect of temperature should be weaker in thick 

oxide but not absence. Data shown in figure 2 is rare for thick oxide. The absence of early failure 

allows the temperature effect to be studied cleanly. 

Fig. 3.a) shows the measured lifetimes at different stress fields and four different stress 

temperatures. In contrast to SiC TDDB data over the last decade, the field acceleration factor is 

clearly temperature dependent.  
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Fig. 3 a) Measured TDDB lifetime at different temperatures b) Corresponding field acceleration 

exhibiting temperature dependence (Not typically observed in SiC)   

     

Fig. 3.b) shows the variation of the field acceleration with temperature. It is clearly linearly 

proportional to the inverse of the temperature (the linear fit is γ = b/T + C ). The extracted slope of 

field acceleration is higher than the value reported for Si devices with much lower thickness [7]. 

Since thicker oxide is expected to have weaker temperature effect, this is a surprising result. 

At 9 MV/cm and above, the recorded lifetime is comparable to reported for silicon devices [7-

12]. The higher field acceleration, however, make the lifetime of our SiC device much longer than 

silicon devices at lower field. This is completely counter-intuitive because the electron tunneling 

barrier (from substrate for the stress conditions reported here) for SiC device is lower than Si device 

(2.7eV vs 3.1 eV), which should result in much shorter lifetimes. Given such results, our first order 

of business is to careful examine our test conditions to eliminate any possible experimental errors 

and we are sure that there are no experimental artefacts.  

For characteristic lifetime extraction, proper treatment of the early failures is to model the whole 

data set as joint distributions [15]. However, this is almost never done for TDDB data of thick oxide 

in the literature [7-12]. Failure to do so seriously underestimates the true intrinsic lifetime. This is 

perhaps the main reason for the surprising result of our SiC device better than Si device in terms of 

breakdown lifetime. 

Similar to temperature dependent field acceleration, field dependent temperature acceleration (or 

temperature activation energy) study can also benefit from the exceptionally clean data of figure 2. 
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Fig. 4 a) Measured TDDB lifetime at different oxide fields b) Corresponding activation energy 

exhibiting field dependence (Not typically observed in SiC)   

 

Fig. 4.a) shows the measured lifetimes at different stress temperatures and different fields. The 

change in slope at different stress fields is clearly illustrated in Fig. 4.b) where the field dependence 

of the activation energy is plotted. The activation energy of breakdown is reasonably linear to the 

oxide field. The extrapolation of the activation energy of breakdown into operation conditions 

results in an activation energy of breakdown of 3.1eV at E = 3 MV/cm. This is also rather high 

comparing to the silicon value [10]. These observations of strong temperature effect for our thick 

oxide samples are likely more than the result of clean data set. It is likely an intrinsic different 

between SiC substrate and Si substrate and further study is on-going.  

Conclusion 

TDDB with good statistics was performed on SiC MOS capacitors issued from a mature 

fabrication environment and no extrinsic failures were found in over 600 devices. The absence of 

early failure is a first time observation, at least for SiC MOS capacitors. The steep slope of field 

acceleration projects extremely high breakdown reliability at operation field even at 300C. Early 

failure is one of the few remaining obstacles in the road to SiC MOSFET commercial success. The 

proof that early failures can be largely eliminated, at least for capacitors, is a major milestone. 
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ABSTRACT 

 
This paper presents the results from the open flame, localized fire tests 

conducted on 6.17 m long, simply supported W16×26 beam specimens. The cross 
sections at midspan (i.e., expected plastic hinge zone) of the beam specimen were 
directly exposed to the natural gas fire. Two different tests were conducted: (1) fire-
thermal tests to evaluate the effects of the prescribed heat release rates (HRR), 
provided by the 1 m2 natural gas burner, on the thermal responses of the specimen and 
(2) structural-fire test to evaluate the fire effects on the overall behavior and the load-
bearing capacity of the specimen. The test results indicated that the prescribed heat 
release rates from the burner affected the heating rate of the specimen. When the 
HRR-time relationship of the burner followed a step function, the fire-exposed region 
of the beam specimen was heated essentially linearly with increasing time of fire 
exposure. When the HRR was set to a target magnitude of 400 kW throughout the test, 
the fire-exposed region was heated nonlinearly until it reached a steady-state 
temperature condition. When the beam specimen was subjected to linearly increasing 
flexural loads at a maintained HRR of 700 kW, combined flexural and lateral torsional 
failure of the specimen was exhibited. The lateral deformations in the compression 
flange at the fire-exposed critical sections initiated at (124 ± 5) kN-m, which is 39% of 
the plastic moment capacity at room temperature. The peak moment capacity was (171 
± 9) kN-m (54 % of the plastic moment capacity at room temperature), while the 
maximum temperature was (642 ± 28) ˚C at the HRR of 700 kW. The test results from 
the present study can be used for developing or calibrating analytical models, which 
can be eventually used for evaluating the performance of structural members subjected 
to a localized fire. 

 
INTRODUCTION  

 
The 6.17 m long W16×26 beam specimens subjected to a localized fire were 

tested at the National Fire Research Laboratory (NFRL) [1] of the National Institute of 
Standards and Technology (NIST). The main objective of these tests was to 
commission the structural fire experimental measurement capabilities of the newly 
constructed laboratory. A secondary objective was to generate data set for validation 
of analytical models. The experimental tests were divided into two parts: the fire-
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thermal tests and the structural-fire test. The fire-thermal tests were intended to 
evaluate temperature-time responses of the steel beam specimen exposed to an open 
flame, localized fire with controlled heat release rates (HRR). No structural load was 
applied except the self-weight of the beam specimen. The structural-fire test was 
conducted such that the flexural loads and the open flame fire were applied to the 
critical sections (i.e., expected plastic hinge zone) of the specimen to evaluate the 
behavior and the flexural strength of the simply supported steel beam specimen.  
 
FIRE-THERMAL TEST 

 
Test setup, test protocol, and instrumentation layout 

 
Figure 1 shows the test setup under the exhaust hood (13.7 m ×15.2 m) in the 

NFRL structural fire test bay. The W16×26 beam specimen of ASTM A992 steel [2] 
was placed on seated connections which were bolted to the W12×106 reaction column 
assemblies. Nominal dimensions of the W16×26 and W12×106 shapes are provided in 
ANSI/AISC 360-10 [3]. The fuel delivery system consisted of two natural gas burners 
with a nominal flame zone of one square meter to provide heat release rate (HRR) up 
to 1.5 MW. The uncertainty in the HRR measurements with a natural gas burner is 
presented in Bryant et al. [4] and not presented here for brevity. The distance from the 
lower flange of the beam specimen to the strong floor was 1.6 m. The assembled 
burner was placed 1 m below the lower flange of the specimen.  

To evaluate the thermal behavior of the beam specimen and the reproducibility 
of the fire test in the NFRL, five individual tests were conducted on the same 
specimen under two different fire conditions provided by the natural gas burner. The 
first series of the tests was conducted by increasing the heat release rate in 100 kW 
increments approximately every 5 min (Tests 1 and 2); the second series of the tests 
utilized the heat release rate fixed at 400 kW throughout the test period (Tests 3, 4, and 
5). All of the five tests were terminated when any one of the thermocouples installed 
at the specimen indicated about 500 ○C.  

Test data included the heat release rate of the burner, temperatures, adiabatic 
surface temperatures (to characterize thermal exposure), and displacements of the 
beam specimen. For temperature measurements, a total of fifty-three, type-K, 24 
gauge thermocouples (tc) were installed at eleven different cross sections along the 
specimen length as shown in Figure 1. Four 25 mm linear position sensors were 
installed at 0.29 m from the beam ends to measure the axial displacements (thermal 
elongation). Two 50 mm linear position transducers were used to measure the vertical 
displacement induced by thermal bowing effects. For tests 3 through 5, four plate 
thermometers were installed to measure the adiabatic surface temperature at midspan 
of the beam specimen. A thermal imaging camera was used to record the spatial 
temperature distribution in the fire-exposed portion of the beam specimen.  
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Figure 1. Fire-thermal test setup and thermocouple layout 
 

Test results 
 
Figure 2 shows the heat release rate output from the burner for each test and the 

corresponding temperature changes at the fire-exposed zone of the specimen. 
Temperatures shown herein are the average values tc readings across sections 5, 6, and 
7 at five different locations through the section depth. Six thermocouple readings were 
used to obtain the average temperature of the upper and lower flange and three 
thermocouple readings were used for each web temperature in Figure 2. No permanent 
deformation of the beam specimen was observed in the heating or cooling phase of the 
fire.  
 

 
Figure 2. Heat input from the burner and steel temperatures at midspan† 

 
When a step function was used to increase the heat source (i.e., HRR from the 

burner), it took approximately 28 min after ignition to reach the maximum discrete 
temperature of 500 °C at the lower flange of the specimen at midspan. The coefficient 

                                                           
† The estimated expanded uncertainty (U) of the temperature data is 20 °C (confidence interval of 95%) 
with U determined from a combined standard uncertainty (uc = 10  °C) in the repeated temperature 
measurements at sections 5, 6, and 7 and the assumption that the possible estimated values of the 
standard are normally distributed with uc.  
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of variation (COV) in the measured HRR from the two repeated tests (Tests 1 and 2) 
was 0.3%. The temperatures at the fire-exposed midspan of the beam specimen 
increased almost linearly until the fire was extinguished. A thermal gradient through 
the section depth was also exhibited. The temperature difference between the lower 
flange and the lower web (i.e., tc locations e and d, respectively, as shown in Figure 2) 
increased with increasing time of fire exposure, and reached 160 °C at 28 min. 
However, the maximum difference in temperatures at the upper portion of the cross 
section (along the tc locations a through c) remained below 25 °C.  

When the burner was set to generate the constant HRR of 400 kW, it took 
approximately 25 min after ignition to reach the maximum discrete temperature of 500 
°C at the lower flange of the specimen at midspan. The COV of the heat input from 
the three repeated tests (Tests 3, 4, and 5) was 0.2%. Unlike the previous tests, the 
temperatures at the exposed midspan of the specimen increased nonlinearly. The 
temperatures of the specimen increased rapidly following ignition, and then the rate of 
the temperature change decreased to slowly reach the steady-state regime. Thermal 
gradient through the section depth was also developed in a way that severe 
temperature gradients (as large as 150 °C) were observed in the lower portion of the 
exposed cross section, while small differences (≤ 17 °C) were exhibited in the 
temperatures of the upper portion.  

Figure 3 shows the temperature distribution (at 11 different sections shown in 
Figure 1) along the specimen length before the fire was extinguished. Temperatures in 
this figure were the average values of tc readings from the repeated tests, with the 
expanded uncertainty (± U) indicated as error bars. U was estimated based on the 
estimated values of the standard‡ (uc)

 with a coverage factor of 2 (95% confidence 
interval). As shown in the figure, the thermal gradient along the beam length 
developed under two different fire conditions were similar. The constant HRR tests 
(Tests 3 through 5) showed a better representation of the symmetric thermal gradient 
with respect to the centerline of the beam specimen than the other tests (Tests 1 and 2).  

 

 
 

Figure 3. Thermal gradient along the beam length 

                                                           
‡ The components of standard uncertainty (uc) included test repeatability estimated using uniform 
distribution and manufactures’ specifications on thermocouple error (± 0.4%) and digitization error (± 
3.2 ˚C) with 95 % confidence interval. Test repeatability was estimated using individual data points at 
specific tc locations (Figure 1) at a specific time of occurrence (t) after ignition. For sections 4 through 8 
(Figure 1), there were two thermocouples at the upper and lower flanges each. These two tc readings 
were averaged to represent the upper and lower flange temperate at the specific location of the section.  
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STRUCTURAL FIRE TEST 
 

Test setup, test protocol, and instrumentation layout 
 
The W16×26 steel beam specimen was tested under combined flexural loading 

and a localized fire condition. Figure 4 shows the structural fire test setup. The same 
natural gas burner used in the fire-thermal tests was used to create a localized, open 
flame fire exposure directly to the critical sections (i.e., expected plastic hinge zone) of 
the specimen. For the structural loading, two hollow steel section (HSS) loading 
beams (placed on the top of the specimen) served as two point loads to produce a 
uniform bending moment across the fire-exposed critical sections of the beam 
specimen. The distance between the two loading points was 2.44 m (8 ft). The ends of 
the two HSS loading beams were connected to four 235 kN (53 kip) actuators via four 
34.9 mm (1.38 inch) diameter high-strength steel rods. The high-strength steel rods 
had no rotational restraints at the ends. The actuators were mounted to the underside of 
the strong floor to protect them from fire. The HSS loading beams were water-cooled 
during the fire exposure.  

The beam specimen was simply supported such that both end rotations about the 
principal axes and the axial (longitudinal) displacements were not restrained, whereas 
the beam ends were laterally restrained. The bearing-to-bearing length of the specimen 
was 5.87 m (19.25 ft). The room-temperature yield and ultimate strengths of the 
specimen were (440 ± 1.15) MPa and (530 ± 1.73) MPa, respectively§.  

 

 
Figure 4. Structural fire test setup and thermocouple layout 

 
The test was conducted in two steps as follows: (i) The HRR of the burner was 

increased to a target magnitude of 700 kW and maintained constant throughout the 
test. (ii) After the maximum temperature at the fire-exposed cross sections reached the 
steady-state condition, two point loads were programed to increase at a rate of 2 
kip/min (8.90 kN/min) simultaneously until the failure occurred.  

For temperature measurements, a total of thirty nine, type-K, 24 gauge 
thermocouples were installed at nine different cross sections along the beam length as 
shown in Figure 4. Four plate thermometers and a thermal imaging camera were 
installed to supplement the temperature data of the specimen. The vertical and lateral 

                                                           
§ The standard uncertainty (uc) is estimated based on the certified material test report provided by steel 
fabricator and the assumption of uniform distribution. The numbers following the symbol ± are the 
expanded uncertainty (U) with a level of confidence of approximately 95%.   
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displacements of the beam specimen in the fire-exposed zone were measured using 
specially designed potentiometers with temperature compensation. Two rotational 
transducers were installed at the specimen ends to measure the rotations about the 
principal axes of the beam cross section. The digital image correlation method was 
also used to measure the three-dimensional strains in the fire-exposed zone of the 
specimen. Technical details of the high-temperature displacement and strain 
measurements were not presented in this paper for brevity and because they are still 
under development. In addition to four actuators to apply and measure the structural 
loads, a 222 kN (50 kip) load cell were installed at each end of the beam specimen to 
measure the reaction forces during the test.  
 
Test results 

 
Figure 5 shows the test results including (i) the HRR data from the burner, (ii) 

the temperature data at the critical section (i.e., expected plastic hinge zone) of the 
specimen, (iii) the applied bending moment data, and (iv) the vertical displacement 
data at the fire-exposed midspan of the specimen. Note that the temperature data in 
Figure 5 are the average values of thermocouple readings of sections 5 and 6 only 
(Figure 4) and those of section 7 are not included as a result of flame lean during the 
test. The failed section was also located between the sections 5 and 6.  

With the HRR-time relationship shown in Figure 5, the lower flange temperature 
reached steady-state at approximately 21 min. While the HRR of the burner was 
increased to 700 kW, no structural load was applied other than the self-weight of the 
specimen and the two water-filled HSS loading beam assemblies (16.7 ± 0.4 kN). The 
thermal gradient was developed through the cross sections, which resulted the thermal 
bowing about the strong axis.  
 

 
Figure 5. Fire-temperature and structural behavior of the beam specimen.**  

                                                           
**  The temperature data has a maximum expanded uncertainty (U) of 34.0 ˚C calculated from a 
combined standard uncertainty (uc) of 17.0 ˚C and a coverage factor of 2 (95 % confidence interval); 
The bending moment has U of 10.4 kN-m calculated from uc of 5.2 kN-m and a coverage factor of 2. 
The vertical displacement data has U of 0.3 mm with a coverage factor of 2. 
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Under the loading phase where the HRR from the burner was maintained at a set 
point of 700 kW, the bending moment was applied at a rate of (14.7 ± 0.3) kN-m/min 
until failure occurred at approximately 31 min. The maximum temperature (at the 
lower flange at midspan) was (642 ± 28) ˚C, while the HRR was maintained at 700 
kW. As shown in Figure 5, the vertical (downward) displacement of the beam 
specimen linearly increased with linearly increasing bending moments until the 
moment reached 124 kN-m (39 % of the plastic moment capacity at ambient 
temperature calculated using the plastic modulus in the steel manual [3]), then the 
nonlinear behavior was followed until failure. The increase in lateral displacements at 
midspan was also initiated at 124 kN-m. The measured peak moment capacity was 
171 kN-m (54 % of the plastic moment capacity at ambient temperature) followed by 
runaway displacements. The failure was indicated by a sudden drop of the reaction 
force accompanied with rapidly increasing (runaway) displacements. As soon as the 
applied load and fire was removed, the beam specimen slightly bounced upward.  

Figure 6 shows the photographs of the specimen at failure and the deformed 
shape of the specimen after cooling. Overall, when subjected to increasing flexural 
loads and the 700 kW fire, the beam specimen behaved in a complicated way that 
flexural bending and lateral torsional behavior were exhibited simultaneously.  

 

 
 
Figure 6. Photographs of (a) the beam specimen at failure, (b) the lateral-torsional deformation at 

the fire-exposed region, and (c) the beam specimen after cooling down.  
 

 
SUMMARY 

 
The open flame, localized fire tests were conducted on 6.17 m long W16×26 

beams with simply supported boundary conditions. The experimental tests consisted 
of two parts: (1) fire-thermal tests to evaluate the effects of the prescribed heat release 
rates (HRR), provided by the 1 m × 1 m natural gas burner, on the thermal responses 
of the steel beam specimen and (2) structural-fire test to evaluate the effects of the 
localized fire on the behavior and the load-bearing capacity of the steel beam 
specimen. The cross sections at midspan (i.e., expected plastic hinge zone) of the 
beam specimen were directly exposed to a natural gas fire. 
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The test results indicated that the prescribed heat release rates from the burner 
affected the heating rate of the steel beam specimen. When the HRR-time relationship 
of the burner followed the step function with 100 kW increments approximately every 
5 minutes, the temperatures at the fire-exposed region of the beam specimen increased 
linearly with increasing fire exposure time. When the HRR was set to a constant target 
magnitude of 400 kW, the specimen temperature indicated nonlinear heating to reach 
the steady-state condition. When the beam specimen was subjected to linearly 
increasing flexural loads at maintained HRR of 700 kW, combined flexural and lateral 
torsional failure of the specimen was exhibited. The peak moment capacity was 
achieved at 171 kN-m, which is 54 % of the plastic moment capacity at room 
temperature.  

The test results from the present study can be used for developing or calibrating 
analytical models, which can be eventually used for evaluating the performance of 
structural members subjected to a localized fire. The findings from this study are 
limited to the range of parameters included in the tests. Further evaluation on the 
effects of various boundary conditions (axial and rotational restraints) and heating 
rates on the fire performance of the beam specimens are currently on going.   
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ABSTRACT 

Adaptive multiscale prognostics and health management 

(AM-PHM) is a methodology designed to support PHM in 

smart manufacturing systems. As a rule, PHM information 

is not used in high-level decision-making in manufacturing 

systems. AM-PHM leverages and integrates component-

level PHM information with hierarchical relationships 

across the component, machine, work cell, and production 

line levels in a manufacturing system. The AM-PHM 

methodology enables the creation of actionable prognostic 

and diagnostic intelligence up and down the manufacturing 

process hierarchy. Decisions are made with the knowledge 

of the current and projected health state of the system at 

decision points along the nodes of the hierarchical structure. 

A description of the AM-PHM methodology with a 

simulated canonical robotic assembly process is presented. 

1. INTRODUCTION

Prognostics and Health Management (PHM) refers to a class 

of techniques and methods that enable condition monitoring 

of a physical machine or functional process. PHM 

encompasses health monitoring of a system; provides 

diagnostic information including what is at fault, why the 

fault occurred, and how the fault can be remedied; and 

offers prognostic intelligence as to when a system or process 

is going to degrade to various states that may include going 

out of specification or failure.  

A manufacturing system is a complex system-of-systems 

with a hierarchical structure. A manufacturing system 

hierarchical structure is described as a facility consisting of 

multiple assembly/fabrication lines that are further divided 

into work cells or work stations which are further divided 

into multiple machines consisting of components (Hopp & 

Spearman, 2008). One challenge in PHM for manufacturing 

is that in most applications data gathering and analysis is 

limited to the component level. For example, prognostic 

intelligence for machines, such as robots or machine tools, 

typically does not propagate beyond the boundaries of the 

machine even though the failure of a single component may 

lead to failure of other components or to system-wide 

effects. 

The use of PHM technologies in manufacturing operations 

continues to experience growth driven by advances in 

sensor, computing, and communications technologies, and 

in machine learning and other data analytic techniques. An 

increased interest in PHM within manufacturing is also 

reflected in recent academic literature. Yoon, He, and Van 

Hecke (2014) applied PHM to an additive manufacturing 

process for improved fault diagnosis and quality control. 

Philippot, Marang, Gellot, Ptin, and Riera (2014) suggest a 

fault tolerant control structure for manufacturing plant 

control. The self-aware machine platform for application in 

a manufacturing shop floor proposed by Liao, Minhas, 

Rangarajan, Kurtoglu, and de Kleer (2014) provides a richer 

set of PHM information, including predicted component 

wear and real-time anomaly detection to the shop supervisor. 

However, there is a notable absence of methodologies to 

support the development of agile and flexible PHM systems 

in smart manufacturing environments (Peng, Dong, & Zuo, 

2010). 

Ideally, PHM would be available at the system level, 

including prognostic intelligence being propagated up the 

hierarchical structures that relate components to machines, 

machines to work cells, and work cells to production lines. 

Model-based diagnostic methods that have been developed 

for hierarchical aerospace systems may be applied to 

hierarchical manufacturing systems. For example, 

Narasimhan and Brownston (2007) suggested a general 

Benjamin Choo et al. This is an open-access article distributed under the 
terms of the Creative Commons Attribution 3.0 United States License, 

which permits unrestricted use, distribution, and reproduction in any 

medium, provided the original author and source are credited. 
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framework for stochastic and hybrid model-based 

diagnostics for aerospace systems. Feldman, de Castro and 

van Gemund (2013) proposed a decision support framework 

for satellite systems that uses active testing to increase 

diagnostic accuracy. Biswas and Mahadevan (2007) also 

proposed a framework for system health management that 

includes fault detection, fault identification, and adaptive 

control for aerospace applications. In the manufacturing 

domain, Celik, Lee, Vasudevan, and Son (2010) applied a 

dynamic data-driven framework on a supply chain system to 

perform multi-fidelity simulation. Ferri, Rodrigues, Gomes, 

de Medeiros, Galvo, and Nascimento (2013) have suggested 

a method for achieving system-level PHM by propagating 

the remaining useable life (RUL) along the fault tree 

structure of the manufacturing system model. This is a 

positive step in creating a methodology for achieving 

system-level PHM within Smart Manufacturing based on 

the system model and component-level PHM. 

To address the existing gap in providing PHM for 

hierarchical manufacturing systems, we propose a 

methodology termed Adaptive Multiscale PHM (AM-PHM). 

The AM-PHM methodology is designed to support PHM in 

Smart Manufacturing Systems (SMS). AM-PHM is 

characterized by its incorporation of multi-level, 

hierarchical relationships and PHM information gathered 

from a manufacturing system. AM-PHM utilizes diagnostic 

and prognostic information regarding the current health of 

the system and constituent components, and propagates it up 

the hierarchical structure. By doing so, the AM-PHM 

methodology creates actionable prognostic and diagnostic 

intelligence along the manufacturing process hierarchy. This 

information includes the predicted health state upon 

completion of a task. The AM-PHM methodology allows 

for more intelligent decision-making to increase efficiency, 

performance, safety, reliability, and maintainability. 

AM-PHM, at a given level along the system hierarchy, uses 

operational profiles from adjacent, higher-level operational 

profiles. These profiles describe the production goals under 

consideration by the decision-makers (e.g., operators and 

supervisors) at the higher level. In addition to the traditional 

workload, bill of materials, and requirements of the 

manufacturing process, the operational profile may have a 

focused objective such as minimizing cost or maximizing 

reliability. One instantiation of the AM-PHM concept may 

be as an AM-PHM module situated at every node along the 

hierarchical structure. The AM-PHM module gathers PHM 

information from subordinate systems or components and 

makes a decision ideal for the task corresponding to the 

operational profile. The AM-PHM module then creates 

operational profiles for its subordinate AM-PHM modules 

while producing diagnostic and prognostic information for 

its higher-level subsystem. 

An example robotic assembly process is selected to show 

the effectiveness of the AM-PHM methodology. In today’s 

manufacturing world, the finished products/goods are 

becoming more complex as machines with increased 

capabilities are being deployed to the manufacturing floor. 

One example is the utilization of the industrial robot. 

Worldwide, the manufacturing landscape has experienced 

extensive growth in the development and deployment of 

new robotic technologies. Paired with the introduction of 

newer, cheaper, and more reliable sensing technologies, the 

capabilities of robotic systems have improved in a relatively 

short amount of time. Processes that were historically 

performed by manual labor may now be accomplished using 

robots. As such, the use of robots outside of the automotive 

and electronics industries is on the rise (Orcutt, 2014). 

Global manufacturing initiatives are stressing the 

development and integration of smart manufacturing 

technologies in modernized manufacturing facilities. Such 

technologies are seen as key to maintaining economic 

stability within an increasingly competitive global market 

(Holdren et al, 2011). 

Robotic assembly is expected to be a principle application 

of robotics in manufacturing (Marvel & Falco, 2012). 

Historically, mechanical assembly has been addressed by 

manual labor. However, advancements in robotic perception, 

force control, and kinematic dexterity have enabled robotics 

to be viable options for assembly applications. This expands 

the traditional application suite of material handling, 

painting, and welding that have been more typical of robotic 

operations in manufacturing. Moreover, with the 

introduction of collaborative robot technologies, the 

expansion of robotics is expected to positively impact 

manufacturing processes that remain largely manual in 

nature (Marvel, 2014). 

With the anticipated integration of robots into both new and 

preexisting manufacturing lines, the quality of PHM will 

directly influence the effectiveness of interoperability and 

system performance. This is particularly true when humans 

are expected to work alongside robotic collaborators, where 

robot performance also impacts safety. Should a robotic 

system experience a failure, it is expected to do so in a safe, 

reliable manner that does not negatively impact its 

environment, process, or collaborators. Moreover, the road 

to recovery must be clearly established and easy to 

implement. This necessitates significant advancements in 

the quality and dissemination of robotic PHM. 

The remainder of the paper is organized as follows. Section 

2 examines the current state of PHM capabilities and 

standards in manufacturing. Section 3 presents the AM-

PHM methodology including the proposed AM-PHM 

features for describing the health state of systems. Section 4 

discusses two example implementations of the AM-PHM 

methodology as applied to a test robotic assembly 

production line scenario. Section 5 concludes the paper by 

highlighting the significance of AM-PHM in manufacturing. 
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2. CURRENT STATE OF PHM IN SMART MANUFACTURING

PHM technologies in manufacturing systems reduce time 

and costs for maintenance of products or processes through 

efficient and cost-effective diagnostic and prognostic 

activities. In 2010, a comprehensive review was conducted 

of prognostic and diagnostic methodologies for condition-

based maintenance (CBM) that presented the existing 

strategies within four categories: physical models, 

knowledge-based models, data driven models, and 

combination (hybrid) models (Peng et al., 2010). This 

review highlighted many specific methods across four 

categories (Hidden Markov Models, Bayesian network-

related methods, Fuzzy Logic, Principal Components 

Analysis) along with their successes and limitations. No 

method stood out as being sufficient to provide both 

diagnostic and prognostic intelligence at multiple levels. 

This review demonstrated that for every method’s strength, 

there was at least a single weakness. Similarly, another 

review of existing methods for manufacturing systems was 

conducted in 2012 that focused on comparing time-based 

maintenance (TBM) and condition-based maintenance 

(CBM) (Ahmad & Kamaruddin, 2012). TBM, commonly 

referred to as preventative maintenance, is typically simpler 

to implement (in that maintenance is scheduled based upon 

a specific unit of time; e.g., cycle time) while CBM, 

sometimes termed predictive maintenance, may ultimately 

be more cost effective if a process’s or equipment’s health 

data accurately reflects its current state and allows a 

machine to run longer until maintenance (as compared to a 

TBM schedule). The challenge in CBM is gathering 

sufficient data to make a reasonably accurate prediction. 

Product PHM (providing health monitoring, diagnostics, 

and/or prognostics for a finished system; e.g., automobile, 

aircraft, power generation station) is more widespread as 

compared to process PHM (providing health monitoring, 

diagnostics, and/or prognostics to a system that integrates 

one or more pieces of equipment to complete a task; e.g., 

assembly process, welding process, machining process) 

(Batzel & Swanson, 2009) (Holland Barajas, Salman, & 

Zhang, 2010) (Hu & Koren, 1997) (Shen, Wan, Cui, & 

Song, 2010). Likewise, PHM techniques have been 

developed and applied more widely at component/ 

equipment levels, yet some work has occurred at the higher/ 

system levels. For example, innovative methods have been 

developed to support various machining operations (Al-

Habaibeh & Gindy, 2000) (Altintas, Verl, Brecher, Uriarte, 

& Pritschow, 2011) (Biehl, Staufenbiel, Recknagel, 

Denkena, & Bertram, 2012) (Borisov , Fletcher, Longstaff, 

& Myers, 2013). System-level PHM methods have also 

been developed, yet seem to be focused in their applicability 

and/or limited in capability (Barajas & Srinivasa, 2008) 

(Datta, Jize, Maclise, & Goggin, 2004) (Hofmeister, 

Wagoner, & Goodman, 2013). 

Vogl et al. (2014) conducted a detailed review of existing 

standards that were designed to help guide implementation 

of PHM in manufacturing. Specifically, many of the current 

PHM standards were developed within the International 

Organization for Standardization (ISO) and focus primarily 

on condition monitoring and diagnostics (ISO, 2002) (ISO, 

2003) (ISO, 2012). Few standards include discussion of 

prognostics (ISO, 2004). Most standards fall into one of two 

categories; standards that are very specific and only 

applicable to a few processes and standards that are very 

broad that may lack guidance for applications. Likewise, no 

standard has been developed that offers the flexibility to be 

applied at multiple hierarchical levels of a complex system 

to promote effective PHM practices. 

3. ADAPTIVE MULTISCALE PHM FOR SMART 

MANUFACTURING

A manufacturing system hierarchical structure can be 

described as a facility consisting of multiple 

assembly/fabrication lines which are further divided into 

work cells or work stations which are further divided into 

multiple machines (Hopp & Spearman, 2008). For this 

paper, the hierarchical structure of the facility, assembly 

line, work cell, and machine will be used as a primary 

example, although there exists more complex methods of 

describing a manufacturing facility. 

Information is passed down in the form of orders, schedules, 

bills of materials, or control signals between each 

hierarchical level of the system. The job of the subordinate 

system is to follow the tasks assigned by the higher-level 

node. Historically, maintenance policies for machines have 

been based on usage time or workload, as static policies 

defined in these terms can be estimated through historical 

data and experience. An effort to modify this approach into 

a feedback system where the health state of the machine or 

component is considered in making maintenance decisions 

emerged only recently. (National Institute of Standards and 

Technology, 2015) However, health state information is 

often confined to the component or machine level and is not 

propagated up to the system level. 

On the other end of the spectrum, the system-level approach 

to analyzing a manufacturing system has resulted in 

generalized risk and fault analysis methods such as fault tree 

analysis (FTA) and failure mode and effects analysis 

(FMEA) (SAE International, 2009). Also, modeling 

software tools such as SysML have been used to describe 

the system structure including interoperability and 

interdependency between components of the system 

(Wünsch, Lüder, & Heinze, 2010). 

The AM-PHM methodology is designed to provide 

decision-makers with enhanced information on the current 

and predicted health state of the decision-maker’s 

subsystems. Figure 1 depicts the AM-PHM methodology for 

a simple hierarchical manufacturing structure. 
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Figure 1. Conceptual representation of AM-PHM 

For AM-PHM, a decision-maker is not limited to the 

machine operator. Rather, it refers to any person or machine 

such as the control unit of a manufacturing robot or the 

supervisor of an assembly line that is responsible for 

making decisions that can influence the outcome of the 

system. The point at which the decision-maker resides in the 

hierarchical structure is called the decision point within the 

AM-PHM methodology. Conceptually, an AM-PHM 

module resides at every decision point of the hierarchical 

structure of the manufacturing system. 

A hierarchical manufacturing system refers to a 

manufacturing system in which multiple levels exist. For 

each level, the higher-level nodes encompass the lower-

level nodes. In this level structure, the parent nodes have 

control over the states of its subsystems while subsystems 

do not have direct control over the states of its parent nodes. 

Examples of the hierarchical structure may be a SysML 

description or a fault tree structure of the manufacturing 

system. Another example may be a treelike description of 

the physical setup of a manufacturing system consisting of 

assembly lines, work cells, and machines. 

For the example structure shown in Figure 1, an order is 

placed to the Facility Manager with the number of products 

requested, product requirements, and expected finish date. 

The order information and the operational directive are 

passed onto the facility level AM-PHM module. The 

directive refers to a particular set of attributes or objectives 

that the decision-maker would like to focus on. For 

example, the decision-maker may be interested in reducing 

the time, cost, risk, or wear in maximizing the utilization 

rate.  

The facility level AM-PHM module reports the health 

information of the facility to the Facility Manager. PHM 

information on the subsystem is needed for effective 

directive-driven decisions to be made. The PHM 

information from the subsystem is processed at each AM-

PHM module. This results in health metrics that 

appropriately represent the current and future state of the 

system. These health metrics may include remaining usable 

life of the system, expected health state upon completion, 

nature of fault, and proposed solutions. 

The AM-PHM module also creates operational profiles once 

all aforementioned information is gathered. Each 

operational profile is designed to control the subsystems 

with a focused directive. The operational profile also 

contains the projected health information for the subordinate 

systems such as projected health upon completion. The 

decision-maker may now choose from the set of operational 

profiles that fit within the constraints handed down from its 

superior nodes. 

The Facility Manager selects the operational profile that 

best fits the directive and order requirements. Once the 

operational profile is chosen, the set of instructions 

contained within that operational profile are handed down to 

the subordinate AM-PHM module and a similar process 

repeats itself. For the example in Figure 1, the selected 

operational profile containing the number of products 

needed to be produced by each production line and 

operational directive is passed down to the Assembly Line 

level. 

A similar process is now repeated at the Assembly Line 

level. The Assembly Line Manager takes the operational 

profile handed down from the Facility level and selects an 

appropriate operational profile. The operational profile 

handed down to the Work Cell level contains information 

such as number of products produced for a particular work 

cell and bill of materials needed for the processing of the 

order. 

A similar process is repeated for the Machine level. For the 

Machine level the operational profile contains machine 

operation parameters and the AM-PHM information contain 

data such as the aggregated wear for critical components. 

Although the simplified scenario depicted in Figure 1 is 

convenient for initial discussion of the AM-PHM concept, 

the concept may be expanded for more general SMS 
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environments in which there exists an extensive hierarchy of 

processes and components.  

Additional features that better describe the current health 

state at a particular juncture of the system are needed for the 

AM-PHM system to be helpful to the decision-maker. The 

newly suggested features are (a) greatest wear, (b) average 

wear, (c) health balance score, (d) probability of successful 

completion, and (e) estimated health state upon completion. 

(a) Greatest wear represents the most extreme wear in

percent from all the wear states of all the subordinate

components. This gives an idea of the state of the most worn

component of the system.

(b) Average wear represents the arithmetic weighted mean

of the wear in percentage of all the subordinate components.

This metric represents the overall average health state of the

system. The average on its own may not reveal much

information but in conjunction with the greatest wear and

the health balance score, this helps to describe the health

state of the all the components of the subsystem. Different

components contribute differently to the overall

performance of a manufacturing system. There are

established methods such as FTA, FMEA, Hierarchical

Holographic Modeling (HHM), and Risk Filtering, Ranking,

and Management (RFRM) that may be used to analyze the

weight of each component to different failures. The

differing importance of a component is included as a

weighted coefficient.

(c) Health balance score is the standard deviation of the

wear state of each of the subordinate components at a given

node. This metric indicates degree of concentration of wear

of the system. A higher number would indicate that wear

values vary greatly among components, while a smaller

number would indicate that the system has similar wear

along most of its components.

(d) Probability of successful completion is the probability

that the component will complete the given operational

profile with the current state of health. This gives decision-

makers an idea of the success rate or confidence involved

with a given solution.

(e) Estimated health state upon completion refers to the

expected final state of health for all metrics involved in

AM-PHM. This is used to show a predicted picture of the

overall state of health at the point of completion of the

assigned task.

The average wear, health balance score, and probability of 

successful completion may be further customized so that 

each of the components carry different weights. This means 

the proposed metrics can focus on certain components 

depending on its importance within the overall structure of 

the system. 

One notable point for the proposed features is that the basis 

for the usefulness of these metrics lies on the assumption 

that the PHM information from the component level is 

accurate to a certain degree. An accurate wear model is 

necessary for the health metrics to be useful.  

4. AM-PHM IMPLEMENTATION IN SMART

MANUFACTURING ROBOTIC ASSEMBLY

An example assembly line involving multiple robots is 

described in this section. The AM-PHM methodology is 

applied to the canonical manufacturing process simulation. 

The canonical process is a generalized test case of the 

example assembly line and includes related assumptions. 

This simplified test case, including its simulated results, 

highlights the usefulness of the AM-PHM implementation. 

The structure and the trend of the numbers involved are 

reasonable in real manufacturing settings. The use of robotic 

arms in industry is widespread as stated in Snyder (1985) 

and the trend of the drill wear in the canonical example 

simulation follow the model by Kadirgama, Abou-El-

Hossein, Noor, Sharma and Mohammad (2011). 

The example hierarchical structure of a manufacturing 

environment consists of a single assembly line with multiple 

work cells, each of which has multiple machines, each 

comprised of multiple components. The operational profiles 

flow from the higher-level block to the lower-level blocks in 

the AM-PHM framework. The PHM information is reported 

from the lower-level blocks up to the higher-level block. 

However, both the operational profile and the PHM 

information are processed appropriately for each level. 

The specific information that is listed in the operational 

profiles and the PHM reports differ depending on the 

block's location in the hierarchical structure. For example 

the operational profile generated by the assembly line for 

each work cell will resemble a bill of materials; the 

operational profile generated by the work cell for each 

machine will resemble a process instruction; and the 

operational profile generated by the machine to its 

components will be close to a set of control signals. 

The operational profile generator of the AM-PHM module 

at each level must translate the task it receives from the 

higher-level AM-PHM module into a task that can be 

understood by the subordinate level. Similar concepts apply 

to the PHM information at each stage. The PHM 

information from the component to the machine will include 

RUL of replaceable parts, while the PHM information from 

the machine to the work cell includes more information on 

the tradeoffs involved with different operational profiles. 

Finally, the PHM report from the work cell to the assembly 

line would include more information on the probability of 

successful completion and the overall health state of the 

work cell. The AM-PHM module must process the PHM 

information it receives from the lower levels and provide 

value-added, level appropriate information for the upper 

level. 
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Two different examples of AM-PHM are given. The first 

example is focused on a simple AM-PHM structure with 

simple operational profiles and a PHM report involving only 

RUL. This structure may be implemented if the nature of the 

task performed at an assembly line does not require 

sophisticated PHM capabilities or if changing the existing 

system model and fault tree structure is not desired. The 

deployment of AM-PHM into the existing assembly line 

model is minimally invasive and most likely will not affect 

the overall structure of the fault tree. 

The second example is a more sophisticated AM-PHM 

system. This is needed if the assembly line handles a more 

complex process involving many different machines with 

interdependencies and interoperability. The downside is that 

the implementation may become more complicated and the 

use of AM-PHM may impact the existing fault tree structure 

of the system model. 

In the canonical example, a robot with two drilling arms is 

used to drill holes into a box. The left and right drilling arm 

are each responsible for drilling holes into the left and right 

side of the box, respectively. A SysML model of the drilling 

robot is presented in Figure 2. The corresponding FTA 

diagram of the drilling robot is shown in Figure 3. Only the 

flank wear of the drill bit component on each arm is 

considered for the simplified AM-PHM example, as flank 

wear is one of the common wears exhibited in drilling 

(Kadirgama et al. 2011). It is important to note that one 

drilling arm may perform the job of the other drilling arm 

with the penalty of reduced production rate. 

In real-world manufacturing systems, there are many factors 

such as material properties, work piece structure, and 

machine characteristics that are carefully considered when 

selecting machining parameters. Machining parameters are 

optimized to best fit the particular manufacturing process. 

However, in a complex system-of-systems, optimization 

based on one feature means there is a trade-off with other 

features. Also, for a particular process there is a range of 

acceptable machining parameters rather than one fixed 

operating point (Furness, Wu, and Ulsoy, 1996). Drill bit 

manufacturers recommend a range of feed rates and cutting 

speeds for their drill bits (Sandvik Coromant, 2005).  

When the parameters for a process are selected, the model 

[for the process] does not account for the fact that the 

system may change as the machine experiences wear in its 

components. The wear of the components, such as the flank 

wear of the drill bit, affects the characteristics of the system. 

Thus, the optimal operating parameters may need 

adjustment to account for the change in the system caused 

by the deteriorating health state of the machine. 

For the canonical process example simulation, 

simplifications are made to emphasize the effect of the AM-

PHM methodology and to reduce the complexity of the 

example. The drilling robot is tasked to drill 100 holes on 

the left and right side of the box. The left and right drilling 

arm each drill on their respective sides, simultaneously. 

Though there are several different types of wear involved 

with the drill bit, only the flank wear occurring on the 

cutting edge of the drill bit is considered. 

The work piece is made of Nickel alloy with a Brinell 

hardness of 200. The production line has identified an 

acceptable and stable range of operating parameters. The 

cutting speed is between 100 m/min to 180 m/min. The feed 

rate is between 0.1 mm/rot and 0.2 mm/rot. Each hole has a 

cutting depth of 1.5 mm and the drill diameter is 10 mm. 

Expected tool life is different for different combinations of 

cutting speed and feed rate and follows the values stated by 

Kadirgama et al. (2011). 

The drill bit is considered completely worn and reached its 

replacement point when there is 0.3 mm of flank wear. The 

RUL or tool life depends on the machining parameters and 

the replacement threshold for the drill bit. Tool life also 

differs depending on the size and geometry of the drill bit. 

Thus, to provide a more comparable quantitative figure for 

the amount of wear, the wear is presented as a percentage. 

The wear percentage is calculated by dividing the remaining 

tool life by the tool life for a new tool. 

Figure 2. SysML description of drilling robot 
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Figure 3. Fault tree analysis (FTA) of drilling robot 

4.1. Simple Implementation of AM-PHM 

The AM-PHM module is implemented on the canonical 

example robotic assembly process. Only the RUL is 

propagated based on the system's SysML model to provide 

RUL information along the system's hierarchical structure. 

Two methods by Mhenni et al. (2014) and Ferri et al. (2013) 

were combined to achieve this task. Mhenni et al. (2014) 

suggested a method for converting a SysML model into a 

fault tree. The method uses templates that translate several 

basic SysML subcomponent blocks into an equivalent fault 

tree structure. Then rules are suggested for combining these 

small fault trees into a complete system fault tree. Figure 3 

shows the fault tree constructed using this automated 

algorithm. The leaf nodes of the fault tree correspond to the 

individual components of the left arm of the driller robot. 

Another example PHM technique that could be applied 

within AM-PHM was developed by Ferri et al. (2013). This 

research team developed a method for propagating the RUL 

along a fault tree. This methodology takes the RUL of the 

end components and applies a set of rules to produce the 

RUL at each node of the fault tree. The PHM capability 

provides the RUL for each component. The individual 

component-level RUL is combined, resulting in the overall 

RUL for the driller robot. 

A semi-automated method for building system-level AM-

PHM is completed through the combination of these two 

methods. The system-level RUL is produced given the 

availability of the SysML model and component-level RUL. 

In this case, the actual implementation of the AM-PHM is 

done through the use of FTA as an intermediate, semi-

automated step of linking system-level hierarchical 

information and component-level health information. Only 

the RUL given at each level is used as the source of health 

information. 

The work cell is tasked to build 20 boxes. The starting wear 

state of the individual drill bits are 85 % worn for the left 

drill in Robot 1 and new for all other drill arms. The default 

operating speed is set to a feed rate of 0.2 mm/rot and 120 

m/min. This results in a wear rate of 15 % per minute for the 

drill bit and a production rate of 5 boxes per minute. The 

component-level RUL is calculated based on this initial 

condition. The component-level RULs show that for Robot 

1, the left arm has an RUL of 1 minute and the right arm has 

an RUL of 6.6 min. For Robot 2, both the left and right arm 

has an RUL of 6.6 min. This information is propagated 

along the hierarchical structure according to the rules. 

Robots 1 and 2 each result in RULs of 1 minute and 6.6 

min, respectively. The decision to distribute the load to the 

two robots is made based on the production targets and RUL 

information by the work cell operator. A work load of five 

boxes is assigned to Robot 1 and a work load of 15 boxes is 

assigned to Robot 2. The job takes three min to complete 

and the final RUL upon completion for each robot is 0 and 

3.6 min, respectively. The complete results including 

additional information on the health of the work cell are 

presented in Table 1. 

The result shows that the system has an RUL of 3.6 min. 

This is information previously unattainable to the decision-

maker. Utilization of the RUL information enables more 

efficient use of the components of the manufacturing 

system. The advantage of this degree of PHM reflection is 

that at any point in the hierarchical structure the same RUL 

calculation method can be applied again reducing the 

complexity of implementation. The upper-level RUL is 

calculated using simple multiplication and comparison 

process. This begins by converting the fault tree (consisting 

of logic AND and OR gates) to a sum of products (SOP) 

expression. Once the SOP expression for the system is 

obtained, the system RUL is calculated by multiplying the 

probability distribution of the RULs for the product terms of 

the expression. The next step is to select the appropriate 

RUL for the sum portion of the expression. The system 

RUL ends up highlighting the set of components that are 

contributing to the nearest expected system failure. 

However, the system RUL does not contain health 

information on the other components of the system that are 

not directly tied to the upcoming failure. This limits the 

range of intelligent decisions that can be made. 

SP-187

Choo, Benjamin; Beling, Peter; LaViers, Amy; Marvel, Jeremy; Weiss, Brian. "Adaptive Multi-scale PHM for Robotic Assembly Processes." Paper presented at the Annual Conference of the Prognostics and Health Management Society, Coronado, CA, Oct 18-Oct 24, 2015.

Choo, Benjamin; Beling, Peter; LaViers, Amy; Marvel, Jeremy; Weiss, Brian. 
“Adaptive Multi-scale PHM for Robotic Assembly Processes.” 

Paper presented at the Annual Conference of the Prognostics and Health Management Society, Coronado, CA, Oct 18-Oct 24, 2015.



Table 1. AM-PHM based manufacturing results using RUL 

Time (min) 0 1 2 3 

Production Rate of 

Robot 1 

(box/min) 

5 5 - - 

RUL of Robot 1 (min) 1 0 - - 

Production Rate of 

Robot 2 (box/min) 
5 5 5 5 

RUL of Robot 2 (min) 6.6 5.6 4.6 3.6 

Produced (box) 0 10 15 20 

RUL of Work Cell 1 

(min) 
6.6 5.6 4.6 3.6 

4.2. Full Implementation of AM-PHM 

A more sophisticated implementation of the AM-PHM 

concept would be to introduce additional features that help 

convey timely information on the health state of the system. 

The new features used in this example are the health 

balance score, average wear state, worst wear state, and 

estimated wear state upon completion. An order to make 

five boxes was given to the work cell as with the previous 

example. For the starting health state, only the right drill 

arm's wear state is at 75 % while all other components are 

new.  

The PHM information from a subordinate component is 

conveyed to the upper-level AM-PHM module. The 

collected PHM information is processed to produce the 

PHM information at the current node. The cutting speed and 

feed rate parameters are changed to a different operating 

point within the stable and acceptable range. Work load is 

changed and the expected results are calculated for all the 

different parameters. The drill bit wear trend follows the 

model suggested by Kadirgama et al. (2011). The 

production rate is changed by adjusting the cutting speed 

and feed rate which effects the wear rate of the drill bit. 

According to Furness, Wu and Ulsoy (1996) the feed and 

speed have relatively small effects on the drill hole quality 

and that the drilling feed and speed is limited by factors 

such as drill wear. The drill speed parameters may be 

adjusted within a certain confine without significantly 

affecting the hole quality. The final decision is made from 

the set of choices that best fits the operational directive. The 

results for this simulation are given in Tables 2 and 3. 

For the case in Table 2, the work cell was handed down 

orders to produce 20 boxes with a directive of minimum 

health balance. Low balance score means that the 

components are at a similar state of health and may be used 

to align maintenance points for the components. The chosen 

operational profile distributes a load of five boxes for the 

first robot and 15 boxes for the second robot. However, the 

cutting speed is adjusted to 100 m/min and the feed rate is 

also adjusted to 0.1 mm/rot. The production rate is slowed 

down to 2.1 box/min as a result which reduces the wear of 

Robot 1’s drill bits to 0.02 mm/min or 6.6 % of its tool life 

per minute. This results in the production taking 

approximately 2.1 min.  

For the case in Table 3, the work cell is also ordered to 

produce 20 boxes but with a directive of minimum time. 

The operational profile chosen suggests a cutting speed of 

180 m/min and a feed rate of 0.2 mm/rot. The production 

rate is increased to 7.6 boxes per minute at the cost of seeing 

0.1 mm of flank wear per minute or 33 % of reduction in 

tool life per minute. The left drill bit reaches its failing point 

after 30 seconds and the right drilling arm handles the job of 

drilling holes on the left side as well which reduces the 

production rate for Robot 1. Production is completed in 1.5 

min at an increased cost on the wear of the drill bits. 

The AM-PHM methodology is being applied in a simulated 

environment that is designed to resemble real-world 

hierarchical manufacturing systems. The canonical example 

simulation is based on real-world drill bit wear trends. For 

simplicity, in this paper, tool life is only dependent upon the 

operating parameters since the material stays consistent. The 

AM-PHM suggests operating points by optimizing a 

weighted cost function. The cost function includes all the 

health related features. The weight used in the cost function 

is adjusted depending on the decision-maker’s operational 

directive. The suggested actions such as changes in 

parameters are based on existing stable operating conditions 

to ensure system stability.  

Table 2. AM-PHM results based on maximum mean health 

Time (min) 0 1 2 3 

Production Rate of 

Robot 1 

(box/min) 

2.1 2.1 2.1 - 

RUL of Robot 1 (min) 15.15 14.15 13.15 13 

Production Rate of 

Robot 2 (box/min) 
7.6 7.6 7.6 - 

RUL of Robot 2 (min) 3 2 1 1 

Produced (box) 0 9.7 19.4 20 

RUL of Work Cell 1 

(min) 
15.15 14.15 13.15 13.15 
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The canonical simulation used in this example is based on 

models from literature. In the future the AM-PHM 

methodology will be applied to real-world data some of 

which is obtained from actual production facilities. The real 

data will also include a more detailed wear model in which 

the wear rate is also dependent on additional factors such as 

current state of wear and material properties. 

Table 3. AM-PHM result using maximum health balance 

and minimum time  

Time (min) 0 1 2 3 

Production Rate of 

Robot 1 

(box/min) 

7.6 5.7 3.8 0 

RUL of Robot 1 

(min) 
3 2 1 1 

Production Rate of 

Robot 2 (box/min) 
7.6 7.6 7.6 0 

RUL of Robot 2 

(min) 
3 2 1 1 

Produced (box) 0 15.2 20 20 

RUL of Work Cell 1 

(min) 
3 2 1 1 

5. CONCLUSION

The concept of Adaptive Multiscale PHM for manufacturing 

was introduced in this paper. The AM-PHM methodology 

calls for the AM-PHM module at each decision point along 

the hierarchical structure to receive operational profiles 

outlining the job requirements and report back performance 

and health estimates appropriate for the upper level. 

The AM-PHM is demonstrated on a canonical test 

manufacturing scenario simulation. Directive oriented 

decisions were made in the simulation by using additional 

information on the health of the system in addition to 

knowledge on the system hierarchical model. The AM-PHM 

shows promising results as it enables manufacturing work 

cells to adapt to changing machine conditions. 

Further development of the AM-PHM methodology will 

continue. A modified work cell canonical process is in 

development. This model is based on a real-world 

manufacturing facility. A canonical process work cell 

simulator capable of simulating continuous wear of the 

components is being developed. The AM-PHM will be 

tested using this simulation environment and will be 

compared against other existing PHM based decision-

making policies. The results of the different policies will be 

compared using quantitative measures such as time, 

monetary cost and Overall Equipment Effectiveness (OEE).  
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identified in this paper in order to specify the experimental 
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imply recommendation or endorsement by the National 
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imply that the materials or equipment identified are 
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ABSTRACT 

We explore the impact of monovalent counter-ions on the molecular conformation of 

highly charged flexible polyelectrolytes for a range of molecular topologies (linear chains, stars, 

and unknotted and trefoil rings) by molecular dynamics simulations that include an explicit 

solvent having short range interaction with the polyelectrolyte. In particular, we investigate how 

the counter-ions near the polyelectrolytes with variable mass influence the average molecular 

shape. We also characterize the interfacially “bound” counter-ions by calculating the time-

averaged number of interfacial counter-ions, as well as the degree to which the polyelectrolytes 

wrap around the counter-ions by calculating the number of contacts between the counter-ions 

and the polyelectrolyte. 

INTRODUCTION 

Polyelectrolytes are an important class of polymeric molecules that carry charged groups 

that release counter-ions to an extent that depends on their conformation and charge density 

when dissolved in polar solvents. Examples include sulfonated polystyrene and polyacrylic acid, 

as well as, many biological molecules such as DNA and proteins. Insights from the study of 

these polymers have potential significance in numerous applications, e.g., biomedical implant 

materials and encapsulating material pharmaceutical drug delivery systems [1, 2]. However, the 

modeling of synthetic and biological polyelectrolyte solutions is theoretically complicated due to 

the strong coupling between the counter-ion distribution of and polyelectrolyte conformation [3].  

Theoretically, correlations between the counter-ions distribution and the polyelectrolyte 

are usually described based on the classical counter-ion condensation theory of Manning and 

subsequent revisions of this classic model of polyelectrolytes [4-7]. According to this theory, 

when the electrostatic interactions become comparable to thermal energy the counter-ions from 

their uniform distribution in the solution start to “condense” on the chain backbone, thus largely 

screening the backbone charge. In the original theory [4, 5], this instability takes place when ξ = 

λ lB > 1, (λ is the polyelectrolyte charge per length, and lB = e
2
 / (εr kBT) is the Bjerrum length and

εr being the solvent dielectric constant). However, Manning theory models polyelectrolytes as 

infinitely long charged straight threads, while, real polyelectrolytes have a finite chain length and 

can be relatively flexible. The existence of a flexible backbone raises basic and theoretically 

unresolved questions about how the polyelectrolyte conformation affects the distribution of 

counter-ions distributed these polymers and about how the counter-ions, in turn, influence 

polymer conformation. Simulation studies [8-14] of flexible polyelectrolytes in solution have 

indicated deviations from the theoretical predictions of Manning theory and emphasize that the 

counter-ions and polymer conformation are coupled. We can also expect this coupling to be 

altered by chain topology and solvation (i.e., binding by the solvent to the polymer) that 

MRS Advances © 2016 Materials Research Society
DOI: 10.1557/adv.2016.122
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competes with ion association with the polymer. The study of this phenomenon is clearly of 

practical and fundamental importance. 

In the absence of a predictive fundamental theory, we investigate computationally the 

interdependency between the interfacial counter-ions and the polymer conformational properties 

of an isolated macro-ion having a range of molecular topologies as a natural starting point for 

understanding polyelectrolytes. For these model polymers, we quantify the how molecular 

topology alters the chain conformational properties and determine the average number of 

counter-ions interfacially associated and contacting the macro-ion. These quantities are generally 

distinct because individual counter-ions can have multiple contacts with the polyelectrolyte 

segments. We examine four molecular topologies: linear chains, stars, unknotted rings, and rings 

with trefoil knots, and we also vary the polymer molecular mass. The simulations are performed 

with an explicit solvent where the polyelectrolytes are constrained to have a relatively large 

polymer charge density. 

METHODOLOGY

We employ molecular dynamics (MD) simulations based on a bead-spring model of 

Lennard-Jones (LJ) segments bound by stiff harmonic bonds suspended in explicit LJ solvent, 

some of which are charged to represent counter-ions and ions from added salt. All macro-ion 

segments, dissolved ions, and solvent particles are assigned the same mass m, diameter σ, 

strength of interaction ε, and all dissolved ions are monovalent. We set ε and σ as the units of 

energy and length and the cutoff distance for LJ interaction potential is rc = 2.5 σ. Polyelectrolyte 

molecular mass ranges from Mw = f M + 1 = 11 to 161 segments, where f is the number of arms 

and M is the number of segments per arm (f = 2 for all molecular architecture except for stars). A 

polyelectrolyte carries a total charge −Zp e = −λ Mw e distributed uniformly along the molecular 

structure. The polymer segments are connected via a stiff harmonic spring, VH(r) = k(r − l0)
2
,

where l0 = σ is the equilibrium length of the spring, and k = 1000 ε / σ
2
 is the spring constant. To

model finite size rods, we use the same model as with flexible chains, but a bending potential is 

used, Ubend (θ) = kbend (θ − θ0)
2
; where θ0 = 180

◦
 and kbend = 1000 ε / rad

2
. All charged particles

interact via the Coulomb potential and the particle-particle particle-mesh method is used.  

The system is composed of a total of 64 000 solvent particles in a periodic cube of side L. 

The system includes N− coions of charge −e and N+ = N− + Zp counter-ions of charge +e so that 

the system of interest has neutral total charge. Aside from lB that specifies the strength of the 

Coulomb interaction, the other key length parameter for an ionic solution is the Debye screening 

length: λD = [4π lB (ρ+ + ρ−)]
-1/2

, where ρ± = N± / L
3
 are the ion densities. Simulations are

conducted for lB / σ = 1.85 and N+ = 300, which results to λD / σ ≈ 2.5. The operating conditions 

are typical of the LJ liquid state: density ρ σ
3
 = 0.8 and reduced temperature kB T / ε = 1, the

latter maintained by a Nosé-Hoover thermostat. Typical simulations equilibrate for 2000 τ and 

data is accumulated over a 7500 τ interval, where τ = σ (m / ε)
1/2

 is the MD time unit.
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Fig. 1: Screenshots of typical molecular configurations of (a) linear chains; (b) unknotted rings; 

(c) rings with the trefoil knot; (d) star polymer with f M = 160. The solvent and the majority of

the ions are rendered invisible for clarity. For (a-c) and from left to right the molecular mass

increases and for (d) the chain functionality decreases with fixed molecular mass.

DISCUSSION 

Isolated linear chains with a uniformly distributed charge might be expected to adopt rod-

like molecular conformations. Based on this presumed picture, a series of studies have focused 

on solving Poisson-Boltzmann equation in a cylindrical geometry to estimate the counter-ion 

distribution [18-20]. However, the chain conformations in real polymer solutions reflect a 

balance between the repulsion of charged segments of the macro-ion and the covalent bonds 

between the chain segments so that chain only adopts a rod configuration in an ideal zero-

temperature limit where thermal fluctuations can be neglected. To determine to what degree a 

polyelectrolyte chain resembles a rod-like polymer or a random coil, we compare its shape to a 

chain with stiff bending potential and a chain without any charges. We use the ratio of the 

hydrodynamic radius over the radius of gyration, Rh / Rg, which is an often used descriptor to 

quantify the shape of arbitrary objects; the calculation of Rh is based on the friction coefficient of 

an arbitrary shaped Brownian particle [21, 22]. The values of Rh / Rg for a smooth sphere is 1.29, 

for a random walk is 0.79, and for an infinite long rod is 0 [15, 16]. In all cases, the linear chains 

become more anisotropic as M increases. However, it is clear that polyelectrolyte chains have a 

relatively stretched “worm-like” configuration with respect to chains having no charges, but 

nonetheless their shape is quite distinct from a rod (see Fig. 1b for screenshots and Fig. 2), 

consistent with experimental observations [17]. With respect to the neutral polymers (λ = 0) the 

ratio decreases for all molecular topologies and range of molecular mass explored. For small M, 

the polyelectrolytes become more spherical and symmetric since for Mw → 1 there would be 

only a single sphere. 
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It is evident from Fig. 1 that the shape (as quantified by Rh / Rg) of our model 

polyelectrolyte molecules in solution is greatly influenced by molecular topology. For example, 

the rings resemble “donuts” rather than a rod-like structures. Thermal fluctuations give rise to 

deviations from this circular loop shape, as seen in Fig. 1b, but overall polyelectrolyte rings 

retain their donut configuration. Small rings evidently take a more spherical and symmetric 

shape, Figs. 1 and 2. Note that knotting further enhances this effect (trefoil knot is a unique 

prime knot with three crossings [23]). As M increases, however, the effect of the topological 

constraints evidently diminishes. Topological constraints counter-balance the chain stretching 

caused by the repulsion between the macro-ion charges. The mass dependence of polyelectrolyte 

trefoil knots reaches a plateau at M ≈ 50 where Rh / Rg ≈ 0.8, which is curiously close to that of a 

self-avoiding random walk [16]. We also consider stars, which are molecules having f arms of 

mass M emanating from the molecular core. By keeping the molecular mass, Mw, of the star 

polyelectrolytes fixed, Mw = f M + 1 = 161 and by varying the number of arms, f, we obtain 

significant changes in Rh / Rg corresponding to a shape from the limit of smooth spheres to 

flexible chain polyelectrolytes (f = 2), as indicated in Fig. 1e and Fig. 2. Molecular topology 

evidently greatly alters molecular conformation in highly charged polyelectrolytes; in addition, 

there are clear differences in terms of shape between charged flexible polyelectrolytes with rod-

like structures and with neutral polymers. We next shift our attention to the counter-ions, which 

largely drive these conformational changes.  

The counter-ions “bind” to the polyelectrolyte backbone, which is equivalent to Manning 

type condensation. The number of interfacial counter-ions with the polyelectrolyte, nint, 

fluctuates over time reflecting a dynamical binding process. To identify the interfacial counter-

ions near the interface, we have used a distance criterion of lB from any macro-ion segment. 

Evidently nint is neither independent of molecular mass nor molecular architecture, Fig. 3. This is 

not surprising given that polyelectrolytes under investigation have a flexible backbone, while in 

the Manning theory the polyelectrolytes are considered rigid slender needles. Nevertheless, the 

Fig. 2: Ratio of the hydrodynamic radius over the radius of gyration, Rh / Rg, for macromolecules 

(with charge per segment, λ = 1, and no charge, λ = 0) as function of M. Results for different 

molecular topologies are also presented. The error bars indicate two standard deviations. The 

dot-dashed lines correspond to the reference values of primary objects, for a smooth sphere is 

1.29, for the rod with an aspect ratio of A = 1550 is 0.22 (see Figure), and for self-avoiding walks 

in θ-solvent is 0.79 [15, 16]. 
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prediction of Manning theory for the fraction counter-ions that would condense on a charged rod 

in salt-free case is 1 - 1 / ξ, which is qualitatively consistent with our findings despite obvious 

differences between the polyelectrolyte systems. The impact of molecular topology is more 

pronounced for small M, where polyelectrolytes with higher molecular complexity have the 

tendency to have a higher nint resulting to a more efficient screening of the bare charge. There is 

evidently a much higher local charge “condensation” on the star and knotted ring 

polyelectrolytes, which can be attributed to the fact that these structures tend to be more particle-

like than chain-like [24]. The molecular topology effect on the charge binding gradually 

disappears at higher M.   

Fig. 3: (Left) Number of interfacial counter-ions, nint, normalized with molecular mass, Mw, as 

function of the arm molecular mass, M. (Right) Number of contacts the interfacial counter-ions 

have with the polyelectrolyte, ncont, normalized by Mw, as function of M.  

We now focus on the following question: If the fraction of counter-ions do not remain 

fixed as in Manning theory, then which (if any) quantity remains invariant in this binding 

process? To probe this question, we narrow down the definition of interfacial counter-ions by 

considering only counter-ions being whose distance from a macro-ion segment is less or equal to 

1.1 σ. We calculated the average number of contacts the interfacial counter-ions have with the 

polyelectrolyte chain, ncont. While we find similar features as in the case of nint, ncont approaches 

to the same saturation level ncont / Mw ≈ 0.37 for all molecular topologies, which reflects the 

degree of chain “coiling” around counter-ions. In other words, this suggests that higher 

molecular mass polyelectrolyte chains become more flexible and adopt molecular conformations 

that coil around the counter-ions. Moreover, for chains we observe conformational transition at 

about M ≈ 30. A similar conformational transition between rod-like conformations and flexible 

coil was recently discussed for the charged bipolymer DNA [25] and even unentangled linear 

alkane chains [26]. Ring polyelectrolytes exhibit similar trends for nint and ncont, but stars and 

trefoil knots attract more counter-ions and at the same time coil more efficiently.  

CONCLUSIONS 

In summary, we investigated the impact of monovalent counter-ions around 

polyelectrolytes having a range of topologies. While we find a well-defined fraction of counter-

ions near the surface of the polyelectrolyte as anticipated by the Manning condensation theory, 
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this fraction is significantly influenced by molecular topology, a phenomenon that Manning 

theory cannot address. In particular, an increase in the molecular complexity leads to an increase 

of the number of interfacial counter-ions resulting to a more efficient screening of the bare 

charge. We expect that this effect should have a large influence on the propensity of the 

polyelectrolytes to undergo supramolecular assembly into large scale domains, a ubiquitous, but 

theoretically unexplained property of many synthetic and biological polyelectrolytes [27]. We 

also find that the chain contacts the interfacial counter-ions remains remarkably invariant, 

suggesting that the backbone chain “coils” around these counter-ions. This phenomenon should 

be even more prevalent for higher valent counter-ions and can be expected to influence the 

rigidity of the polyelectrolyte. We plan to investigate this effect in future work. 
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ABSTRACT 

The integration of photonic sensors into microfluidic 

devices provides opportunities for dynamic measurement 

of chemical and physical properties of fluids in very small 

volumes. We previously reported on the use of 

commercially available Fiber Bragg Gratings (FBGs) and 

on-chip silicon waveguides for temperature sensing. In 

this report, we demonstrate the integration of FBGs into 

easy-to-fabricate microfluidic devices and report on their 

sensitivity for temperature and pressure measurement in 

microliter volumes. These sensors present new routes to 

measurement in microfluidic applications such as small-

volume calorimetry and microflow metrology. 

Keywords: optofluidics, microfluidics, temperature, 

pressure, photonic sensors 

1 INTRODUCTION 

Microfluidic platforms provide sub-microliter control 

of fluid transport and mixing of chemicals over a broad 

range of length and time scales. However, characterization 

of fluids processed in microfluidic devices is generally 

performed with macroscale systems.  Much effort is now 

focused on integrating measurement systems that can 

rapidly interrogate the composition and physical 

properties of fluids within the microfluidic systems 

themselves, where rapid sensing and dynamic decisions 

can be made while fluids are still on the chip. 

Photonic sensing technologies are particularly 

promising for microfluidics because they facilitate a broad 

array of sensing modalities and are compatible with the 

scale of microfluidic systems. Fiber Bragg Gratings 

(FBGs) are commercially available photonic sensing 

devices that have high sensitivity to changes in 

temperature and mechanical strain [1]. In addition, 

research and development of smaller chip-scale 

technologies, such as ring resonators or photonic crystal 

cavities, are taking measurements into even smaller 

spaces and providing opportunities for parallelization and 

high-throughput multifunctional sensing platforms [2, 3].   

Microscale photonic devices are well matched in 

scale to couple with microfluidics, but as with 

microelectromechanical systems, there can be challenges 

integrating different platforms and material types.  We 

have focused on rapid prototyping with tapes and 

laminates as a simple method to build and test devices 

without need of sophisticated equipment [4]. Overall, we 

demonstrate these devices sense small changes in 

temperature and pressure that present new opportunities 

for thermodynamic and mechanical interrogation of 

microfluidic processes. 

2 EXPERIMENTAL 

The optofluidic devices used in this study are easy to 

fabricate and assemble with off-the-shelf components. 

Poly(dimethylsiloxane) (PDMS) membranes were 

purchased (Interstate Specialty Products)† or cured from 

spun-coat PDMS (Sylgard 184, 10:1 base:crosslinker, 

Dow Corning). Double-sided silicone tape (#96042, 

3M™) was used to adhere layers together and was also 

cut with a plotter razor cutter (FC800, Graphtech) or laser 

machine (VLS2.30 VersaLASER, Universal Laser 

Systems) to form microfluidic channels and channels for 

FBG insertion [4]. Glass slides and acrylic films 

(McMaster-Carr) were used as substrates and covers, 

respectively. 

Commercially available FBGs with Bragg resonance 

in the range of 1540 nm to 1560 nm (os1100, Micron 

Optics) were adhered in microchannels or cured into spin-

cast PDMS membranes of approximately the same 

thickness as the fiber diameter.  We have described in 

detail elsewhere the experimental system to interrogate 

photonic devices [5, 6]. Briefly, peak resonance of FBGs 

was determined after scanning a laser over the resonance 

region and measuring the power of the reflected signal. 

Fluid temperatures were controlled using a temperature-

controlled water bath. Fluid pressure was controlled using 

the height of water in a reservoir with additional pressure 

provided by a pressure controller (PSD-15PSIG, Alicat 

Scientific) over the reservoir. 

3 RESULTS AND DISCUSSION 

A temperature sensing microfluidic device was 

fabricated by embedding a FBG under a 500 µm wide 

microfluidic channel (Figure 1). The microchannel 

spanned approximately 8 mm of the 10 mm grating region 

and contained ≈ 2 µL of fluid above the FBG sensor. We 

calibrated the temperature and sensitivity of the fiber in 
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the chip by measuring the Bragg resonance after 

submersing the entire chip in controlled temperature baths 

from 4 C to 25 C. In this temperature range, we 

determined a resonance shift of 17.9 pm/C. This value is 

nearly double the manufacturer specification of 10 pm/C, 

which we believe indicates that the FBG is strained due to 

thermal expansion of the chip. Sensitivity of the FBG to 

changing temperatures of fluid in the microchannel was 

tested by flowing ice water into the chip at different flow 

rates, while the chip was held at 22 C.  Faster flows 

resulted in more heat transfer to the sensing region of the 

microchannel. Peak resonances were mapped to the 

calibrations in order to estimate the mean temperature at 

the sensor (Figure 1d). It is important to point out that the 

FBG is not fully exposed to the flowing liquid – it is only 

exposed at the bottom of the fluid channel and is 

otherwise buffered by the chip.  Thus, the fiber measures 

only a fraction of the difference between the liquid and 

chip temperatures. Flows of 500 µL/min dropped the 

mean temperature of the FBG to about 19 C.  We did not 

test faster flows, but the data indicate that the sensor has 

not been maximally cooled by the flowing water.   

Previously, we determined the temperature 

uncertainty of FBGs in our measurement system was on 

the order of 0.5 C [6]. The optofluidic chip demonstrates 

the capacity to sense perhaps even smaller relative 

temperature changes, but more work is needed to 

understand temperature distributions along the 

microchannel and around the FBG, which was only 

partially exposed to the cold liquid. It is important to note, 

however, that compared to macroscale thermometry 

measurements, the system volume has been reduced to 

2 µl above the sensor, which is a reduction of nearly 5 

orders of magnitude. Our work indicates an in-channel 

optical sensor could be used to perform sensitive thermo-

chemical measurement, e.g. monitoring enthalpic changes 

due to pseudo-polymorphic transitions in crystalline 

materials [7]. 

We initially buried the FBG in a microchannel below 

the fluid channel as a way to precisely control its position; 

however, placing the fiber directly in the channel should 

improve temperature sensitivity by increasing the surface 

contact with the fiber while reducing the volume flow 

through the channel.  Even smaller channels, nearer to the 

size of the fiber, could be achieved using higher resolution 

fabrication strategies, such as soft lithography [8]. 

Although we controlled heat transfer to the sensor by 

changing the fluid flow, the device could also be operated 

as a flow meter by measuring heat transfer and calibrating 

to determine flow.   

Because FBGs are also quite sensitive to mechanical 

strain, we tested the feasibility of using FBGs as pressure 

sensors within microfluidic devices. We designed a 

microfluidic device that incorporated a FBG into a 

flexible membrane made of PDMS and positioned it 

below a microchannel.  The microchannel above the FBG 

was expanded to a 2 mm diameter region that could 

deflect downward into an open region below the 

membrane (Figure 2).  Increasing fluid pressure deflected 

the membrane into open space below the chamber, which 

strained the fiber and shifted the Bragg wavelength. We 

tested input fluid pressures ranging from 0 kPa to 75 kPa 

(0 psi to 10.9 psi), which cover typical pressures for 

microfluidic applications [9].  The device was sensitive to 

Figure 1. (a) Exploded view of optofluidic device shows 

the various layers constructed from laser-cut tapes and 

laminates. (b) The optofluidic chip layout delivers 

temperature-controlled liquids over a FBG through a 

microfluidic channel. Flow was measured by collecting 

fluid on a microbalance. (c) Photograph of the completed 

device with FBG and red dye loaded in the microchannel. 

(d) Heat transfer into the device was controlled by

modifying the flow of ice water into the chip.  The

estimated mean temperature at the FBG is plotted against

the flow delivering cold liquid into the 22 C device.
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pressure changes in the microchannel on the order of 

about 700 Pa (0.1 psi) although the wavelength shift 

decreased as pressures eclipsed 5 kPa.   

Further characterization of the pressure sensor is 

needed. We would like to better understand how 

membrane deformation relates to the strain on the FBG. It 

is unclear if the saturation of the Bragg wavelength shift 

above 25 kPa applied pressure is related to the membrane 

reaching peak deformation into the deflection region. 

Because we see the membrane deflecting around the fiber, 

we are in the process of determining if a more rigid 

membrane material would expand the dynamic range of 

the system. We are also looking at the reproducibility of 

these measurements given that fiber alignment over the 

deflection region will likely influence sensor performance.  

4 SUMMARY 

This work demonstrates easy-to-build optofluidic 

systems that enable measurements of small temperature 

and pressure changes in microliter volumes. These 

sensing systems provide on-chip assessment of flow and 

heat transfer, which enables improvement in fluid 

metrology and permits new opportunities in microscale 

calorimetry and advanced biological sensing. 

†DISCLAIMER 

 Certain commercial products are identified in this report 

to adequately specify the experimental procedure. Such 

identification does not imply recommendation or 

endorsement by the National Institute of Standards and 

Technology, nor does it imply that the materials or 

equipment identified are necessarily the best available for 

the purpose. 
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Figure 2. (a) Exploded view of layers involved in making 

the pressure sensing microfluidic device. P is applied 

pressure. (b) An FBG (blue) embedded in a flexible 

membrane responds to strain applied via a microfluidic 

channel (red) and deflects down into an open chamber. 

Bragg resonance shift is depicted in green traces.  (c) 

Bragg resonance peak shift (and equivalent stress) is 

shown as a function of pressure applied to the input fluid. 

Wavelength shift is converted to strain based on 

manufacturer specification of 1.4 pm/µ. 
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ABSTRACT  

Time-resolved terahertz spectroscopy (TRTS) was used to explore charge generation, transfer, and the role of hot 

carriers in organic solar cell materials. Two model molecular photovoltaic systems were investigated: with zinc 

phthalocyanine (ZnPc) or alpha-sexathiophene (α-6T) as the electron donors and buckminsterfullerene (C60) as the 

electron acceptor.  TRTS provides charge carrier conductivity dynamics comprised of changes in both population and 

mobility. By using time-resolved optical spectroscopy in conjunction with TRTS, these two contributions can be 

disentangled. The sub-picosecond photo-induced conductivity decay dynamics of C60 were revealed to be caused by 

auto-ionization: the intrinsic process by which charge is generated in molecular solids. In donor-acceptor blends, the 

long-lived photo-induced conductivity is used for weight fraction optimization of the constituents. In nanoscale multi-

layer films, the photo-induced conductivity identifies optimal layer thicknesses. In films of ZnPc/C60, electron transfer 

from ZnPc yields hot charges that localize and become less mobile as they thermalize. Excitation of high-lying Franck 

Condon states in C60 followed by hole-transfer to ZnPc similarly produces hot charge carriers that self-localize; charge 

transfer clearly precedes carrier cooling. This picture is contrasted to charge transfer in α-6T/C60, where hole transfer 

takes place from a thermalized state and produces equilibrium carriers that do not show characteristic signs of cooling 

and self-localization. These results illustrate the value of terahertz spectroscopic methods for probing charge transfer 

reactions. 

Keywords: terahertz spectroscopy, carrier dynamics, organic solar cells 

1. INTRODUCTION

The performance of organic solar cells has significantly improved in recent years, with power conversion efficiencies 

exceeding 10%.[1, 2] In order to achieve these and further gains, much attention has been given to understanding the 

influence of the sample morphology[3-5] and of charge transfer states[6] on photocurrent generation and loss 

mechanisms. It is clear that both play important roles in the rapid charge generation that would otherwise seem at odds 

with the excitonic nature of organic semiconductors. However, a debate has emerged as to whether efficient charge 

separation occurs via hot charge transfer excitons or energy-gradient driven molecular hopping. While many ultrafast 

spectroscopic measurements show increasing evidence for the important role of hot charge transfer excitons,[7] device-

like charge collections measurements show no significant gains from hot excitations.[8] Central to this debate is the 

question of whether large donor-acceptor energy level offsets are needed to generate efficient photocurrent. The answer 

to this question has consequences for efforts aimed at increasing the open circuit voltage of organic photovoltaic cells.[9] 

The excitonic nature of organic semiconductors stems from their low dielectric constants and strong electron-phonon 

interactions. The former leads to unscreened Coulombic attraction between electrons and holes, and the latter leads to 

structural relaxation of the excited state into a lower energy configuration. In order to separate charges, energetically 

downhill charge transfer reactions are engineered into organic solar cells. Typically charge transfer occurs at a donor-

acceptor heterojunction where the energy-level offset overcomes the exciton binding energy and favorable 

reorganization energies inhibit back transfer. The state that initially forms upon charge transfer is a charge transfer 

exciton (CTE), comprised of a hole in the donor and an electron in the acceptor that are held by mutual attraction at the 

donor-acceptor interface. Within Onsager theory, the interaction between electrons and holes is governed by a 

Coulombic potential that is inversely proportional to dielectric constant and electron-hole separation.  Delocalization 
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increases the electron-hole separation and weakens the mutual attraction, increasing the probability that the CTE 

dissociates into separate charges. So-called “hot” CTE states with excess energy are more delocalized, which is thought 

to be a key factor in driving charge separation.[7, 10]  Entropy considerations may also play a role, through the increase 

in multiplicity of charge-separated states available to delocalized CTEs.[11] Due to the required reorganization energy, 

Marcus theory suggests that an optimum excess energy may exist, above which CTEs dissociate with lower 

probabilities.[12] Hot CTEs may be important only if the rate of charge separation is higher than the rate of 

thermalization. If instead, the CTE cools prior to energy transfer, other factors may influence efficient charge separation 

from relaxed CTEs.[8] Local morphology may play an important role in increasing delocalization, independent of CTE 

energy.[13] High charge carrier mobility may also help CTE dissociation by similarly contributing to increased 

delocalization and inhibiting geminate recombination.  Finally, internal electric fields may reduce the barrier to charge 

separation in the downfield direction, thus increasing the charge separation probability. It is not yet clear to what degree 

each of these factors contributes to charge separation. 

Here we examine charge transfer in two model molecular donor-acceptor systems comprised of either zinc 

phthalocyanine (ZnPc) or α-sexithiophene (α-6T) as an electron donor and Buckminsterfullerene (C60) as the electron 

acceptor. High efficiency organic photovoltaic cells have been achieved using thiophenes and phthalocyanines.[14] The 

energy level offsets in each donor-acceptor system allow for the important role of excess driving energy to be explored. 

We apply both transient absorption and time-resolved terahertz spectroscopy to monitor the photogenerated excited state 

species as well as the photo-induced conductivity. Together, this provides insight into the evolution of the populations of 

excitons and charge separated species as well as the transient charge carrier mobility. By varying the excitation photon 

energy, we can compare the results of creating either hot or cool charge transfer excitons in order to determine the role 

of excess energy on charge separation. 

 

2. METHODOLOGY  

ZnPc, α-6T, and C60 were purified by vacuum train sublimation prior to use. Organic thin films (~300nm thick) were 

deposited onto quartz substrates by thermal evaporation under vacuum ( 10-7  Torr). Composite films were prepared by 

co-sublimation while those consisting of nanometer-thick layers were prepared by alternating layer deposition of the 

constituents. Layer thicknesses varying from 1 nm to 10 nm were determined using a quartz crystal microbalance. The 

optical absorption spectrum was measured with a spectrophotometer, while measurements at optical density < 0.1 were 

conducted using a custom spectrometer with an integrating sphere. 

Transient absorption (TA) measurements were based on a 1kHz Ti:Sapphire amplifier with a fundamental wavelength of 

775 nm whose output was split to generate excitation and probe pulses. The frequency-doubled output was used for 

photo-excitation, while the excited state spectra were measured using a while light continuum probe generated in a 

sapphire plate. The white-light probe was sent through a scanning monochromator, which allows for the excited state 

spectrum to be recorded as well as for specific probe wavelengths, e.g. corresponding to the ground state bleach (GSB) 

or excited state absorption (ESA), to be selected. The dynamics of these excited-state populations were recorded by 

varying the delay, i.e. optical path length, between the excitation and probe pulses using a mechanical delay stage.  

Time-resolved terahertz spectroscopy (TRTS)[15] was based on a 1kHz Ti:Sapphire amplifier with a fundamental 

wavelength of 800 nm and a 60 fs pulse width whose output was split to generate excitation and probe pulses. Optical 

excitation pulses were generated either by frequency-doubling the output to 400 nm or by pumping a near-infrared 

optical parametric amplifier that was subsequently frequency-doubled to 615 nm. Terahertz (THz) probe pulses were 

generated by optical rectification in a 2 mm thick [110] ZnTe crystal and coherently detected by free-space electro-optic 

sampling in a second ZnTe crystal. Coherent detection of the THz probe pulse electric field allows for simultaneous 

determination of the refractive index and absorption, or equivalently the complex conductivity. 

Photo-induced conductivity dynamics were recorded by monitoring the change in the peak THz waveform electric field 

amplitude as a function of time after photo-excitation. This is done by first fixing the delay, i.e. optical path length, 

between the pulse that generates the THz waveform and the pulse that samples its electric field amplitude, then scanning 

the delay between the excitation pulse and the THz pulse. It can be shown that the change in the peak THz electric field 

is proportional to the changes in the real conductivity, while photo-induced phase shifts more easily measured at the 

zero-crossing of the THz electric field are dominated by changes in the imaginary conductivity.[16] The complex 

frequency-dependent conductivity was extracted from scans measuring the change in the transmitted THz pulse at a 
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given delay after photo-excitation using the thin film approximation.[17] All measurements were performed in a dry-air 

purged box to minimize THz absorption by atmospheric water vapor.  

3. RESULTS  

First we examine the excited state behavior of neat C60 films, Figure 1a. Photo-excitation at 400 nm (3.1 eV) leads to an 

instrument limited rise in photo-induced conductivity measured via TRTS. This is followed by an ultrafast exponential 

decay (500 fs) to a slowly decaying residual conductivity. These dynamics were absent from both C60 in solution and C60 

isolated in a polystyrene matrix,[18] implying that they do not originate from intramolecular excited states. On the other 

hand, photo-excitation of C60 at 615 nm (2 eV) yields no observable photo-induced conductivity. This indicates that 

there is a threshold energy necessary to produce charge separated species in C60. Early studies of C60 reported a 2.3 eV 

threshold for transient photocurrent,[19] suggesting the existence of intermolecular charge transfer states. Excited state 

dynamics in C60 probed at 550 nm (2.25 eV) via TA, which was previously assigned to charge transfer excitons 

(CTE),[20] show a multiexponential decay with an initial fast component that matches the photo-induced conductivity 

decay. Therefore, we conclude that this photo-induced conductivity decay is dominated by recombination and not 

changes in mobility.  

We assign the C60 dynamics to autoionization,[21] which is the intrinsic method of charge carrier generation in organic 

solids. Here, excitation to a higher-lying Franck-Condon state allows for charge transfer to a neighboring molecule of the 

same type. The created geminate pair can then either recombine or escape the Coulomb potential via a thermally-

activated process to form charge carriers, Figure 1b. In terms of Onsager theory, the excess energy of this hot CTE 

increases the electron-hole separation and thus the probability of charge separation. The fast photo-induced conductivity 

and CTE population decays are consistent with hot CTE relaxation times.[11, 22, 23] Here, many electrons do not 

escape the Coulomb potential and the hot CTE undergoes a form of self-trapping as it cools. The resulting bound CTE 

has insufficient polarizability to significantly absorb at THz frequencies.[17, 24] From our measurements, we infer that 

the 0.3 eV excess energy above the absorption edge that is given to an exciton upon 615 nm exciton is insufficient for 

autoionization. 

 

Figure 1. (a) Ground state bleach probed at 550 nm (black) and TRTS conductivity dynamics in C60 

resulting from 400 nm (blue) and 615 nm (red) excitation. (b) Schematic of the autoionization process 

where higher excitation energies lead to greater delocalization and a higher probability of exciton 

dissociation. 

 

Next we examine the ZnPc:C60 donor:acceptor system. In both the blends and nanoscale multilayered films, bi-

exponential photo-induced conductivity dynamics are observed. No photoinduced conductivity response is observed in 

neat ZnPc, which recent measurements suggest may require a higher degree of crystallinity than achieved through 

sublimation in order to provide significant delocalization and support long-range charge separation.[25] The rapid initial 

decay of the photo-induced conductivity is absent from the excited state dynamics of the multilayered films probed at 

550 nm, which corresponds to transitions of the ZnPc cations, Figure 2a. The observed linear fluence dependence 

indicates that the fluences used here are not sufficiently high as to produce polaron pair annihilation, which can lead to 

rapid recombination.[26] The lack of correlation between the excited state and conductivity dynamics indicates that the 
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later is dominated by changes in mobility following charge transfer.[27] Here, the transferred charge carriers possess 

excess energy and greater mobility, which decreases as the carriers cool and become more localized. This is consistent 

with recent measurements showing that carriers are generated within 100 fs in polymer:fullerene blends and localize 

within 1 ps as they thermalize.[28] The excited state and photoinduced conductivity dynamics are correlated for delays > 

20 ps, where recombination dominates the changes in conductivity.[21] 

 

 

Figure 2. (a) ZnPc cation dynamics (black) measured via TA at 550 nm and conductivity dynamics 

(red) measured via TRTS in the ZnPc:C60 donor:acceptor system. (b) TRTS conductivity dynamics in 

ZnPc:C60 co-sublimed films as a function of the percent weight of ZnPc. 

 

The long-lived component of the photoinduced conductivity, which is proportional to the charge carrier concentration, 

exhibits a clear dependence on the blend composition for ZnPc:C60, Figure 2b. The optimum weight fraction is found to 

be 50% donor and 50% acceptor.[18] This may be related to the need for both a sufficiently crystallized donor[29] and 

large acceptor domain sizes[13] in order to achieve efficient charge separation.   

 

 

Figure 3. TRTS conductivity dynamics in ZnPc:C60 multilayered films shown as a function of layer 

thickness for (a) 615 nm excitation and (b) 400 nm excitation.  (c) Comparison between the TRTS 

conductivity dynamics resulting from 400 nm (blue) and 615 nm (red) excitation in ZnPc:C60 blends. 

Solid lines are fits to the data.[27] 

 

The photo-induced conductivity depends on the layer thickness for the nanoscale multilayered films. This is most easily 

observed for 615 nm excitation, which is primarily absorbed by the ZnPc, Figure 3a. Here, the peak photoinduced 

conductivity increases as the layer thickness decreases, however the conductivity decay rate is independent of thickness. 
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This is also true when exciting the ZnPc:C60 multilayered films with 400 nm light, Figure 3b, however there we see an 

additional short-lived peak. This peak matches the C60 autoionization dynamics and becomes more pronounced for 

thicker layers, indicating it comes from regions of bulk C60.  

 

 

Figure 4. (a) ZnPc Ground state bleach dynamics in ZnPc:C60 multilayered films probed at 675 nm 

after 387.5 nm excitation as a function of layer thickness. Solid lines are Monte Carlo simulations of 

exciton diffusion in C60. (b) Schematic showing the processes of absorption, exciton creation, 

diffusion, CTE formation that precede charge separation in a donor-acceptor heterojunction.  

 

As we have seen that the photoconductivity arises from ultrafast charge transfer between donor and acceptor, we can 

infer that it is dominated by the donor:acceptor interface. Excitation of a donor or acceptor molecule within a layer 

requires exciton migration to the interface prior to charge transfer. We can estimate the exciton diffusion time by 

monitoring the ZnPc ground-state bleach (GSB) via TA after excitation at 387.5 nm, Figure 4. At this wavelength, most 

of the light is absorbed by C60. For the thickest layers, the GSB peak is delayed by 10s of picoseconds. Monte Carlo 

simulation of hopping between neighboring C60 molecules in a face centered cubic lattice with 1.4 nm lattice spacing and 

unity probability of charge transfer at the ZnPc:C60 interface yield a hopping rate of 2.5 THz for all layer 

thicknesses.[21] This corresponds to an exciton diffusion length of 10 nm, which is typical for an organic 

semiconductor. This estimate does not include long lived triplet states. We can therefore conclude that charge transfer 

from molecules excited within the bulk of these nanoscale layers does not contribute to the initial photoinduced 

conductivity transient. This explains the aforementioned dependence of photoinduced conductivity on layer thickness: as 

the layers become thinner we expect that a greater fraction of excited states to be created closer to the interface where 

they are able to contribute to charge separation. 

Importantly, there appears to be little dependence of the conductivity dynamics on the excitation wavelength. While a 

direct comparison within the multilayered films is obscured by the C60 autoionization peak, it is much more 

straightforward for the blended architecture. Here, it is clear that the decay dynamics are the same for 400 nm and 615 

nm excitation, Figure 3c. When ZnPc is preferentially excited at 615 nm, electrons transfer into a high-lying excited state 

of C60, resulting in a hot carrier. Similarly, when C60 absorbs a 400 nm photon an electron directly excited into such a 

state, as discussed above for the case of autoionization. In the case of ZnPc:C60, hole transfer into ZnPc occurs prior to 

electrons thermalizing in C60, giving rise to the observed photoinduced conductivity dynamics. Clearly charge transfer 

can compete with hot CTE cooling.  
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Figure 5. (a) Real (σ1) and imaginary (σ2) frequency-dependent conductivity in multilayered ZnPc:C60 

films with 5 nm layers. The solid lines are fits to the Drude-Smith model. (b) Schematic representation 

of charge carrier backscattering over distances less than the mean free path length (l), which is 

described by the Drude-Smith model. 

 

The complex frequency-dependent photoinduced conductivity in ZnPc:C60 shows dispersive transport, Figure 5a, where 

the conductivity increases with frequency. Dispersive transport is characteristic of disordered systems. For Anderson 

disorder, random defects cause destructive interference among carrier scattering events, leading to localized transport. 

The effect of nanoscale disorder can be described by the Drude-Smith model,[30] which considers the probability of 

carrier backscattering from an electronic barrier reached within the charge carrier mean free path length, Figure 5b. 

Typical barriers include grain boundaries,[31] interfaces, nanoparticle surfaces,[32] or the potential associated with an 

impurity or defect. This model is typically used to describe the THz conductivity of polycrystalline organic 

semiconductors,[33] while single crystals show Drude-like transport.[34] Applying such a model to the extracted 

frequency-dependent conductivity results in a scattering time of 28 ± 2 fs and a backscatter parameter of -0.83 ± 0.01 

where -1 represents complete backscatter. These values are comparable to those measured in polycrystalline polymeric 

systems,[33] and may be dominated by efficient transport in C60 layers. No dependence on layer thickness was 

discernable with the uncertainty of these measurements. 

 

 

Figure 6. TRTS conductivity dynamics in -6T:C60 multilayer films as a function of layer thickness for 

(a) 400 nm and (b) 615 nm excitation. Solid lines are fits to the data. 

 

Lastly, we examine the -6T:C60 donor:acceptor system. Photoexcitation with 400 nm light yields qualitatively similar 

results as those observed in ZnPc:C60, Figure 6a. We observe a short-lived decay to a long-lived residual component. 

Here, 400 nm light preferentially excites -6T, and electron transfer into a high-lying C60 state results in a hot carrier. 
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However, photoexcitation at 615 nm yields very different results, Figure 6b. Here, only C60 can absorb photons. As we 

have seen, this photon energy is insufficient for C60 alone to generate charge-separated states. However, hole transfer to 

-6T yields an equilibrium photoinduced conductivity that persists for > 100 ps. In this case, hole transfer occurs from a 

“cool” state.[27] This is consistent with emerging evidence that charge separation can occur efficiently even from the 

lowest ground-state accessible charge transfer states.[35] This demonstrates that charge transfer does not require hot 

CTEs and instead can occur from thermalized states without a large driving energy.  

4. CONCLUSIONS  

In summary, we have examined charge transfer in two model molecular systems using time-resolved terahertz 

spectroscopy and transient absorption spectroscopy.  In the case of charge carriers, the former provides the product of 

the population and mobility, while the later provides only population information. We find, for photon energies above 

2.3 eV, that autoionization in C60 leads to charge generation. The signature of this process is a sub-picosecond recapture 

of charges that are unable to escape the electron-hole mutual (Coulombic) attraction. Addition of an electron donor 

material facilitates charge separation. In the case of ZnPc:C60, the dissociation of charge transfer excitons yields hot 

charge carriers with excess mobility, which dissipates as charges cool to lower energy levels and localize due to 

molecular reorganization. This short-lived high mobility may facilitate charge separation in some systems and aid in 

reducing geminate recombination. This may contribute to reports of increased charge separation yields from hot charge-

transfer excitons.  In the case of -6T:C60, we see that charge transfer can occur from states will little excess energy. The 

observation of charge separation without a significant excess driving energy provides evidence that open circuit voltage 

losses could be minimized by the use of sufficiently crystalline materials.     
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ABSTRACT 

An increasing amount of bridge construction in the U.S. is completed through the use of prefabricated 
bridge elements (PBE), commonly relying on field-cast grout-type materials to complete the connections 
between precast concrete elements. The interface bond between the grout and the substrate concrete 
can be a key factor in the long-term durability of the structural system. This paper evaluates bond 
performance of a non-shrink cementitious grout, and examines how the supply of extra moisture at the 
grout-concrete interface affects the bond strength. The results show increased bond strength when 
supplemental moisture is provided to the substrate interface. 

 

INTRODUCTION 

The connection of prefabricated concrete elements using field-cast “non-shrink” cementitious grouts is a 
common practice in accelerated bridge construction (ABC) projects (1). The grout material should have 
sufficient strength and should offer good bond to the concrete element in order to insure adequate stress 
transfer not only during loading of the structure, but also during expansion and/or contraction of the newly 
placed grout material. However, recent studies have reported dimensional stability concerns (primarily 
shrinkage) in these grout materials (2), which could lead not only to durability problems of the grout 
material but also to the reduction of the bond between the grout and the prefabricated concrete element. 
Many are the variables that affect the bond performance of a cementitious material (e.g., grout) when it is 
placed in contact with another cementitious material (e.g., concrete substrate) (3). One of them is the 
provision of extra moisture at the concrete surface before the pour of the new material. This is done with 
the goal of achieving a saturated-surface dry (SSD) condition on the substrate surface. It is hypothesized 
that the presence of this extra moisture to achieve an SSD condition will reduce the moisture transfer that 
might occur from the fresh material into the concrete substrate, thus allowing the fresh material to use of 
all its available mixing water for a better hydration, as well as reducing shrinkage derived from the water 
migration. Shrinkage in the freshly poured material will not only increase the “gap” between the two 
materials, but it will also induce shrinkage stresses at the interface, typically causing microcracking. Since 
this practice of achieving an SSD condition by adding extra moisture has become common in the 
construction industry (especially in repair applications), this paper focuses on evaluating the effect that 
the supply of that extra moisture at the grout-concrete interface has on the bond performance.  

 

EXPERIMENTAL 

The bond assessment was performed using the ASTM C1583 test method (“pull-off” test method) on a 
grout-concrete slab (Figure 1). The slab dimensions were 36 in x 36 in x 4 in (914 mm x 914 mm x 102 
mm) with a 2-inch (50-mm) thick overlay of a non-shrink cementitious grout. Prior to the grout pour, the 
top surface of the concrete slab was pressure washed at 24 h after casting in order to create an exposed 
aggregate interface, achieved by using a commercially available in-form paint-like retarder agent. The 
grout was cured for 2 d or 14 d prior to execution of the bond tests. The results are then presented as “2-
d” or “14-d” bond strength which refers to the age of the grout when the bond test was performed. 
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In this study, the moisture is provided by either saturating the concrete surface during the 24 h that 
precede the casting of the grout, so that an SSD condition is achieved, or by means of internal curing (IC) 
through the use of pre-wetted light-weight aggregates (LWA) being included in the grout material. The 
LWA used had a specific gravity value of 1.57, and a water absorption value of 16.6 %. The amount of 
LWA added was 23 % of the solid content, by mass. Water from the LWA will be released at the 
appropriate time (typically after set), and will theoretically migrate to the regions where water is demanded 
(e.g., grout-concrete interface). The provision of IC using LWA, besides providing extra moisture at the 
interface, will also reduce shrinkage of the grout and improve grout curing conditions (4). Finally, images 
taken from an environmental scanning electron microscope (SEM) will be utilized in order to observe if the 
extra moisture provided has an influence on the microstructural features (e.g., main hydration products 
formed) of the grout-concrete interface. 

 

RESULTS 

Figure 1 shows the 2-d and 14-d pull-off results. All the specimens failed at the grout-concrete interface 
(except for the tensile results in which the specimens failed within the grout material). Results labelled as 
“control” correspond to the specimens where no moisture was added (i.e., drying conditions at a 
temperature of 23 °C ± 1 ºC and a relative humidity of 50 % ± 5 %). “SSD” and “IC” correspond to the 
specimens where additional moisture was provided via 24-h water saturation or IC, respectively. The pull-
off tensile strength of the grout material for all the specimens was added for reference purposes. As can 
be observed, the bond strength increases over time, since the 14-d strength is (in all cases) larger than at 
2 d. The bond strength of the SSD specimens is about 45 % and 17 % higher than that of the control at 
2 d and 14 d, respectively. As for the IC specimens, while the 2-d bond strength is about 18 % higher 
than the control, the bond strength obtained at 14 d was not significantly different. One aspect to point out 
about the IC samples is that they showed a larger number of air pockets (e.g., large porosity) at the 
interface. This might be attributed to the fact that the LWA needed to provide IC is added to the grout 
material, reducing its paste content per unit volume and slightly changing the rheology by making the 
material less fluid. It is conjectured that this could have an impact on the bond strength by reducing the 
contact area. The same effect was also observed at 2 d, although the bond strength obtained was slightly 
larger (perhaps, other variables such as the increased degree of hydration due to the extra moisture have 
more effect on the bond strength at this age). The tensile strength is always larger than that of the 
interface failure, confirming that the weakest region is located at the grout-concrete interface, at least up 
to 14 d of hydration (noting that the 2-d IC tensile strength could not be measured). 

  

(a) (b) 

Figure 1. (a) Illustration of the pull-off test on the grout-concrete slab via ASTM C1583, (b) 2-d and 14-d 
pull-off bond strength for the different interface moisture conditions. (Error bars represent  one standard 

deviation from the average of four samples) 
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DISCUSSION AND CONCLUSIONS 

In an attempt to explain the bond strength results, SEM images were collected from the grout side of the 
interface in each of the specimens studied: control, SSD, and IC. A clear difference on the type of crystals 
formed was observed between the control and the specimens with extra moisture (SSD and IC). While 
the microstructure on the control specimen was dominated by the presence of large blade-shaped 
crystals randomly oriented, both SSD and IC specimens showed a microstructure dominated by the 
presence of denser ‘equant’ crystals, with a morphology closer to cubical and thick needle shapes (Figure 
2b, 2c). The earlier formation of this type of crystal was promoted by the presence of extra moisture at the 
interface. Eventually, the bladed-shaped crystals of the control specimen will also transform into the 
denser equant crystals (as observed in the 14-d SEM micrographs, although not shown in this paper). 
The presence of extra moisture accelerates this transformation. It is then conjectured that the equant 
shape of those crystals increases the contact area between the grout and the concrete, compared to that 
of the blade-shaped crystals (that is, a more interpenetrating contact type). 

   
(a) (b) (c) 

Figure 2. 2-d SEM micrographs of the control fractured sample at the grout side of the interface: (a) 
control, (b) SSD, (c) IC. 

In conclusion, the presence of extra moisture (i.e., SSD condition) at the concrete surface changes the 
type of microstructure present at the interface, increasing the bond strength at the grout-concrete 
interface. 
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Abstract 

This paper discusses the potential advantages and pitfalls of using semantic web technologies for representing and integrating 
modeling and analysis tools. Analytical tools are often not designed to be integrated with information sources and general-
purpose modeling tools and often do not support detection of problems across domains. Additionally, these modeling tools may 
not capture and represent explicitly the information needed to leverage the capabilities of analysis tools. The method described 
uses semantic web technology as the integrating mechanism between domain specific modeling (DSM) tools and analytical tools. 
We describe a method and tool set for representing the analytical knowledge through semantic web ontologies that map between 
the metamodels of both the DSM and analytical tools. We compare an earlier tool-chain prototype with a significantly revised 
prototype to reflect on the benefits from using semantic web technologies as an integrating mechanism. A potential advantage is 
the ability to explicitly and transparently represent the relationships between modeling and analytical tools. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of scientific committee of Missouri University of Science and Technology. 
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1. Introduction 

The pervasive use of networking, sensors and information technologies to create smart or intelligent systems 
offers increased effectiveness, productivity, safety, and enables increased functionality in smart manufacturing and 
more generally Cyber Physical Systems (CPS). Model-centric engineering (MCE) is increasing in use to deal with 
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the increased complexity in analyzing both the problem and solutions for CPS. MCE is an overarching digital 
approach for integrating different model types and tools for simulations and analysis of systems and components at 
different levels of abstraction and fidelity across disciplines throughout the lifecycle1. MCE technologies enable 
more automation and efficiencies, however there is still a lack of cross-domain model interoperability, consistency, 
and limitations transforming models with the required semantic precision to provide accurate information for some 
required analysis.  

In the context of this paper, we are concerned with disparate modeling viewpoints and the associated analytical 
knowledge that is required to leverage analysis tools to support decision making about integration of 
computationally-enabled equipment and functions of a smart-manufacturing system. These viewpoints are modeled 
using DSMs that can require cross-domain analyses for detecting anomalies and incompatibilities that may arise 
when new capabilities are introduced into systems. We extend a prototype used in prior research2 because that work 
documents the analytical results and benefits of integrating DSM tools with analysis tools†. The prototype discussed 
herein keeps fixed the DSM metamodel, application models and analysis tool capabilities in order to compare and 
contrast the use of semantic web technologies as an analytical knowledge representation and integrating mechanism. 
We focus on declarative and traceable means to compose information into analytical models. 

In the field of design and engineering, knowledge can be classified along several dimensions: formal versus tacit, 
product versus process, and compiled versus dynamic3. Sowa describes knowledge representation as a 
multidisciplinary subject that combines techniques from logic, ontology, and computation4. Ontologies represent a 
possible way to generate a more flexible data model integrating disparate knowledge domains5. We want to make 
various aspects of these classes of engineering knowledge explicit by formalizing unstructured and tacit knowledge. 
We believe logic, ontology, and computation are key aspects for formalizing different types of knowledge for cross-
domain and multidisciplinary analyses.  

The semantic web technologies are based on a standard suite of languages, models, and tools that are suited to 
knowledge representation. Fig. 1 provides a perspective on the semantic web technology stack, which includes 
eXtended Markup Language (XML)6, Resource Description Framework (RDF)7 and RDF Schema (RDFS)8, Web 
Ontology Language (OWL)9, querying language (SPARQL)10, and others. RDF can describe instances of ontologies. 
RDFS extends RDF and provides primitives such as Class, subClassOf, and subPropertyOf. The semantic web 
technologies were created to extend the current Internet allowing combinations of metadata, structure, and various 
technologies enabling machines to derive meaning from information, both assisting and reducing human 
intervention. This technology is generally applicable beyond the original intent, as we will discuss in this paper.   

The technology layers of the semantic web support different levels of abstractions. OWL has found acceptance as 
a standard notation for knowledge representation. OWL-enabled modeling tools are available from multiple 
providers, as well as supporting assets such as reasoners and application-programming-interface libraries. OWL has 
been applied to diverse projects in a wide array of fields11. OWL was developed from the beginning based on formal 
logical principles; it provides strong support for verification of consistency and satisfiability, extraction of 
entailments, and conjunctive query answering. This emphasis on formal logic counterbalances the absence of any 
graphical-notation conventions in the OWL standards12. Some researchers have attempted to use RDF without OWL 
for related model-based analysis effort such as requirement representation and trade space analysis11, however these 
attempts have required using code in the transformation to perform needed functions such as inferencing, which is 
supported more directly by OWL-capable tools.   

We focus on the use of the semantic web technologies at the ontology and reasoning layer to represent analytical 
knowledge as reflected in Fig. 1. The notion of a metamodel of a DSM is strongly related to the notion of a domain 
ontology13, because both are an abstraction of a conceptualization14. Ontologies in OWL are associated with 
metamodels of a DSM and also map to the metamodels of analysis tools. Our interest is in the methods of 

 

 
† Certain commercial software products are identified in this paper. These products were used only for demonstration purposes. This use does not 
imply approval or endorsement by NIST, nor does it imply these products are necessarily the best available for the purpose.   
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representing the analytical knowledge to take advantage of a standards-based approach to knowledge representation, 
transformation and formal analysis. The transformations are applied to specific instances of information derived 
from models as subject, predicate and object using RDF triples that are compliant with their respective ontology. 

 

 

Fig. 1. Semantic Web Technologies related to Layers of Abstraction. 

2. Context 

There are many stakeholders involved in various roles that contribute to both the problem formulation and 
solution of a CPS. These stakeholders have differing concerns related to trade space, design, integration, safety, 
operations, etc. A viewpoint establishes the purpose and audience for a representation of a system15. Viewpoints 
relevant to production include representations of schedules, process plans, inspection results, inventory, unit process 
descriptions and equipment datasheets. Each of them has some type of conceptualization of how their view applies 
to the overall problem formulation and process as reflected in Fig. 2. The conceptualizations of these views can be 
represented in a semantically precise way using ontologies16. 

 

Fig. 2. Transforming Views of the Problem in order to Leverage Analytical Capabilities for a Specific Objective. 

By expressing the problem formulation metamodel as an OWL ontology, we enable three capabilities that are not 
easily achieved by other means. First, the problem formulation ontology represents a composition of more 
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fundamental viewpoints that are oftentimes provided without interrelation in the domain of discourse. The problem 
formulation ontology enables an analysis of the compositionality of those views. For example, the interconnection of 
component equipment may be provided by a piping and instrumentation diagrams (P&ID), whereas a behavioral 
viewpoint is provided by a mechanical control view. It is possible that some entailments of the composition of 
viewpoints are incompatible. For example, the controls view may suggest that a component valve provides a 
regulating function, whereas the equipment view indicates that the same valve is only intended to provide safety 
pressure relief.   

Second, OWL axioms may be applied against the problem formulation ontology to ensure that individual 
viewpoints are well-formed. For example, pipes, elements of the P&ID view, may be constrained to have 
connections on two ends. This example illustrates one of the shortcomings in our first prototype2; the DSM system 
captured the needs for these types of constraints, however, it was not visible to the analytical tool through the model 
transformation.  

Third, the problem formulation ontology enables traces to requirements. Tracing requirements is problematic 
because design tools oftentimes do not enable annotation of requirements on design elements, or such annotation is 
only possible on abstract system viewpoints, such as those provided by SysML17. The openness of ontology-based 
development enables requirements to be superimposed ad hoc over existing viewpoints. 

The use of an ontology for the problem formulation does, however, presents its own challenges. Foremost among 
these is that it does not provide straightforward means to organize mapping to the analytical tool metamodel. As 
suggested in our earlier work18 analytical metamodels emphasize structural containment and part-whole 
relationships because it is commonplace for software to require syntactically structured input. 

3. Objective and Approach 

We significantly modified the tool chain used in prior efforts,2 as shown in Fig. 3. The context of that research 
focused on virtual design and verification of industrial process plants’ designs. The prototype used DSMs and DSLs 
of a system design, and provided examples of how the integration with formal methods can identify defects in the 
design, and automatically generates test vectors with requirement-to-test traceability. The project research involved 
three main roles: 1) developing the DSM metamodel for integrated system designs, 2) creating application-specific 
models, using two graphical DSLs, and 3) producing the generator required to demonstrate analysis and test 
generation. The elements of the prior prototype are shown as shaded elements such as the DSM (MetaEdit+19) 
metamodels, associated application models and T-VEC20 analysis, test vector generation and requirement 
traceability capabilities. These elements remain fixed in the updated prototype in order to formulate a comparison of 
the potential advantages and pitfalls of the new approach over the prior approach. 

 

Fig. 3. Ontology, Domain Specific Modeling, Analysis and Semantic Web Prototype 

As detailed below, the modifications to the prototype are reflected by the unshaded elements in Fig. 3. These 
elements provide the new functionality of the prototype; these are used to model and analyze ontologies used by the 
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semantic web technologies and for representing analytical knowledge to transform model instances into 
representations required by the analysis tools (i.e., Alloy Analyzer21, T-VEC). The functions performed by the new 
elements in Fig. 3 are labeled below. 

1. We created the initial ontology with Protégé, an open-source ontology editor and framework22, but adopted a 
more rigorous method for developing a domain ontology representation, in which we used a lightweight modeling 
languages and tool, OntoUML lightweight editor (OLED)23. We modeled our conceptualization of the P&ID domain 
using OLED, which also produces an OWL ontology in XML. Having a precise representation of a given 
conceptualization becomes even more valuable when we want to integrate different independently-developed 
models or systems based on those models24, as reflected by the problem formulation discussed in Section 2.  

2. OLED also produces an Alloy specification21. The Alloy Analyzer is a solver that checks an Alloy 
specification for well-formedness properties and satisfiability of constraints. The Alloy Analyzer also produces 
visualizations of possible instances derived from the modeled ontology. This has the benefit to allow the ontology 
modeler and domain subject matter experts a way to visualize possible instances from the ontoUML model and 
provides a type of early model validation of the modeled ontology.  

3. We use Protégé to convert OWL to RDF/XML for loading into an inferencing-enabled Sesame triple store.  
MetaEdit+ is a tool that provides capabilities to represent a conceptualization as a metamodel and allow users to 

construct specific application models (instances) that are compliant with the metamodel. MetaEdit+ provides a 
template-based generator capability to support transformations of application models into artifacts such as 
documents, code, or other types of language generation.  In our prior effort2, we used the generator and some 
additional software to perform the application model transformations into T-VEC specifications; that research was 
focused on integrating DSMs with formal method tools like T-VEC. T-VEC is a theorem prover that we used to 
prove different types of properties (e.g., flow, pressure) were valid in the application model. T-VEC also generates 
test vectors with requirement-to-test traceability; these same capabilities are performed in the new version of the 
tools. 

4. In the new prototype, we created a different MetaEdit+ generator (RDF generator) that produces RDF 
representations of the application models. The generator was significantly simpler (i.e., about one third the code size 
of the prior version). We can demonstrate that these models are compliant with the OWL ontology through formal 
logics; these kinds of capabilities are well documented12 and complements our approach, because the models have 
the necessary formalization in OWL and RDF. 

5. We created SPARQL queries to extract information and serialize it into the XML-based language of T-VEC. 
This was also straightforward. eliminating the generator code we used in the earlier prototype. The current version 
uses SPARQL queries through an application programming interface to the triple store, which made the serialization 
of the XML to T-VEC easier to do. These same SPARQL queries can be executed from a web browser. 

6. The outputs of the analysis and test vector generation processes are loaded back into the triple store repository. 
Users can use web browsers to perform SPARQL queries directly to examine the results or through application 
program libraries in several different languages. Some researchers have created natural languages interfaces to 
further simplify the interface and raise the level of abstraction for presenting the semantic web information to 
subject matter experts in the domain25. 

4. Conclusions 

We describe the approach to transform DSMs through semantic web technologies and have been successful in 
demonstrating a new variant of our tool set. The new approach uses domain conceptualization, both in terms of 
metamodels and ontologies providing a way to cross check between representations to ensure semantic consistency. 
This not only improves on the prior approach, but provides for a more comprehensive and systematic approach for 
characterizing the domains associated with the problem formulation ontology concept. In addition, we believe that 
the early validation capabilities provided through model satisfiability checking and visualization of specific model 
instances using tools like the Allow Analyzer are valuable for subject matter experts across the related domains. 
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The new approach simplifies the DSM generator signficantly. It does require more effort in developing the 
ontology, but that has value as described previously. In addition, the ontology, if defined appropriately can leverage 
inferencing in the triple store, which can only be done from either RDFS or OWL. The inferencing creates RDF in 
the triple store for associations (e.g., class, subclass) derived from the model. These types of associates were 
previously produced through code in the generator of the early prototype as they are required for the model 
transformation into T-VEC. In addition, the new serialization using SPARQL, which is also straightforward as all of 
the needed information is in the triple store, and again requires significantly less code. SPARQL is a relatively 
simple open, standard-based language. Its simplicity facilitates verification. These results derived through the 
application of semantic web technologies reflect well on our desire to have more transparency of the analytical 
knowledge, in this case focused mostly on the model transformations. 

The methodology underlying the ontoUML approach adds methodological rigor, which like any methodology 
involves learning, but the rigor and associated analysis and visualization tools pay off through model validation. 
This approach leads also to the need for methodological rigor in developing of the ontology as the users need to 
understand how the ontology generation process works (e.g., the generation of namespaces in the RDF). 

The new aspects of the approach are open and standards-based that address some of the needs for semantically 
precise representation of MCE. Equally important is that the transformation medium is potentially tool agnostic, 
which can have significant potential benefits on coordinating efforts between companies that don’t use the same 
tooling. A tool agnostic approach is desirable in the acquisition of complex systems. As we move into a world where 
we need to share more information digitally, imposing any particular set of tools on the contractors and developers 
of these systems is problematic. Not only is this information important for early conceptualization and design, but 
the availability for digitally precise and semantically rich information is more important in manufacturing, 
operations and sustainment.26 
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ABSTRACT 

This paper presents an analytical evaluation of the performance of low-GWP refrigerants in a 

finned-tube evaporator used for residential cooling applications. The study employed an 

evolutionary-computation optimization module to examine the effect of a refrigerant circuitry 

design on performance of twelve alternative refrigerants for R22 and R410A. The study 

showed that high-pressure fluids benefited most from refrigerant circuitry optimization, with 

R744 achieving a capacity increase of over 13 %. Among lower-pressure fluids, the capacity of 

an R717 evaporator increased by over 10 %. The effect of optimized refrigerant circuitries on 

the system performance was estimated. The results show that zeotropic blends with a large 

temperature glide are particularly sensitive to the refrigerant circuitry and may suffer 

significant performance degradation in heat exchangers with improper design. 

Keywords: air conditioning, evaporator, global warming potential, optimization, refrigerants 

1. INTRODUCTION

Concerns about climate change, and the recent (EU, 2014) and anticipated regulations phasing 

down refrigerants with a high global warming potential (GWP), have prompted numerous 

studies evaluating the performance of low-GWP refrigerants in air-conditioning and 

refrigeration equipment. Initial performance evaluations typically rely on simple theoretical 

simulations, which are based on thermodynamic properties alone. The next step often involves 

laboratory tests in a system that was originally developed for the refrigerant planned to be 

phased out. While laboratory tests provide the ‘most trusted’ information about performance of 

a refrigerant in a given system, it is recognized that tests of a new refrigerant in a system 

optimized for a different refrigerant (referred to as ‘drop-in’ tests) do not show the performance 

potential of the new fluid. ‘Soft-optimization’, which includes adjustment of the refrigerant 

charge and expansion device, is typically implemented in drop-in tests; however, optimization 

of the compressor and refrigerant circuitry in the evaporator and condenser is also needed for 

fair refrigerant evaluation (Abdelaziz et al., 2015). In this paper we discuss the effect of 

refrigerant circuitry on the evaporator performance with natural and fluorinated alternatives for 

R22 and R410A. We applied an evolutionary computation-based optimization module to 

design refrigerant circuitries for candidate refrigerants and compared the optimized 

performance in the evaporator with that using the original circuitry.  

2. REFRIGERANTS

We considered six R22 alternatives and six R410A alternatives (Table 1). We assigned the 

alternatives to these two groups based on the pressure of these refrigerants while operating in 

an air conditioner.  The ‘R22 group’ includes three single-component fluids, R290 (propane), 

R1270 (propylene), and R717 (ammonia), which have very small GWPs but require 
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engineering measures to address application restrictions related to their A3, A3 and B2 safety 

classifications, respectively (ASHRAE, 2013). The other fluids are zeotropic mixtures 

designed to approximate R22 thermodynamic performance. One blend has the A1 safety 

designation, and the other two are mildly flammable (A2L). These blends present fewer safety-

related application difficulties than R290, R1270, and R717; however, their GWPs are higher. 

The ‘R410A group’ includes two single-component fluids, R32 and R744 (carbon dioxide), 

which is the only non-flammable fluid. The other fluids are blends (all A2L). Generally, R744 

and R717 are not considered to be direct replacement fluids. R744 has significantly higher 

pressure than other fluids and R717 can’t be used with copper tubes and has high toxicity, but 

they are included here to elucidate issues of refrigerant circuitry optimization. 

Table 1. Studied Alternative Low-GWP Refrigerants 

(a) R22 alternative refrigerants

Refrigerant Composition 
Mass fraction 

(%) 

Temperature 

glide(1) (K) 

Safety 

classification(2) GWP(3) 

R22 (base) R22 100 0 A1 1760 

MIX-1(4) R32/R125/R134a/R1234yf 13/13/31/43 4.0 A1 904 

R444B R32/R152a/R1234ze(E) 41.5/10/48.5 7.9 A2L 295 

R454C R32/R1234yf 21.5/78.5 6.1 A2L 146 

R290 R290 100 0 A3 9 

R1270 R1270 100 0 A3 1 

R717 R717 100 0 B2 <1 

(b) R410A alternative refrigerants

Refrigerant Composition 
Mass fraction 

(%) 

Temperature 

glide(1)  (K) 

Safety 

classification(2) 
GWP(3) 

R410A(base) R32/R125 50/50 0.1 A1 1924 

MIX-2(5) R32/R1234yf/R1234ze(E) 68/26/6 1.7 A2L 677 

R32 R32 100 0 A2L 676 

MIX-3(6) R32/134a/1234ze(E) 76/6/18 2.7 A2L 593 

R452B R32/R125/R1234yf 67/7/26 1.0 A2L 572 

R447A R32/R125/R1234ze(E) 68/3.5/28.5 3.8 A2L 461 

R744 R744 100 0 A1 1 
(1) For isobaric evaporation at 7.2 °C dew-point temperature and inlet quality per Table 3; (2)ASHRAE (2013);
(3) Myhre at al. (2013)  (4), (5), (6) Developmental names: N-20B, ARM-71A, HPR-2A, respectively

It is worthwhile to note the important parameters with regard to circuitry optimization. High 

liquid thermal conductivity improves the heat transfer, which reduces heat transfer 

irreversibilities. Low viscosity results in low pressure drop, and low drop in saturation 

temperature (Tsat) in relation to drop in pressure (P), dTsat/dP, which allows for a high 

refrigerant mass flux to maximize the heat transfer while maintaining acceptable pressure drop. 

Other favorable characteristics are high heat of evaporation and high gas density. Figures 1 and 

2 present properties for the studied refrigerants relative to the corresponding properties of R22 

and R410A, respectively. The vapor specific volumes of R290, R1270 and R717 are much 

greater than that of R22, while their viscosities are lower. R717 has significantly greater liquid 

conductivity and heat of evaporation than R22.  Other refrigerants have properties similar to 

those of R22. In case of ‘R410A group’, all alternatives except R744 have a higher specific 

vapor volume and liquid conductivity than R410A. R32 has the highest liquid conductivity 

among the alternatives. R744 has much lower vapor specific volume and liquid viscosity 

compared to all fluids including R410A.  
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Figure 1.  Vapor specific volume, liquid 

thermal conductivity, liquid viscosity, and 

heat of evaporation of R22 alternatives at 

7.2 °C saturation temperature referenced to 

R22 properties  

Figure 2.  Vapor specific volume, liquid 

thermal conductivity, liquid viscosity, and 

heat of evaporation of R410A alternatives 

at 7.2 °C saturation temperature referenced 

to R410A properties 

3. HEAT EXCHANGER SPECIFICATIONS

Figure 3 shows a schematic of the side view of the 60-tube heat exchanger as it is displayed by 

the graphical user interface of EVAP-COND, a public-domain design tool for finned-tube 

evaporators and condensers (Domanski et al., 2014). The circles represent the tubes, the solid 

lines denote return bends on the near side, and the broken lines denote return bends on the far 

side. The shown refrigerant circuitry is that of the original design with three inlets (tubes 1, 21, 

and 41) and three outlets (tubes 20, 40, and 60). This 3-circuit (3-pass) circuitry provides some 

level of robustness against a non-uniform inlet air distribution because each circuits extends 

through the whole width of the slab from the left-hand side to the right-hand side.  

The shown heat exchanger was one of two identical slabs of a residential air conditioner’s “A-

shape” evaporator for which Yashar and Domanski (2009) measured the inlet air velocity using 

the particle image velocimetry method. The velocity profile (Figure 3) reflects the geometry of 

the “A-shape” assembly and the location of the condensate collection pan. The pan obstructs the 

airflow on the left-hand side of the coil, affecting heat transfer in tubes 1, 2 and 3 in the first 

depth row and another 6 tubes in the second and third row. We used this coil (including the inlet 

air velocity profile) in our study and optimized refrigerant circuitry (number of parallel circuits 

and tube connections) for each refrigerant. Table 2 provides the evaporator design information. 

Figure 3.  Side view schematic of evaporator with original tube connections and inlet air 

velocity profile 
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          Table 3. Refrigerant inlet quality 

4. REFRIGERANT CIRCUITRY OPTIMIZATION

4.1 Optimization Tool 

We performed circuitry optimizations using the EVAP-COND package (Domanski et al., 2014). 

It contains first-principle-based simulation models for a finned-tube evaporator and condenser, 

EVAP and COND, and Intelligent System for Heat Exchanger design, ISHED. The “tube-by-

tube” heat exchanger modeling scheme allows for specifying complex refrigerant circuits, 

modeling refrigerant distribution between these circuits, and accounting for non-uniform air 

distribution. Representation of refrigerant thermophysical properties is based on Lemmon et al. 

(2013). EVAP-COND has been validated against various experimental data sets (e.g., Payne and 

Domanski, 2003). 

The refrigerant circuitry optimization module ISHED applies a novel methodology of guided 

evolutionary computation, which integrates methods of machine learning and evolutionary 

computation to assist designers in maximizing the capacity (Domanski, 2014). During the 

optimization run, ISHED operates on one generation (population) of circuitry architectures at a 

time. Each member of the population is evaluated by the heat exchanger simulator (EVAP in 

this study), which provides the heat exchanger’s capacity as a single numerical fitness value. 

The designs and their fitness values are returned to ISHED’s Control Module as an input for 

deriving the next generation of circuitry designs. This process continues for a number of 

iterations (generations) set by the user. After the specified number of iterations is performed, 

ISHED terminates the execution and reports on the best designs it has generated. In this work 

we set ISHED for 300 populations of 40 members; hence, 12 000 refrigerant circuitry 

architectures were evaluated during a single optimization run. More information on application 

of ISHED is presented in Domanski et al. (2005), Domanski and Yashar (2006), and Yashar et 

al. (2015), which includes a laboratory validation of the optimization process. 

4.2 Operating Conditions Used for Optimization Runs 
The following were evaporator operational parameters during the optimization runs: 

- Inlet air condition: 26.6 °C dry-bulb temperature, 50 % relative humidity, 101.325 kPa
pressure

- Volumetric airflow rate: 0.25 m3s-1

- Refrigerant quality at the evaporator inlet: as shown in Table 3
- Refrigerant saturation temperature at the evaporator exit: 7.2 °C

- Refrigerant superheat at the evaporator exit: 5.6 °C

Table 2.  Evaporator design information 

Items Unit Value 

Number of depth rows - 3 

Number of tubes per row - 20 

Tube length mm 457 

Tube pitch mm 25.4 

Tube depth row pitch mm 19 

Tube inside diameter mm 8.7 

Tube outside diameter mm 9.5 

Fin thickness mm 0.2 

Fin pitch mm 2 

Tube inner surface - smooth 

Fin geometry - wavy 

Tube material - copper 

Fin material - aluminum 

Volume flow rate of air m3 s-1 0.25 

Refrigerant Inlet quality 

R22 0.176 

MIX-1 0.222 

R444B 0.187 

R454C 0.224 

R290 0.208 

R1270 0.203 

R717 0.108 

R410A 0.220 

MIX-2 0.193 

R32 0.176 

MIX-3 0.181 

R452B 0.197 

R447A 0.186 

R744 0.284 
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The refrigerant inlet quality (Table 3) was established from a vapor compression cycle in which 

the refrigerant undergoes the isenthalpic expansion process from 42.0 °C saturation temperature 

with 5.0 °C subcooling to the evaporator pressure corresponding to 7.2 °C dew-point 

temperature and 2.0 °C saturation temperature drop between the evaporator inlet and exit. The 

exception was R744 for which a transcritical cycle was used with 36.0 °C gas cooler exit 

temperature, 80 % effective internal heat exchanger, evaporator exit dew point of 7.2 °C with a 

pressure drop corresponding to 1.0 °C drop in saturation temperature. It is recognized that in an 

actual system with optimized compressor size and condenser circuitry, the refrigerant dew-point 

temperature at the evaporator exit will vary between different refrigerants; however, the use of 

one value (7.2 °C) is adequate because small variations in the exit dew-point temperature are not 

expected to change the outcome of the refrigerant circuitry optimization process. 

5. OPTIMIZATION RESULTS

5.1 Performance with Refrigerant Circuitries Optimized for R22 and R410A 

The symmetric layout of the original circuitry with three circuits extending through the whole 

width of the coil provides some level of robustness for operation with non-uniform air 

distribution. Nevertheless, as a preliminary step, we explored the benefit of optimization that 

included the measured non-uniform air distribution (Figure 3). We optimized the circuitries for 

R22 and R410A and then applied these optimized circuitries to other fluids.  This task yielded 

mixed results. Figures 4 and 5 present changes in capacity (difference between capacity with the 

optimized circuitry for R22 or R410A, QOPT,R22 or QOPT,R410A, and the capacity of the refrigerant 

attained with the original circuitry QORG, referenced to QORG). The capacity of R22 improved by 

1.9 %. Among other fluids from the ‘R22 group’, R290, R1270, and R717 (single-component 

fluids) benefited between from 2 to 3.5 times as much as R22; however, performance of 

zeotropic blends deteriorated. For the higher-pressure ‘R410A group’, capacities of all 

refrigerants improved by over 6 %. The lowest gain is shown for R447A, which has the highest 

two-phase temperature glide in this group. This task emphasized the challenge and need for 

optimizing refrigerant circuitries for zeotropic mixtures.  

Figure 4. Capacity change for R22 and R22 

alternatives with refrigerant circuitry 

optimized for R22 referenced to the capacity 

obtained by this refrigerant with the original 

circuitry 

Figure 5. Capacity change for R410A and 

R410A alternatives with refrigerant circuitry 

optimized for R410A referenced to the 

capacity obtained by this refrigerant with the 

original circuitry 

5.2 Performance with Refrigerant Circuitries Optimized for Each Refrigerants 

With the aid of ISHED, we developed optimized circuitries for each refrigerant. As expected, 

each refrigerant benefited from the optimized circuitry (Figures 6 and 7). On average, the 

‘R410A group’ (high-pressure refrigerants) benefited more from the optimization than the ‘R22 
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group’, and R22 benefited the least. These results may be related to the fact that the studied 

evaporator was originally designed as a component of an R22 residential air conditioner and was 

already optimized for R22 using traditional optimization methods. The R22 improvement may 

be related to ability of the ISHED-optimized design to accommodate the minimal airflow for 

tubes 1, 2, 3 in the first depth row and their counterparts in the second and third depth row. 

Examining individual fluids, capacity increases of R744 and R32 were the largest, above 12 %. 

In the lower-pressure ‘R22 group’ the largest capacity gain is shown for ammonia, above 10 %. 

All these fluids have outstanding thermodynamic and transport properties.  

Figure 6. Capacity improvement for R22 and 
R22 alternatives with refrigerant circuitry 
optimized for each individual refrigerant 
referenced to the capacity obtained by this 
fluid with the original circuitry

Figure 7. Capacity improvement for 
R410A and R410A alternatives with 
refrigerant circuitry optimized for each 
fluid referenced to the capacity obtained 
by this fluid with original circuitry 

Table 4 presents the number of inlet and outlet tubes in the circuitries optimized for each 

refrigerant. For the ‘R410A group’, five out of seven refrigerants have one inlet tube and two 

outlet tubes. The highest-pressure refrigerant in the group, R744, has just one refrigerant pass, 

and R447A has two inlets and three outlets. The ‘R22 group’ (the lower-pressure group) has 

only R1270 in the one-inlet/two-outlets category, three refrigerants with two inlets and two 

outlets, R454C with two inlets and three outlets, and MIX-1 and R717 with the least restrictive 

circuitry using two inlets and four outlets. In general, circuitries for lower-pressure refrigerants 

have more parallel passes and are less restrictive to avoid excessive pressure drop and the 

associated drop in saturation temperature. Higher-pressure refrigerants exhibit a smaller drop of 

saturation temperature for a given pressure drop; this allows them to use more restrictive 

circuitries, which results in higher refrigerant mass fluxes and enhanced heat transfer at 

acceptable penalty of the saturation temperature drop. In an initially perplexing case of the least 

restrictive circuitry assigned for R717, reducing R717 heat transfer resistance through increasing 

mass flux is not beneficial because R717 heat transfer resistance is small due the outstanding 

thermal conductivity (particularly that of liquid), which makes the dominant share of heat 

transfer resistance on the air side. In this case, the penalty of the saturation temperature drop of 

R717 becomes the more influential factor than heat transfer improvement. 

Table 4. Number of inlet and outlet tubes in ISHED-optimized circuitries(a) 

Number of outlet tubes 

1 2 3 4 

Number of 

inlet tubes 

1 R744 
R410A, MIX-2, R32, 

R452B, MIX-3, R1270 

2 R22, R444B, R290 
R447A, 

R454C 

MIX-1,

R717
(a) Bold font denotes the ‘R410A group’; normal font denotes the ‘R22 group’
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We should note that the level of changes in evaporator capacity obtained through optimization at 

the same dew-point temperature at the evaporator exit will not be achieved in the actual system 

because the system rebalances itself at a different evaporator dew-point temperature once an 

evaporator of different capacity is installed. But, the results presented in Figures 6 and 7 let us 

estimate the system capacity and COP changes by using a simplified rating procedure for so 

called ‘mixed systems’ (Domanski, 1989). This simplified procedure applies an exponent of 

0.35 and 0.21 to the evaporator capacity ratio (new evaporator over old evaporator) to estimate a 

change in system capacity and COP. Following this procedure, a 10 % improvement in capacity 

results in 3.4 % (1.10.35) and 2.0 % (1.10.21) improvement in system capacity and COP, 

respectively, over the values in the system with the original evaporator. For the data presented in 

Figure 6 and 7, the system measurements from ‘drop in’ tests could be better by 1 % to 4 % for 

the capacity and 1 % to 2.5 % for the COP. We need to emphasize the speculative nature of this 

assessment since the possible improvement depends on the design of the original evaporator and 

thermophysical characteristics of a new fluid. 

Table 5 shows selected absolute performance information for circuitries optimized for each 

refrigerant. Overall, the high-pressure ‘R410A group’ shows higher capacities than the ‘R22 

group’. Within each group, R444B and R447A (zeotropic blends with the highest temperature 

glide) have the highest capacities because our simulations at the same dew-point temperature at 

the evaporator exit (7.2 °C) gave them the advantage of an increased mean effective temperature 

between the refrigerant and the air. For some zeotropes their two-phase glide was mitigated by 

the pressure drop.  The outstanding performance of R717 was achieved on the strength of its 

thermophysical properties.  The column with volumetric flow rate provides an indication on the 

compressor size required for individual refrigerants. Actual performance in a system will be also 

affected by the performance of the condenser and the overall system balance. 

Table 5. Performance information for circuitries optimized for each refrigerant 

(a) R22 alternative refrigerants

Refrigerant 
Capacity 

(kW) 

Mass flow rate 

 (kg∙h-1) 

Pressure drop 

(kPa) 

Tdew-point
 drop 

due to pressure 

drop (K) 

Two-phase 

temperature 

change(1) (K) 

Volumetric 

flow rate(2) 

(m3s-1) 

R22 5.22 114.0 56.0 2.8 -2.8 1.23∙10-3 

MIX-1 6.07 149.6 36.4 2.1 1.9 1.68∙10-3 

R444B 6.96 124.2 33.7 1.9 6.0 1.80∙10-3 

R454C 6.56 159.3 40.7 2.3 3.8 1.76∙10-3 

R290 5.49 69.1 40.7 2.3 -2.3 1.55∙10-3 

R1270 5.67 68.7 43.8 2.1 -2.1 1.30∙10-3 

R717 6.32 20.3 17.3 0.8 -0.8 1.30∙10-3 

(b) R410A alternative refrigerants

Refrigerant 
Capacity 

(kW) 

Mass flow rate 

(kg∙h-1) 

Pressure drop 

(kPa) 

Tdew-point
 drop 

due to pressure 

drop (K) 

Two-phase 

temperature 

change(1) (K) 

Volumetric 

flow rate(2) 

(m3s-1) 

R410A 5.82 124.9 60.3 2.0 -1.9 9.38∙10-4 

MIX-2 6.12 106.6 55.6 2.0 -0.3 1.06∙10-3 

R32 6.00 85.1 35.4 1.1 -1.1 8.83∙10-4 

MIX-3 6.51 103.6 55.7 2.1 0.6 1.15∙10-3 

R452B 5.98 106.9 50.5 1.8 -0.8 1.00∙10-3 

R447A 6.69 112.4 67.1 2.6 1.2 1.10∙10-3 

R744 6.29 143.7 103.9 1.0 -1.0 2.98∙10-3 
(1) Isobaric two-phase temperature glide from inlet to outlet minus the drop of dew-point temperature, Tdew-point, due to

pressure drop; (2) At the evaporator outlet
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6. CONCLUDING REMARKS

We investigated the effect of an optimized refrigerant circuitry on the evaporator capacity for 

twelve R22 and R410A low-GWP alternative fluids. All fluids benefited from the optimization 

process carried out specifically for individual refrigerants. High-pressure refrigerants benefited 

most with R744 achieving a capacity increase of over 13 %, and all other achieving over 6 % 

improvement. Among lower-pressure refrigerants, capacity gains for R290, R1270, and R454C 

were over 5.5 %, and the capacity improvement for R717 was over 10 %. Smaller capacity 

improvements will be achieved in a complete system because of rebalancing of the system upon 

installation of a more effective evaporator. If optimized refrigerant circuitries were implemented 

in alternative refrigerant tests in existing equipment (hypothetical for ammonia and R744), these 

as-installed capacity improvements are estimated to be within 1 % to 4 %, and will be associated 

with 1 % to 2.5 % increases in the system COP over “drop-in” test results for the studied cases. 

Additional performance gains can be achieved through optimization of other components. The 

optimization results demonstrated that zeotropic blends with a significant temperature glide are 

particularly sensitive to the layout of refrigerant circuitry and may suffer significant 

performance degradation due to an improper circuitry design.  
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Abstract—The Information Access Division (IAD) of the Na-
tional Institute of Standards and Technology (NIST) launched a
new Data Science Research Program (DSRP) in the fall of 2015.
This research program focuses on evaluation-driven research
and will establish a new Data Science Evaluation series to
facilitate research collaboration, to leverage shared technology
and infrastructure, and to further build and strengthen the data
science community. The evaluation series will consist of a pre-
pilot to be launched in the fall of 2015, a pilot evaluation to
be launched in 2016, and a full-scale multiple-track evaluation
in 2017. In addition to these evaluations, this new research
program aims to address several infrastructure challenges and
to encourage easier group collaboration.

I. SUMMARY

The Information Access Division (IAD) of the National
Institute of Standards and Technology (NIST) is launching
a new Data Science Research Program (DSRP) in the Fall
of 2015. NIST’s mission is to promote U.S. innovation and
industrial competitiveness by advancing measurement science,
standards, and technology. Through this research program,
NIST aims to provide a framework for the research community
to examine a range of different algorithms and methodologies
in data science (DS) and to address current challenges and
breakthroughs in data science. The DSRP focuses on building
domain-independent solutions, i.e., those that can solve a va-
riety of data science challenges across different data domains.
The components of the DSRP are summarized in Figure 1.
These four key components are:

• Evaluation and Metrology: Design and conduct a new
international Data Science Evaluation (DSE) series.

• Standards: Leverage prior work to develop standards for
data science.

• Compute Infrastructure: Develop an Evaluation Man-
agement System (EMS) to support compute and infras-
tructure needs including test and evaluation (T&E) of
different compute paradigms

• Community Outreach: Build a community of interest
within which data scientists can more effectively col-
laborate through coordination of their efforts on similar
classes of problems.
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Fig. 1. A summary of the NIST Data Science Research Program. Figure is
from [1].

Dorr et al. [1] present more information on this research
program, including background and additional citations.

One critical component of the DSRP is the DSE. The DSE
series will consist of regularly scheduled evaluations, expected
to recur annually. Each evaluation in the series will consist
of several tracks, where a track is made up of challenge
problems set in a given domain. In addition to evaluator-hosted
tracks, the DSE series will include community-championed
tracks. Track proposals will be solicited from the community,
and each track included in the evaluation will be planned,
organized, and implemented by a “track champion” from
within the community.

The DSE series will be developed in three stages: a pre-
pilot evaluation that will consist of a single track with a traffic
prediction use case, a pilot evaluation that will extend the
pre-pilot evaluation-track and will be open to all who wish
to participate, and an inaugural evaluation that will consist
of multiple community-led evaluation tracks in different do-
mains and use cases. This sequence will enable immediate
deployment of a new infrastructure for addressing data science
research challenges. This infrastructure will be leveraged for
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rapid development and evolution of the DSE series and will
effectively enable generalizations to multiple domains and
tracks.

II. EVALUATION-DRIVEN RESEARCH

The core of the DSE is to leverage the framework of
evaluation-driven research and to apply it to the area of data
science.

The process for evaluation-driven research can be divided
into four steps:

1) Planning., Planning includes defining the task and re-
search objectives for the evaluation. It should be noted
that only so many objectives can be pursued at once; it is
therefore essential to choose objectives that will substan-
tially improve the technology while being challenging
but reachable in the near term. Receiving community
input during this step is critical.

2) Data and experiment design., The experiment design
involves developing datasets and associated tasks for
experimentation. For example, in machine learning, data
are typically partitioned into training, development, and
evaluation datasets. An example of a possible experi-
ment is to contrast performance using different training
datasets. Rigorously designing experiments and datasets
is significantly easier when the data to be used was
created for the evaluation (as opposed to being re-
purposed), though data collection design and implemen-
tation has its own challenges (for example see [2]).

3) Performance assessment. After the experiment is de-
signed, the performances of the systems are evaluated.
In this stage, systems are trained on the training data and
run on the test data. In some evaluations, the data is sent
to researchers, who run their systems locally and then
submit their systems’ outputs. In other evaluations, the
systems themselves are submitted and then are run by
the evaluator. The latter approach is more involved and
requires an agreed upon API and ability for every system
to run on a prescribed computational infrastructure,
though is better suited for evaluations using very large
or sensitive datasets. Once system outputs are generated,
the experimental results are analyzed.

4) Workshop. After the performance assessment, a work-
shop is held. At this workshop, the research community
gathers to openly discuss research in the context of a
shared evaluation, evaluation outcomes, including which
approaches were attempted and the degree to which they
were successful, as well as other lessons learned. A
crucial portion of the workshop is a discussion of future
challenges and objectives, which feeds into the planning
of the next evaluation. Beyond the workshop, evaluation
results are published more broadly.

These four steps naturally form a cycle, wherein the plan-
ning for an evaluation takes place, in part, at the workshop of
the previous evaluation. See Figure 2 for an illustration.

Progress is driven in evaluation-driven research by repeating
the evaluation cycle and, as technology improves, increasing

Planning

Performance
assessment

Data and 
experiment design

Analysis and
workshop Core technology 

development

NIST
Set up evaluation 

framework to promote 
technology development

Researchers
Develop core

technology
 evaluated 

by NIST

Fig. 2. Overview of the evaluation-driven research cycle.

the challenge of the research objectives, which are then
addressed in subsequent evaluations. After the technology
reaches a point appropriate for a given application, engineer-
ing for speed and other considerations takes place and the
technology is deployed for the application. The evaluation
cycle continues, driving more technological progress to enable
transfer to more demanding applications. It is worth noting
that the evaluator’s roles in data-centric technology transfer
are typically focused on the relatively early and late stages
of the process, i.e., core technology research and standards,
respectively.

III. EVALUATION TIMELINE

The evaluation pre-pilot will take place in the fall of 2015.
In 2016, an evaluation pilot will be conducted and track
proposals will be accepted for a 2017 full-scale data science
evaluation. A summary of the DSE is in Figure 3.

Details about the pre-pilot, which is currently underway,
are provided in Figures 4, 5, and 6. The data and tasks for
the pre-pilot are set in the traffic domain—a domain chosen
due to its relevance to everyday life of the general public and
due to the accessibility and availability of large amounts of
public data associated with this domain. It is important to
note that, although the pre-pilot focuses on the traffic domain,
the objective is for the developed measurement methods and
techniques to apply to additional use cases, regardless of the
domain and data characteristics.

Lessons learned from the pre-pilot will be leveraged for
development of a larger-scale pilot evaluation, which will still
be in the traffic prediction domain. After the pilot, a multi-
track full-scale evaluation will be conducted—the first full
evaluation in the series.

IV. CONCLUSION

In summary, the goals of the Data Science Research Pro-
gram and the Data Science Evaluation Series are:

• to further build and strengthen the data science commu-
nity,

• to address infrastructure challenges, and
• to provide standards to facilitate group collaboration.
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Fig. 4. Summary of the data available for use in the pre-pilot.
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Fig. 5. Summary description of the four tasks in the pre-pilot.
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Fig. 6. Summary of the evaluation flow of the Pre-Pilot evaluation. In phase one, participants submit two sets of results for the alignment, prediction, and
forecasting tasks: one submission using the original dirty traffic lane detector data, and a second using the cleaned traffic detector data, which is the output
of the cleaning task.
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Abstract—We examine foundational issues in data science
including current challenges, basic research questions, and ex-
pected advances, as the basis for a new Data Science Research
Program and evaluation series, introduced by the Information
Access Division (IAD) of the National Institute of Standards
and Technology (NIST) in the fall of 2015. The evaluations
will facilitate research efforts, collaboration, leverage shared
infrastructure, and effectively address cross-cutting challenges
faced by diverse data science communities. The evaluations will
have multiple research tracks championed by members of the
data science community, and will enable rigorous comparison of
approaches through common tasks, datasets, metrics, and shared
research challenges. The tracks will measure several different
data science technologies in a wide range of fields, starting with
a pre-pilot. In addition to developing data science evaluation
methods and metrics, it will address computing infrastructure,
standards for an interoperability framework, and domain-specific
examples.

I. INTRODUCTION

Since its emergence as a uniquely identifiable field, data
science has been of growing importance, attested to by a
proliferation of government initiatives1, research conferences2,
and academic data science initiatives and institutes3. As in
any rapidly emerging field, there is a pressing need to explore
the foundational issues underpinning data science. Indeed, the
“Trends and Controversies” presented at the Data Science and
Advanced Analysis conference in 2014 [2] raised a range
of data science challenges, research questions, and expected
advances.

A new Data Science Research Program (DSRP) introduced
by the Information Access Division (IAD) of the National
Institute of Standards and Technology (NIST), beginning in the

U.S. Government work not protected by U.S. copyright
1Examples include: DARPA’s announcement of the XDATA Program, NSF

announcement of new Big Data solicitation of $10 million in March of 2012,
NIH announced recruitment of an associate director for Data Science in 2013.
Additionally, the White House appointed the first U.S. Chief Data Scientist
in Feb 2015 [1]

2Such as: ACM’s International Conference on Knowledge Discovery and
Data Mining; International Conference on Big Data Analytics; IEEE’s Inter-
national Conference on Cloud and Big Data Computing, and International
Conference on Data Science and Advanced Analytics

3For instance: Columbia University’s announcement to create Data Sciences
Institute, UC Berkeley announces first online Master of Information and
Data Science degree, UMass Amherst establishes Center for Data Science,
University of Michigan establishes a new data science major.

fall of 2015, addresses many of the issues raised. The DSRP
aims to facilitate and accelerate research progress in the field.
Here, data science is viewed as the application of techniques
for analysis and extraction of knowledge from potentially
massive data. This includes notions of big data technical
challenges in distributed and parallel processing, processing
speed, and storage architectures for high Volume and Velocity,
as well as the unique challenges for data visualization. The
DSRP also encompasses considerations and insights that might
be central even with datasets that are smaller, such as data
diversity (Variety) and data uncertainty (Veracity).

The above discussion brings to light the inherent breadth of
data science (DS)—spanning systems (including databases),
programming languages, machine learning, statistics, and visu-
alization, and a myriad of other disciplines, including (broadly)
the natural sciences, applied sciences, and humanities. This
necessary but overwhelming breadth makes clear the need
to foster collaboration, provide the opportunity to coordinate
research efforts, and leverage shared infrastructure across di-
verse communities, which are all needed in order to accelerate
progress and to effectively address the present cross-cutting
challenges. Several of these challenges are described in this
paper.

In order to address this need, the DSRP will be developed
initially4 by means of the following four key elements:

• Evaluation and Metrology: Design and conduct a new
international Data Science Evaluation (DSE) series (Sec-
tion II).

• Standards: Leverage prior work to develop standards for
data science (Section III).

• Compute Infrastructure: Develop an Evaluation Man-
agement System (EMS) to support compute and infras-
tructure needs (Section IV).

• Community Outreach: Build a community of interest
within which data scientists can more effectively col-
laborate through coordination of their efforts on similar
classes of problems (Section V).

A further breakdown of the elements making up this re-
search program are outlined in Figure 1.

4As a multi-year research program, the make-up of the DSRP is expected
to change and grow over time as the field and technology matures.
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Fig. 1. NIST’s role in addressing data science challenges.

This paper contains no new and novel algorithms, experi-
ments, or results. Nor does it prescribe specific methodologies
or solutions. Instead, it discusses a range of foundational data-
science challenges as well as the advances necessary to drive
data science forward. The contributions of this work are (1)
the clear identification and examination of challenges and
advances relevant to the data science community; (2) a presen-
tation of enabling infrastructure to support research progress
in data science, including the fostering of collaboration across
different research communities.

The remainder of this paper describes some of the potential
future breakthroughs in data science (Section VI); presents
a summary of next generation of data science challenges
(Section VII); categorizes different types of data science
problems into explicit classes (Section VIII); discusses aspects
of data science measurement (Section IX); and the final
section delivers concluding remarks regarding IAD’s role in
the discipline of data science.

II. EVALUATION AND METROLOGY FOR DATA SCIENCE

NIST has been conducting evaluations of data-centric tech-
nologies since the late 1980’s. These evaluations cover a wide
range of technologies including: automatic speech transcrip-
tion, information retrieval, machine translation, speaker and
language recognition, automatic fingerprint matching, image
recognition, event detection from text, video, and multimedia,
and automatic knowledge base construction, among many
others.

Despite the stark differences among the technologies listed
above, each evaluation has enabled rigorous research by shar-
ing the following fundamental elements: (1) the use of com-
mon tasks, datasets, and metrics; (2) the presence of specific
research challenges meant to drive the technology forward;
(3) an infrastructure for developing effective measurement
techniques and measuring the state-of-the-art; and (4) a venue
for encouraging innovative algorithmic approaches. Several
NIST evaluations have enjoyed substantial popularity and
provided the necessary infrastructure to accelerate research
progress in the corresponding core technologies.

To address several unique challenges in the burgeoning
field of data science, NIST has launched the Data Science
Evaluation series (DSE), to occur annually starting in the
fall of 2015. These challenges stem from some combination
of data characteristics (e.g., very large datasets, multi-modal
datasets, data from multiple sources with varying degrees of
reliability and noise) and task requirements (e.g., building
of multi-component systems, enabling effective human-in-the-
loop interaction, and visualization of large and complex data).

These in turn lead to various evaluation design and imple-
mentation challenges: (1) logistical aspects of conducting very
large-scale evaluations, including dataset creation and distribu-
tion, and of conducting multi-component evaluations requiring
coordination and timing of individual component evaluation;
(2) evaluation design challenges associated with the use of
“found” data rather than data collected in a controlled man-
ner, which increases the difficulty of conducting rigorous
experiments; (3) measurement challenges arising from a lack
of hand-annotated data or ground truth more generally; (4)
measurement and calibration of data and system uncertainty;
and (5) measurement of the effectiveness of visualization.
In addition, many existing research communities are formed
around individual tasks, domains, or modalities—thus a multi-
modal, multi-task evaluation will require the integration of
multiple disparate communities.

While previous NIST evaluations have dealt with some
of the challenges above, many remain unsolved. Successful
data science evaluations will require addressing many of these
challenges simultaneously, and in new combinations. To that
end, each year of the DSE will consist of multiple research
tracks—organized by domain—encouraging tasks spanning
multiple tracks. In addition to one or more NIST-led tracks,
community-led tracks will be included in the DSE.

As a first step, in fall of 2015, NIST will host a small scale
pre-pilot evaluation in the highway traffic domain, meant to
serve as a track archetype,5 and to surface any unexpected
evaluation challenges. It will consist of heterogeneous data
from traffic and weather sensors and will feature data cleaning,
dataset alignment, and predictive analytics tasks. In 2016,
NIST will follow up with an open pilot evaluation in the same
domain and will begin accepting track proposals for a 2017
full-scale data science evaluation.

III. STANDARDS FOR DATA SCIENCE

The design of the new DSRP leverages prior work at NIST
on standards for data science, starting with those developed
for big data [3]. For example, the NIST Big Data Public
Working Group (NBD-PWG) developed a consensus-based,
extensible interoperability framework that is vendor-neutral,
technology-independent, and infrastructure-independent [4].
This framework allows data scientists to process and derive
knowledge through the use of a standard interface between
swappable architectural components. The following elements

5It’s worth emphasizing the fact that this track is meant to serve as an
exemplar of a data science evaluation track, not to solve any particular problem
in the traffic domain.
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have been formalized by the NBD-PWG—as components of a
Reference Architecture ecosystem—and are expected to apply
to problems in data science more generally:

• System Orchestrator (or data scientist): Provides a
high-level design of the dataflow between analytics tools
and given datasets, computing system requirements, and
monitoring system resource and performance.

• Data Provider: Provides an abstraction of various types
of data sources (such as raw data or data previously
transformed by another system) and makes them available
through different functional interfaces. This includes the
transfer of analytics codes to data sources for effective
analytic processing.

• Application Provider: Provides analytics processing
throughout the data lifecycle—acquisition, curation, anal-
ysis, visualization, and access—to meet requirements
established by the System Orchestrator.

• Framework Provider: Provides one or more instances
of a computing environment to support general data
science tools, distributed file systems, and computing
infrastructure—to meet requirements established by the
Application Provider.

• Data Consumer: Provides an interface to receive the
value output from this Reference Architecture ecosystem.

• Security and Privacy Fabric: Provides the security and
privacy interaction to the rest of the Reference Architec-
ture components (via the System Orchestrator) to ensure
protection of data and their content.

• Management Fabric: Provides management interaction
to other Reference Architecture components (via the Sys-
tem Orchestrator) with versatile system and software pro-
visioning, resource and performance monitoring, while
maintaining data quality and secure accessibility.

Recently, the NBD-PWG released working drafts of the
interoperability framework for public comment [5]. These in-
clude basic definitions (concepts and vocabulary), taxonomies,
use cases, reference architecture, a standards roadmap, and
other elements associated with big data that are expected
to apply to the space of problems in data science more
generally. This framework will be released in three stages,
each corresponding to a major activity relevant to the more
general data science endeavor: (1) Identification of a high-level
reference architecture with the following critical components:
technology, infrastructure, and vendor-agnostic capability; (2)
Definition of general interfaces between the reference architec-
ture components; (3) Validation of the reference architecture
by building applications through the general interfaces.

IV. COMPUTE INFRASTRUCTURE FOR DATA SCIENCE
RESEARCH

NIST has implemented an Evaluation Management System
(EMS) that will serve as the infrastructure for the DSE series.
EMS integrates hardware and software components for easy
deployment and reconfiguration of computational needs and
enables integration of compute- and data-intensive problems
within a controlled cloud. In addition, EMS enables the

collection of metrics on independently running instances as
well as aggregation of overall performance metrics on the core
problem. This design allows for test and evaluation (T&E) of
different compute paradigms (software and model changes,
such as testing a solution using MPI (Message Passing Inter-
face) and later trying it using Go channels) as well as hardware
accelerations in order to best assess how a given evaluation
can be run.

The underlying cloud infrastructure accommodates con-
current execution of projects—such as experiments or
evaluation—on a shared hardware while being able to separate
data access, network resources, users and hardware accelera-
tors (e.g., GPU or Phi). Applications within a given project
communicate with one another and access data shared with a
specific user and application.

This infrastructure supports the integration of distributed as
well as parallelized computations, thus providing a flexible
hardware architecture for running projects on the system.
Performance metrics for individual applications, their data,
network and memory usages are aggregated in order to com-
pute per-application metrics as well as global project metrics.
This enables direct comparisons between different algorithmic
approaches for a given project and supports studies of hard-
ware accelerations or comparisons of compute paradigms.

The initial emphasis of the EMS is to support NIST eval-
uations, leveraging a private cloud infrastructure for easy de-
ployment. To facilitate this process, a model for abstracting the
complexity of inter-evaluation components (such as ingestion,
validation, scoring, report generation, and return of results
to participants) enables reproducibility of given problems on
different compute architectures. As the model is enhanced,
encrypted point-to-point communication will be integrated to
protect intellectual property and sensitive data used by the
infrastructure.

NIST has integrated hardware resources within a private
cloud testbed (Gigabit and Infiniband networks, Tesla GPUs,
Intel Phi Coprocessors, high memory compute nodes, high
storage data nodes) using a local OpenStack deployment.
OpenStack is open source and provides several core compo-
nents that support an expandable cloud solution:

• Computing Engine: Deploys and manages virtual ma-
chines and other instances to handle computing tasks

• Network Controller: Enables fast and managed network
communications

• Storage System: Stores objects and files (using Open-
Stack) and a block storage component for user control
when data access speed is essential

• Identity Services: Provides user management
• Image Services: Uses virtual copies of hard disks for

deployment of new virtual machine instances
• Telemetry Services: Keeps a verifiable count of each

user’s system
• Orchestration Component: Supports the definition of

cloud resource specifications and enables the manage-
ment of infrastructure for cloud services
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• Front End: Provides a quick glance at components
running on the cloud and creates new instances

• Application Programming Interface (API): Enables
extension of core components

Since OpenStack provides block and object storage based on
commodity hardware solutions, it is possible to easily add new
storage components to our local cloud as the volume of data
increase. Also, OpenStack can be deployed between multiples
sites where each site has its own OpenStack and storage can
be configured as a single shared pool or separate pools. The
use of OpenStack Swift gives access to streamed data, be it
local or remote via an industry-standard RESTful HTTP API.
All objects are stored with multiple copies and are replicated
in as-unique-as-possible availability zones and/or regions.

Our current test bed for the EMS has Gigabit as well as
an Infiniband networks, 5 compute nodes with 16 cores each,
128GB, 192 GB or 256 GB of memory, and 32 TB or 48 TB
of disk per node, as well as 2 extra computes nodes with 4
Tesla C2050 and 4 Phi 5100, and 5 storage nodes with 48TB
of disk per node.

This cloud infrastructure allows NIST to integrate and use
different technologies, such as Apache MESOS, Docker, or
Google Kubernetes Containers. It also enables the use of other
compute engines such as Apache Spark or Apache Hadoop.

V. DATA SCIENCE COMMUNITY BUILDING & OUTREACH

Because data science spans a wide range of very diverse
fields (biology, forensics, finance, public health monitoring,
etc.), the tendency is for researchers to work independently,
often applying similar, but independently developed, data-
processing tools and re-solving problems that span multiple
data domains. The result of this mode of operation is an
overall reduction in efficiency, delayed progress, and a lack
of knowledge about cross-cutting synergies and best practices
for many common classes of problems.

To address issues with this siloed approach to algorithm
development, NIST aims to build a community of interest
within which it is expected that many of the questions posed in
the sections below will be addressed. Technical symposia with
a focus on generalized problems in data science are expected
outcomes of this aspect of NIST’s work. Within a shared
community, data scientists can more effectively collaborate,
coordinating their efforts on similar classes of problems.

There are already several successful examples of existing
NIST programs, within which community-wide mechanisms
are in place (such as symposia) for technology development,
assessment, and cross-community discussion. One such ex-
ample is the Text Retrieval Conference (TREC) 6, which has
been held at NIST annually since 1992. This research program
includes an evaluation series where researchers are able to
share ideas and to compare their approaches with those of
other community members by participating in shared tasks
defined within tracks.

6http://trec.nist.gov

As a starting point, in March of 2014, NIST held the
first Data Science Symposium 7, at which data scientists had
the opportunity to discuss data science benchmarking and
performance measurement, datasets and use cases for data
science research, and challenges and gaps in data science
technologies. There were over 700 registrants from the data
science community—spanning multiple fields—with several
dozen paper and poster presentations and breakout groups on
topics related to data science, e.g., human-computer interac-
tion, manufacturing, and meta-data.

It was at this symposium that many of the challenges and
expected breakthroughs presented below were brought to the
fore, and researchers in a range of different fields began to
discuss best practices for development and assessment of data
science algorithms. The next symposium for the DSRP will be
held at NIST in winter of 2016, where researchers participating
in the traffic pre-pilot will have the opportunity to evaluate the
effectiveness of their algorithms on traffic incident detection
and traffic prediction tasks.

It is expected that the new DSRP will leverage lessons
learned in the initial pre-pilot to move forward effectively on
a range of issues that carry across different domains (e.g.,
biology vs. finance), across different modalities (e.g., video
data vs. structured reports), and for commonly occurring data-
related tasks (e.g., anomaly detection and data cleaning).

VI. WHERE ARE THE IMPORTANT FUTURE
BREAKTHROUGHS?

To support the DSRP, a significant effort will be put toward
investigation of the basic premises underlying data science,
including big data, as well as a focus on the types of future
breakthroughs that are expected. Four V’s are often cited to
illustrate the challenges and the need for breakthroughs in this
field: Volume, Velocity, Variety, and Veracity.8 The earliest
formulation by Douglas Laney [8] included only the first three,
briefly summarized below:

• Volume: Vast amounts of data generated from multiple
sources, often too large to store or analyze using tradi-
tional database approaches.

• Velocity: Speed at which the massive data are being
produced and collected, making it a challenge for real-
time processing.

• Variety: Diverse and potentially incompatible data types

7http://www.nist.gov/itl/iad/data-science-symposium-2014.cfm
8A fifth V that has been proposed is Value [6], i.e., the degree to which

the worth of the data is conveyed. Providing a means to visualize data can
increase understandability and accessibility in ways that would otherwise be
impossible, thus clarifying the underlying value of the data. In the scope of
this paper Value is considered to cross-cut several data science challenges,
most notably a sixth V proposed by McNulty [7] (Visualization), which we
address separately as a next generation challenge.
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and formats coming from multiple sources.9

Veracity is a fourth V, attributed to researchers at IBM [9]:
• Veracity: Quality and trustworthiness of data, given the

variety of sources and degree of accuracy.
Of these four V’s, the first (Volume) and second (Velocity)

are critical for processing of big data. These are important
aspects of the DSRP, both for the initial traffic use case where
(ultimately) traffic monitoring may lead to realtime data sets
(including issues of latency) and for new tracks involving very
large data that one might find, e.g., in the biological domain.
The third (Variety) and fourth (Veracity) encompass a wide
range of next generation challenges within which algorithmic
breakthroughs are critical for the advancement of data science,
as will be described in the section below.

Variety, frequently referred to as heterogeneity [10], [11], is
central to building web-scale systems for tasks such as entity
resolution [12], [13]. Data diversity is a consideration for all
sizes of data, not just large datasets. Indeed, a critical area
of measurement science within the new DSE series is that of
measuring the ability of an algorithm to analyze, assimilate,
adapt, and/or fuse diverse data types.

Veracity is also a critical challenge faced by many data
scientists, as the algorithms they develop are expected to apply
to a wide range of diverse inputs, including data that are
errorful, noisy, and inconsistent across different inputs.

The emergence of data science and the challenges associated
with the four V’s above are accompanied by technological
progress leading to:10

• Massively scalable processing and storage
• Pay-as-you-go processing and storage
• Flexible schema on read vs. schema on write11

• Easier integration of data retrieval and analysis
• Well-supported interfaces between various domain spe-

cific languages/tools.
• Open source ecosystem during innovation12

• Increased bandwidth, network access, speed, and reduced
latency.

The ability of data-science algorithms to address the four
V’s—and the provision of a methodology for assessment
corresponding to challenges within these—is critical now more
than ever before in light of changes such as those above.

9Variability is a seventh V that has been proposed [7]—distinct from the
notion of Variety. The former refers to the degree to which the meaning behind
data can change according to time and context; the latter refers to the degree
to which data formats differ from each other, according to the domain and
level of formality (e.g., structured vs. unstructured). We consider Variability
to be a challenge to be addressed in different ways across domains rather than
a challenge that might be more broadly addressed by techniques that carry
across different areas of data science.

10This list of areas in which technological progress has been made is an
augmented version of those presented recently by Franklin [14].

11Flexible schema on read is an approach that allows data to be parsed
at read time, rather than requiring pre-formatting prior to loading the data.
Schema on write refers to prescriptive data modeling where database schema
are statically defined prior to reading the data.

12An “ecosystem” of service providers combined with open source devel-
opment allows easier sharing of applications, cross-sector use of the same
components (smart homes, city services, etc.), and exchange and re-use of
applications and components.

VII. NEXT GENERATION DATA SCIENCE CHALLENGES

Several areas of data science merit an extended, in-depth
study, requiring input from the research community, and
aligned with next generation challenges. Table I presents some
key challenges, each with a representative set of examples. The
table also presents a set of traffic-related use cases, in line with
the focus of the pre-pilot study mentioned in Section II. These
key challenges are described in more detail below.

Provenance. Where does each piece of data come from
and is that data still up to date [24]? In the context of
database systems and queries, provenance refers to the ability
to determine the origin of the data, or which tuples of which
original databases were used (and how they were used) to
produce each tuple in subsequent databases resulting from
database queries [25], [26]. More generally, data provenance
involves being able to determine where the data came from
and the processes through which this data was derived from
its original sources [27].

Data heterogeneity. How does one process data from mul-
tiple, large heterogeneous datasets? Data heterogeneity refers
to different representations of the same real-world object. The
differences may be structural or semantic [16].

Real time and predictive analytics. How can trends be
identified and distinguished from random fluctuation in order
to provide a calibrated forecast of future values. How can
this be executed in real time [28]? Further, is it possible to
effectively trade-off between execution time and accuracy?
Predictive analytics refers to the extraction of information from
data to estimate future outcomes and trends.

Knowledge assimilation and reasoning from data. How
might algorithms reason with data, e.g., inferring causality
[24], [29]? Knowledge assimilation and reasoning refers to
understanding new data in terms of information available in an
already-existing dataset, and applying the necessary processing
to reflect the expert’s view of the domain.

Big data replicability. How is reproducibility of data
science experiments ensured, especially given that the truth
may be hard to find among millions of data points where
there is lots of room for error [19]? Big data replicability
refers to the ability to repeat results across studies where the
same research question is being asked on the same dataset.

Visualization of data. How might one visually represent
data, whether in a raw form or after post-processing by any
number of algorithms? Visualization refers to use of visual
metaphors (boxes, groups, lines, etc.) that serve as build-
ing blocks for displaying complex data representations (e.g.,
spatiotemporal network analysis [30]), each with their own
constraints in the amount and type of data to be displayed [31].
The integration of visualization into data science activities
aids in the analysis of vast volumes of information [32], may
increase efficiency [33], and may reduce user errors [20].

Data uncertainty. How might one handle quality issues due
to untrustworthy or inaccurate data? Data uncertainty refers
to gaps in knowledge due to inconsistency, incompleteness,
ambiguities, and model approximations.
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TABLE I
NEXT GENERATION CHALLENGES IN THE FIELD OF DATA SCIENCE

Challenge Relevant Questions Examples Traffic Use Case
Provenance Where did the raw data originate?

Is it current? What processes were
applied through which the data was
derived from its original sources?

A genome sequence dataset may be recreated
from raw data and the provenance records as-
sociated with genomic annotations [15].

The time of a traffic accident may be de-
termined from traffic incident reports and
provenance records associated with video
data that has been cleaned and aligned
with the reports.

Data
Heterogeneity

How to use data from multiple large
heterogeneous datasets?

A publisher may be represented either as a
publication-producing entity, or as an attribute of
a publication [16].

A vehicle may be represented visually in
video data and descriptively in an incident
report.

Predictive
Analytics

How can trends be identified and
distinguished from random fluctua-
tion in order to provide a calibrated
forecast of future value?

Stock market events may be forecasted from
sentiments expressed in social media [17].

Future traffic patterns may be guessed
from weather, imagery, and historical traf-
fic data.

Knowledge
Assimilation

How might algorithms understand
new data, e.g., inferring causality
from the data or accommodating
real-time inference retraction?

Fraudulent activity may be inferred from (poten-
tially altered) digital and physical data represen-
tations of known entities and events [18].

A traffic accident may be detected from
the position of two cars in a video clip.

Big Data
Replicability

How to reproduce experimental
findings given that truth may be
hard to find, consistently?

Using the same (usually massive) genomic
dataset in two different studies to find genetic
contributions to a particular disease may yield
different results [19].

Using historical data from weather reports,
traffic incident data, and traffic video data
to detect an incident may yield different
results.

Visualization of
Knowledge

How to visually represent knowl-
edge for decision making?

Intrusion detection systems often utilize dash-
boards to reflect network status and to alert se-
curity administrators of suspicious activity [20].

Visualization may be used to communicate
traffic flow and accidents.

Data Uncertainty How to handle gaps in knowledge
due to the potential for untrustwor-
thy or inaccurate data?

In RFID (radio-frequency identification) Data
Management, raw antenna readings are fre-
quently missed or tags are read by two adjacent
antennas [21].

Uncertainty may arise from the lack of
data available from points that occur be-
tween traffic detectors.

Mitigating Error
propagation

How can algorithms mitigate cas-
cading of error through data pro-
cessing steps?

In Geographic Information Systems (GISs) in-
accuracies may propagate and cascade from one
layer to another, resulting in an erroneous solu-
tion to the GIS problem [22].

Errors associated with cleaning of traffic
incident reports may propagate to incident
detection and traffic prediction tasks.

Managing
Privacy
and Security

How to manage data and develop
algorithms in the face of privacy
and concerns/policies?

Model checking to verify that HIPAA (the federal
Health Insurance Portability and Accountability
Act) is being followed [23].

— (Privacy and security are not a focus
in the traffic domain given the minimally
restricted, or unrestricted, nature of traffic
and weather data.)

Propagation and cascading of error: How might algo-
rithms be written to mitigate propagation and cascading of
error(s)? Error propagation and cascading refers to situations
where one error leads to another or where a solution is skewed
when imprecise or inaccurate information is combined into
multiple layers [22].

Data privacy and security. How does one manage data
and develop algorithms for processing data in the face of
privacy and security concerns? Data privacy and security refers
to the challenge of providing effective approaches for secure
management of distributed data and data sharing, including
those that may contain personally-identifiable information
(PII). Detection of PII for anonymization purposes [34] and
structural diversification for protecting privacy [35] are partic-
ularly important problems to be addressed. Other critical areas
include management of access, sharing and distributability
(e.g., data specific tools, metadata).

These are important challenges that cut across multiple
areas of data science. There may be common algorithmic
approaches and evaluation metrics associated with each of
these challenges. Community input garnered within the DSRP
will bring forth new insights to address cross-cutting issues
pertaining to the data itself and measures associated with
approaches to processing data.

The next section presents a set of representative classes of
data science problems, setting the stage for defining measures
to assess data science technologies within the DSRP.

VIII. CLASSES OF DATA SCIENCE PROBLEMS

This section examines several classes of problems for which
techniques might be developed and evaluated across different
domains, and defines representative classes of problems ac-
companied by examples from the planned use case of traffic
incident detection and prediction, although the problem classes
are broader than this single use case. Different categories of
algorithms and techniques in data science will be examined,
with an eye toward building an assessment methodology for
the DSRP that covers each category.

Detection. Detection aims to find data of interest (often
an anomaly or outlier—see Anomaly Detection below) in a
given dataset. In the traffic domain, incidents are of interest,
e.g., “traffic incident detection” is an important sub-problem
of the traffic use case. Yang, Kalpakis, and Biem [36] analyze
traffic flow in order to detect traffic incidents.

Anomaly detection. Anomaly detection is the identification
of previously unseen system states that force additional pattern
classes into a model. Relatedly, outlier detection is associated
with identifying erroneous data items that force changes in
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prediction models (“influential observations”). In the traffic
case, an incident may be seen as an anomaly relative to
data representing free-flowing traffic. Detection of incidents
in traffic data with incident and non-incident data may also be
seen as system state identification and estimation.

Cleaning. Cleaning refers to the elimination of errors,
omissions, and inconsistencies in data or across datasets. In
the traffic use case, cleaning might involve the identification
and elimination of errors in dirty traffic detector data.

Alignment. Alignment refers to the process of relating
different instances of the same object [37], e.g., a word with
the corresponding visual object, or time stamps associated
with two different time series.13 In the traffic use case, this
might involve aligning traffic camera video and traffic incident
reports.

Data Fusion. Fusion refers to the integration of different
representations of the same real-world object, encoded (typi-
cally) in a well-defined knowledge base of entity types [11]. In
the traffic use case, fusion might be applied to bring together
a video representation of a vehicle with a description of the
same vehicle in an incident report.

Identification and classification. Identification and classi-
fication attempts to determine, for each item of interest, the
type or class to which the item belongs [39]. In the traffic use
case, the type of incident may be critical, e.g., slipping off
the road, or stopping for an extended period of time (as in
bumper-to-bumper traffic).

Regression. Regression refers to the process of finding
functional relationships between variables. In our pilot traffic
flow prediction challenge, we wish to predict traffic speed
using covariates including flow volume, percentage occupancy,
and training sets of past multivariate time series.

Prediction. Prediction refers to the estimation of a variable
or multiple variables of interest at future times. In our traffic
pilot, we might pose the challenge of predicting traffic flow
rate as a function of other variables.

Structured prediction. Structured prediction refers to tasks
where the outputs are structured objects, rather than numeric
values [40], [41]. This is a desirable technique when one
wishes to classify a variable in terms of a more complicated
structure than producing discrete or real-number values. In the
traffic domain an example might be producing a complete road
network where only some of the roads are observed.

Knowledge base construction. Knowledge base construc-
tion refers to the construction of a database that has a
predefined schema, based on any number of diverse inputs.
Researchers have developed many tools and techniques for
Automated Knowledge Base Construction (AKBC)14. In the
traffic use case a database of incidents and accidents could be

13Data alignment is frequently used for entity resolution, which is identi-
fying common entities among different data sources. Getoor and Machanava-
jjhala [12] and Christen [38] are two works that describe entity resolution
techniques.

144th Workshop on Automated Knowledge Base Construction
http://www.akbc.ws/2014/

constructed from news reports, time-stamped GPS coordinates,
historical traffic data, imagery, etc.

Density estimation. Density estimation refers to the produc-
tion of a probability density (or distribution function), rather
than a label or a value [42], [43]. In the traffic use case, this
might involve giving a probability distribution of accidents
happening over a given time interval.

Joint inference. Joint inference refers to joint optimization
of predictors for different sub-problems using constraints that
enforce global consistency. Joint inference may be used for
detection and cleaning to arrive at more accurate results [44].
In the traffic use case, weather conditions may act as a
constraint on traffic incident detection outcomes, while at the
same time, traffic incident detection may act as a constraint
on weather conditions during time periods where weather data
may not be available.

Other classes of problems. Data science problems may
involve ranking, clustering, and transcription (alternatively
called “structured prediction” as defined above). Several of
these are described by Bengio et al. [45]. Additional classes
of problems rely on algorithms and techniques that apply to
raw data at an earlier “preprocessing” stage.

Given the broad scope of the classes of problems above, a
number of different data processing algorithms and techniques
may be employed for which an evaluation methodology is es-
sential, e.g., for benchmarking. The next section elaborates on
the range of methodologies needed for measuring technology
effectiveness within the new DSRP.

IX. METHODOLOGIES FOR MEASURING EFFECTIVENESS
OF DATA SCIENCE TECHNOLOGIES

This section examines a range of different questions for
the development of assessment methodologies, divided broadly
into three categories: (1) aspects of data science measurement;
(2) how to pursue data science without compromising privacy;
and (3) how to preserve and distribute data and software. These
questions set the stage for the new DSRP, addressing some of
the most critical issues and areas of inquiry for data science.

A. Aspects of Data Science Measurement

1) How does one measure accuracy when all truth data
are not annotated fully?: Ground truth may be prohibitively
expensive or laborious to obtain in cases where human-labeled
data are needed. In some cases, ground truth may be entirely
“unobtainable,” where the true answer is not known. For most
predictive tasks, ground truth data become available when
realtime datasets or future data materialize (e.g., accident
prediction in video). For non-predictive tasks (e.g., detection
of traffic incidents), Katariya et al.’s [46] work on active
evaluation of classifiers estimates accuracy based on a small
labeled set and human labeler. Some NIST evaluations (TREC,
[47]) apply accuracy measures that accommodate the lack
of full truth data, often employing mediated adjudication
approaches (e.g., pooling relevance assessments of participants
in the evaluation to approximate recall). Another potential
approach is to use simulated data as a proxy for ground truth.
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Within the DSRP, these and other approaches for addressing
issues concerning ground-truth metadata will be explored.

2) How does one measure data assimilation?: Data
assimilation—a process by which observations are incorpo-
rated into a computer model of a real system—addresses the
problem of not knowing the initial conditions of a given system
[48]. Using current and past limited available observations and
short range forecasts, data assimilation analyzes the data to
estimate the background of the observed system and produces
the best estimate of the initial conditions of the forecast
system. The better the estimate, the more accurate the forecast
[49].

While assimilation and fusion are similar in nature, there
are differences: assimilation refers to modeling observations
of the same objects (in situ, remotely, etc.) from sensors
of different types, whereas fusion refers to bringing together
different datasets to arrive at a result or response. Within the
DSRP, both assimilation and fusion are assumed to be central
to data science measurement.

3) How does one measure knowledge representation
through Visualization of data?: The Visualization Analytics
Science & Technology community has developed a “VAST
Challenge,” run annually for the past 3 years15, for assessment
of visual analytics applications for both large scale situation
analysis and cyber security. Topics of importance for the DSRP
include automatic graph analysis and best practices for com-
bined and multimodal datasets. Several different approaches
to developing and assessing information visualization for very
large datasets have been implemented [50], [51]. Visualization
paradigms are often assessed by the number of data points
and the level of granularity represented [52] and by types of
relationships that can be represented [31].

4) How does one develop sound benchmark measurements
that satisfactorily convey system performance?: Sound bench-
marking requires the integration of a variety of research
areas: the mathematics of designing good benchmark metrics,
the systems research of implementing monitors that collect
the data with minimal overhead, and the understanding of
the field in choosing representative workflows to measure
the performance of different computer systems [53], [54].
As computer systems change and needs change, the desired
workflows need to be changed. Within the DSRP, the use of
program-agnostic metrics and software performance monitors
that can run on a variety of hardware architectures will enable
the application of benchmark metrics and monitors in future
workflows on different software and hardware architectures.

5) How does one measure the effectiveness of each data
characteristic for making decisions or formulating knowl-
edge?: Principal Component Analysis and other dimension-
ality reduction techniques give some indication of the di-
mensions of variation present in the data. Various feature
selection approaches may be applied to better understand the
contribution of data characteristics for decision making and

15The latest (2015) VAST Challenge information can be found at:
http://vacommunity.org/VAST+Challenge+2015

knowledge formulation [55]. As a clarifying example, in the
traffic domain within the DSRP, a task would be to determine
how much lane detector, weather, and accident data contribute
to the ability to perform the overall tasks of traffic incident
detection and traffic prediction.

B. How does one pursue data science without compromising
privacy?

Collection and sharing strategies are needed so that re-
searchers are able to run experiments on the same data, with
minimal barriers. For example, the traffic and weather data
in our pilot DSE evaluation are open and easily distributable.
However, the DSRP will include a wide range of domains
(multiple tracks) and thus will need to keep track of what can
and cannot be shared and under what conditions. Personally
Identifiable Information (PII) or, by fusion, merging multiple
datasets that bring PII into the composite result, cannot be
shared. In cases where PII data are needed, it is important to
determine the feasibility of data construction—but the scale
may not be as large as it would be for “data in the wild.”
Recent conferences that have included privacy as a central
topic, e.g., SIAM International Conference on Data Mining
[56] and some that have focused entirely on this issue (e.g.,
the Big Data Privacy Workshop [57]).

C. How does one preserve data and software used for data
science?

In the field of Natural Language Processing, researchers
rely heavily on the University of Pennsylvania’s Linguistic
Data Consortium (LDC), which collects, creates, annotates,
and distributes data, ensuring that all materials are carefully
managed, with lawyers verifying copyright and other issues
(e.g., licensing). Other organizations serve a similar role as the
LDC, but are geared toward more data science, e.g., Research
Data Alliance and Data.gov. In addition, NIST is working
on data preservation and archival (i.e., keeping bits around
forever) and tracing the history of data [58]–[60].

X. CONCLUDING REMARKS: IAD’S ROLE FOR DATA
SCIENCE

This paper lays out the foundation of IAD’s newly formed
Data Science Research Program and describes IAD’s role in
the future of the data science discipline. Classes of data science
problems and next generation data science challenges as well
as areas of important future breakthroughs are discussed. An
overview of evaluation and metrology, standards, computing
infrastructure needs, and methodologies for measuring effec-
tiveness of data science technologies is presented.

IAD’s role for meeting the measurement challenges for
data science has four primary facets. These include develop-
ing measures for assessment, establishing standards, forming
working groups consisting of researchers in the community,
and deploying a sound framework for evaluating technology
effectiveness.

In addition, IAD aims to build a community of interest
within which it is expected that many of the questions posed
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in this paper will be addressed. Technical symposia with a
focus on generalized problems in data science are expected
outcomes of this aspect of NIST’s work.

Additionally, it is expected that agile system architectures,
system benchmarking tools, and novel approaches will emerge
from the development of technologies that are evaluated in the
DSE series.

Finally, the DSE series will be organized each year by NIST,
in coordination with the data science research community, for
the assessment of technologies for big data and data science
analytics. NIST will serve the community in providing relevant
datasets, metrics, tasks, protocols, and analysis tools.

DISCLAIMER:

These results are not to be construed or represented as
endorsements of any participants system, methods, or com-
mercial product, or as official findings on the part of NIST or
the U.S. Government.

Certain commercial equipment, instruments, software, or
materials are identified in this paper in order to specify the
experimental procedure adequately. Such identification is not
intended to imply recommendation or endorsement by NIST,
nor is it intended to imply that the equipment, instruments,
software or materials are necessarily the best available for the
purpose.
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Abstract:  We present recent work aimed at creating a standard for the dynamic measurement of 
pressure.  A near-IR laser spectroscopy system is demonstrated for measuring 8 cm-1  in 50 µs with 
a 4 kHz repetition rate.   
OCIS codes: (300.1030) Spectroscopy Absorption; (000.0000),  (300.6340)   Spectroscopy, infrared, (300.6260)   
Spectroscopy, diode lasers 

 
1. Introduction  

          Dynamic measurements of pressure are ubiquitous to modern life for example they are used for refining the 
efficiency internal combustion engines where the pressure cycles can reach 10 MPa at rates of tens of kilohertz.[1]  
High speed dynamic pressure sensors are used in automobiles to detect impacts in order to determine if the airbags 
should be deployed.   Dynamic pressure mapping is used to understand the forces exerted on a dummy during crash 
test for automotive safety.[2]  Another area of critical safety importance is characterizing the concussion inducing 
blast waves encountered on a battlefield which typically have a peak pressure near 1 MPa with duration of tens 
microseconds.    However, even with the vast importance of dynamic measurements of pressure on a diverse cross-
section of industry there lacks a traceable calibration to nationally (or internationally) recognized standard.  Currently 
no National Metrology Institute (NMI) offers calibration services for these dynamic measurements at the needed 
measurement rates which is on the order of tens of kilohertz.  Our goal is to develop traceability using high speed 
precision spectroscopy to measure the pressure broadened linewidth and temperature induced intensity changes at a 
measurement rate near one hundred kilohertz with uncertainties of 5 % or less.   

 
         Whenever there is an adiabatic change in pressure there is a corresponding change in temperature and so any 
dynamic measurement of pressure must also include a dynamic measurement of temperature because of the 
temperature dependence of the molecular lineshape.    Typically, spectroscopic measurements of temperature use the 
ratio of the intensities of two ro-vibrational transitions from the same vibrational band but with different ground state 
energies and or temperature sensitivities.  As an alternative to this two-line approach we propose scanning over many 
transitions and then perform a multi-spectrum fit for pressure, temperature, intensity with fixed mole fraction. To 
achieve rapid and broad wavelength tuning we are leveraging the well-known temperature dependence of the lasing 
frequency in common distributed feedback (DFB) lasers.  Sanders et al. have demonstrated nearly 20 cm-1 scanning 
at a one kilohertz rate by using a chopped external laser to heat the laser substrate.[3] By applying a 2 ampere 250 ns 
duration current pulse directly to the DFB Njegovec et al has demonstrated  wavelength tuning on the order of 50 cm-1 
in 250 ns with a 10 kHz repetition rate.[4]  The wavelength tuning is driven by internal heating of the substrate due to 
Joule heating.   
 
2. Experiment 
 
         In our work we built upon Njegovec et al.’s approach.  A 50 µs 8 Volt pulse generated from an arbitrary function 
generator at a repetition rate of 4 kHz is applied as modulation to the input of a commercial diode laser controller.  
The peak current from the current controller is about 500 mA.  The DFB is a TO-can style with internal TEC cooling 
unit and operates at 1571 nm (6366 cm-1).  The DFB is initially internally cooled to a temperature of 0 ºC.  A portion 
of the beam is sent to a temperature controlled solid silicon etalon with an FSR of 0.017 cm-1 for wavelength is 
measurement.  The etalon signal is digitized at 1 GS/s with 12-bit vertical resolution.   The remaining portion of the 
laser beam is sent through a 1-meter-long absorption cell and the resulting signal is focused onto a 400 MHz detector 
low pass filtered below 100 MHz and digitized at 200 MS/s using a 16 bit DAQ.  The absorption cell was filled with 
46.4 kPa of CO2.   A total of 164 pulses were recorded at a rate of 4 kHz and averaged.  The total acquisition time was 
41 ms.  The bandwidth covered in each pulse is greater than 8 cm-1 and bandwidths up to about 13 cm-1 have been 
measured.   We demonstrate scanning from R(26e) to R(R40e) of the (30012)←(00001) vibrational band of CO2 
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centered at 6348 cm-1.  The resulting spectrum is shown in Fig 1 overlaid with a simulation created using HITRAN 
2012. [5]    
 

 
 

Figure 1.     Absorption spectrum of CO2 in a 1 meter path length at 46.4 kPa (black) overlaid with the  
simulation (red).  The 8 cm-1 slice of the spectrum was acquired in 50 µs at rate of 4 kHz.  

 
3. Summary  
 
         We have presented a method for using Joule heating via current pulsing to achieve rapid wavelength scanning 
of a DFB laser to record  an 8 cm-1 section of the CO2 spectrum in 50 µs with repetition rate of 4 kHz.   An analysis 
of the spectrum of CO2 using traditional methods compared to a multi-line fit to determine pressure and temperature 
is currently underway.  The challenges, tradeoffs, and future directions of the rapid wavelength tuning method will be 
discussed.  We will also present a rapid wavelength tuning in combination with wavelength modulation spectroscopy 
in order to achieve unprecedented speed and sensitivity.  
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Abstract—We have developed a new low pressure sensor which
is based on the measurement of (nitrogen) gas refractivity inside
a Fabry–Perot (FP) cavity. We compare pressure determinations
via this laser refractometer to that of well-established ultrasonic
manometers throughout the range 100Pa to 100000Pa. The
refractometer demonstrates 10−6 precision for p > 50kPa;—
as good or better than the manometer—we argue that a laser
refractometer represents a state-of-the-art transfer standard of
the pascal. We also claim the refractometer has an accuracy
of U(pFP) = [(16mPa)2 + (11.9× 10−6 ·p)2]1/2, as realized
through the properties of nitrogen gas.

Index Terms—Fabry–Perot, length measurement, pressure
measurement, refractive index, uncertainty.

I. INTRODUCTION

During the past several years we have been developing a low
pressure sensor that utilizes a laser refractometer and the ideal
gas relation p ∝ (n−1)kBT , where the pressure of a gas can
be determined by a measure of the gas refractivity n−1 and
thermal energy kBT [1]. This approach is a departure from the
traditional U-tube manometer where pressure p = hgρ comes
from a measure of the liquid-column height h, with gravity
g and the fluid density ρ being well-known [2]. Our chief
motivation for this effort is ecological (that is, to move away
from the toxin mercury), but we also endeavor to overcome
the technical drawbacks of manometers, among which are
slowness, size, sensitivity to vibration, and limited range. The
metrology behind our technique is interferometry (and laser
wavelength), which is used to measure the change in optical
length of a Fabry–Perot (FP) cavity going from vacuum to
pressure at a level of 3×10−10. Our apparatus is small (about
30cm3), fast and precise (1mPa for 1s averaging), and can
hold this precision across more than five decades of pressure.

II. METHOD AND RESULTS

Our refractometer shown in Fig. 1 consists of two separate
FP cavities built out of one piece of low thermal expansion
glass; a reference cavity is permanently held at vacuum and
a measurement cavity is filled with gas; the cavities have a
moderate finesse of 960. The pressure of the gas in the FP
cavity is measured as

pFP =
1

c1 −dm −dr

(
∆ f
ν

)
− c2 − c1dm

(c1 −dm −dr)3

(
∆ f
ν

)2

+
2(c2 − c1dm)

2 − c3(c1 −dm −dr)

(c1 −dm −dr)5

(
∆ f
ν

)3

, (1)

where ∆ f
ν

is the effective fractional change in cavity reso-
nance, dm and dr are (compressibility) distortion terms for the

h

pUIM = hgρ
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pFP ∝ (n − 1)kBT
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ref.
cavity

meas.
column

ref.
column

Fig. 1. Plumbing to compare a refractometer to a manometer; inset photograph
of refractometer. RP, research purity; CDG, capacitance diaphragm gauge.

measurement and reference cavities respectively. The propor-
tionality constants

c1 =
3

2kBT
AR

c2 =
3

8(kBT )2

(
A2

R −4ARBp +4BR
)

c3 =
3

16(kBT )3

(
5A3

R −4A2
RBp +16ARB2

p

+4ARBR −16BpBR −8ARCp +8CR) ,

(2)

are defined by the refractivity virial coefficients (AR, BR, and
CR), the density virial coefficients (Ap, Bp, and Cp), and the
Boltzmann constant kB and thermodynamic temperature T .
The proportionality constants in (1) are fixed properties of
the gas species which fills the cavity, and it is the terms ∆ f

ν
,

dm, and dr that are specific to each FP cavity; these terms
need to be characterized before a gas pressure can successfully
be determined with a refractometer. The effective fractional
change in cavity resonance ∆ f

ν
is what is actually measured for

a given change in pressure: it is an rf beat frequency between
two HeNe lasers; one locked to the resonance of a reference
cavity held at vacuum, and one locked to the resonance of
a measurement cavity which is filled with gas; a complete
definition of ∆ f

ν
is given in Ref. [1] The distortion term dr is

determined by monitoring how the resonance frequency of the
reference cavity changes as the exterior of the refractometer is
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TABLE I
EXPANDED UNCERTAINTY FOR PRESSURE MEASURED BY A LASER

REFRACTOMETER AT p = 100kPa.

parameter
contribution
to relative
U(pFP)×106

notes

AR = 4.44612(4)cm3/mol 9.0 i

BR = 0.9(2)cm6/mol2 1.8 [4]
CR =−95(10)cm9/mol3 0.01 [4]
Bp =−4.02(15)cm3/mol 6.2 [5]
Cp = 1434(200)cm6/mol2 1.0 [5]
T = 302.919(1)K 3.3 ii

kB = 1.3806488(13)×10−23 JK−1 1.8 [7]
∆ f
ν

= 2.649422(2)×10−4 0.5 iii,iv

dr = 1.092(2)×10−6 0.4 iv

dm = 9.83(5)×10−7 1.1 iv

gas impurity 0.7 v

compression hysteresis 1.1 vi

nonlinear length change 15mPa [1]
lock offsets 4mPa vii

anomalous distortion 1.2mPa viii

outgassing 1.3mPa ix

intercavity length drift 0.5mPa ix

overall uncertainty (k = 2)
[
(16mPa)2 +(11.9 · p)2]1/2

i Based on the most accurate measurement of nitrogen refractiv-
ity [1]—AR is limited by how accurate the pascal can be realized.

ii Measured with an SPRT and includes U(T −T90) [6].
iii Includes errors in the estimate of cavity length, mirror and diffrac-

tion phase shifts, and vacuum-wavelength.
iv These terms are specific to one of our laser refractometers. In

principle, the terms are correlated with uncertainty already expressed
in AR, and their contribution to U(pFP) is smaller than what is stated.

v Worst-case is 0.0001% CO2 in 99.9999% N2.
vi Our FP cavity is made of ULE, which has notably low hysteresis.
vii Caused by residual amplitude modulation.
viii For temperature changes of 1mK or less.
ix For measurements completed within 0.5h after a fill.

brought to pressure; the change in resonance is measured by
beating the cavity resonance against a known laser frequency
reference, in our case an iodine-stabilized laser. Finally, the
distortion term dm is determined via helium correction: we fill
the measurement cavity with helium of known pressure and
temperature, and calculate the theoretical refractivity; the error
between the calculated refractivity and what the refractometer
measures is attributed to dm [3].

In the top part of Tab. I we list expanded uncertainties
for all parameters in (1) and (2), and show the contribution
of each parameter to the relative expanded uncertainty for a
pressure determination by the refractometer at 100kPa. It is
worth noting that the chief contributor to U(pFP)—AR, the first
refractivity virial coefficient—comes from a measurement of
nitrogen refractivity at p= 100.0000(6)kPa, T = 302.919(1)K
and λvac = 632.9908(2)nm; thus, U(pFP) at this particular
pressure is entirely independent of other virial coefficients.
Furthermore, since we operate at the same temperature and
vacuum-wavelength, a certain cancellation of errors occurs at
other pressures, leading to a complicated relationship between
the uncertainty of the final result and the uncertainty of the
parameters in Tab. I. Also, knowledge of AR is limited by how
well nitrogen gas pressure can be measured with a manometer:
if the pascal can be realized more accurately than current
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Fig. 2. Disagreement in pressure as measured by a laser refractometer
(pFP) and ultrasonic manometer (pUIM); manometer uncertainty U(pUIM) =
[(6mPa)2 +(5.2×10−6 · p)2]1/2 also shown.

means, the more accurate measurements of AR would corre-
spondingly reduce U(pFP). In addition to the uncertainties in
the parameters of (1) and (2), there are experimental limita-
tions, as listed in the bottom part of Tab. I. These limitations
end up dominating U(pFP) at lower pressures because they are
responsible for an offset term in the refractometer (a pressure
independent error).

In Fig. 2 we show pressure measurements using the laser
refractometer as compared to NIST’s ultrasonic mercury
manometer, one of the world’s most accurate realizations
of the pascal. For pressures above 50kPa we see 1× 10−6

repeatability, with performance degrading at lower pressures—
this poorer performance is caused by the offset term in
U(pFP), but uncertainty from mercury vapor in pUIM is non-
negligible. Notably, some bands of pressure—1kPa, 10kPa,
and 30kPa—are outside the expanded uncertainty of the
manometer U(pUIM). At present it is not clear what to attribute
these outliers to, but we are in the process of building a second
laser refractometer as a cross-check, and our next tests will
compare two independent laser refractometers to ultrasonic
(oil and mercury) manometers.

REFERENCES

[1] P. F. Egan, J. A. Stone, J. H. Hendricks, J. E. Ricker, G. E. Scace, and
G. F. Strouse, “Performance of a dual Fabry–Perot cavity refractometer,”
Optics Letters, vol. 40, no. 17, pp. 3945–3948, 2015.

[2] C. R. Tilford, “Three and a half centuries later—the modern art of liquid-
column manometry,” Metrologia, vol. 30, no. 6, pp. 545–552, 1994.

[3] J. A. Stone and A. Stejskal, “Using helium as a standard of refractive
index: correcting errors in a gas refractometer,” Metrologia, vol. 41, no. 3,
pp. 189–197, 2004.

[4] H. J. Achtermann, G. Magnus, and T. K. Bose, “Refractivity virial
coefficients of gaseous CH4, C2H4, C2H6, CO2, SF6, H2, N2, He, and
Ar,” The Journal of Chemical Physics, vol. 94, no. 8, pp. 5669–5684,
1991.

[5] J. D. Dymond, K. N. Marsh, R. C. Wilhoit, and K. C. Wong, Virial
Coefficients of Pure Gases and Mixtures, Berlin: Springer–Verlag, 2002.

[6] J. Fischer, M. de Podesta, K. Hill, M. Moldover, L. Pitre, R. Rusby,
P. Steur, O. Tamura, R. White, and L. Wolber, “Present estimates of
the differences between thermodynamic temperatures and the ITS-90,”
International Journal of Thermophysics, vol. 32, no. 1, pp. 12–25, 2011.

[7] P. J. Mohr, B. N. Taylor, and D. B. Newell, “CODATA recommended
values of the fundamental physical constants: 2010,” Reviews of Modern
Physics, vol. 84, no. 4, pp. 1527–1605, 2012.

SP-244

Egan, Patrick; Stone Jr., Jack; Ricker, Jacob; Hendricks, Jay. "Laser ReFractometer as a Transfer Standard of the Pascal." Paper presented at the CPEM 2016 Conference, Ottawa, Canada, Jul 10-Jul 15, 2016.

Egan, Patrick; Stone Jr., Jack; Ricker, Jacob; Hendricks, Jay. 
“Laser ReFractometer as a Transfer Standard of the Pascal.” 

Paper presented at the CPEM 2016 Conference, Ottawa, Canada, Jul 10-Jul 15, 2016. 

http://dx.doi.org/10.1364/OL.40.003945
http://dx.doi.org/10.1088/0026-1394/30/6/001
http://dx.doi.org/10.1088/0026-1394/41/3/012
http://dx.doi.org/10.1063/1.460478
http://dx.doi.org/10.1007/b71692
http://dx.doi.org/10.1007/b71692
http://dx.doi.org/10.1007/s10765-011-0922-1
http://dx.doi.org/10.1103/RevModPhys.84.1527
http://dx.doi.org/10.1103/RevModPhys.84.1527


Broadband Radiometric LED Measurements 
 

G. P. Eppeldauer1, C. C. Cooksey, H. W. Yoon, L. M. Hanssen, 
V. B. Podobedov, R. E. Vest, U. Arp, and C. C. Miller 

National Institute of Standards and Technology 
100 Bureau Drive, Gaithersburg, MD, USA 20899 

 
 

ABSTRACT 

At present, broadband radiometric measurements of LEDs with uniform and low-uncertainty results are not available. 
Currently, either spectral radiometric measurements or broadband photometric LED measurements are used. The 
broadband photometric measurements are based on the CIE standardized V(λ) function, which cannot be used in the UV 
range and leads to large errors when blue or red LEDs are measured in its wings, where the realization is always poor. 
Reference irradiance meters with spectrally constant response and high-intensity LED irradiance sources were developed 
here to implement the previously suggested broadband radiometric LED measurement procedure [1, 2]. Using a detector 
with spectrally constant response, the broadband radiometric quantities of any LEDs or LED groups can be simply 
measured with low uncertainty without using any source standard. The spectral flatness of filtered-Si detectors and low-
noise pyroelectric radiometers are compared. Examples are given for integrated irradiance measurement of UV and blue 
LED sources using the here introduced reference (standard) pyroelectric irradiance meters. For validation, the broadband 
measured integrated irradiance of several LED-365 sources were compared with the spectrally determined integrated 
irradiance derived from an FEL spectral irradiance lamp-standard. Integrated responsivity transfer from the reference 
irradiance meter to transfer standard and field UV irradiance meters is discussed. 
 
Keywords: LED, LED radiometric measurement, broadband measurement, integrated radiometric quantities, LED 
integrated irradiance, UV-LED measurement, blue LED measurement, red LED measurements, flat-response LED meter, 
pyroelectric LED meter, filtered-Si LED meter 
 

1. INTRODUCTION 

At present, broadband UV measurements that produce uniform measurement results are not available. The International 
Committee on Illumination (CIE) recommends broadband UV measurements in the CIE TC2-47 Technical Report. This 
report is being published by the CIE Central Bureau. The report focuses on characterization of UV radiometers designed 
for various actinic spectra and different wavelength ranges between 200 nm and 400 nm. It also discusses calibration and 
measurement conditions of UV radiometers using both source- and detector-based calibration methods. Three reference-
spectrum sources (Illuminant-A, blackbody, and deuterium) are proposed in the report for comparison of radiometers and 
also spectral mismatch corrections are applied to obtain the effective (also called broadband or integrated) responsivity. 
The UV radiometers discussed in the CIE report are always matched to a spectral response function, called action spectrum. 
The action spectrum is dimensionless (of unit 1), normalized to its maximum, and can describe an actinic effect of radiation 
on a radiant sensitive surface (like skin, eye, retina etc). The report also accepts action spectra like the CIE standardized 
UV-A, UV-B, and UV-C functions. These are all rectangular shape responsivity functions versus wavelength. Since all 
practical function realizations use optical filters, these rectangular-shape functions (for the UV radiometers) are usually 
poorly realized. The spectral mismatch errors (between the standard and realized functions) are large, resulting in 
significant measurement errors when the measured sources are changed (have different spectral distributions). Applying 
the spectral mismatch correction factors makes the measurement procedure and evaluation complicated. 
 
Similarly, to the poor realization of the CIE standardized rectangular-shape UV responsivity-functions, the spectral 
mismatch errors between the realized and the CIE-standard V(λ) functions are large in the blue and red regions. In an 
earlier publication [3], instead of V(λ) based photometric measurements, a rectangular shape actinic function was realized  
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for the photometric wavelength range using filtered Si photodiode. The goal was to perform accurate broadband 
radiometric LED measurements including the blue and red intervals. Since the realized function was several percent 
different from the constant between the 380 nm and 780 nm wavelength limits, where the function was blocked, spectral 
mismatch correction was applied to decrease the measurement errors. The spectral mismatch correction factor included 
the spectral distribution of a standard source and the measured spectral distribution of the test-LED of a particular 
application. As a result of the spectral mismatch correction for the realized actinic function, the broadband radiometric 
LED measurements could be performed with low uncertainty for the photometric wavelength range. However, this kind 
of broadband measurement requires the spectral distribution measurement of the test-LED, the spectral distribution of the 
source used for calibration, and the relative spectral responsivity measurement of the radiometer head. 
 
Instead of using the traditional CIE recommended source-based or detector-based calibration methods, the broadband UV 
measurement procedure itself can be standardized to perform simple uniform measurements with low uncertainty. The 
standardization of the UV measurement procedure is discussed below for broadband UV sources. In the discussed example, 
UV-365 sources are measured. These “black lights” are applied for fluorescent crack-recognition using liquid penetrant 
inspection. At present, these nondestructive tests are performed with UV-meters based on the CIE standardized UV-A 
function. The different spectral responsivities of the commercially available UV-meters cause large measurement errors 
even if the same UV-365 source is measured.  
 
In this work, because of environmental safety reasons, the originally used Hg source (the 365 nm emission line) is 
substituted by a high-power LED irradiance source that peaks at around 365 nm.  
 
In order to achieve the 1 mW/cm2 minimum irradiance required on the test-surfaces by the American Society for Testing 
and Materials, ASTM-E1417 [4], high-power UV LED sources are used in the here developed irradiance sources. They 
produce a 7.5 cm diameter spot at a distance of 40 cm from the source. In Fig. 1, the normalized spectral power distribution 
(SPD) of the UV-365 LED source is compared to a monochromator measured and normalized SPD of a Hg-lamp. The Hg-
lamp has a continuum radiation and the 334 nm neighboring line can be seen well in the measurement. Another advantage 
of the LED source is that it does not have the continuum radiation. Figure 1 also shows the spectral response curves of a 
few UV meters. The response curves have different peak wavelengths and different spectral widths. It can be seen that 
only the meters with the wider response curves around the source-peak can produce uniform (similar) measurement results. 
(The output signal is equal to the spectral product of the LED distribution and the spectral response of the meter). The 
normalized signal readings of meter (3) and meter (2) were divided by the normalized reading of meter (1) when the shown 
UV-365 Hg-lamp was measured. The measurement error related to meter (1) was 42 % using meter (3) and 12 % for meter 
(2). Standardization of the spectral response function of LED measuring radiometers cannot solve this measurement non-
uniformity problem. The goal of the new standard procedure is to obtain measurement results with small errors when 
different meters measure LEDs (or Hg sources) with reasonable (such as +/- 5 nm) peak wavelength differences relative 
to the 365 nm nominal wavelength. 
 
The standard broadband radiometric procedure discussed here as an example can be extended to LEDs or LED groups for 
the UV, VIS, and near-IR wavelength ranges. 
 

2. THE UV BROADBAND MEASUREMENT PROCEDURE 

In the broadband UV measurement procedure, LED source(s) is measured with a broadband meter. In the discussed example, 
an LED-365 irradiance source is measured by a UV irradiance meter. The measured output signal of the meter is produced 
by the spectral product of the source distribution and the meter response function. The requirement from the broadband 
measurement procedure is to obtain invariance in the measured signal (at the output of the meter) for changes in both the 
LED source (peak and spectral-width) and the spectral-shape of the meter-response. In order to perform uniform broadband 
measurements, the spectral response of the meter must be broader than the distribution of the measured source(s) and the 
source distribution(s) must be inside of the spectral response function of the meter for all the expected source(s) and meter 
changes. 
 
The broadband measurement procedure can be applied not only for UV-365 source(s) (used in the here discussed example) 
but also for any other UV sources if the here described procedure-requirement(s) is achieved. In the discussed example, to 
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obtain the invariance in the measured (output) signal, the spectral response of the meter was selected to be close to constant 
in a spectral range equal to or wider than the widest source-distribution of the 365-nm source to be measured. This way, the 
spectral product of the source-distribution(s) and meter-responsivity-function produces signals with differences (errors) less 
than the required measurement uncertainty when different 365-nm sources (with different peak wavelengths and spectral 
widths) are measured. 

 
Fig. 1. Normalized distributions of Hg and LED-365 sources and UV meter responses. 

 
Based on the here discussed procedure-requirements, existing UV meter models can be selected to obtain uniform broadband 
365-nm measurements. Other UV meters, where the procedure-requirements (for spectral-responses) are not achieved, are 
non-ideal for uniform broadband UV measurements.  
 
The broadband procedure can be applied for measurement of different kinds of sources, such as different single LEDs and/or 
a group of different LEDs, if the constant spectral response of the meter is extended to the wavelength range(s) where the 
measured sources emit radiation. The response deviation from constant, within the spectral range where the measured 
sources emit radiation, depends on the allowed uncertainty of the broadband measurement. Recently developed low-NEP 
pyroelectric detectors [5] are excellent candidates to measure not only UV but also other kinds of LEDs in the spectral range 
where the pyroelectric detector has close to constant spectral response. Based on this type of reference pyroelectric meter, 
the broadband scale-transfer procedure can be simplified, source standards will not be needed, and selection of the field test 
meters may not be needed. 
 

3. INTEGRATED IRRADIANCE OF UV LEDS 
 
LED-365 irradiance sources and spectrally “flat” UV irradiance meters have been developed to implement the UV 
broadband measurement procedure for non-destructive testing of metal parts [6]. In this application example, the excitation 
irradiance source peaks at a nominal wavelength of 365 nm. Typically, the purchased/applied high power LEDs have a few 
nm shift in their peak wavelength. In the discussed example, the peak of the purchased LED sources was at about 368 nm. 
Some UV irradiance meters, even if they were planned to have a constant response for the overall spectral range of the 
radiation produced by the LED-365 source, are spectrally “non-flat” in that range. The spectral irradiance E(λ) of the LED-
365 irradiance source and the spectral irradiance responsivity sref(λ) of the reference UV irradiance meter (used in the 
discussed example), that produce the measured output signal, are shown in Fig. 2. The goal of the suggested broadband 
measurement procedure is to determine a responsivity for the meter that can be used to measure the integrated irradiance 
from a test LED source [7].  
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Two different versions of the calibration steps were developed depending primarily on the spectral flatness of the meter. 
 
3.1.  Non-flat response method and use of an LED-365 standard  

In this first version of the broadband calibration procedure, the UV meter has a poorly realized spectrally “non-flat” 
response. In order to keep the procedure user-friendly and accurate, in addition to the suggested broadband calibration 
procedure, a standard LED-365 irradiance source was developed. The integrated irradiance from the source is measured by 
a reference UV irradiance meter when the separation (according to the ASTM standard) is 40 cm between source and meter. 
The spectral irradiance E(λ) of the standard source is needed to determine the integrated responsivity refs of the non-flat 
reference UV irradiance meter. Then, the integrated irradiance responsivity can be utilized for either direct measurement of 
an LED-365 source(s), or it could propagate the reference-level meter-calibration to field-level calibrations or 
measurements. 
  
In this version of the broadband calibration procedure [6], the following calibration steps can be used: 
 
1) Satisfy the requirements for the spectral power distribution (SPD) of the standard source(s): Use LEDs with 365 nm   ± 5 
nm peaks and a maximum spectrum-half-width (FWHM) of less than 15 nm.  
2) Calibrate the UV-LED excitation source for spectral irradiance (e.g. against an FEL standard lamp).  
3)  Select a reference irradiance meter with close to constant spectral response in the spectral interval where the measured 
LED emits radiation.  
4)  Calibrate the reference meter for spectral irradiance responsivity in the wavelength interval where the UV-LED emits 
radiation. Test the signal-leakage in the overall wavelength range where the detector of the meter can produce signal. 
5)  Calculate the output signal of the meter for the spectrally calibrated (standard) UV-LED source and a spectrally calibrated 
meter (using a spread-sheet). 
6)  Calculate the output signal of the meter by shifting the source peak ± 5 nm (to 360 nm and 370 nm) or less (depending 
on the uncertainty requirement for this reference scale) using the same relative spectral irradiance of the calibrated UV-LED 
source. The changes in the spectral product (for source and meter) are calculated to obtain the uncertainty of this reference-
scale. 
7) The reference UV meter can be accepted for scale transfer if the calculated output signals at the 360 nm and 370 nm 
wavelengths agree within the expected signal measurement uncertainty. 
 
The above calibration steps are usually made at a national measurement institute (NMI). Utilizing steps 2 and 4, the 
measurement equation that describes the output signal of the reference meter for irradiance measurement mode can be 
written as 
 

     
∫=
λ

λλλ d)()( refref sEi
     (1) 

 
where E(λ) is the spectral irradiance of the calibrated (standard) UV-LED source, sref(λ) is the spectral irradiance 
responsivity of the reference meter, and λ is the wavelength.  
 
Using the ASTM standardized requirement, the integrated irradiance can be determined in the reference plane of the meter, 
40 cm away from the source: 
 

      
ref

ref

s
i

E =       (2) 

 
where the integrated irradiance responsivity of the reference meter is: 
 

SP-248

Eppeldauer, George; Cooksey, Catherine; Yoon, Howard; Hanssen, Leonard; Podobedov, Vyacheslav; Vest, Robert; Arp, Uwe; Miller, Carl. "Broadband Radiometric LED Measurements." Paper presented SPIE Optical Engineering + Applications, San Diego, CA, Aug 28-Sep 1, 2016.

Eppeldauer, George; Cooksey, Catherine; Yoon, Howard; Hanssen,  
Leonard; Podobedov, Vyacheslav; Vest, Robert; Arp, Uwe; Miller, Carl. 

“Broadband Radiometric LED Measurements.” 
Paper presented SPIE Optical Engineering + Applications, San Diego, CA, Aug 28-Sep 1, 2016.



    ∫
=

λλ d)(E
i

s ref
ref

      (3) 
 
In the discussed example, refi  was both calculated (using the above mentioned spreadsheet) and measured for the LED-365 
(NIST #1251) standard and the reference UV irradiance meter (NIST #130301). The calculated value of 3.13 x 10-5 A, was 
2.2 % different from the measured value of 3.198 x 10-5 A. The spread-sheet calculated integrated irradiance responsivity 
of the reference meter was refs = 2.93 A mm2/W. Using the measured current value, the integrated irradiance from the used 
LED-365 standard (NIST #1251) was 1.09 mW/cm2, 9 % higher than the minimum irradiance level required by the ASTM 
standard. 
 
After these reference-level calibration steps, the reference meter (with the known integrated responsivity) can be taken to a 
field laboratory where the field-level calibration steps can continue the above steps: 
 
8) Substitute the field (test) UV meter for the reference (calibrated) UV meter in the same irradiance at the ASTM 
standardized 40 cm distance from the source of the standard LED-365 irradiance source and use the ratio of the meter’s 
output signals as the calibration factor for the test UV meter. The test meter also should have close to flat spectral response 
in the wavelength range where the standard LED emits radiation. Otherwise, significant errors can be introduced in the 
measurement of the field-source during the scale transfer.  

Note: Using the here discussed broadband measurement procedure, spectral response measurement of test (field) UV meters 
is not needed. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Fig 2. Spectral irradiance E(λ) of an LED-365 standard irradiance source (#1251) and  
spectral irradiance responsivity sref(λ) of a reference UV irradiance meter (#130301). 
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3.2.  UV meter-based calibrations without using a source standard      
 
A source standard will not be needed if the reference meter has a known constant spectral responsivity for the wavelength 
range where the measured LED(s) emits optical radiation. Similarly, when the response of the reference meter is not constant 
but an average responsivity can be determined for (most of the) measured radiation, the source standard will not be needed. 
 
  
3.2.1. Spectrally “flat” responsivity standard 

The procedure for broadband UV calibrations and measurements can be simplified when UV meters with spectrally constant 
response are used. Calibration of the reference meter for constant irradiance responsivity is enough to measure the integrated 
irradiance (or any other output radiometric quantity) of a test LED source(s). When using these spectrally “flat” standard 
meters, use of a standard source is not needed. In this detector-based calibration, the only standard is the meter with the 
known constant spectral responsivity. When the spectral flatness (the curve shape) is known, one absolute tie point can be 
enough to convert the relative response function into absolute (e.g. to obtain the constant spectral irradiance responsivity). 
 
Spectrally “flat” UV meters can be made with either filtered quantum detector (like silicon detector and glass input-filters) 
or pyroelectric detectors. For these “flat” meters, Eq. 1 can be applied. Since sref(λ) = s = constant, the output signal of the 
reference meter will be 
 
     λλ== ∫

λ

d)(Esiiref      (4) 

and the integrated irradiance will be 

     
s
i

E =        (5) 

 
where the unit of i is A, the unit of s is A cm2/W, and the obtained unit for E is W/cm2. 
 
Using a pyroelectric detector, the deviation from a spectrally constant response can be an order of magnitude smaller than 
using a filtered Si photodiode. Also, the wavelength coverage of a pyroelectric detector with the flat response will be much 
wider. 
 
3.2.2. Average-responsivity standard 

Equation 5 can also be used when the reference meter has a “non-flat” response around the peak of the measured LED. This 
situation is shown in Fig. 2. In this case, instead of using a spectrally constant (“flat”) responsivity, the average responsivity 
around the LED peak can be used. In our example, the NIST #130301 reference meter was used which has a significant 
slope at the 368 nm peak of the measured NIST #1251 LED. Since the response-slope is symmetrical around the peak-
wavelength of the measured LED within a wide enough (about +/- 8 nm) range, it was simple to determine the average 
responsivity for the measured LED. As can be seen in Fig. 2, the average responsivity of the meter for most of the LED 
radiation is 2.875 A mm2/W, equal to the responsivity at the LED peak-wavelength. The integrated irradiance of the LED 
source using this “average responsivity” method will be: 
 

087.1
875.2

103125 8
=

∗
==

−

s
i

E mW/cm2    (6) 

 
where 3125 x 10-8 is the sum of the measured current values between 300 nm and 400 nm calculated using a spread-sheet. 
The spread-sheet was made to calculate the output signal, the integrated irradiance, and the integrated responsivity for a few 
UV-365 sources and UV irradiance meters.  
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The integrated irradiance value in Eq. 6 agrees with the 1.09 mW/cm2 obtained using E(λ) for refs determination. This 
means that the two methods where the “flat” or average responsivities are used as standards, will produce equal integrated 
irradiance to the integrated irradiance produced by the “non-flat” meter-response method where a standard source was used 
(as discussed above in Section 3.1). In summary, a standard source was used for the determination of E in the non-flat 
response method, and no standard source is needed when the “flat” or average responsivity standards are used.  
 
3.2.3. Use of spectrally-flat filtered-Si meters 

Spectrally “flat” irradiance meters built with multilayer thin-film and glass filters were discussed earlier [6]. These meters 
utilized UV damage resistant nitrided Si photodiodes. These filtered meters have good stability but the curve shapes are 
different. The different curve-shapes are acceptable when the procedure described in Section 3.1 is used. The filtered-Si UV 
meters are operated in DC measurement mode. Figure 3 shows the spectral irradiance responsivity of several of these UV-
365 meters. The graph also shows a monochromator measured Hg line distribution and several LED-365 source-
distributions. The peak wavelengths are 3 nm or 4 nm different than the nominal 365 nm peak value. The blocking of the 
meters outside of the bandpass interval to about 1000 nm is at the 0.1 % level. The relative response function of six new-
generation UV-365 meters is shown in Fig. 4. The maximum-to-minimum response deviation from the constant is about 3% 
to 10 %. Similar “flatness” is illustrated in Fig.5, where a nitrided Si photodiode was filtered to obtain a meter with close to 
constant response for the 345 nm to 440 nm range to measure UV and blue LEDs. The response deviation from constant is 
+/- 7.5 % for the realized C and +/- 7.2 % for the realized D functions. 

 
 
 

 
 

Fig. 3. Spectral irradiance of LEDs with 365 nm nominal peak, monochromator measured Hg-line distribution, and irradiance 
responsivity of UV-365 meters. 
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Fig. 4. Relative spectral responses of six new generation UV-365 meters (B to G). 

 
Fig. 5. Filtered Si “flat” meter for the 345 nm to 440 nm range to measure UV and blue LEDs.  
Response deviation from constant is +/- 7.5 % for realization C and +/- 7.2 % for realization D. 

 

4. ADVANCED INTEGRATED IRRADIANCE REFERENCE CALIBRATIONS 
 
As discussed above, the integrated irradiance from LED sources can be easily measured using spectrally “flat” irradiance 
meters. Reference-level integrated irradiance calibrations are discussed below when using a pyroelectric “flat” irradiance 
meter standard.  
 
As determined from spectral reflectance measurements, the spectral response of the reference pyroelectric detector can 
deviate +/- 0.1 % from constant between 330 nm and 400 nm. The deviation from constant can be a dominant uncertainty 
component of the integrated irradiance measured by the pyroelectric detector after its calibration. The here suggested 
broadband calibration will need shorter calibration time and it is less expensive than the presently applied spectral calibration 
techniques. Due to better spectral flatness of detector responsivity, the related measurement errors described in Section 3 
can be reduced as well. As a result of the simplified broadband calibration and scale transfer, the expected combined 
uncertainty for the reference integrated irradiance measurement is about 0.5 % (k=2) which is significantly lower that the 
about 5 % (k=2) uncertainty achieved using the previously discussed methods.  
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The spectral irradiance responsivity calibration of a pyroelectric detector in the UV takes a few steps including the 
realization/transfer of absolute tie points in the visible or near-IR range, measurement of absorptance of the black coating 
on the top of the pyroelectric crystal, measurement of the integrated irradiance from a stable UV source and validation of 
this measured integrated irradiance from an independent irradiance measurement of the same UV source, in our case against 
an FEL lamp standard [6]. 
 
4.1. Use of spectrally flat low-NEP pyroelectric detectors  
 
Low-NEP pyroelectric detectors available for improvement of the response deviation from constant are introduced here. 
Pyroelectric detectors work only in AC measurement mode therefore the output signal of the LED must be modulated. 
The modulation can be done either in the feeding current of the LED or with a light chopper. The modulated (AC) output 
signal from the meter can be measured using a simple and inexpensive lock-in amplifier. 
 
As an example, a hybrid (detector and preamplifier are in the same metal can) pyroelectric detector that has an NEP of about 
10 nW/Hz1/2 is used here to measure five LED-365 irradiance sources. The picture of this temperature controlled detector is 
shown in Fig. 6. This detector can measure radiant power down to 1 µW with a signal-to-noise ratio (S/N) of 100. An 
organic black absorbing coating is applied on the pyroelectric detector.  

 
 

 
 

Fig. 6. Picture of a temperature controlled hybrid pyroelectric radiometer.  
The LiTaO3 crystal is covered with organic-black coating. 

 
 
The measurements, described below, are the first time calibration of the irradiance responsivity of a pyroelectric 
detector. The measurements of the low-NEP pyroelectric detector were performed in AC mode using a lock-in amplifier 
and a chopping frequency of 10.5 Hz. A beam geometry (without using any integrating sphere) at the output of a 
monochromator [8] was used in the near-IR range and the irradiance responsivity scale was extended to the UV range 
based on the close to constant spectral absorptance (relative response) curve. For this scale extension, the output of the 
pyroelectric detector was compared to the output of a sphere-input extended-InGaAs (EIGA) transfer-standard for 
which the irradiance responsivity was known between 0.6 µm and 2.6 µm. The EIGA standard is periodically evaluated 
together with other NIST reference detectors to ensure that the aging effect, if any, can be neglected. In Fig. 7, the 
absorptance curve of the organic black coating is shown in the range of 0.25 µm to 2 µm together with a few tie points 
around 1 µm. The absorptance versus wavelength curve was determined from spectral reflectance measurements of the 
black coating. The absorptance, which is proportional to the response, is equal to 1–reflectance if the transmittance is 
zero. The tie points convert this relative response curve into absolute spectral irradiance responsivity. Based on the 
small changes in the absorptance curve, the irradiance responsivity of the pyroelectric detector was taken as a constant 
910 VW-1cm2 between 0.25 µm and 0.5 µm (in the range of the measured LED sources). However, certain variations, 
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smaller than the measurement uncertainty, may be expected.  The uncertainty of the absorptance data is a few times 
smaller than that of the irradiance responsivity tie points (2.6 % k=2), thus the uncertainty of the tie point(s) is the 
dominating component in the calibration uncertainty budget. It is also anticipated that the spectral irradiance 
responsivity follows the absorptance data obtained with the underfilled sensor area. The tie point shown at about 
365 nm in Fig. 7 will be discussed in Section 4.3. The less than +/- 1 % deviations from constant up to 2 µm makes it 
possible to apply these broadband (integrated) irradiance LED measurements for the VIS-NIR range as well. 
 

 
Fig. 7. Spectral absorption (1-reflectance) curve of organic black coating and irradiance responsivity tie (absolute) points derived from a 

sphere-input extended-InGaAs radiometer. See Section 4.3 for explanation of the tie point at 365 nm. 
 
 
While the maximum deviation from the spectrally constant absorptance is +/- 0.2 % between 250 nm and 420 nm, the shown 
dominating 2.6 % (k=2) uncertainty component for the responsivity function is too high. Realizing tie points with much 
lower uncertainty will lead to significant improvement in the overall uncertainty of the spectral responsivity in the UV.  
 
4.2. UV irradiance measurements using pyroelectric detector-standard and LED-365 source 
 
The development of LED-365 irradiance source standards was discussed in our previous publications [6]. These sources 
were designed to satisfy the ASTM requirement to produce a target-spot irradiance of 1 mW/cm2 or higher. This high 
irradiance requires 250 µW radiant power from a UV-365 source uniformly distributed on a ¼ cm2 detector. 
 
The irradiance from five UV sources was measured at a distance of 0.4 m. First, the irradiance non-uniformity was measured 
within a target-spot of 80 mm x 80 mm. The measurements were made in two orthogonal directions (along X and Y axes). 
The data presented in Fig. 8 indicate about 15 % irradiance non-uniformity at the distance of +/- 40 mm from the center of 
the output beam spot. However, in the center area of about 20 mm x 20 mm, the non-uniformity is estimated about 5 % (or 
about 1 % in the 5 mm x 5 mm area). It should be noted that the maximum radiation and its position with respect to the 
optical axis may not match and can vary from source to source. The legends (series numbers) in Fig. 9 are related to the 
serial numbers of the LED-365 sources. The data are normalized to the maximum radiation in the target-spot. 
 
The irradiance produced by each LED-365 irradiance source was measured by the calibrated pyroelectric radiometer. The 
integrated irradiance is 

s
cUE ⋅

=       (7) 

 
where U is the output voltage (in V) of the pyroelectric radiometer as measured by the lock-in amplifier, s is the constant 
spectral responsivity of the pyroelectric radiometer, equal to 910 VW-1cm2, and c is a conversion factor (constant) between 
the voltage measurements performed in AC and DC modes during the calibration. For an ideally chopped signal (with square 
wave shape), c is equal to 2.22. However, this conversion factor depends also on the actual shape of the chopped signal and 
it is affected by geometrical and frequency dependent factors as well. In the present measurement, c=2.33 was obtained 
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using the actual geometry and calculating the ratio of the Si detector-based meter readings in DC and AC measurement 
modes. The summary for the integrated irradiance produced by each LED-365 source is presented in Table 1. The integrated 
irradiance was higher than the minimum 1 mW/cm2 value required by the ASTM standard. The measurement uncertainty 
was dominated by the 2.6 % (k=2) uncertainty of the irradiance responsivity tie points. 
 

 

 
 

 
Fig. 8. Relative integrated irradiance produced by five UV irradiance sources  

in the 80 mm x 80 mm target-spot at a distance of 0.4 m.  
 
 
Table 1. Pyroelectric radiometer output voltage and derived integrated irradiance for five LED-365 irradiance sources  
at a distance of 0.4 m.  

Measured units / source # 1 2 3 4 5 

U [V] 0.622 0.617 0.608 0.613 0.622 

E  [mW cm-2] 1.59 1.58 1.56 1.57 1.59 
 
 
 
 

4.3. Validation of pyroelectric detector measured integrated irradiance and UV responsivity 

The integrated irradiances from five LED-365 sources of the same model were determined using two different methods. 
The first method, as described above, utilized the constant spectral irradiance responsivity of a low-NEP pyroelectric 
radiometer. In the second method, used for validation, the spectral irradiance of each LED source was derived from a 
traditional FEL lamp standard [6]. This spectral calibration method and setup used to determine the spectral irradiance of 
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the UV-LED sources has already been discussed [6]. The measured spectral irradiance functions of six newly developed 
LED-365 irradiance sources are shown in Fig. 9. The performed spectral irradiance uncertainty was 1.6 % (k=2).  

 
Fig. 9. Five LED-365 source standards (#01 to #05) calibrated against an FEL lamp standard.  

The spectral irradiance uncertainty is 1.6 % (k=2). 
 

 

The integrated irradiance ratios of the five LED-365 sources from the spectral and broadband measurements are shown in 
Table 2. The average disagreement between the integrated irradiances obtained from the two different methods is 1.2 %. 
 
 
Table 2. Integrated irradiance ratios of five LED-365 sources determined from spectral and broadband calibrations. 

 
 
These data may be used to produce an indirect but additional tie point for calibration of irradiance responsivity of the 
pyroelectric detector. The tie point at 365 nm has a lower uncertainty of 1.6 % (k=2) versus the 2.6 % (k=2) found from the 
near-IR tie points. Thus the additional tie point presented in Fig. 7 supports the UV responsivity of the pyroelectric detector 
obtained from the near -IR data and absorptance in Section 4.1.  
 
Since the maximum deviation from the spectrally constant absorptance is +/- 0.2 % between 250 nm and 420 nm, there is a 
possibility to significantly improve the UV responsivity scale. The future plan is to decrease the uncertainty of the irradiance 
responsivity tie points to the ~0.2 % (k=2) level using a Si-trap reference detector and also to use a high-power LED 
irradiance transfer source in the red. Using the high intensity LED source, the source-to-detector separation can be increased 
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resulting in smaller distance measurement uncertainty. Applying these improvements, the planned uncertainty for the 
integrated irradiance measurements is less than 0.5 % (k=2). 
 
The pyroelectric radiometer based broadband LED measurements can be applied for all kinds of LEDs or LED groups and 
also the measurements can be made in radiance or radiant-power modes as well. 
 
 

5. INTEGRATED IRRADIANCE OF BLUE LEDS 
 
As an example, the pyroelectric detector based broadband radiometric LED measurement was extended for deep-blue LEDs. 
The obtained results are presented here. LEDs with 400 nm and 405 nm peaks were selected where the responsivity deviation 
of the realized photopic curve is large (a few percent) compared to the CIE standard V(λ) function. One-channel surface-
mount LED modules with integrated lens on a standard starboard configuration were selected. These commercially available 
packages were screwed to thermoelectrically controlled LED-mounts. A metal tube was attached to the LED-mount to hold 
a collimating convex-lens. The integrated LED-lens was located in the focus of the collimating lens of the tube. The spatial 
uniformity of the obtained irradiance field (as an example) is shown in Fig. 10. The separation between the source and the 
target was 400 mm. The diameter of the scanning aperture was 5 mm. The irradiance measurements were performed in the 
center-area of the target spot. 
 
The spectral irradiance measurements, as performed with a spectrograph, for the two blue LEDs are shown in Fig. 11. 
 
The integrated irradiance values obtained from the broadband pyroelectric-detector-based measurements are shown in 
Table 3. The estimated low-end limit for the pyroelectric detector measured irradiance is about 4 µW/cm2 at a signal-to-
noise ratio of 100. The 2.6 % (k=2) measurement uncertainty can be significantly improved by decreasing the uncertainty 
of the irradiance responsivity tie points as shown in Fig. 7. 
 

 
 

Fig. 10. Irradiance changes along the X and Y axes of the target spot from the blue (405 nm peak) LED. 
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Fig. 11. Spectral irradiance measurements of two deep-blue LED sources. 

 
 

Table 3. Integrated irradiance of LEDs A and B of Fig. 11. 

AE [mW/cm2] BE [mW/cm2] 
0.14 0.42 

 
 

6. DETERMINATION OF INTEGRATED IRRADIANCE RESPONSIVITY OF FIELD UV METERS 
 
Utilization of the pyroelectric detector-based (standard) radiometer allows to simplify the calibration of the filtered Si 
transfer-standard and field UV (test) irradiance meters. The field UV meters should have a broad enough spectral response 
to measure the integrated irradiance from a UV source. Since these test meters are calibrated against the standard using 
detector-substitution when measuring the same source, the spectral flatness of these test meters is not an important issue. 
Before calibrating a test meter, the integrated irradiance responsivity of the pyroelectric radiometer is to be determined as 
described in Section 3. 
 
In the following scale transfer, the test-meter can be substituted for the reference pyroelectric meter of known constant 
irradiance responsivity and the signal ratio, when they are measuring the same source, can be used to determine the “flat” 
irradiance responsivity of the test-meter. The integrated irradiance from the source will be equal to the ratio of the test-
meter’s output signal divided by the ‘flat” irradiance responsivity of the test-meter. The “flat” irradiance responsivity of the 
test meter is  
 

rt = ks      (8) 
 
where k is a correction factor obtained as the ratio of the test-meter output-voltage to the output-voltage of the reference 
meter when both measure the same irradiance. The constant irradiance responsivity of the reference (standard) meter is s. 
This responsivity, as mentioned above, is usually determined in a primary level calibration laboratory. The following simple 
transfer-calibrations can be performed in field calibration places. The integrated irradiance measured by the test meter will 
be 
 

     
ks
UE t=        (9) 
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where Ut is the output voltage of the test irradiance meter. 
 
Continuing our previous UV-365 source measurement examples, the integrated irradiance responsivity of any field 
radiometer (including existing commercial meters) may be calibrated against a calibrated filtered UV-365 (transfer standard) 
radiometer if the same source is used what was used earlier for the calibration of the filtered UV-365 transfer-standard 
irradiance meter. Also, in this case, spectral flatness for the field detector responsivity function is not required. However, if 
a different source is measured in the field, then the filtered UV-365 transfer-standard meter should be calibrated for that 
source first. If the difference between the different sources is not too high, as illustrated in the example of Fig. 9, the 
correction to the responsivity of the applied UV-365 transfer-standard meter could be performed using its known spectral 
responsivity curve (see examples of the functions in Figs. 3 to 5). 
 
 

7. CONCLUSIONS 

A broadband radiometric measurement procedure has been developed to perform uniform LED calibrations and 
measurements with low uncertainty. As an example, the procedure has been implemented here for UV and blue LEDs. For 
reference-level calibrations, LED-365 irradiance source standards and UV irradiance meters have been developed. Using a 
low-NEP pyroelectric radiometer, a UV response function with +/- 0.2 % maximum deviation from constant has been 
realized between 250 nm and 420 nm. Using the constant irradiance responsivity of a reference pyroelectric radiometer, 
the integrated irradiance from all kinds of LEDs can be measured without using a source standard. The 2.6 % (k=2) 
uncertainty, dominated by the irradiance responsivity reference (absolute tie) points for the pyroelectric radiometer, can be 
improved significantly. The developed LED-365 irradiance sources and UV irradiance meters can be used to calibrate 
field UV irradiance meters against the working standard meter when using the same LED-365 source. Using the 
pyroelectric standard based broadband procedure, yearly spectral calibrations for the working standards is not needed. 
Also, any field radiometer (including existing commercial meters) may be calibrated against a calibrated (filtered) UV-
365 (transfer standard) radiometer if the same source is used what was used earlier for the calibration of the filtered UV-
365 transfer-standard meter. In this case, spectral flatness for the field detector responsivity function is not required. When 
a different source is measured in the field, then the filtered UV-365 transfer-standard meter should be calibrated for that 
source first. If the difference between the different sources is not too high (as illustrated in the example of Fig. 9), the 
correction to the responsivity of the applied UV-365 transfer-standard meter could be performed using its known spectral 
responsivity curve. Using the discussed broadband calibration procedure, fast, inexpensive, and accurate LED 
measurements can be performed in irradiance, radiance, or radiant-power modes. 
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ABSTRACT 
Extensible Access Control Markup Language (XACML) and Next 

Generation Access Control (NGAC) are very different attribute 

based access control standards with similar goals and objectives. 

An objective of both is to provide a standardized way for 

expressing and enforcing vastly diverse access control policies in 

support of various types of data services. The two standards differ 

with respect to the manner in which access control policies and 

attributes are specified and managed, and decisions are computed 

and enforced. This paper is presented as a consolidation and 

refinement of public draft NIST SP 800-178 [21], describing, and 

comparing these two standards.  

Keywords 
ABAC; XACML; NGAC; Policy Machine; Access Control 

1.  INTRODUCTION 
Extensible Access Control Markup Language (XACML) and Next 

Generation Access Control (NGAC) offer different approaches to 

attribute based access control (ABAC). XACML, available since 

2003, is an Extensible Markup Language (XML) based language 

standard designed to express security policies, as well as the 

access requests and responses needed for querying the policy 

system and reaching an authorization decision [17]. XACML was 

developed as collaboration among vendors with a goal to separate 

policy expression and decision-making from proprietary operating 

environments in support of the access control needs of 

applications. NGAC is an emerging, relations and architecture-

based standard designed to express and enforce access control 

policies, through configuration of relations [2], [20]. NGAC stems 

from and is in alignment with the Policy Machine, a research 

effort to develop a general-purpose ABAC framework [6], [7], 

[8], [9].  

 

What are the similarities and differences between these two 

standards? What are their comparative advantages and 

disadvantages? These questions are particularly relevant because 

XACML and NGAC provide different means of achieving a  
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common access control goal—to allow vastly different access 

policies to be expressed and enforced in data services using the 

features of the same underlying mechanism in diverse ways. 

These are also important questions, given the prevalence of data  

services in computing. Data services include computational 

capabilities that allow the consumption, alteration, management, 

and sharing of data resources. Data services can take on many 

forms, to include applications such as time and attendance 

reporting, payroll processing, and health benefits management, 

but also including system level utilities such as file management. 

 

This paper describes XACML and NGAC and compares them 

with respect to five criteria. The first criterion is the relative 

degree to which the access control logic of a data service can be 

separated from a proprietary operational environment. The other 

four criteria are derived from ABAC issues or considerations 

identified by NIST Special Publication (SP) 800-162 [13]: 

operational efficiency, attribute and policy management, scope 

and type of policy support, and support for administrative review 

and resource discovery. 

2.  BACKGROUND 
Controlling and managing access to sensitive data has been an 

ongoing challenge for decades. ABAC represents the latest 

milestone in the evolution of logical access control methods. It 

provides an attribute-based approach to accommodate a wide 

breadth of access control policies and simplify access control 

management.  

 

Most other access control approaches are based on the identity of 

a user requesting execution of a capability to perform an operation 

on a data resource (e.g., read a file), either directly via the user’s 

identity, or indirectly through predefined attribute types such as 

roles or groups assigned to the user. Practitioners have noted that 

these forms of access control are often cumbersome to set up and 

manage, given their need to, and the difficulty of, associating 

capabilities directly to users or their attributes. Furthermore, the 

identity, group, and role qualifiers of a requesting user are often 

insufficient for expressing real-world access control policies. An 

alternative is to grant or deny user requests based on arbitrary 

attributes of users and arbitrary attributes of data resources, and 

optionally environmental attributes that may be globally 

recognized and tailored to the policies at hand. This approach to 

access control is commonly referred to as attribute-based access 

control (ABAC) and is an inherent feature of both XACML and 

NGAC. 

 

The XACML and NGAC standards also enable decoupling of data 

service access control logic from proprietary operating 

environments (e.g., operating system, middleware, application).  
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More precisely, a data service is normally comprised of an 

application layer and an operating environment layer that can be 

delineated by their functionality and interfaces. The application 

layer provides a user interface and methods for presentation, 

manipulation, management and sharing of data. The application 

layer does not carry out operations that consume data, alter the 

state of data, organize data, or alter the access state to data, but 

instead issue requests to the operating environment layer to 

perform those operations. An operating environment implements 

operational routines (e.g., read, write/save) to carry out 

application access requests as well as access control routines to 

ensure executions of user processes involving operational routines 

are policy preserving.  

 

Access control routines comprise several components that work 

together to bring about policy-preserving data resource access. 

These components include access control data for expressing 

access control policies and representing attributes, and a set of 

functions for trapping access requests, and computing and 

enforcing access decisions over those requests. Most operating 

environments implement access control in different ways, each 

with a different scope of control (e.g., users, resources), and each 

with respect to different operation types (e.g., read, send, approve, 

select) and data resource types (e.g., files, messages, work items, 

records). 

This heterogeneity introduces a number of administrative 

and policy enforcement challenges. Administrators are forced to 

contend with a multitude of security domains when managing 

access policies and attributes. Even if properly coordinated across 

operating environments, global controls are hard to visualize and 

implement in a piecemeal fashion. Furthermore, because 

operating environments implement access control in different 

ways, it is difficult to exchange and share access control 

information across operating environments. XACML and NGAC 

seek to alleviate these problems by creating a common and 

centralized way of expressing all access control data (policies and 

attributes) and computing and enforcing decisions, over the access 

requests from applications. 

3.  XACML 
For purposes of brevity and readability, the XACML specification 

is presented as a summary that is intended to highlight XACML’s 

salient features and should not be considered complete. In some 

instances, actual XACML terms are substituted with equivalent 

terms to accommodate a simpler and more consolidated 

presentation. 

3.1  Attributes and Policies 
An XACML access request consists of subject attributes 

(typically for the user who issued the request), resource attributes 

(the resource for which access is sought), action attributes (the 

operations to be performed on the resource), and environment 

attributes.  

 

XACML attributes are specified as name-value pairs, where 

attribute values can be of different types (e.g., integer, string). An 

attribute name/ID denotes the property or characteristic associated 

with a subject, resource, action, or environment. For example, in a 

medical setting, the attribute name Role associated with a subject 

may have doctor, intern, and admissions nurse values, all of type 

string. Subject and resource instances are specified using a set of 

name-value pairs for their respective attributes. For example, the 

subject attributes used in a Medical Policy may include: Role = 

“doctor”, Ward = “pediatrics”; an environmental attribute: Time = 

12:11; and resource attributes: Resource-id = “medical-records”, 

WardLocation = ”pediatrics”, Patient = “johnson”.  

 

Subject and resource attributes are stored in repositories and are 

retrieved through the Policy Information Point (PIP) at the time of 

an access request and prior to or during the computation of the 

decision. XACML formally defines an action as a component of a 

request with attribute values that specify operations such as read, 

write, submit, and approve.  

 

Environmental attributes, which depend on the availability of 

system sensors that can detect and report values, are somewhat 

different from subject and resource attributes, which are 

administratively created. These environmental characteristics are 

subject and resource independent, and may include the current 

time, day of the week, or threat level.  

 

 
Figure 1. XACML Policy Constructs 

 

As shown by Figure 1, XACML access policies are structured as 

PolicySets that are composed of Policies and optionally other 

PolicySets, and Policies that are composed of Rules. Policies and 

PolicySets are stored in a Policy Retrieval Point (PRP). Because 

not all Rules, Policies, or PolicySets are relevant to a given 

request, XACML includes the notion of a Target. A Target 

defines a simple Boolean condition that, if satisfied (evaluates to 

True) by the attributes, establishes the need for subsequent 

evaluation by a Policy Decision Point (PDP). If no Target matches 

the request, the decision computed by the PDP is NotApplicable.  

In addition to a Target, a rule includes a series of boolean 

conditions that if evaluated True have an effect of either Permit or 

Deny. If the target condition evaluates to True for a Rule and the 

Rule’s condition fails to evaluate for any reason, the effect of the 

Rule is Indeterminate. In comparison to the (matching) condition 
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of a Target, the conditions of a Rule or Policy are typically more 

complex and may include functions (e.g., “greater-than-equal”, 

“less-than”, “string-equal”) for the comparison of attribute values. 

Conditions can be used to express access control relations (e.g., a 

doctor can only view a medical record of a patient assigned to the 

doctor’s ward) or computations on attribute values (e.g., sum(x, y) 

less-than-equal:250). 

3.2  Combining Algorithms 
Because a Policy may contain multiple Rules, and a PolicySet 

may contain multiple Policies or PolicySets, each Rule, Policy, or 

PolicySet may evaluate to different decisions (Permit, Deny, 

NotApplicable, or Indeterminate). XACML provides a way of 

reconciling the decisions each makes. This reconciliation is 

achieved through a collection of combining algorithms. Each 

algorithm represents a different way of combining multiple local 

decisions into a single global decision. There are several 

combining algorithms, to include the following:  

 

 Deny-overrides: if any decision evaluates to Deny, or no 

decision evaluates to Permit, then the result is Deny. If all 

decisions evaluate to Permit, the result is Permit. 

 Permit-overrides: if any decision evaluates to Permit, then 

the result is Permit, otherwise the result is Deny. 

Combining algorithms are applied to rules in a Policy and Policies 

within a PolicySet in arriving at an ultimate decision of the PDP. 

Combining algorithms can be used to build up increasingly 

complex policies. For example, given that a subject request is 

Permitted (by the PDP) only if the aggregate (ultimate) decision is 

Permit, the effect of the Permit-overrides combining algorithm is 

an “OR” operation on Permit (any decision can evaluate to 

Permit), and the effect of a Deny-overrides is an “AND” operation 

on Permit (all decisions must evaluate to Permit). 

3.3  Obligations and Advice 
XACML includes the concepts of obligation and advice 

expressions. An obligation optionally specified in a Rule, Policy, 

or PolicySet is a directive from the PDP to the Policy 

Enforcement Point (PEP) on what must be carried out before or 

after an access request is approved or denied. Advice is similar to 

an obligation, except that advice may be ignored by the PEP. A 

few examples include: 

 

 If Alice is denied access to document X: email her manager 

that Alice tried to access document X. 

 If a user is denied access to a file: inform the user why the 

access was denied. 

 If a user is approved to view document X: watermark the 

document “DRAFT” before delivery. 

3.4  Example Policy 
Consider the following example XACML policy specification. 

For purposes of maintaining the same semantics as XACML, we 

use the same element names, but specify policies and rules in 

pseudocode for purposes of enhanced readability (instead of exact 

XACML syntax).  

 

Policy 1 applies to “All read or write accesses to medical records 

by a doctor or intern” (the target of the policy) and includes three 

rules. As such, the policy is considered “applicable” whenever a 

subject with a role of “doctor” or “intern” issues a request to read 

or write a “medical-records” resource. The rules do not refine the 

target, but describe the conditions under which read or write 

requests from doctors or interns to medical records can be 

allowed. Rule 1 will deny any access request (read or write) if the 

ward in which the doctor or intern is assigned is not the same 

ward where the patient is located. Rule 2 explicitly denies “write” 

access requests to interns under all conditions. Rule 3 permits read 

or write access to medical-records for “doctor”, regardless of Rule 

1, if an additional condition is met. This additional condition 

pertains to patients in critical status. Since the intent of the policy 

is to allow access under these critical situations, a policy 

combining algorithm of “permit-overrides” is used, while still 

denying access if only the conditions stated in Rule 1 or Rule 2 

apply.  

 

<Policy PolicyId = “Policy 1” rule-combining-

algorithm=”permit-overrides”> 

             // Doctor Access to Medical Records // 

     <Target> 

        /* :Attribute-Category    :Attribute ID     :Attribute Value */ 

                 :access-subject      :Role                  :doctor 

                 :access-subject      :Role                  :intern 

                 :resource               :Resource-id      :medical-records 

                 :action                  :Action-id           :read 

                 :action                  :Action-id           :write 

      </Target> 

         

      <Rule RuleId = “Rule 1” Effect=”Deny”> 

             <Condition> 

     Function: string-not-equal 

                 /* :Attribute-Category   :Attribute ID */   

                         :access-subject       :WardAssignment     

                         :resource                 :WardLocation 

             </Condition> 

        </Rule> 

 

        <Rule RuleId = “Rule 2” Effect=”Deny”> 

             <Condition> 

     Function: string-equal 

            /* :Attribute-Category   :Attribute ID    :Attribute Value */ 

                         :access-subject       :Role                 :intern 

                         :action                    :Action-id         :write 

              </Condition> 

        </Rule> 

 

        <Rule RuleId = “Rule 3” Effect=”Permit”> 

             <Condition> 

    Function:and 

      Function: string-equal 

            /* :Attribute-Category   Attribute ID     :Attribute Value */ 

                         :access-subject       :Role                 :doctor 

     Function: string-equal 

             /* :Attribute-Category   :Attribute ID   :Attribute Value */ 

                         :resource                :PatientStatus     :critical 

             </Condition> 

        </Rule> 

  </Policy> 

 

Together policies (PolicySets and Policies) and attribute 

assignments define the authorization state. Table 1 defines the 

authorization state for Policy 1 by specifying attribute names and 

values. We use a functional notation for reporting on attribute 

values with the format A(), where the parameter may be a subject 

or resource.  

Table 1. Attribute Names and Values and the Authorization 
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State for Policy 1 

Subject Attribute Names and their Domains: 

     Role = {doctor, intern} 

     WardAssignment = {ward1, ward2} 

Resource Attribute Names and their Domains: 

     Resource-id = {medical-records} 

     WardLocation = {ward1, ward2} 

     PatientStatus = {critical} 

Action Attribute Names and their Domains:  

     Action-id = {read (r), write (w)} 

Attribute value assignments when there are two subjects (s1, 

s2) and three resources (r1, r2, r3): 

     A(s1) = <doctor, ward2>,  

     A(s2) = <intern, ward1>,  

     A(r1) = <medical-records, ward2, ‘ ‘>, 

     A(r2) = <medical-records, ward1, ‘ ‘>, and 

     A(r3) = < medical-records, ward1, critical>. 

Authorization state:  
     (s1, r, r1), (s1, w, r1), (s1, r, r3), (s1, w, r3), (s2, r, r2) 

3.5  Delegation 
The XACML Policies discussed thus far have pertained to Access 

Policies that are created and may be modified by an authorized 

administrator. These access policies are not associated with a 

specific “Issuer” and are considered “trusted”. As such, a “Trusted 

Access Policy” is directly used by the PDP in a combining 

algorithm applicable for the policy. In situations where policy 

creation needs to be delegated from a centralized administrator to 

a subordinate administrator, there is the need to create a new 

category of policies that control what policies can be created by 

the subordinate administrators. This new category of policies is 

called “Administrative Policies”. Similer to Access Policies, 

Administrative Policies not associated with a specific issuer are 

considered trusted and refered to as “Trusted Administrative 

Policies”.  

 

Administrative policies include a delegate and a situation in its 

Target. A situation scopes the access rights that can be delegated 

and may include some combination of subject, resource, and 

action attributes. The delegate is an attribute category of the same 

type as a subject, representing the entity(s) that has (have) been 

given the authority to create either access or further delegation 

rights. If the delegate creates an Access Policy, then he/she 

becomes the “Issuer” for that policy. Such an Access Policy then 

is considered an “Untrusted Access Policy” since the authority 

under which it was created has to be verified. Similarly, when the 

delegate creates an “Administrative Policy”, the newly created 

policy is considered as an “Untrusted Administrative Policy”  

with the same trust verification requirement as “Untrusted Access 

Policy”. 

 

Trusted Administrative Policies serve as a root of trust. They are 

created under the same authority used to create trusted Access 

Policies. A Trusted Administrative Policy gives the delegate the 

authority to create Untrusted Administrative Policies or Untrusted 

Access Policies. The situation for a newly created Untrusted 

Administrative Policy or Untrusted Access Policy is a subset (the 

same or narrower in scope) of that specified in the Trusted 

Administrative Policy. In addition, an Untrusted Administrative 

Policy or Untrusted Access Policy includes a policy issuer tag 

with a value that is the same as that of the delegate in the 

Administrative Policy under which it was created. Both of these 

policies have at least one rule with a PERMIT or DENY effect. 

 

XACML with delegation profile recognizes two types of requests 

– Access Requests and Administrative Requests. Access Requests 

are issued to (attempt to match targets of) Access Policies or 

Untrusted Access Policies. An Untrusted Access Policy includes a 

Policy Issuer tag and an Access Policy does not. If the Access 

Request matches the target of an Access Policy, the PDP 

considers the Access Policy authorized and it is directly used by 

the PDP in a combining algorithm to arrive at a final access 

decision. If the Access Request matches the target of an Untrusted 

Access Policy, the authority of the policy issuer must first be 

verified before it can be considered by the PDP. Authority is 

determined through establishment of a delegation chain from the 

Untrusted Access Policy, through potentially zero or more 

Untrusted Administrative Policies, to a Trusted Administrative 

Policy. If the authority of the policy issuer can be verified, the 

PDP evaluates the access request against the Untrusted Access 

Policy; otherwise it is considered an unauthorized policy and 

discarded. In a graph where policies are nodes, a delegation chain 

consists of a series of edges from the node representing an 

Untrusted Access Policy to a Trusted Administrative Policy. To 

construct each edge of the graph, the XACML context handler 

formulates Administrative Requests. 

 

An Administrative Request has the same structure as an Access 

Request except that in addition to attribute categories – access-

subject, resource, and action – it also uses two additional attribute 

categories, delegate and decision-info. If a policy Px happens to 

be one of the applicable (matched) Untrusted Access Policies, the 

administrative request is generated using policy Px to construct an 

edge to policy Py using the following: 

 

 Convert all Attributes (and attribute values) used in the 

original Access Request to attributes of category delegated. 

 Include the value under the PolicyIssuer tag of Px as value 

for the subject-id attribute of the delegate attribute category. 

 Include the effect of evaluating policy Px as attribute value 

(PERMIT, DENY, etc.) for the Decision attribute of 

decision-info attribute category. 

 

The Administrative Request constructed is evaluated against the 

target for a policy Py. If the result of the evaluation is “Permit”, 

an edge is constructed between policies Px and Py. The objective 

is to verify the authority for issuance of policy Px. For this to 

occur there must exist a policy with its “delegate” set to the policy 

issuer of Px. If that policy is Py, then it means policy Px has been 

issued under the authority found in policy Py. The edge 

construction then proceeds from policy Py until an edge to a 

Trusted Administrative Policy is found. The process of selecting 

applicable policies for inclusion in the combining algorithm is 

illustrated in Figure 2.  

 

By matching of the attributes in the original access request to the 

targets in various policies, Untrusted Access Policies P31, P32, 

and P33 can be found applicable. A path to a Trusted 

Administrative Policy P11 can be found directly from the 

applicable Untrusted Access Policy P31. A path to a Trusted 

Administrative Policy P12 can be found through Untrusted 

Administrative Policy P22 for the applicable Untrusted Access 

Policy P32. Because no such path can be found for P33, only the 

policies P31 and P32 will be used in the combining algorithm for 

evaluating the final access decision. 
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Figure 2. Utilizing Delegation Chains for Policy Evaluation 

 

3.6  Reference Architecture 
XACML reference architecture defines necessary functional 

components (depicted in figure 3) to achieve enforcement of its 

policies. The authorization process depends on four layers of 

functionality: Enforcement, Decision, Access Control Data, and 

Administration.  

 

At its core is a PDP that computes decisions to permit or deny 

subject requests (to perform actions on resources). Requests are 

issued from, and PDP decisions are returned to a PEP using a 

request and response language. To convert access requests in 

native format (of the operating environment) to XACML access 

requests (or convert a PDP response in XACML to a native 

format), the XACML architecture includes a context handler. In 

the reference architecture in Figure 3, the context handler is not 

explicitly shown as a component since we assume that it is an 

integral part of the PEP or PDP.  

 

 
Figure 3. XACML Reference Architecture 

 

A request is comprised of attributes extracted from the PIP, 

minimally sufficient for Target matching. The PIP is shown as 

one logical store, but in fact may comprise multiple physical 

stores. In computing a decision, the PDP queries policies stored in 

a PRP. If the attributes of the request are not sufficient for rule 

and policy evaluation, the PDP may request the context handler to 

search the PIP for additional attributes. Information and data 

stored in the PIP and PRP comprise the access control data and 

collectively define the current authorization state.  

 

A Policy Administration Point (PAP1) using the XACML policy 

language creates the access control data stored in the PRP in terms 

of rules for specifying Policies, PolicySets as a container of 

Policies, and rule and combining algorithms. The PRP may store 

trusted or untrusted policies. Although not included in the 

XACML reference architecture, we show a second Policy 

Administration Point (PAP2) for creating and managing the 

access control data stored in the PIP. PAP2 implements 

administrative routines necessary for the creation and 

management of attribute names and values for users and 

resources. The Resource Access Point (RAP) implements routines 

for performing operations on a resource that is appropriate for the 

resource type. In the event that the PDP returns a permit decision, 

the PEP issues a command to the RAP for execution of the 

approved operation resource pair. As indicated by the dashed box 

in Figure 3, the RAP, in addition to the PEP, runs in an 

application’s operating environment, independent of the PDP and 

its supporting components. The PDP and its supporting 

components are typically implemented as modules of a 

centralized Authorization Server that provides authorization 

services for arbitrary types of operations. 

4.  NGAC 
NGAC takes a fundamentally different approach from XACML 

for representing requests, expressing and administering policies, 

representing and administering attributes, and computing and 

enforcing decisions. NGAC is defined in terms of a standardized 

and generic set of relations and functions that are reusable in the 

expression and enforcement of policies.  

 

For purposes of brevity and readability, the NGAC specification 

is presented as a summary that highlights NGAC’s salient features 

and should not be considered complete. In some instances, actual 

NGAC relational details and terms are substituted with others to 

accommodate a simpler presentation. 

4.1  Policy and Attribute Elements 
NGAC’s access control data is comprised of basic elements, 

containers, and configurable relations. While XACML uses the 

terms subject, action, and resource, NGAC uses the terms user, 

operation, and object with similar meanings. In addition to these, 

NGAC includes processes, administrative operations, and policy 

classes. Like XACML, NGAC recognizes user and object 

attributes; however, it treats attributes along with policy class 

entities as containers. These containers are instrumental in both 

formulating and administering policies and attributes. NGAC 

treats users and processes as independent but related entities. 

Processes through which a user attempts access take on the same 

attributes as the invoking user. 

 

Although an XACML resource is similar to an NGAC object, 

NGAC uses the term object as an indirect reference to its data 

content. Every object is an object attribute. The reference to an 

object is the value of its “name” attribute. Thus the value of the 

“name” attribute of an object is synonimus with the object. The 

set of objects reflects entities needing protection, such as files, 

clipboards, email messages, and record fields.  

 

Similar to an XACML subject attribute value, NGAC user 

containers can represent roles, affiliations, or other common 

characteristics pertinent to policy, such as security clearances. 
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Object containers (attributes) characterize data and other 

resources by identifying collections of objects, such as those 

associated with certain projects, applications, or security 

classifications. Object containers can also represent compound 

objects, such as folders, inboxes, table columns, or rows, to satisfy 

the requirements of different data services. Policy class containers 

are used to group and characterize collections of policy or data 

services at a broad level, with each container representing a 

distinct set of related policy elements. Every user, user attribute, 

and object attribute must be contained in at least one policy class. 

Policy classes can be mutually exclusive or overlap to various 

degrees to meet a range of policy requirements. 

 

NGAC recognizes a generic set of operations that include basic 

input and output operations (i.e., read and write) that can be 

performed on the contents of objects that represent data service 

resources, and a standard set of administrative operations that can 

be performed on NGAC access control data that represent policies 

and attributes. In addition, an NGAC deployment may consider 

and provide control over other types of resource operations 

besides the basic input/output operations. Administrative 

operations, on the other hand, pertain only to the creation and 

deletion of NGAC data elements and relations, and are a stable 

part of the NGAC framework. 

4.2  Relations 
NGAC does not express policies through rules, but instead 

through configurations of relations of four types: assignments 

(define membership in containers), associations (to derive 

privileges), prohibitions (to derive privilege exceptions), and 

obligations (to dynamically alter access state). 

4.2.1  Assignments and Associations 
NGAC uses a tuple (x, y) to specify the assignment of element x 

to element y. In this publication we use the notation x→y to 

denote the same assignment relation. The assignment relation 

always implies containment (x is contained in y). The set of 

entities used in assignments include users, user attributes, and 

object attributes (which include all objects), and policy classes. 

 

To be able to carry out an operation, one or more access rights are 

required. As with operations, two types of access rights apply: 

non-administrative and administrative. 

 

Access rights to perform operations are acquired through 

associations. An association is a triple, denoted by ua---ars---at, 

where ua is a user attribute, ars is a set of access rights, and at is 

an attribute, where at may comprise either a user attribute or an 

object attribute. The attribute at in an association is used as a 

referent for itself and the policy elements contained by the 

attribute. Similarly, the first term of the association, attribute ua, 

is treated as a referent for the users contained in ua. The meaning 

of the association ua---ars---at is that the users contained in ua 

can execute the access rights in ars on the policy elements 

referenced by at. The set of policy elements referenced by at is 

dependent on (and meaningful to) the access rights in ars. 

 

Figure 4 illustrates assignment and association relations depicted 

as a graphs with two policy classes—Project Access, and File 

Management. Users and user attributes are on the left side of the 

graphs, and objects and object attributes are on the right. The 

arrows represent assignment or containment relations and the 

dashed lines denote associations. 

 

Collectively associations and assignments indirectly specify 

privileges of the form (u, ar, e), with the meaning that user u is 

permitted (or has a capability) to execute the access right ar on 

element e, where e can represent a user, user attribute, or object 

attribute. Determining the existence of a privilege (a derived 

relation) is a requirement of, but as we discuss later, not sufficient 

in computing an access decision.  

 

 
Figure 4: Two Example Assignment and Association Graphs 

NGAC includes an algorithm for determining privileges with 

respect to one or more policy classes and associations. 

Specifically, (u, ar, e) is a privilege, if and only if, for each policy 

class pc in which e is contained, the following is true: 

 

 The user u is contained by the user attribute of an 

association; 

 The element e is contained by the attribute at of that 

association; 

 The attribute at of that association is contained by the policy 

class pc, and 

 The access right ar is a member of the access right set of that 

association. 

The left and right columns of Table 2 respectively list derived 

privileges for Figures 4a and 4b, when considered independent of 

one another. Table 3 lists the privileges for these graphs in 

combination. 

 

Note that (u1 r, o1) is a privilege in table 3 because o1 is only in 

policy class Project Access and there exist an association 

Division---{r}--- Projects, where u1 is in Division, r is in {r}, and 

o1 is in Projects. Note that (u1, w, o2) is not a privilege in table 3 

because o2 is in both Project Access and File Management policy 

classes, and although there exist an association Alice---{r, w}---

o2, where u1 is in Alice, w is in {r, w}, and o2 is in o2 and File 

Management, no such association exists with respect to Project 

Access. 
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Table 2: List of derived privileges for the independent 

configuration of Figures 4a and 4b 

(u1, r, o1), (u1, w, o1), (u1, r, 

o2), (u2, r, o1), (u2, r, o2), (u2, 

w, o2), (u2, r, o3), (u2, w, o3) 

(u1, r, o2), (u1, w, o2), (u2, r, 

o2), (u2, w, o2), (u2, r, o3), 

(u2, w, o3), (u2, r, o4), (u2, w, 

o4) 

Table 3. List of derived privileges for the combined 

configurations of Figures 4a and 4b 

(u1, r, o1), (u1, w, o1), (u1, r, o2), (u2, r, o1), (u2, r, o2), (u2, w, 

o2), (u2, r, o3), (u2, w, o3), (u2, r, o4), (u2, w, o4) 

 

Just as access rights to perform read/write operations on resource 

objects are defined in terms of associations, so too are capabilities 

to perform administrative operations on policy elements and 

relations. In contrast to non-administrative access rights, where 

resource operations are synonymous with the access rights needed 

to carry out those operations (e.g., a “read” operation 

corresponding to an “r” access right), the authority stemming 

from one or more administrative access rights may be required for 

an administrative operation. Administrative access rights to 

perform an administrative operation maybe explicitly divided into 

two parts, as denoted by “from” and “to” suffixes.  

 

For example, in the in context of Figure 4 we could create two 

associations Bob---{create ooa-from}---Bob Home and Division--

-{create ooa-to}---Projects, meaning that the intersection of users 

in Bob and Division may create “object to object attribute 

assignments” (ooa) from objects in Bob Home to object attributes 

in Projects. Remember that the set of referenced policy elements 

in the third term of an association (at) is dependent on the access 

rights in ars. As such, the absolute mean of the two associations is 

that user u2 can create assignments from o2, o3, or o4 to Projects, 

Project1, or Project2. 

4.2.2  Prohibitions (Denies) 
In addition to assignments and associations, NGAC includes three 

types of prohibition relations: user-deny, user attribute-deny, and 

process-deny. In general, deny relations specify privilege 

exceptions. We respectively denote a user-based deny, user 

attribute-based deny, and process-based deny relation by 

u_deny(u, ars, pe), ua_deny(ua, ars, pe), and p_deny(p, ars, pe), 

where u is a user, ua is a user attribute, p is a process, ars is an 

access right set, and pe is a policy element used as a referent for 

itself and the policy elements contained by the policy element. 

The respective meanings of these relations are that user u, users in 

ua, and process p cannot execute access rights in ars on policy 

elements in pe. User-deny relations and user attribute-deny 

relations can be created directly by an administrator or 

dynamically as a consequence of an obligation (see Section 4.2.3). 

An administrator, for example, could impose a condition where no 

user is able to alter their own Tax Return, in spite of the fact that 

the user is assigned to an IRS Auditor user attribute with 

capabilities to read/write all tax returns. When created through an 

obligation, user-deny and user attribute-deny relations can take on 

dynamic policy conditions. Such conditions can, for example, 

provide support for separation of duty policies (if a user executed 

capability x, that user would be immediately precluded from 

being able to perform capability y). In addition, the policy 

element component of each prohibition relation can be specified 

as its complement, denoted by ¬.  The respective meaning of 

u_deny(u, ars, ¬pe), ua_deny(ua, ars, ¬pe), and p_deny(p, ars, 

¬pe) is that the user u, and any user assigned to ua, and process p 

cannot execute the access rights in ars on policy elements not in 

pe. 

 

Process-deny relations are exclusively created using obligations. 

Their primary use is in the enforcement of confinement conditions 

(e.g., if a process reads Top Secret data, preclude that process 

from writing to any object not in Top Secret). 

4.2.3  Obligations 
Obligations consist of a pair (ep, r) (usually expressed as when ep 

do r) where ep is an event pattern and r is a sequence of 

administrative operations, called a response. The event pattern 

specifies conditions that if matched by the context surrounding a 

process’s successful execution of an operation on an object (an 

event), cause the administrative operations of the associated 

response to be immediately executed. The context may pertain to 

and the event pattern may specify parameters like the user of the 

process, the operation executed, and the attribute(s) of the object. 

 

Obligations can specify operational conditions in support of 

history-based policies and data services. 

 

Included among history-based policies are those that prevent 

leakage of data to unauthorized principals. Consider, for example 

the “Project Access” policy depicted in Figure 4(a). Although this 

policy suggests that only Group2 users can read Gr2-Secrets, data 

in Gr2-Secrets can indeed be leaked to Group1 users. Specifically, 

u2 or one of u2’s processes can read o3, and subsequently write 

its content to o2, thereby providing u1 the capability to read the 

content of o3. Such leakage can be prevented with the following 

obligation: 

 

When any process p performs (r, o) where oGr2-Secret do 

create p-deny(p, {w},  ¬Gr2-Secret) 

 

The effect of this obligation will prevent a process (and its user) 

from reading an object in Gr2-Secret and subsequently writing its 

content to an object in a different container (not in Gr2-Secret). 

 

Other history-based policies include conflict of interest (if a user 

reads information from a sensitive data set, that user is prohibited 

from reading data from a second data set) and Work Flow 

(approving (writing to a field of)) a work item enables a second 

user to read and approve the work item).  

4.3  NGAC Decision Function 
The NGAC access decision function controls accesses in terms of 

processes. The user on whose behalf the process operates must 

hold sufficient authority over the policy elements involved. The 

function process_user(p) denotes the user associated with process 

p.  

 

Access requests are of the form (p, op, argseq), where p is a 

process, op is an operation, and argseq is a sequence of one or 

more arguments, which is compatible with the scope of the 

operation. The access decision function to determine whether an 

access request can be granted requires a mapping from an 

operation and argument sequence pair to a set of access rights and 

policy element pairs (i.e., {(ar, pe)}) the process’s user must hold 

for the request to be granted. 

 

When determining whether to grant or deny an access request, the 
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authorization decision function takes into account all privileges 

and restrictions (denies) that apply to a user and its processes, 

which are derived from relevant associations and denies, giving 

restrictions precedence over privileges:  

 

A process access request (p, op, argseq) with mapping (op, 

argseq)→{(ar, pe)}) is granted iff for each (ari, pei) in {(ar, pe)}, 

there exists a privilege (u, ari, pei) where u = process_user(p), and 

(ari, pei) is not denied for either u or p. 

 

In the context of Figure 4, an access request may be (p, read, o1) 

where p is u1’s process. The pair (read, o1) maps to (r, o1). 

Because there exists a privilege (u1, r, o1) in table 3 and (r, o1) is 

not denied for u1 or p, the access request would be granted. 

Assume the existence of associations Division---{create ooa-to}--

-Projects, and Bob---{create ooa-from}---Bob Home in the 

context of Figure 4, and an access request (p, assign, <o4, 

Project1>) where p is u2’s process. The pair (assign, <o4, 

Project1>) maps to {(create ooa-from, o4), (create ooa-to, 

Project1)}. Because privileges (u2, create ooa-from, o4) and (u2, 

create ooa-to, Project1) would exist under the assumption, and 

(create ooa-from, o4) and (create ooa-to, Project1) are not denied 

for u2 or p, the request would be granted. 

4.4  Delegation 
The question remains, how are administrative capabilities 

created? The answer begins with a superuser with capabilities to 

perform all administrative operations on all access control data. 

The initial state consists of an NGAC configuration with empty 

data elements, attributes, and relations. A superuser either can 

directly create administrative capabilities or more practically can 

create administrators and delegate to them capabilities to create 

and delete administrative privileges. Delegation and rescinding of 

administrative capabilities is achieved through creating and 

deleting associations. The principle followed for allocating access 

rights via an association is that the creator of the association must 

have been allocated the access right over the attribute in question 

(as well as the necessary create-assoc-from and create-assoc-to 

rights) in order to delegate them. The strategy enables a 

systematic approach to the creation of administrative attributes 

and delegation of administrative capabilities, beginning with a 

superuser and ending with users with administrative and data 

service capabilities. 

4.5  NGAC Administrative Commands and 

Routines 
Access requests bearing administrative operations can create and 

destroy basic elements, containers and relations. Each 

administrative operation corresponds on a one-to-one basis to an 

administrative routine, which uses the sequence of arguments in 

the access request to perform the access. Each administrative 

operation is carried out through one or more primitive 

administrative commands. NGAC defines the complete set of 

administrative commands and their behavior in detail. The 

definitions specify the preconditions that need to exist for the 

effect of a command to occur, and the specific effect that the 

command has on the contents of NGAC’s Policy Information 

Point (policies and attributes store). 

  

The access decision function grants the access request (and 

initiation of the respective administrative routine) only if the 

process holds all prohibition-free access rights over the items in 

the argument sequence needed to carry out the access. The 

administrative routine, in turn, uses one or more administrative 

commands to perform the access. Administrative commands and 

routines are thus the means by which policy specifications and 

attributes are formed. 

 

Consider the administrative command CreateAssoc shown below, 

which specifies the creation of an association. The preconditions 

here stipulate membership of the x, y, and z parameters 

respectively to the user attributes (UA), access right sets (ARs), 

and attributes (AT) elements of the model. The body describes the 

addition of the tuple (x, y, z) to the set of associations (ASSOC) 

relation, which changes the state of the relation to ASSOC′.  

 

   createAssoc (x, y, z)  

       x ∈ UA ⋀ y ∈ ARs ⋀ z ∈ AT ⋀ (x, y, z) ∉ ASSOC  

          {  

          ASSOC′ = ASSOC ⋃ {(x, y, z)}  

          }  

An administrative routine consists mainly of a parameterized 

interface and a sequence of administrative command invocations. 

Each formal parameter of an administrative routine can serve as 

an argument in any of the administrative command invocations 

that make up the body of the routine. Administrative routines are 

used in a variety of ways. Although an administrative routine 

must be in place on a one-to-one basis to carry out an 

administrative operation, they can also be used to carry out more 

complex administrative tasks comprising of a sequence of 

administrative actions.  

 

Consider the following administrative routine that creates a “file 

management” user in the context of Figure 4b. The routine 

assumes the pre-existence of the user attribute “Users” assigned to 

the “File Management” policy class shown in Figure 4b. 

 

create-file-mgmt-user(user-id, user-name, user-home) { 

       createUAinUA(user-name, Users); 

       createUinUA(user-id, user-name); 

       createOAinPC(user-home, File Management); 

       createAssoc(user-name, {r, w}, user-home); 

       createAssoc(user-name, {create-o-to, delete-o-from}, user- 

            home); 

       createAssoc(user-name, {create-ooa-from, create-ooa-to, 

            delete-ooa-from, create-oaoa-from, create-oaoa-to, 

            delete-oaoa-from}, user-home); 

       createAssoc(user-name, {create-assoc-from, delete-assoc- 

            from}, Users); 

       createAssoc(user-name, {create-assoc-to, delete-assoc-to, r- 

           allocate, w-allocate}, user-home);} 

 

This routine with parameters (u1, Bob and Bob Home) could have 

been used to create “file management” data service capabilities 

for user u1 already in Figure 4b. Through the routine the user 

attribute “Bob” is created and assigned to “Users”, and user u1 is 

created and assigned to “Bob”. In addition, the object attribute 

“Bob Home” is created and assigned to policy class “File 

Management”. In addition, user u1 is delegated administrative 

capabilities to create, organize, and delete object attributes 

(presented folders) in Bob Home, and u1 is provided with 

capabilities to create, read, write, and delete objects that 

correspond to files and place those files into his folders. Finally, 

u1 is provided with discretionary capabilities to “grant” to other 

users in the “Users” container capabilities to perform read/write 

operations on individual files or to all files in a folder in his 
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Home.  

4.6  Arbitrary Data Service Operations 
NGAC recognizes administrative operations for the creation and 

management of its data elements and relations that represent 

policies and attributes, and basic input and output operations (e.g., 

read and write) that can be performed on objects that represent 

data service resources. In accommodating data services, NGAC 

may establish and provide control over other types of operations, 

such as send, submit, approve, and create folder. However, it does 

not necessarily need to do so. This is because the basic data 

service capabilities to consume, manipulate, manage, and 

distribute access rights on data can be attained as combinations of 

read/write operations on data and administrative operations on 

data elements, attributes, and relations. For example, the create-

file-mgmt-user routine specified above provides a user with 

capabilities to create and manage files and folders, and control 

and share access to objects in the user’s home directory. 

4.7  NGAC Functional Architecture 
NGAC’s functional architecture (shown in Figure 5), like 

XACML’s, encompasses four layers of functional decomposition: 

Enforcement, Decision, Administration, and Access Control Data, 

and involves several components that work together to bring 

about policy-preserving access and data services.  

Among these components is a PEP that traps application requests. 

An access request includes a process id, user id, operation, and a 

sequence of one or more operands mandated by the operation that 

pertain to either a data resource or an access control data element 

or relation. Administrative operational routines are implemented 

in the PAP and read/write routines are implemented in the RAP.  

Figure 5: NGAC Standard Functional Architecture 

To determine whether to grant or deny, the PEP submits the 

request to a PDP. The PDP computes a decision based on current 

configuration of data elements and relations stored in the PIP, via 

the PAP. Unlike the XACML architecture, the access request 

information from an NGAC PEP together with the NGAC 

relations (selectively retrieved by the PDP) provide the full 

context for arriving at a decision. The PDP returns a decision of 

grant or deny to the PEP. If access is granted and the operation 

was read/write, the PDP also returns the physical location where 

the object’s content resides, the PEP issues a command to the 

appropriate RAP to execute the operation on the content, and the 

RAP returns the status. In the case of a read operation, the RAP 

also returns the data type of the content (e.g., PowerPoint) and the 

PEP invokes the correct data service application for its 

consumption. If the request pertained to an administrative 

operation and the decision was grant, the PDP issues a command 

to the PAP for execution of the operation on the data element or 

relation stored in the PIP, and the PAP returns the status to the 

PDP, which in turn relays the status to the PEP. If the returned 

status by either the RAP or PAP is “successful”, the PEP submits 

the context of the access to the Event Processing Point (EPP). If 

the context matches an event pattern of an obligation, the EPP 

automatically executes the administrative operations of that 

obligation, potentially changing the access state. Note that NGAC 

is data type agnostic. It perceives accessible entities as either data 

or access control data elements or relations, and it is not until after 

the access process is completed that the actual type of the data 

matters to the application. 

5.  COMPARISON OF XACML AND NGAC 
XACML is similar to NGAC insofar as they both provide flexible, 

mechanism-independent representations of policy rules that may 

vary in granularity, and they employ attributes in computing 

decisions. However, XACML and NGAC differ significantly in 

their expression of policies, treatment of attributes, computation 

of decisions, and representation of requests. In this section, we 

analyze these similarities and differences with respect to the 

degree of separation of access control logic from proprietary 

operating environments and four ABAC considerations identified 

in NIST SP 800-162: operational efficiency, attribute and policy 

management, scope and type of policy support, and support for 

administrative review and resource discovery. For the purposes of 

comparison we normalize some XACML and NGAC 

terminology. 

5.1  Separation of Access Control Logic from 

Operating Environments 
Both XACML and NGAC achieve separation of access control 

logic of data services from proprietary operating environments, 

but to different degrees. XACML’s separation is partial. XACML 

does not envisage the design of a PEP that is data service 

agnostic. An XACML deployment consists of one or more data 

services, each with an operating environment-dependent PEP, and 

operating environment-dependent operational routines and 

resource types, that share a common PDP and access control 

information consisting of policies and attributes. In other words, a 

PEP under the XACML architecture is tightly coupled to a 

specific operating environment for which it was designed to 

enforce access.  

 

The degree of separation that can be achieved by NGAC is near 

complete. Although an NGAC deployment could include a PEP 

with an Application Programming Interface (API) that recognizes 

operating environment-specific operations (e.g., send and forward 

operations for a messaging system), it does not necessarily need to 

do so. NGAC includes a standard PEP with an API that supports a 

set of generic, operating environment-agnostic operations (read, 

write, create, and delete policy elements and relations). This API 

enables a common, centralized PEP to be implemented to serve 

the requests of multiple applications. Although the generic 

operations may not meet the requirements of every application 

(e.g., transactions that perform computations on attribute values), 

calls from many applications can be accommodated. This includes 

operations that generically pertain to consumption, alteration, 

management, and sharing of data resources. As a consequence, 

NGAC can completely displace the need for an access control 

mechanism of an operating environment in that through the same 
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PEP API, set of operations, access control data elements and 

relations, and functional components, arbitrary data services can 

be delivered to users, and arbitrary, mission-tailored access 

control policies can be expressed and enforced over executions of 

application calls. 

5.2  Operational Efficiency 
An XACML request is a collection of attribute name, value pairs 

for the subject (user), action (operation), resource, and 

environment. XACML identifies relevant trusted and untrusted 

access policies and rules for computing decisions through a search 

for Targets (conditions that match the attributes of the request). 

Because multiple Policies in a PolicySet and/or multiple Rules in 

a Policy may produce conflicting access control decisions, 

XACML resolves these differences by applying collections of 

potentially several rule and policy combining algorithms. If the 

attributes are not sufficient for the evaluation of an applicable 

rule, the PDP may search for additional attributes. The entire 

process involves converting a PEP request into an XACML 

canonical form, collecting attributes, matching target conditions, 

computing rules, (optionally) issuing administrative requests (for 

determining a chain of trust for applicable untrusted access 

policies), resolving conflicts, and converting an XACML access 

decision to a PEP specific response, involving at least two data 

stores.  

 

NGAC is inherently more efficient. An NGAC request is 

composed of a process id, user id, operation, and a sequence of 

one or more operands mandated by the operation that affects 

either a resource or access control data. NGAC identifies relevant 

policies, attributes and prohibitions, by reference (through 

relations) when computing a decision. Like XACML, NGAC 

combines policies. However, it does not compute and then 

combine multiple local decisions, but rather takes multiple 

policies into consideration when determining the existence of an 

appropriate privilege. All information necessary in computing an 

access decision resides in a single database. NGAC does not 

include a context handler for converting requests and decisions to 

and from its canonical form or for retrieving attributes. Although 

considered a component of its access control process, obligations 

do not come into play until after a decision has been rendered and 

data has been successfully altered or consumed. 

5.3  Attribute and Policy Management 
Because XACML is implemented in XML, it inherits XML’s 

benefits and drawbacks. The flexibility and expressiveness of 

XACML, while powerful, make the specification of policy 

complex and verbose [12]. Applying XACML in a heterogeneous 

environment requires fully specified data type and function 

definitions that produce a lengthy textual document, even if the 

actual policy rules are trivial. In general, platform-independent 

policies expressed in an abstract language are difficult to create 

and maintain by resource administrators [14]. Unlike XACML, 

NGAC is a relations-based standard, which avoids the syntactic 

and semantic complexity in defining an abstract language for 

expressing platform-independent policies [12]. NGAC policies are 

expressed in terms of configuration elements that are maintained 

at a centralized point and typically rendered and manipulated 

graphically. For example, to describe hierarchical relations and 

inheritance properties of attributes, NGAC requires only the 

addition of links representing assignment relations between them; 

in XACML, relations need to be inserted in precise syntactic 

order. 

 

XACML’s ability to specify policies as logical conditions 

provides policy expression efficiency. Consider the XACML 

Policy specified in Section 3.4 and the attribute names, values and 

value assignments in table 1. NGAC could express this same 

policy and authorization state using enumerated attributes, 

assignments, and associations. See [21] for a detailed 

configuration. The NGAC eqivelent policy would include five 

association relations, while XACML uses just three rules. As the 

number of Wards that are considered by the policy increases, so 

will the number of NGAC association relations, but the number of 

XACML rules will always remain the same. Recognize that for 

this policy, the number of attributes and attribute assignments will 

always be the same for XACML and NGAC regardless of the 

number of Wards considered. On the other hand, for some 

policies, the number of XACML attribute assignments can far 

exceed those necessary for an NGAC equivalent policy. Consider 

the TCSEC MAC Policy [3, 5] expressed using XACML rules 

and NGAC relations. For the XACML TCSEC MAC policy to 

work (using static rules), all resources whether classified or 

unclassified are required to be assigned to attributes to prevent 

classified data from being leaked to unclassified data. For the 

NGAC TCSEC MAC policy to work (using obligations (e.g., 

when any process p performs (read, o) where o→Top Secret do 

create p-deny(p, {write}, ¬Top Secret)), only objects that are 

actually classified (e.g., Secret and Top Secret) are required to be 

assigned to attributes. See [21] for detailed XACML and NGAC 

expressions of the TCSEC MAC policy. 

 

Proper enforcement of data resource policies is dependent on 

administrative policies. This is especially true in a federated or 

collaborative environment, where governance policies require 

different organizational entities to have different responsibilities 

for administering different aspects of policies and their dependent 

attributes. 

 

XACML and NGAC differ dramatically in their ability to impose 

policy over the creation and modification of access control data 

(attributes and policies). NGAC manages attributes and policies 

through a standard set of administrative operations, applying the 

same enforcement interface and decision making function as it 

uses for accessing data resources. XACML does not recognize 

administrative operations, but instead manages policy content 

through a Policy Administration Point (PAP) with an interface 

that is different from that for accessing data resources. XACML 

provides support for decentralized administration of some of its 

access policies. However the approach is only a partial solution in 

that it is dependent on trusted and untrusted policies, where 

trusted policies are assumed valid, and their origin is established 

outside the delegation model. Furthermore, the XACML 

delegation model does not provide a means for imposing policy 

over modification of access policies, and offers no direct 

administrative method for imposing policy over the management 

of its attributes.  

  

NGAC enables a systematic and policy-preserving approach to 

the creation of administrative roles and delegation of 

administrative capabilities, beginning with a single administrator 

and an empty set of access control data, and ending with users 

with data service, policy, and attribute management capabilities. 

NGAC provides users with administrative capabilities down to the 

granularity of a single configuration element, and can deny users 

administrative capabilities down to the same granularity.  
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5.4  Scope and Type of Policy Support 
Although data resources may be protected under a wide variety of 

different access policies, these policies can be generally 

categorized as either discretionary or mandatory controls. 

Discretionary access control (DAC) is an administrative policy 

that permits system users to allow or disallow other users’ access 

to objects that are placed under their control [15]. Although 

XACML can theoretically implement DAC policies, it is not 

efficient. Consider the propagation feature of DAC. DAC permits 

owners/creators of objects to grant some or all of their capabilities 

to other users, and the grantees can further propagate those 

capabilities on to other users. The overall DAC feature to grant 

privileges to another user and the ability of the grantee to 

propagate those privileges cannot be supported in XACML syntax 

using “Access Policies” alone.  

 

Therefore, all the capabilities of the owner/creator of an object 

together with administrative capabilities to grant those privileges 

have to be specified using a Trusted Administrative policy. The 

capabilities held by owner/creator can be captured by designating 

the owner/creator of the object as the “access-subject”, and the 

administrative capability to grant privileges to others can be 

captured by designating the owner/creator as a delegate in that 

policy type. The creation of this trusted administrative policy 

enables creation of derived administrative policies with the 

owner/creator as the policy issuer with the specified set of 

capabilities. The specification of a “delegate” in this derived 

administrative policy (not trusted) provides a means for the 

owner/creator to grant capabilities to other users, as well as the 

ability for the grantee to propagate those capabilities to other 

users. However, while it is theoretically possible to implement 

DAC by leveraging XACML’s delegation feature, this approach 

involves significant administrative overhead. The solution 

requires the specification of a trusted administrative policy and a 

set of derived administrative policies for every object 

owner/creator, and for all grantees of the capabilities.  

 

Conversely, NGAC has a flexible means of providing users with 

administrative capabilities to include those necessary for the 

establishment of DAC policies, as shown in section 5.4.  

 

In contrast to DAC, mandatory access control (MAC) enables 

ordinary users’ capabilities to execute resource operations on data, 

but not administrative capabilities that may influence those 

capabilities. MAC policies unavoidably impose rules on users in 

performing operations on resource data. MAC policies can be 

further characterized as controls that accommodate confinement 

properties to prevent indirect leakage of data to unauthorized 

users, and those that do not.  

 

Expression of non-confinement MAC policies is perhaps 

XACML’s strongest suit. XACML can specify rules and other 

conditions in terms of attribute values of varying types. There are 

undoubtedly certain policies that are expressible in terms of these 

rules that cannot be easily accommodated by NGAC. This is 

especially true when treating attribute values as integers. For 

example, to approve a purchase request may involve adding a 

person’s credit limit to their account balance. Furthermore, 

XACML takes environmental attributes into consideration in 

expressing policy, and NGAC does not. However, there are some 

non-confinement MAC properties, such as a variety of history-

based policies that NGAC can express, and XACML cannot. 

Although XACML has been shown to be capable of expressing 

aspects of standard RBAC [1] through an XACML profile [16], 

the profile falls short of demonstrating support for dynamic 

separation of duty, a key feature used for accommodating the 

principle of least privilege, and separation of duty, a key feature 

for combatting fraud. Annex B of Draft standard Next Generation 

Access Control – Generic Operations and Data Structures 

(NGAC-GOADS) [20] demonstrates NGAC support for all 

aspects of the RBAC standard. 

 

In addition to static and dynamic separation of duty, NGAC has 

shown support for history-based separation of duty [7]. In their 

seminal paper on the subject [19], Simon and Zurko describe 

history-based separation of duty as the most accommodating form 

of separation of duty, subsuming the policy objectives of other 

forms.  

 

In contrast to NGAC, XACML does not recognize the capabilities 

of a process independent of the capabilities of its user. Without 

such features, XACML is ill equipped to support confinement and 

as such is arguably incapable of enforcement of a wide variety of 

policies. These confinement-dependent policies include some 

instances of role-based access control (RBAC), e.g., “only doctors 

can read the contents of medical records”, originator control 

(ORCON) [10] and Privacy, e.g., “I know who can currently read 

my data or personal information”, conflict of interest [4], e.g., “a 

user with knowledge of information within one dataset cannot 

read information in another dataset”, or Multi-level Security [3]. 

[5]. Through imposing process level controls in conjunction with 

obligations, NGAC has shown [7] support for these and other 

confinement-dependent MAC controls.  

5.5  Administrative Review and Resource 

Discovery 
A desired feature of access controls is review of capabilities (op, 

o) of users and access control entries (u, op) of objects, where u is 

a user, op is an operation, and o is an object [15] [11]. These 

features are often referred to as “before the fact audit” and 

resource discovery. “Before the fact audit” is one of RBAC’s 

most prominent features [18]. Being able to discover or see a 

newly accessible resource is an important feature of any access 

control system. NGAC supports efficient algorithms for both per-

user and per-object review. Per-object review of access control 

entries is not as efficient as a pure access control list (ACL) 

mechanism, and per-user review of capabilities is not as efficient 

as that of RBAC. However, this is due to NGAC’s consideration 

of conducting review in a multi-policy environment. NGAC can 

efficiently support both per-object and per-user reviews of 

combined policies, where RBAC and ACL mechanisms can do 

only one type of review efficiently, and rule-based mechanisms 

such as XACML, although able to combine policies, cannot do 

either efficiently. In other words, there exists no method of 

determining the authorization state without testing all possible 

decision outcomes. 
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Abstract  —  We created a Josephson Arbitrary Waveform 

Synthesizer (JAWS) with a root-mean-square (rms) output 
magnitude of 2 V. This system is composed of two 1 V chips 
operating on a cryocooler. By controlling the relative phase of the 
two chips’ output voltage, we add the voltages in quadrature and 
create rms output voltages between (1+1) V=2 V and (1-1) V=0 V. 
We use this control to compare the two halves of the system as a 
function of the relative phase, and measure a difference of 8 parts 
in 108 at a nominal rms amplitude of 1 V and 1 kHz. 

Index Terms —Digital-analog conversion, Josephson junction 
arrays, Measurement standards, Signal synthesis, 
Superconducting integrated circuits, Voltage measurement. 

I. INTRODUCTION 

The pulse-driven Josephson Arbitrary Waveform 
Synthesizer (JAWS), also known as the AC Josephson 
Voltage Standard (ACJVS), was invented in 1995 [1]. In the 
ensuing years, an important goal has been to increase the rms 
output of the quantum-accurate waveforms synthesized by this 
Josephson junction (JJ) based digital-to-analog convertor. 
Audio-frequency voltage calibrations that are performed with 
thermal voltage converters and impedance measurements, 
along with other precision measurements, would benefit from 
rms output voltages above 2 V. The most sensitive range of 
the converters extends up to 10 V, and a larger output voltage 
would increase the signal-to-noise ratio of other 
measurements. JAWS systems with a rms output voltage of 
1 V have been demonstrated in the past two years [2]-[4]. 

We recently implemented a new 2 V JAWS system that 
combines two 1 V chips on a cryocooler and has an operating 
current range greater than 1 mA [5]. The two chips are 
connected in series at cryogenic temperatures using a short 
copper wire. Each chip is driven by a separate custom, large-
memory pulse generator [6]. Further details of the design and 
operation of this 2 V JAWS system are described in [5].  

In this paper, we report for the first time preliminary results 
of a comparison between two halves of the 2 V JAWS system. 
Since the two chips are driven with pulses from two separate 
generators, we can choose to generate waveforms with 
arbitrary phases (and magnitudes). In particular, this allows us 
to perform a precision null measurement by generating 
waveforms that have precisely identical rms magnitudes of 
1 V, but are exactly 180° out of phase. 

II. JAWS COMPARISON  

In Fig. 1 we show the digitized output of the JAWS system 
generating a 1 kHz waveform with a rms magnitude of  
2.0000 V.   With   this   large   output    voltage,   we    observe 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

Fig. 1. Digitally sampled spectral measurements showing a low 
distortion JAWS output voltage with an rms magnitude of (1+1) V = 
2 V (blue), and background noise floor without any JAWS pulses 
(red). The digitizer was set to its 10 V range with a 1 MΩ input 
impedance and a sampling rate of 106 samples/s. We plot the phase-
coherent average of 4 data sets, each taken with a 2 Hz resolution 
bandwidth. 
 
harmonics that are -123 dBc (decibels below the 
carrier/fundamental frequency), which are due to 
nonlinearities in the digitizer [2].  

To generate this calculable voltage from the two chips, we 
must first synchronize the two pulse generators. We start by 
loading both pulse generators with the same pulse pattern and 
then tuning the relative delay between the generators. We have 
arbitrary control over the delay with a fine time step of 70 ps, 
which is equal to the width of a single pulse. This phase 
control is displayed in Fig. 2, where we sweep the relative 
phase between the two generators over 360° and measure the 
quadrature sum of the 1 kHz waveforms generated by the two 
chips. Achieving a precision null requires removing a time 
delay of 111 ns, which is the result of delays in the trigger 
system and other asymmetries in the two driving circuits. We 
synchronize the two generators by compensating for this time 
delay. 

We also use the depth of the precision cancellation to place 
a limit on the difference in the output voltages of the two 1 V 
chips (similar to [7]) due to any systematic errors. In Fig. 3 we 
plot the spectrum of the cancelled waveform, that is, the 
precision null. Each chip is generating a voltage at 1 kHz with 
an rms magnitude of 1 V, but with a 180° relative phase shift 
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(to within 70 ps). The precision null has a residual voltage at 
the fundamental frequency with an rms magnitude of 82 nV. 
We also observe a harmonic of the fundamental that is -165 
dBc (relative to an assumed in-phase carrier with an rms 
magnitude of 2 V). 

Possible explanations for the residual voltage are as follows: 
(1) differences in pulse arrival time at and within each array; 
(2) insufficient fine tuning of the relative phase shift between 
the arrays; and (3) systematic-error voltage signals related to 
compensation currents driving each JJ array. The small 
magnitude of the error voltage and the short 70 ps pulse width 
influence the likelihood of some of these explanations relative 
to others. This error is interesting and shows the importance of 
investigating the systematic errors through flat spot 
measurements for all bias parameters and their phase delays. 

III. CONCLUSION 

We evaluated the relative performance of the two chips that 
make up our new 2 V ACJVS system [5]. We observed that 
the relative error between the two halves of the system is of 
the order of 8 parts in 108, with each half generating a 1 kHz 
waveform with an output rms magnitude of 1 V. In the future, 
we intend to extend this comparison to other frequencies and 
present an analysis of systematic errors. 
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Fig. 2. Measured complex rms magnitude of fundamental tone at 
1 kHz with a relative phase shift of 2° between data points, and 
theoretical expectation (line, no fit parameters). 

Fig. 3. Digitally sampled spectral measurement showing a low 
distortion JAWS output voltage with an rms magnitude of (1-1) V = 
0 V with 82 nV remnant (blue), and background noise floor without 
any JAWS pulses (red). The digitizer was set to its 2 V range with a 
1 MΩ input impedance and a sampling rate of 106 samples/s. We plot 
the phase-coherent average of 16 data sets, each taken with a 2 Hz 
resolution bandwidth. 
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Abstract 

The development of additive manufacturing has allowed for increased flexibility and complexity of designs over formative and subtractive 
manufacturing. However, a limiting factor of additive manufacturing is the as-built surface quality as well as the difficulty in maintaining an 
acceptable surface roughness in overhanging structures. In order to optimize surface roughness in these structures, samples covering a range of 
overhang angles and process parameters were built in a laser powder bed fusion system. Analysis of the surface roughness was then performed 
to determine a relationship between process parameters, angle of the overhanging surface, and surface roughness. It was found that the analysis 
of surface roughness metrics, such as Rpc, Rsm, and Rc, can indicate a shift between surfaces dominated by partially melted powder particles and 
surfaces dominated by material from the re-solidified melt track. 
© 2016 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 3rd CIRP Conference on Surface Integrity (CIRP CSI) 

 Keywords: Selective Laser Melting (SLM); Roughness; Overhangs 

1. Introduction 

Additive manufacturing (AM) is a layer by layer process 
that fabricates parts directly from a 3-D digital model. This is 
accomplished by slicing the model into layers to create 2-D 
cross sections that the equipment can use as build instructions. 
Laser Powder Bed Fusion (L-PBF), for example, will fabricate 
a part by spreading a thin layer of powder (20 µm to 100 µm) 
across a build platform and using a high power laser to 
selectively melt regions of that layer. Once the layer is melted, 
the build platform lowers, new powder is spread across the 
build platform, and the process repeats until the build is 
complete. 

A key advantage to AM over formative (e.g., casting) or 
subtractive (e.g., milling) methods is the ability to produce 
highly complex shapes. However, a limiting factor in AM is the 
as-built quality of surfaces. Methods exist to process surfaces 
after a part has been built [1,2] and during the build process 
through laser re-melting [3] and pulse shaping [4], but as the 
complexity of parts increases, the ability to successfully post-
process the surface decreases [5]. As such, the as-built surface 
quality of a part has been cited as a key need for AM [6]. 

The surface roughness of AM parts has been the focus of 
several studies. Mumtaz and Hopkinson performed a full 
factorial analysis of the top and side surface roughness of 
multilayer thin-wall Inconel 625 parts, finding that parameter 
changes that tend to decrease roughness on one surface increase 
it on the other and optimization of the surface roughness 
requires a thorough understanding of how changes in process 
parameters affect different aspects of the part [7]. Strano et al. 
investigated the effect of surface angle on roughness for 
upward-facing surfaces in 316L steel [8]. Diatlov analysed 
parts with a wide range of surface slopes and found potential 
for analysis of the spectrum of the surface profile parameter Ra 
to determine surface characteristics [9]. Jamshidinia and 
Kovacevic found that an increase in heat accumulated during 
the build of thin-walled structures increases the surface 
roughness through an increase in adherence of partially melted 
powder particles to the part surface [10].  

Triantaphyllou et al. investigated the upward- and 
downward-facing surface roughness for varying angles, 
compared results from multiple measurement instruments, and 
found that the Ssk parameter can be used for differentiating 
between upward- and downward-facing surfaces [11]. Aside 
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from this, however, little research has been performed to 
characterize downward-facing surface roughness, which is 
often the highest roughness [12]. Additionally, there is a lack 
of understanding of how and when structures that characterize 
the surface occur and how they affect the measured surface 
roughness parameters.  

There is a wide range of mechanisms that contributes to the 
roughness of an AM surface, including both the process input 
parameters as well as the complex physical processes that occur 
during melting and solidification of the metal powder [13]. 
Understanding of surface characteristics is required in 
determining their effects on fatigue properties and in designing 
parts with improved performance [6]. Additionally, surface 
roughness has the potential to be used as a process signature. A 
strong quantitative understanding of relationships between 
measured surface parameters and the surface characteristic 
causing variation in measurements can determine if defects 
stem from AM system condition and performance or necessary 
maintenance (such as beam focus adjustments).  

The purpose of this research is to understand the relationship 
between surface roughness parameters and the contributing 
surface features as a function of beam power, travel velocity, 
and overhang angle. 

2. Experimental procedure 

Experiments were performed on the EOS M2701 system at 
the National Institute of Standards and Technology (NIST) 
using the commercially available EOS StainlessSteel GP1 
(corresponds to US classification 17-4 [14]). It should be noted 
that the material used for the build was powder reclaimed from 
prior builds using an 80 µm sieve. It is assumed that the 
condition of the powder can have a large effect on the surface 
quality of parts being built and analysis of the powder is 
currently underway. All parts were fabricated during the same 
build. Thus, while the specific details of the powder have not 
yet been determined, the powder conditions are consistent 
across all of the samples.  

The parts were designed as parallelepipeds with varying 
angles of overhang (α) to determine the effect of overhang 
angle on the surface roughness of the downward-facing 
surface. Fig. 1 shows an example model of the parallelepiped 
with a 60˚ angle overhang (α = 60˚). Analysis was performed 
on overhang angles of 30˚, 45˚, 60˚, and 75˚ as measured from 
the build plane. Prior experience has shown that the 30˚ 
overhang would build poorly (or crash the build) if it were built 
without supporting structures.  To avoid this problem, hatched 
supports were added beneath the overhang.  A 1 mm wide strip 
down the centre of the overhanging surface was left 
unsupported to allow measurement of the as-built surface.  

To assess the effect of process parameters on surface 
characteristics, contour parameters with varying beam power 
and travel velocity were chosen in order to cover a wide range 
of the process space. Selection of process parameters can be 
seen in Table 1. 

 
 
1 Certain commercial entities, equipment, or materials may be identified in 
this document in order to describe an experimental procedure or concept 
adequately. Such identification is not intended to imply recommendation or 

  

Fig. 1. Model parallelepiped for surface characterization, where α=60°. 
Dimensions are in millimeters. Build direction is positive z. 

Table 1. Process parameters for experiments. 

Line Energy - 
P/v (J/m) 

Power (W) Velocity 
(mm/s) 

Contour 
Number 

13.3 40 3000 1 

35.7 25 700 2 

46.7 140 3000 3 

57.1 40 700 4 

65 195 3000 5 

71.4 25 350 6 

114.3 40 350 7 

116.4 195 1675 8 

278.6 195 700 9 

 
For each contour parameter set, parallelepipeds for each 

angle were built creating a total of 36 samples. To minimize the 
effect of incident angle of the laser beam and positional 
dependency on the build platform [15], all samples were 
positioned equidistant from the center of the build platform 
with the down-facing surface forming a straight line to the 
center of the beam source.  

3. Analysis methods 

Surface characterization was performed using a white light 
interferometer, described in detail in [16], and 10x objective 
lens. Using white light interferometry to analyze a very rough 
surface is a challenge due to difficulty in achieving null fringe 
condition (perfect leveling of the sample surface being 
measured). Because of this, a diamond-turned aluminum disk 
was first used to level the sample platform prior to any 
measurements. Thus, leveling the surface was performed as 
best as possible assuming that the surface being measured and 
the surface laying on the platform are parallel. This leveling 
procedure was performed before each measurement session to 
maintain a consistent leveling for each sample and prevent 
deviations due to errors caused by the leveling of the samples.  

To create a large enough measurement of the sample surface 
to properly perform digital Gaussian filtering based on the ISO 
4287 standard [17], nine images with 20 percent overlap were 
taken vertically down the downward-facing surface (in the 
build direction) and stitched together to create an 

endorsement by the National Institute of Standards and Technology, nor is it 
intended to imply that the entities, materials, or equipment are necessarily the 
best available for the purpose. 
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approximately 8 mm long measurement. The values presented 
used a bandpass digital Gaussian filter with a short cut-off 
length of 25 µm and a long cut-off length of 0.8 mm.  The 
filtering process results in an evaluation length equal to five 
long cut-off lengths, or 4 mm. These filters are defined by ISO 
4287 and represent a common practice in AM surface 
roughness research [18]. 

Scanning electron microscope (SEM) images were also 
taken for qualitative analysis of select surfaces. 

4. Results 

4.1. Qualitative Analysis 

SEM images for two of the α = 60˚ samples can be seen in 
Fig. 2. Fig. 2a) shows the downward-facing surface of the 
sample built with contour parameter set 4 and Fig. 2b) shows 
the downward-facing surface of the sample built with contour 
parameter set 9. From these images there is a clear difference 
in the structures that characterize the surface. In Fig. 2a) the 
surface is dominated by the adherence of partially melted 
powder particles, between which the solidified material of the 
part can be seen. In Fig. 2b) the adherence of partially melted 
powder particles is less prevalent and more of the solidified 
material of the part can be seen.  

Material that has been deformed by the recoater blade (the 
mechanism for spreading powder across the build area) can be 
seen in Fig. 2b). The increased power that is being used for 
contour parameter set 9 could be creating several factors that 
result in the part impacting the recoater blade. Residual stress 
can cause the part to warp into the path of the recoater blade. 
An increase in the height of consolidated material, as seen by 
Yasa et al. [19] and Yadroitsev and Smurov [20], can be above 
the height of the new layer. Additionally, impact with the 
recoater blade could be caused by a combination of these two 
(or other) factors.  

The challenge is to determine surface parameters that can 
discern these varying features. 

4.2. Quantitative Analysis 

Analysis of Ra values can be seen in Fig. 3, which shows a 
clear dependence of surface angle on Ra. As α decreases, the 
value of Ra increases, which is expected and consistent with 
previous results [11]. However, it is also expected that the 
parametric analysis presented in this research would contain a 
relationship to Ra and a clear connection has not yet emerged. 
The results seen in Fig. 3 show that there is not a clear 
dependency on process parameters. Although not presented, 
this was also true of Rq, Rz, Rt, Rp, RΔq, and Rsk. Additional 
qualitative analysis to determine specific surface features 
caused by changes in process parameters is required to 
determine a relationship between process parameters and 
roughness parameters. 

While the increase in Ra with decreasing α is an expected 
result, Ra does not yet provide a quantitative understanding of 
the specific surface characteristics seen in the qualitative 
analysis. One characteristic, however, can be seen in the 
analysis of Rpc, RSm, and Rc (peak count, mean width of 

profile elements, and mean height of profile elements, 
respectively). Seen in Fig. 4, as α decreases, Rpc decreases 
while RSm and Rc increase, suggesting that the number of 
peaks decrease but their overall size increases. Based on this 
result and the qualitative analysis of the surfaces, these changes 
are indicative of a shift between surfaces dominated by 
partially melted powder particles (seen at higher values of α or 
lower powers) and surfaces dominated by material from the re-
solidified melt track (seen at lower values of α or higher 
powers). This result can also be seen in the SEM images 
presented in Fig. 2 and the respective values of Rpc, RSm, and 
Rc. 

 

 

Fig. 2. SEM images of the downward-facing surface of the α=60˚samples 
built with a) contour parameter set 4 and b) contour parameter set 9. 

 

Fig. 3. Ra vs α for each contour parameter set.  

a) 

b) 
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Fig. 4 Rpc (top), RSm (middle), and Rc (bottom) vs. α for each contour 
parameter set. 

5. Conclusions 

Analysis of the effect of beam power, beam velocity, and 
overhang angle has been presented to further the understanding 
of the relationship between individual surface characteristics 
and surface roughness parameters. It was found that the 
analysis of Rpc, RSm, and Rc can indicate a shift between 
surfaces dominated by partially melted powder particles (seen 
at higher values of α or lower powers) and surfaces dominated 
by material from the re-solidified melt track (seen at lower 
values of α or higher powers).  

Analysis of process parameters on Ra did not show a distinct 
correlation, however, and it is suggested that further qualitative 
analysis of the individual features contributing to surface 
roughness will help these correlations emerge and will be the 
focus of future work. 
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ABSTRACT 
Additive manufacturing (AM) allows for highly 
complex designs that cannot be achieved 
through subtractive or formative manufacturing 
techniques. A limiting factor of AM, however, is 
the as-built surface quality. Additionally, there is 
limited knowledge on how specific surface 
features or defects translate to measured 
surface parameters. If a strong quantitative 
understanding of the relationships between the 
processes that cause specific surface features 
and the measured surface parameters can be 
developed, then surface texture has the 
potential to be developed as a process 
signature. Vertical and upward-facing surfaces 
of varying angles and process parameters were 
built and analyzed. Analysis of Ra was found to 
provide little information on the specific features 
that make up the surface texture. RSm and Rc, 
however, can indicate a shift between surfaces 
dominated by partially melted powder particles 
and ones dominated by material from the re-
solidified melt track, which was also seen for 
downward-facing surfaces in prior work. The 
correlations presented are a step toward 
developing surface texture as a process 
signature for AM. 
 
INTRODUCTION 
Additive manufacturing (AM) has emerged as a 
key technology for production applications [1]. 
Laser powder bed fusion (L-PBF), a subset of 
AM, in particular has generated a great deal of 
interest. This is due to the fine focusing optics, 
layer thicknesses of 20 μm to 100 μm, and the 
powers and velocities over which the system 
operates allows for fine detail compared to other 
AM technologies [2]. 
  
Despite the advantages of AM, however, a 
limiting factor affecting widespread adoption is 
the as-built surface topography of finished parts. 
Methods exist to process surfaces in situ [3,4] or 
ex situ [5,6], but are limited, especially as design 

complexity increases [7]. Thus, improvements in 
the as-built surface texture has been cited as a 
key need [8]. 
 
Optimization of surface roughness has been the 
focus of several studies in AM research. 
Craeghs et al. used optical sensors to control 
melting, resulting in a reduction in top and 
overhanging surface roughness [9]. Diatlov et al. 
performed a spectral analysis of the arithmetical 
mean roughness (Ra) for a wide range of 
surface slopes, finding a potential to determine 
surface characteristics [10]. Work by Abd-
Elghany and Bourell investigated the effect of 
layer thickness on top and side surface 
roughness, finding that thick layers lead to 
increased surface roughness due to a tendency 
of the particles to form voids once removed 
during post processing [11]. Jamshidinia and 
Kovacevic found that an increase in surface 
roughness can occur due to increased heat 
accumulation causing an increase in partially 
melted powder particle attachment [12].  
 
There is a wide range of mechanisms that 
contribute to the roughness of an AM surface, 
which include the process input parameters as 
well as the complex physical processes that 
occur during melting and solidification of the 
metal powder [13]. For example, Kleszczynski et 
al. found that there is a positional dependency 
on surface roughness [14], a factor commonly 
overlooked by the research community. 
Additionally, the majority of research cites Ra 
when determining surface roughness; however, 
this parameter tells us very little about the 
makeup of the surface. Some research has 
investigated additional parameters. For 
example, Triantaphyllou et al. found that the 
area skewness (Ssk) can be used to 
differentiate between upward- and downward-
facing surfaces [15]. However, if surface texture 
is to be used as a process signature a strong 
quantitative understanding of the relationship 
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between the mechanisms that contribute to 
surface texture and measured surface 
parameters, including and not limited to Ra, 
must be investigated and understood. 
 
Related work by the authors has shown the 
potential of using existing parameters beyond 
Ra to better understand the characteristics of a 
surface for downward-facing surfaces [16]. In 
this work, upward-facing and vertical surfaces of 
the parallelepipeds are analyzed. Qualitative 
and quantitative analyses show that 
relationships seen in the mean spacing of profile 
irregularities (RSm) and the mean height of the 
profile elements (Rc) of downward-facing 
surfaces can also be seen in the vertical and 
upward-facing surfaces. These correlations point 
toward a direction for further research into 
relating surface finish metrics with the physics of 
the laser powder bed fusion process and the 
development of surface texture as a process 
signature. 
 
EXPERIMENTAL PROCEDURE 
The experiments focus on test parts that were 
built on a commercially available L-PBF system. 
The parts were designed as symmetrical 
parallelepipeds, having two parallel, vertical 
parallelogram faces; two rectangular faces; and 
two square faces. The acute angle of the 
parallelogram was varied, resulting in test parts 
with inclined/overhang angles (α) of 30˚, 45˚, 
60˚, and 75˚ as measured from the build plane. 
Figure 1 illustrates the test part with α=60˚. 
 

 
FIGURE 1. Model parallelepiped for surface 
characterization, where α=60°. Dimensions are 
in millimeters. Build direction is positive z. 
 
The test parts were built on the EOS M2701 
system at the National Institute of Standards and 

                                                
1 Certain commercial entities, equipment, or materials may 
be identified in this document in order to describe an 
experimental procedure or concept adequately. Such 
identification is not intended to imply recommendation or 
endorsement by the National Institute of Standards and 
Technology, nor is it intended to imply that the entities, materials, 
or equipment are necessarily the best available for the purpose. 

Technology (NIST). All parts were fabricated in 
the same build. Stainless steel powder (EOS 
GP1, which is chemically equivalent to U.S. 
classification 17-4 stainless steel) reclaimed 
from several previous builds was used. The 
powder was screened through an 80 μm sieve 
before the build. Since it is likely that the 
condition of the feedstock powder affects the 
surface texture of the resulting part, powder 
samples were taken and are currently being 
analyzed. 
 
Prior work assessed the effect of process 
parameters on surface characteristics for 
downward-facing surfaces [16]. In that work, 
contour parameters with varying laser beam 
power and travel velocity were chosen in order 
to cover a wide range of the process space. It 
was found that two sets of parameters led to 
highly different surface characteristics. As such, 
the focus of this work will be on Characterizing 
the vertical and upward-facing surfaces from the 
two contour parameters sets shown in TABLE 1. 
 
TABLE 1. Process parameters for experiments. 
Contour numbers are chosen to match 
designations from prior work [16]. 
  
Contour 
Number 

Power 
(W) 

Velocity 
(mm/s) 

Line Energy – 
P/v (J/m) 

4 40 700 57.1 
9 195 700 278.6 

 
A total of eight parallelepipeds were analyzed 
(i.e., two contour parameter sets with four values 
of α). As such, eight upward-facing surfaces and 
16 vertical surfaces were analyzed (since each 
parallelepiped has two vertical surfaces). Test 
parts were positioned equidistant from the 
center of the build platform with the downward-
facing surface of the parallelepiped forming a 
straight line to the center of the laser source. 
This was done to prevent as many of the 
positional dependency issues seen by 
Kleszczynski et al. [14] as possible. All surfaces 
were also at a slight angle (i.e., not parallel) to 
the recoater blade and that angle varies based 
on position on the build plate to maintain a 
constant angle relative to the laser. Additionally, 
the vertical surfaces are either facing towards 
the center of the plate (labeled Towards in later 
figures) or away from the center of the plate 
(labeled Away). 
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ANALYSIS METHODS 
Surface characterization was performed using a 
white light interferometer, described in detail in 
[17], and 10x objective lens. Using white light 
interferometry to analyze a very rough surface is 
a challenge due to difficulty in achieving null 
fringe condition (perfect leveling of the sample 
surface being measured). Because of this, a 
diamond-turned aluminum disk was first used to 
level the sample platform prior to any 
measurements. Thus, the best leveling possible, 
assuming that the surface being measured and 
the surface laying on the platform are parallel, 
was achieved. This leveling procedure was 
performed before each measurement session to 
maintain a consistent leveling for each sample 
and prevent deviations due to errors caused by 
the leveling of the samples. 
 
Seven images with 20 percent overlap were 
taken along each surface (perpendicular to the 
layers) and stitched together to create an 
approximately 5 mm long measurement. This 
created a large enough measurement of the 
sample surface to properly perform digital 
Gaussian filtering based on the ISO 4287 
standard [18]. The values presented used a 
bandpass digital Gaussian filter with a short cut-
off length of 25 μm and a long cut-off length of 
0.8 mm. The filtering process results in an 
evaluation length equal to five long cut-off 
lengths, or 4 mm. These filters are defined by 
ISO 4287 and represent a common practice in 
AM surface roughness research [19]. 
 
Qualitative analysis using scanning electron 
microscopy was performed on selected 
surfaces. 
 
RESULTS 
 
Qualitative Analysis 
Scanning electron microscope (SEM) images for 
two vertical surfaces can be seen in FIGURE 2. 
FIGURE 2a) shows a vertical surface built with 
set 4. In this image, the surface is dominated by 
partially melted powder particles, but the re-
solidified material from the melt track as well as 
gaps in the melt surface can be seen.  
 
FIGURE 2b) shows a vertical surface built with 
set 9. In this image, fewer partially melted 
particles are present and the surface is 
dominated by the re-solidified material from the 
melt track. Additionally, this combination of 
power and velocity led to material that was 

damaged by the recoater blade on the 
downward-facing surface [16]. Similar damage 
can also be seen in this figure. A key difference 
between the vertical surface and the downward-
facing surface, however, is the nature of the 
damaged material. These surfaces have a 
different orientation relative to the recoater blade 
because they form 90° angle when viewed from 
above. As such, the damaged material is 
scraped into the part from the vertical surface 
and out of the part from the downward-facing 
surface.  
 

 
FIGURE 2. Vertical surfaces built with a) set 4 
and b) set 9. 
 
SEM images for two upward-facing surfaces can 
be seen in FIGURE 3. FIGURE 3a) shows the 
upward-facing surface built with set 4. Similar to 
the vertical surface with the same set, this 
surface is dominated by partially melted powder 
particles but the re-solidified material from the 
melt track as well as gaps in the melt surface 
can be seen. 
 
FIGURE 3b) shows the upward-facing surface 
built with set 9. This surface is dominated by the 
re-solidified material from the melt track with 
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very few partially melted powder particles. There 
is no deformation of material that was seen in 
the vertical and downward-facing surfaces. 
Additionally, there is little evidence of the layers 
or of any stair-stepping phenomenon commonly 
associated with AM. 
 
It is interesting to note that vertical, upward-
facing, and downward-facing surfaces built with 
set 4 are all very similar qualitatively. The 
selection of this parameter set for the contours 
would make sense for a manufacturer if having a 
consistent exterior surface, regardless of 
position or orientation, is the desirable outcome.  
 

 
FIGURE 3. Upward-facing surfaces for α=60° 
built with a) set 4 and b) set 9. 

 
Quantitative Analysis 
 
Vertical Surface Analysis 
Analysis of Ra for the vertical surfaces can be 
seen in FIGURE 4. As mentioned previously, 
these parallelepipeds were built such that the 
downward-facing surface forms a straight line to 
the center of the plate. Therefore, the vertical 
surfaces are either facing towards the center of 

the plate (labeled Towards) or away from the 
center of the plate (labeled Away). 
 

 
FIGURE 4. Ra vs orientation relative to the 
center of the build platform and contour 
parameter set for the vertical surfaces. Outlier 
described in text is highlighted by a red circle. 
 
FIGURE 4 shows that it is difficult to develop a 
physical interpretation of the surface through Ra 
alone. An interesting observation, however, is 
that the high value outlier for the Vertical Away 
surface built with set 9 (highlighted by the red 
circle) could be due to the orientation relative to 
the recoater blade. Three of the vertical surfaces 
facing away from the center of the plate and built 
with parameter set 9 were oriented such that the 
recoater blade was going into the surface when 
spreading powder, while the outlier was oriented 
such that the recoater blade was coming out of 
the surface. Thus, the increase in surface 
roughness could be due to damaged material 
protruding from the surface and additional 
qualitative analysis is required to confirm. 
 
Analysis of Rc and RSm for the vertical surfaces 
can be seen in FIGURE 5. Little variation can be 
seen in Rc and RSm for the parts built with set 
4. For set 9, there is an increase in RSm when 
compared to set 4, which is expected from SEM 
images as the surface for set 9 is dominated 
less by partially melted powder particles and 
more by the re-solidified material from the melt 
track. 
 
Another interesting finding is the difference in Rc 
for set 9 depending on whether the surface is 
facing towards or away from the center of the 
plate. This suggests that there is also a 
positional dependence in the Rc parameter, 
similar to what was seen by Kleszczynski et al. 
[14], but more qualitative analysis of the 
surfaces is required to determine the cause of 
this change. 
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FIGURE 5. Rc and RSm for the vertical 
surfaces. 
 
Upward-Facing Surface Analysis 
Analysis of Ra for the upward-facing surfaces as 
well as the downward-facing surfaces from prior 
work is presented in FIGURE 6 [16]. As was 
seen in the prior work, it can be difficult to 
discern differences in Ra from process 
parameters for the downward-facing surfaces. 
The upward-facing surfaces, however, exhibit a 
noticeable difference in Ra. Additionally, Ra for 
the upward-facing surfaces built with set 9 
decreases as α decreases. This is likely due to 
the extremely small number of partially melted 
powder particles seen in SEM images, causing 
Ra to be dependent almost entirely on the re-
solidified melt track. 
 

 
FIGURE 6. Ra vs angle for downward- [16] and 
upward-facing surfaces. 
 
Analysis of Rc and RSm for the upward-facing 
surfaces as well as the downward-facing 
surfaces from prior work can be seen in FIGURE 
7 [16]. As expected, Rc decreases and RSm 

increases as we move from surfaces dominated 
by partially melted powder particles to ones 
dominated by the re-solidified melt track. 
 

 
FIGURE 7. Rc and RSm vs angle for downward- 
[16] and upward-facing surfaces. 
 
CONCLUSIONS 
Analysis of upward-facing surfaces of 30°, 45°, 
60°, and 75° relative to the build platform and 
vertical surfaces (90° relative to the build 
platform) was performed qualitatively by SEM 
and quantitatively by white light interferometry. 
Samples were built with two power and velocity 
combinations, which were found by prior work to 
create drastic changes in the surface features 
for downward-facing surfaces [16]. As with the 
downward-facing surfaces, Ra was shown to 
provide little insight into characteristics of the 
vertical and upward-facing surface. Rc and RSm 
for the vertical and upward-facing surfaces, 
however, showed similar correlations to the 
downward-facing surfaces where Rc increases 
and RSm decreases as surfaces change from 
being dominated by the re-solidified melt track to 
those dominated by the partially melted powder 
particles. While additional experiments and 
analysis are required to match specific surface 
features with the physical process of L-PBF, 
these correlations provide insight into the use of 
surface texture as a process signature.  
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ABSTRACT  

Nanomagnet arrays known as artificial spin ice provide insight into the microscopic details of frustrated magnetism 

because, unlike natural frustrated magnets, the individual moments can be experimentally resolved and the lattice 

geometry can be easily tuned. Most studies of artificial spin ice focus on two lattice geometries, the square and the 

kagome lattices, due to their direct correspondence to natural spin ice materials such as Dy2Ti2O7. In this work, we 

review experiments on these more unusual lattice geometries and introduce a new type of nanomagnet array, artificial 

spin glass. Artificial spin glass is a two-dimensional array of nanomagnets with random locations and orientations and is 

designed to elucidate the more complex frustration found in spin glass materials. 

 

Keywords: Artificial spin ice, frustrated magnetism, spin ice, spin glass 

 

1. INTRODUCTION  

When the interactions between the microscopic components of a condensed matter system (e.g., the atomic spins in a 

magnetic material) cannot all simultaneously be satisfied, the system is said to be frustrated. This competition between 

interactions produces a broad range of interesting phenomena1. Examples of geometrically frustrated magnetic materials 

are the spin ices Ho2Ti2O7 and Dy2Ti2O7
2. The pyrochlore crystal lattice of these materials includes a network of corner-

sharing tetrahedra with Dy ions located at each tetrahedron corner, and crystal field constrains the rare earth ions’ 

moments to point directly into or out of the tetrahedra. The rare earth spins’ ferromagnetic coupling is frustrated in this 

geometry, because there is no way to place four spins on the four corners of a tetrahedron such that they all point head-

to-tail. This geometrical frustration produces a six-fold degenerate “compromise” configuration in which two spins point 

into and two spins point out of each tetrahedron3. The frustration of spin ice causes two particularly interesting effects. 

First, the degeneracy associated with this two-in, two-out “ice rule” gives spin ice a residual entropy that persists down 

to the lowest experimentally-accessible temperatures4. Second, the elementary excitations of spin ice behave like 

magnetic monopoles5. An excitation occurs wherever the ice rule is broken, and if one considers the spins not as point 

dipoles but as separate north and south magnetic poles, the adjacent tetrahedra (three-in, one-out or vice versa) will have 

a net magnetic charge. These monopole excitations can move apart by reversing a chain of spins called (again in analogy 

with magnetic monopoles) a Dirac string. 

Artificial spin ice was developed as a mesoscopic analog to spin ice systems such as Dy2Ti2O7
6. Elongated islands a few 

hundred nanometers long and made from a ferromagnetic material such as permalloy (Ni81Fe19) are fabricated in 

frustrated lattices to model spin ice. The islands contain a single ferromagnetic domain that is constrained by the island’s 

shape anisotropy to point along the island’s long axis, which makes the island moment behave like a giant Ising spin. 

Artificial spin ice possesses two advantages over natural spin ice. First, because the samples are fabricated using electron 

beam lithography, the sample geometry can be easily tuned. The island shape and size can be modified to change the 

properties of the moments, the lattice constant can be tuned over a wide range, and the lattice geometry can be changed 

at will. Such tailoring of interactions is not possible with natural materials like spin ice. Second, the exact configuration 

of the individual island moments can be imaged using techniques such as magnetic force microscopy (MFM), something 

that is not possible for atomic spins in bulk crystals. The first experiments on artificial spin ice demonstrated that when 

nanomagnets were arranged on a frustrated square lattice (an example of which is shown in Figure 1), an ice rule 

analogous to that found in spin ice resulted6. The vertices (sites at which several islands converge) of the square lattice 

exhibited a strong preference for configurations obeying the two-moments-in, two-moments-out ice rule. Further 

experiments have shown monopole-like excitations similar to those found in spin ice7,8. The majority of artificial spin ice 

investigations have considered the square and kagome lattices. Since these results have been described recently in  
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Figure 1. Artificial square spin ice. Panel (a) shows a scanning electron micrograph of a lattice comprised of 470 nm × 170 

nm elliptical islands arranged on a square array with lattice constant 700 nm. Panel (b) shows an image taken with scanning 

electron microscopy with polarization analysis (SEMPA), which reveals the direction of each island’s magnetization. The 

magnetization direction is color coded according to the color wheel inset in the lower right corner, and nonmagnetic areas 

are black. This particular sample is in its ground state, which is an ordered arrangement of island moments with two 

moments pointing into and two out of each vertex (the sites where four islands come together in the shape of a plus sign). 

 

several excellent review articles9,10, here we will focus on reviewing other, more novel lattice geometries, describing 

both completed experiments and further proposals. 

 

2. TUNING GEOMETRICAL FRUSTRATION 

Many of the early studies of new lattice geometries utilized the triangular lattice in various forms. Several possibilities 

are shown in Figure 2. The first consists of collinear nanomagnets placed on the points of a triangular Bravais lattice, as 

shown in Figure 2a. Ising spins with equal nearest-neighbor antiferromagnet interactions on a lattice comprised of 

equilateral triangles is one of the first (and simplest) examples of geometrical frustration11. The anisotropy of the dipolar 

interactions of the in-plane-magnetized islands reduces the degree of frustration and permits several types of order to 

develop12, depending on the relative size of the two lattice constants (labeled x and d in Figure 2a). A detailed analysis of 

the correlations between island moments in the triangular lattice revealed that in some cases the sign of the correlation 

between two islands was opposite what one would expect based on the sign of the dipolar interaction13. This was 

attributed to indirect interactions between the two islands mediated by other, neighboring islands, analogous to the 

Ornstein-Zernike theory used to describe the structure of liquids. Another possible arrangement of islands is to place the 

long islands between the points of a triangular Bravais lattice, with the island long axes parallel to the lattice vectors 

(Figure 2b). This scenario was considered from a theoretical perspective by Mól and coworkers, who noted that such a 

system has several different types of magnetically-charged excitations (e.g., six-out, five-out, one-in, etc.). Furthermore, 

some of these magnetically-charged excitations are lower in energy than uncharged excitations, and the tension (energy 

per unit length) of strings of flipped moments connecting excitations can have a wide range of values. This artificial 

triangular spin ice has not yet been studied experimentally. The third possible triangular lattice arrangement (Figure 2c) 

is to place islands magnetized normal to the lattice on the points of a triangular lattice15,16 (or the related hexagonal and 

kagome lattices17). These arrays of perpendicularly-magnetized islands could be of significant interest in the context of 

frustrated magnetism because the dipolar interaction between two islands depends on distance only, and not on the angle 

between the islands’ long axes, as is the case for in-plane magnetized islands. 

Frustrated nanomagnet arrays are not restricted to periodic lattices. A number of works have examined artificial 

quasicrystals, in which (connected) permalloy bars are arranged along the edges of Penrose18,19 or Ammann tilings20.  
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Figure 2. Various geometries for triangular artificial spin ice. Several early papers considered collinear (in-plane 

magnetized) islands arranged on a planar triangular lattice (a). Mól et al. used the same type of islands, but placed them 

along the edges of a triangular lattice (b). Finally, several papers have used circular islands made from materials with out-of-

plane magnetization (e.g., Pt/Co multilayers). Arranging these islands on a triangular lattice yields a frustrated triangular-

lattice antiferromagnetic system (c). 

 

Like quasicrystal materials, these two-dimensional artificial quasicrystals have long-range order but lack translational 

symmetry, and like artificial spin ice, the vertices in artificial quasicrystals generally obey an ice rule dictating the 

number of moments pointing into or out of a vertex, and they have a large number of low-energy configurations 

produced by frustration19. The connected quasicrystal lattices differ from artificial spin ice comprised of disconnected 

islands, however, in that short-range exchange interactions also contribute to the energy hierarchy of vertex 

configurations, and magnetization reversal may occur via domain wall propagation.  

 

3. VERTEX FRUSTRATION 

In 2013, Morrison and coworkers introduced the concept of vertex frustration in artificial spin ice21, examples of which 

is shown in Figure 3. In a non-vertex-frustrated lattice, the nanomagnets in each vertex (clusters of several converging 

islands) can arrange their moments such that the magnetostatic energy of the vertex is minimized. But in a vertex-

frustrated array, interactions with the neighboring portions of the lattice prevent some of the vertices from achieving the 

lowest-energy state. Vertex frustration is similar to ordinary geometrical frustration because, in both cases, constraints 

imposed by the lattice geometry frustrate the system and lead to a degeneracy of low energy states. Vertex frustration 

differs from ordinary geometrical frustration because the basic units being frustrated are the vertices rather than the 

individual island moments. Using vertex frustration, one can design a large number of complex lattice structures that can 

be specifically tuned to exhibit a physical phenomenon of interest. The original theory paper of Morrison et al. described 

the structure of half a dozen vertex-frustrated lattices and predicted their ground states21, only a few have yet been 

experimentally studied. 

 

The vertex-frustrated lattice which has received the most scrutiny is the shakti lattice21-23. Like many vertex-frustrated 

lattices, the shakti lattice is a modification of the square lattice, in this case with one quarter of the islands removed. The 

lattice, shown in Figure 3a, contains both three- and four-island vertices, and the lattice geometry prevents all of the 

vertices from reaching their ground state configurations. By considering the relative energy cost of the various possible 

defects, one can show that the best possible energy minimization involves placing half of the three-island vertices in 

defect configurations. This means that each square plaquette (one plaquette is indicated in light blue in Figure 3a) of the 

lattice will contain two ground-state vertices and two excited vertices, and there will be six ways of arranging the excited 

vertices, all with the same energy. This degeneracy in vertex arrangements mimics the original frustration of natural spin 

ice, something that two-dimensional artificial square spin ice is unable to do because of geometry constraints and the 

anisotropy of the dipolar interaction. Gilbert et al. were able to directly observe this “ice rule for vertices” using 

magnetic force microscopy to image a thermally annealed sample of shakti artificial spin ice22. The three-island vertices  

Proc. of SPIE Vol. 9931  99311P-3

Downloaded From: http://proceedings.spiedigitallibrary.org/ on 09/30/2016 Terms of Use: http://spiedigitallibrary.org/ss/termsofuse.aspx

SP-286

Gilbert, Ian; Ilic, Bojan. "Exploring frustrated magnetism with artificial spin ice." Paper presented at SPIE Nanoscience + Engineering, San Diego, CA, Aug 28-Sep 1, 2016.



41111110
41111110

411110
(11110 II. 41110

4111110
4111110

(111110
IM

O

411M
.

111110
4111110

41110
411110

41111.
4111.

4111)
4111)

M
I) <

:I)
C

->
: >

..0=
E

N
O

 C
:`>

i
A

U
1i

U
I

U
C

_nc-:;
c>

c.:->
1

nC
 >

I`
°v

Iv
I

v
Iv

.l
C

.
C

_>
 41O

P 4111, c-:>
c

c::.)

I
c ->

 1110
C

C
-) U

C
-->

U
C

_
411110

I
n

-
ni

1

I
V

V
V

C
=

D
I

i}C
--D

I C
->

C
--->

41111,
41110 C

L
)

V
V

V
I

v
C

 _
C

- ->
c:-..->

(.171)
C

`>
,;

v
,i

I
U

V
U

}c`_>
c:-.)

c_n
c_>

c_>
lÌ

I
JI

Ú
V

C
->

 r 4111.1
C

->
`

nC
>

c
C

-;
I

I,;
u

u
<

::>
C

>
 C

>
C

_
C

_>
r

p
r

i
l

nc
>

nC
-:>

:-->
c_-_-)

c
r l

r
r

V
I

_
t,

V
_

I
U

U
t

C
=

>
C

_.:
411110

4111. C
_->

C
_->

 C
ID

 

 
 

 

4 

 

 
Figure 3. Examples of vertex frustration. (a) The structure of the shakti lattice. One of the plaquettes comprising the lattice is 

indicated in light blue, and the four three-island vertices of this plaquette are marked with red dots. In the ground state, half 

of the three island vertices are forced into defect configurations, so two of these four sites will contain a defect, and there are 

six possible ways of arranging the two defects on the four sites. (b) The structure of the tetris lattice. The lattice can be 

decomposed into alternating one-dimensional bands, shown here in light and dark blue. The dark blue bands are not vertex-

frustrated and take on an ordered configuration, while the light blue bands are vertex-frustrated, remaining disordered and 

also (relative to the dark blue bands) susceptible to thermal fluctuations. 

 

 

also possess a magnetic charge and were observed to organize themselves into antiferromagnetically-ordered domains 

similar to those observed in thermally annealed artificial kagome spin ice24. They also effectively screen the occasional 

monopole-like defects observed on four-island vertices. The shakti lattice is also predicted to develop an emergent 

sliding symmetry within the charge-ordered phase23, but this has not yet been experimentally observed. 

 

The tetris lattice (Figure 3b) is another vertex-frustrated lattice that has been experimentally fabricated and imaged21,25. 

This lattice contains alternating bands of vertex-frustrated (light blue) and non-vertex-frustrated (dark blue) bands. After 

thermalization, the non-frustrated bands exhibit long-range ordering, while the vertex-frustrated bands are disordered. 

Correlations between moments in the disordered vertex-frustrated bands match those predicted by a thermal one-

dimensional Ising model, so in this case, vertex frustration leads to dimensionality reduction within a two-dimensional 

lattice24. The vertex frustration of the tetris lattice also affects the dynamics: the ordered bands freeze into a single well-

defined ground state at a temperature at which the vertex-frustrated bands are still fluctuating among their many low-

energy configurations. 

 

4. ARTIFICIAL SPIN GLASS 

All of the types of artificial spin ice described up to this point consist of regular lattices that possess translational 

symmetry or, in the case of the artificial quasicrystals, at least some type of long range structural order and rotational 

symmetry. Frustrated magnetism is not, however, limited to geometrically frustrated regular lattices. Spin glasses, for 

instance, are alloys in which magnetic ions are distributed randomly throughout a nonmagnetic host material26,27. The 

interactions between these isolated moments vary in strength and sign and can frustrate one another. Here we describe 

some preliminary measurements of artificial spin glass, a nanomagnet array similar to artificial spin ice but designed to 

model the random frustration of spin glasses. 

 

The islands comprising the arrays are ellipses with major and minor axes of 470 nm and 170 nm (design values), 

respectively. The arrays were generated by placing islands within a 60 µm × 60 µm square with x and y coordinates and 

orientations drawn from a random uniform distribution. An island location was rejected if a 590 nm diameter circle 

centered on the ellipse would overlap with another such circle centered on any of the neighboring ellipses. Arrays with  
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Figure 4. Artificial spin glass. A scanning electron micrograph of the randomly located and oriented islands is shown in (a) 

for a sample with 7500 islands arranged in a 60 µm × 60 µm area. Panel (b) depicts the corresponding SEMPA image, 

which reveals island moments pointing in random directions with no type of order present. 

 

 

2500, 5000, and 7500 islands were fabricated using a standard electron beam lithography process with a bilayer resist 

stack that is described elsewhere24. An artificial square spin ice array with 700 nm lattice constant was fabricated on the 

same sample to verify thermalization of the island moments. A ≈6 nm Ni80Fe15Mo5 film was deposited on a doped 

silicon substrate at ≈0.05 nm/s via electron beam evaporation, with a ≈2 nm Pt capping layer to prevent oxidation, 

followed by liftoff. The configuration of the island moments was measured using scanning electron microscopy with 

polarization analysis (SEMPA). The Pt capping layer was removed with in situ Ar+ ion etching, and a few monolayers of 

Fe were evaporated to increase the magnetic contrast (this Fe film is thin enough to remain paramagnetic on the 

nonmagnetic regions of the sample while exchange coupling to the island magnetization and increasing the electron 

polarization measured by SEMPA). The square lattice, which was shown in Figure 1, is in its completely-ordered ground 

state, indicating that the island moments were able to thermally equilibrate during the thin film deposition28. The 

artificial spin glass array (Figure 4) shows islands magnetized in all directions. The random structure of the lattice 

precludes the type of spatially-periodic long-range magnetic order found in the square lattice (Figure 1b), though there is 

a small net magnetic moment for area of the sample shown in Figure 4 (Mx = 0.05 ± 0.02, My = -0.08 ± 0.02, where the 

magnetization is normalized such that Mx (My) = 1 if the sample magnetization is saturated in the x (y) direction and the 

uncertainty represents the standard error calculated from the standard deviation of the distribution of island moment 

directions). This artificial spin glass sample allows the direct visualization of the random frustration of magnetic 

moments present in spin glass. Future work on artificial spin glass samples may allow the quantification of frustration as 

a function of areal density of islands and the exploration of the role of random frustration in determining the system’s 

susceptibility to thermal fluctuations. 

  

5. SUMMARY 

Artificial spin ice permits the detailed study of frustration on a microscopic level while providing the ability to tune the 

interactions between magnetic moments. The geometries described here, such as the various triangular lattices, 

quasicrystals, and vertex frustrated lattices, provide an interesting way to probe the physics of frustration that 

complements measurements on the conventional square and kagome artificial spin ices. Even these are not a complete 

catalog of the possibilities for artificial magnetic materials. Defects such as dislocations can be individually fabricated 

and measured in artificial spin ice. Drisko and coworkers demonstrated that dislocations in artificial square spin ice 

nucleated strings of excited vertices that extended either to another dislocation or the array edge29. Recently, a modified 

artificial spin ice lattice designed to allow eight different ordered configurations has been described30. The magnetic 

charges of the vertices in this system should allow information recording, and the states of the individual vertices can be 
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modified with the combined effects of an applied magnetic field and a magnetized MFM tip. The possibility of three-

dimensional artificial spin ice remains appealing from a theory perspective31-33, though the challenges of fabricating such 

a complicated lattice structure have limited its experimental realization34. The magnetic moments comprising an array 

need not even be Ising spins: artificial XY model arrays34 and an artificial Potts model (even utilizing the 

magnetocrystalline anisotropy of Fe films35) have already been demonstrated. While the direct visualizations of the ice 

rule and magnetic monopole-like excitations have already been achieved, new lattice geometries promise to provide 

even more insight into the physics of frustration. 
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DYNAMIC CHARACTERIZATION OF IN-PLANE BULK ACOUSTIC RESONATORS  
USING HIGH-SENSITIVITY OPTICAL REFLECTION MEASUREMENTS 
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ABSTRACT 
Two experimental techniques for measuring dynamic 

displacement and strain for in-plane bulk acoustic resonators are 
presented. These techniques, optical knife-edge and photoelastic 
measurements, can characterize in-plane high-frequency vibrations 
with a degree of precision and simplicity that has not been shown 
previously with MEMS. The measurements are spatially resolved 
and can be used to reconstruct the vibrational mode shape of the 
resonator. Experimental results presented here are acquired using 
both methods on a single crystal silicon bulk acoustic resonator 
(SiBAR) with a fundamental resonance frequency of ≈ 13.6 MHz.  
 
INTRODUCTION 

Capacitive [1] and piezoelectric [2] bulk acoustic resonators 
(BARs) have received considerable attention over the last decade 
due to applications in RF timing, filtering, and sensing. Much of 
the success of these resonators stems from their ability to vibrate in 
a specific mode with a high mechanical quality factor and hence a 
sharp spectral linewidth. Contemporary design of micromechanical 
resonators is heavily reliant on analytical equations and finite 
element analysis (FEA) of the device, followed by electrical 
validation. However, the drawback of purely electrical 
characterization is that it presents only an aggregate signal at the 
output transduction port of the system (e.g., capacitively induced 
current). As a result, all-electrical transduction obscures the 
internal mechanics of the resonator, making it difficult to 
determine the causes of spurious modes, nonlinearities, and other 
phenomena. In contrast, optical techniques can provide more 
detailed and precise characterization of the resonator through 
spatially and temporally resolved measurement of the absolute 
device displacement. Laser Doppler vibrometry has been used 
successfully to measure BARs but typically only for out-of-plane 
motion [3]. Recently, three-dimensional laser Doppler vibrometry 
has been demonstrated but at considerable expense and complexity 
and with limited bandwidth for BARs [4]. Optical knife-edge [5, 6] 
and photoelastic [7] measurement techniques provide high-
sensitivity in-plane motion measurements with simplicity and high 
bandwidth, as demonstrated by others for surface acoustic waves 
[7], but have received little attention for BARs, which has 
motivated the presented research.  
 
DESCRIPTION OF DEVICE & FABRICATION  

The devices used in this work are silicon bulk acoustic 
resonators (SiBAR) that vibrate in their extensional in-plane modes 
(Fig. 1). The SiBARs are fabricated using standard silicon-on-
insulator (SOI) processes. First, metal electrodes are patterned and 
evaporated using liftoff on an SOI wafer. The device layer of the 
SOI wafer, which is approximately 10 µm thick, is patterned and 
etched using deep reactive ion etching (DRIE) to form the 
transduction gaps and release etch holes. A transduction gap of 
≈ 480 nm is achieved using 5X reduction stepper lithography. The 
DRIE is optimized to provide vertical sidewalls with scallop 
depths of ≈ 80 nm/cycle and scalloping undercut on the order of 
≈ 15 nm. The wafer is diced into individual chips and the 
mechanical structure is released by etching the 2 µm thick buried 
oxide layer using hydrofluoric acid vapor. 

 
Figure 1: Scanning electron image of a width-extensional single 
crystal SiBAR with a transduction gap of 480 nm and a measured 
fundamental resonance frequency of ≈ 13.6 MHz. The resonator 
width is 300 µm, with an expected resonance frequency of 
13.8 MHz. These SiBARs are used as a platform for demonstrating 
precise dynamic measurements of driven motion and energy 
dissipation mechanisms. Due to the symmetry of the SiBAR, only 
one quadrant of the device (boxed) is measured and simulated. 
 
CHARACTERIZATION TECHNIQUES 
 

Electrical Measurements  
The released SiBAR was first tested electrically using a 

vector network analyzer (VNA) and ground-signal-ground (GSG) 
probes. Standard short-open-load-through (SOLT) calibration is 
performed prior to acquiring the data seen in Fig. 2. It is observed 
that the device requires a fairly large DC bias to transduce a 
measurable resonance, and the signal-to-noise ratio (SNR) is low 
due to the presence of parasitic feedthrough. The effect of 
parasitics can be reduced by optimized design, a smaller 
transduction gap, or electronic signal amplification, but as will be 
demonstrated in further sections, these improvements are not 
necessary for optical readout and characterization. 

  

 
Figure 2: Standard electrical testing of the ≈ 13.6 MHz SiBAR in 
air, prior to wire-bonding, using GSG probes and a VNA. 
Magnitude (a) and phase (b) information are shown. Amplification 
was not used in these tests. No response is seen below ≈ 20 V DC 
bias, primarily due to the effect of the parasitic feedthrough from 
the device, bond pads, and handle wafer.  
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Figure 3: Optical knife-edge measurements are acquired on the 
free edge (AA’) and photoelastic measurements are acquired on 
the line of maximum strain: the major axis of the device (BB’). 

Optical Experiment Setup 
The devices are mounted on a printed circuit board (PCB) and 

wire-bonded. The PCB is mounted on a positioning stage with 
10 nm positioning precision along all three linear axes. The SiBAR 
is actuated by an RF signal from the VNA and a DC bias applied to 
the body of the resonator. An intensity stabilized helium-neon laser 
is used as the optical probe (λ =  632.8 nm). The laser is focused 
on the resonator surface using a 20X objective mounted on a tube 
microscope, resulting in a Gaussian spot on the device with a 
diameter of ≈ 2 µm. The reflected optical signal is detected using a 
Si PIN photodetector with half-power bandwidth of 200 MHz and 
a gain of 2000 V/W at 633 nm. The photodetector output is fed 
back to the VNA to provide an output signal relative to the input 
RF drive signal.  The laser output is attenuated using a polarizer to 
maximize the signal from the photodetector while limiting the 
local heating due to the photothermal effect. Precise targeting of 
the laser spot is achieved by viewing the system in real time with a 
CCD camera on the microscope, and by monitoring the average 
output power reflected from the resonator using an oscilloscope. 
The same experimental setup is used for both optical methods and 
no recalibration or modification is necessary.  

 
Knife-Edge Measurements 

Optical knife-edge techniques have been used in the past to 
measure flexural and bulk acoustic resonators [5, 6]. This 
technique has the potential to measure displacements on the order 
of 1 pm /√Hz [6] and below. The measurements are performed by 
positioning a focused laser spot on any edge of the resonator 
surface that has high in-plane displacement. The motion of the 
edge modulates the reflected optical power, leading to a strong 
signal at the motion frequency. The leading edge of the SiBAR 
(AA’ from Fig. 3) has minimal strain and maximum displacement 
along the actuation axis. The laser spot is optimally positioned at 
the point of maximum displacement sensitivity by scanning the 
spot across the gap and monitoring the photodetector output. As 
the leading edge of the resonator is driven to move in plane, the 
change in reflected power is determined by the displacement of the 
edge. Fig. 4 shows the magnitude and phase of the optical knife-
edge signal from the resonator. The inset illustrates the knife-edge 
scheme and the positioning of the laser spot. Unlike electrical 
characterization, this method can be used to extract the absolute 
displacement of every point on the leading edge of the resonator by 
scanning the laser over the entire edge. In general, this technique 
can be extended to measure planar displacement on any edge with 
optical contrast, such as etch holes and electrodes on a 
piezoelectric resonator. 

 
Figure 4: Reflected knife-edge signal when the laser is focused on 
the leading edge of the resonator (i.e., point of highest 
displacement and zero strain). A clear signal is acquired (both 
magnitude and phase), with an SNR better than 30 dB. The 
resonator was actuated with 10 mW RF power and 10 V DC bias 
in vacuum at 1.33 mPa (10 µTorr). Inset: Diagram showing knife-
edge measurement with position of the laser spot (not to scale).   

Measurements can be acquired on edges of any orientation, 
allowing displacement measurements along any planar vector. 
Thus the vector displacements of many points on the resonator can 
be measured to reconstruct the device dynamics. The measurement 
SNR is a function of the optical contrast between the resonator and 
the free space gap. For this SiBAR, the contrast is between the 
resonator body and the transduction trench (480 nm wide, 12 µm 
deep). For the current measurement, an SNR of ≈ 15 dB is 
achieved at DC bias levels as low as 1 V, and up to 40 dB has been 
measured at higher voltages. The optical contrast can be improved 
by removing the substrate under the trench, or by using materials 
with dissimilar reflectivities for the resonator and the substrate.  

 
Photoelastic Strain Measurements 

Another optical method for characterizing the dynamics of 
high frequency resonators is to utilize the photoelastic effect, in 
which the index of refraction for the resonator material is 
modulated by strain-inducing acoustic waves. This technique has 
been used in the past to measure the propagation of surface 
acoustic waves [7]. As the resonator undergoes periodic in-plane 
strain, the refractive index of the material changes at the same rate, 
which in turn modulates the reflected intensity of the laser spot. 
The change in refractive index as a function of the dynamic strain 
is given by  ∆𝑛 = −�0.5𝑛3𝑝𝑖𝑖�∆𝜀𝑖𝑖 , where 𝑛  is the nominal 
refractive index, 𝑝𝑖𝑖 is the set of photoelastic coefficients for the 
material, and  ∆𝜀𝑖𝑖 is the change in strain [7]. Most significantly, 
this technique does not require an edge with optical contrast and 
can be used on unpatterned surfaces. A single material with 
uniform optical properties and a clean flat surface is the ideal 
platform for performing photoelastic measurements. The 
advantage of using a single crystal silicon device such as the 
SiBAR is that the photoelastic coefficients of the material are well 
known, thus enabling the extraction of absolute planar strain at any 
point on the surface. The largest surface strain in the resonator is 
located along the central line (BB’ from Fig. 3). Representative 
amplitude and phase data are shown in Fig. 5. As with knife-edge 
measurements, the photoelastic measurements can be taken at 
multiple points on the surface in order to generate a composite 
vector plot of the surface strain dynamics of the resonator.  
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Figure 5: Photoelastic measurement at a point along the major 
axis of the resonator. It is clear that there is strong intensity 
modulation at the resonance frequency. Both magnitude and phase 
information are shown, with an SNR of ≈ 25 dB for the magnitude. 
Same test conditions as in Fig. 4. 

Mode Shape Identification 
A major advantage of using these two optical techniques is 

that they provide spatially-resolved measurements across the entire 
resonator, thereby enabling reconstruction of the vibration mode 
shapes. The fundamental mode shape along the leading edge of the 
SiBAR was measured with the knife-edge technique and the strain 
profile along the center axis of the SiBAR was measured with the 
photoelastic technique. These results are compared with those from 
FEA simulations in Fig. 6. While there is some qualitative 
agreement between the expected and measured mode shape and 
strain profile, the differences are large enough to indicate that 
either the measurement, the simulation, or both are inaccurate. Due 
to the simplicity and repeatability of the optical measurements, we 
believe that the FEA model is the less accurate of the two due to 
unmodeled fabrication imperfections and the meshing complexity 
of the etch holes. This assertion is supported by our observations of 
mode suppression and a significant loss of transduction efficiency 
that were not predicted by the FEA simulations. 

 

 
Figure 6: Fundamental mode shape and dynamic strain for the 
SiBAR. (a) modal displacement from FEA, (b) planar displacement 
along AA’ (measured and simulated), (c) strain profile from FEA, 
and (d) photoelastic strain measurement along BB’ (measured and 
simulated). Same test conditions as in Fig. 4. Simulation 
deformations and color scales are exaggerated for visual effect. 
Data in (b) and (d) are normalized to show the qualitative fit.  

 
Figure 7: Knife-edge measurements as a function of DC bias. 
Unlike the electrical data, optical measurements have high SNR 
even at very low DC bias. Furthermore, optical readout is limited 
only by the noise in the optical path and not by device and wafer 
parasitics. Same test conditions as in Fig. 4. 

Actuation at low drive levels 
The optical techniques discussed above have far higher 

sensitivity to displacement and strain than the electrical 
measurements for the tested resonator. Within the range of 
10 MHz to 100 MHz, motion can be detected at a DC bias as low 
as 1 V. An SNR of at least 15 dB was achieved throughout our 
measurements (Fig.7). The low drive voltage reduces the 
likelihood of inducing nonlinearities and heating, and does not 
require signal amplification electronics. The optical methods also 
make it possible to investigate thermomechanical noise in 
resonators and RF self-actuation. Lower RF power does not change 
the response magnitude, but does make the measurement noisier. 

 
Higher Modes and Frequency Limits 

The analysis above is presented for a 13.6 MHz SiBAR, 
which is well within the measurement limits of the presented 
system. The current configuration is bandwidth limited by the 
photodetector (200 MHz bandwidth). SiBARs with fundamental 
resonance frequencies up to 120 MHz have been measured with 
SNR ≈ 30 dB and fundamental frequencies up to 220 MHz have 
been detected. Higher harmonic resonance modes can also be 
measured with ease. Figure 8 shows the first four odd-numbered 
in-plane vibration modes for a SiBAR with a fundamental 
frequency of 28 MHz. The data shown here was measured using 
the knife-edge technique. We expect that the true bandwidth limits 
of the measurement system will be set by a combination of the 
decreasing displacement and strain magnitudes and increasing 
detector noise as the operating frequency increases. Ongoing and 
future experiments involve detailed system and device 
characterization using photodetectors operating up to 9 GHz, and 
will be presented elsewhere. 

 
Signal Magnitude and Quality Factor 

The magnitude of the reflected signal is a direct indicator of 
the displacement or strain.  As such it varies over the surface of the 
resonator, enabling mapping of these quantities and a 
reconstruction of the dynamics of the resonators. For the presented 
SiBAR, which is fairly large, the displacement signal is stronger 
and less noisy than the strain signal. For smaller SiBARs, with 
higher frequencies and lower absolute displacements, we expect 
that the strain signal will be stronger than the displacement signal. 

147

SP-293

Gokhale, Vikrant; Gorman, Jason. "Dynamic characterization of in-plane bulk acoustic resonators using high-sensitivity optical reflection measurements." Paper presented at the Hilton Head Workshop 2016: A Solid-State Sensors, Actuators and Microsystems Workshop, Hilton Head, SC, Jun 6-Jun 9, 2016.

Gokhale, Vikrant; Gorman, Jason. 
“Dynamic characterization of in-plane bulk acoustic resonators using high-sensitivity optical 

 reflection measurements.” Paper presented at the Hilton Head Workshop 2016:  
A Solid-State Sensors, Actuators and Microsystems Workshop, Hilton Head, SC, Jun 6-Jun 9, 2016.



 
Figure 8: Fundamental width-extensional resonance and the first 
three odd-numbered higher modes for a SiBAR with a width of 
150 µm. All modes are measured using the knife-edge technique. 
The resonator was actuated with 10 mW RF power and 10 V DC 
bias in air. The bandwidth of the photodetector prevents 
measurement of modes higher than 200 MHz. 

Both measurements provide the same quality factor (Q) 
values, at any point on the resonator, within the experimental error. 
This Q is the direct mechanical Q of the SiBAR, and is an indicator 
of the intrinsic and design dependent mechanical dissipation 
processes (i.e., phonon loss, electron loss, thermoelastic damping, 
viscous damping, and tether loss). As such, these methods provide 
a more accurate way to measure and isolate the various dissipation 
mechanisms than using the ‘loaded’ Q values found in electrical 
measurement techniques. For the current SiBAR, viscous damping 
(due to etch holes and the transduction gaps) limits the Q to 
≈ 10,000 in air, and thermoelastic damping, which is exacerbated 
due to the etch holes, limits the Q to ≈ 66,000 in vacuum [8]. It is 
expected that higher frequency designs, without etch holes and 
operated in vacuum, will allow us to mitigate these dissipation 
mechanisms. The Q of resonators with higher frequencies is 
expected to be limited by tether loss and phonon loss. The 
presented optical techniques will be used to study these loss 
mechanisms in future work.   

 
Convolved Strain and Displacement Measurements 

It is important to note that knife-edge and photoelastic 
measurements can be convolved when there is high strain along an 
edge, such as the edges of an etch hole. The strain at the leading 
edges of the SiBAR approaches zero so the presented knife-edge 
measurements were not influenced by the photoelastic effect. This 
was verified by measured data at points just inwards of the free 
edge that have near-zero photoelastic response. Conversely, at any 
‘solid’ surface on the resonator there is no knife-edge signal, and 
any response is purely photoelastic. The deconvolution of the two 
signals based on analytical models for optical reflection will be 
addressed in future work.  
 
CONCLUSION 
Two complementary optical reflection measurement techniques for 
motion metrology of high frequency in-plane MEMS resonators 
were presented. The knife-edge technique can be used to measure 
planar displacement on any device edge with optical contrast, 
while the photoelastic measurement technique can be used on any 

clean solid material that has reasonable photoelastic coupling. Both 
techniques provide high sensitivity and resolution as compared to 
contemporary electrical methods, and are simpler to set up and use 
than other solutions such as 3D laser vibrometry. These techniques 
can be used to reconstruct the vibration mode shapes of resonators, 
allowing MEMS designers to better understand and optimize their 
designs for improved performance. These techniques also provide 
a more sensitive way to measure the mechanical dissipation in high 
frequency resonators, and can provide a path to a better 
experimental understanding of dissipation, even making it possible 
to separate and isolate different underlying dissipation 
mechanisms. The initial set of experiments with SiBARs indicates 
that there are differences between the measured and simulated 
mode shapes that cannot be easily explained. The possible causes 
for these differences and their effect on the performance of the 
resonator are topics of ongoing and future investigation. 
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SUMMARY 
Understanding emission of Tris(2-chloro-1-methylethyl) Phosphate (TCPP) from spray 
polyurethane foam (SPF) insulation will contribute to the assessment of exposure to TCPP in 
indoor environments. This study aims to: (1) develop a method to determine the gas phase 
concentration of TCPP in equilibrium with the material phase (y0) for open cell SPF, (2) 
determine the partition coefficient for TCPP between air and SPF (K), and (3) examine the 
influence of temperature on y0 and K. The emission of TCPP from two kinds of open cell SPF 
in a closed micro-chamber without flow are being tested.  The steady-state gas phase TCPP 
concentration in the chamber (Cequ) is also being measured. Cm0 (the initial concentration of 
TCPP in SPF) is measured using a solvent extraction method. Cequ and Cm0 will then be used 
to determine y0. These measurements are still in progress, and the preliminary results will be 
presented at the conference.  

PRACTICAL IMPLICATIONS 
The parameters (y0 and K) derived in present study can be used to predict TCPP emission 
from SPF in full scale indoor environments.  

KEYWORDS  
TCPP, Flame Retardant, Indoor Environment, Exposure, Spray Polyurethane Foam 

1 INTRODUCTION 
The desire to create more energy-efficient buildings in the United States has increased the 
application of spray polyurethane foam (SPF) insulation to reduce building envelope heat 
loss. Two different kinds of SPF, open cell (low density) and closed cell (medium density), 
can be produced on site via an exothermic reaction of two sets of chemicals. One of the main 
components in SPF is the flame retardant Tris(2-chloro-1-methylethyl) Phosphate (TCPP), 
which can be present in foam at a concentration up to 12 % by mass (Sebroski, 2012). Since 
TCPP is not chemically bound to the polymer matrix, TCPP may be emitted from the SPF 
after installation. Exposure to TCPP has been associated with asthma, reproductive and 
developmental problems (USEPA, 2014). Understanding the emission of TCPP from SPF will 
contribute to the assessment of exposure of TCPP in indoor environments and the 
development of strategies to control potential exposures. Previous studies have shown that 
emission of TCPP is likely externally controlled (convection) for open cell SPF, while it is 
controlled by both internal diffusion and convective process for closed cell SPF (Poppendieck 
et al., 2016). This study aims to measure the emission parameters of TCPP (y0 and K) from 
open cell SPF and examine the influence of temperature on those parameters. 

2 MATERIALS/METHODS 
Figure 1 shows the schematic of chemical emission from SPF in a closed chamber. Based on 
mass balance at equilibrium: 
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0m m m equ a equ s s equV C KV C V C K A C= + + (1) 

Where, Cm0 is the initial concentration of TCPP in SPF (μg/m3), Vm is the volume of SPF 
(m3), K is the partition coefficient for TCPP between air and SPF, Cequ is the equilibrium 
TCPP concentration in air (μg/m3), Va is the volume of air in the chamber (m3), Ks is the 
partition coefficient of TCPP between the chamber wall and air, and As is the area of 
adsorption surface (m2).  

• Cequ is measured using a 1 L chamber and thermal desorption-gas
chromatograph/mass spectrometer (TD-GC/MS) system. A small piece of SPF is
placed in the chamber (Figure 2). The air concentration in the chamber can be
measured by taking a 10 mL sample. When the concentration difference between two
successive samples (sampled every hour) is less than 5 %, the emission process is
considered to have reached equilibrium and the measured concentration is used as
Cequ.

          Figure 1 Emission process in a closed chamber     Figure 2 Photo of the chamber 

• Cm0 is measured by cutting the SPF into small pieces, extracting the sample
ultrasonically with hexane/methanol four times and measuring the TCPP
concentration in the extract using GC-MS.

• Vm is calculated based on the mass and the measured density of the SPF. Va is
calculated by substracting Vm from the total volume of the chamber (1L).

• Since Cm0 is very large in SPF (around 109 μg/m3), KsAsCequ is negligible compared to
VmCm0 and can be removed from equation (1). Then K can be calculated, if  Cequ, Cm0,
Vm, and Va are known. The gas phase concentration in equilibrium, y0 can be
calculated as Cm0/K.

3 RESULTS AND DISCUSSION 
These measurements are still in progress. Preliminary results will be presented at the 
conference. 

4 CONCLUSIONS 
The parameters (y0 and K) derived in the present study can be used to predict TCPP emission 
from SPF in indoor environments.  
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Abstract1. This study measures growth of Internet connectivity in Africa from 2010 to 2014 

with a focus on inter-country relationships. An initial analysis reveals a modest increase in the 

number of participating countries but an explosive increase in the number of routers and net-

work links. We then form the first country level topology maps of the African Internet and 

evaluate the robustness of the network. We study raw connectivity, pairwise shortest paths, and 

betweeness centrality, suggesting how improvements can be made to the inter-country African 

connectivity to enhance its robustness without reliance on paths traversing multiple continents.   

Keywords: Africa, Internet, Connectivity, Measurement

1. INTRODUCTION
As recently as 2007, more than 70 % of internal African Internet traffic was routed to other 

continents (generally Europe) before reaching its final African destination [1]. This statistic 

suggests that internal African Internet connectivity was composed of non-communicating iso-

lated clusters. This was true despite the existence of fiber optic submarine cables circling the 

entire continent [2]. In this study we measure and document the growth of the African Internet 

with respect to connectivity from 2010 to 2014. We show how the African Internet is losing its 

fractured nature and is strengthening in its robustness to connectivity disruptions. We first 

focus our measurements on router to router connectivity and observe a consistent imbalance in 

the density of Internet infrastructures between different countries. Supporting this is a 2013 

observation that 80% of the hosts in Africa were in the country of South Africa [3]. To avoid 

biasing our analysis toward countries with this high density, we create a novel country-to-

country connectivity map of Africa. With this approach, we evaluate the connectivity of indi-

vidual countries to each other and thereby measure more uniform growth.  

We form our African country connectivity graphs by leveraging publicly available data from 

the Cooperative Association for Internet Data Analysis (CAIDA) [4]. CAIDA provides us 

router level topological maps of the Internet with embedded geolocation information. CAIDA 

continuously updates its IP level topological map through the employment of its Archipelago 

(Ark) measurement infrastructure. As of 2014-05-09, Ark had 94 monitors distributed world-

wide, separated into three teams. Every 2 to 3 days, each team uses a traceroute-like procedure 

to probe a random IP address within each /24 subnet in the IPv4 address space. This yields a list 

of routers connecting the monitor to the target IP. With this architecture, the Ark infrastructure 

is only capable of discovering preferred paths to and from subnets containing a monitor. 

Routes between subnets that do not lie on a preferred route from a monitor to a target subnet 

will not be discovered. However, over time, each subnet is accessed from many different parts 

of the world (both countries and continents), revealing the primary pathways through the Inter-

net. Thus, we have confidence that we are discovering the major pathways through Africa. 

Because of this limitation, however, our resulting connectivity analyses should be considered as 

worst case bounds given that some smaller pathways between countries may not have been 

1 This work is a part of NIST efforts to develop metrics and tools for the analysis of complex 

interconnected systems with emphasis on the study of the resilience of critical infrastructure. 
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detected. Using the geo-location data files provided by CAIDA, we label each router with its 

country. Each file provides an incomplete map of routers to locations (including country codes) 

over a certain time period. For each router, the file creators examine the location information 

for all its interfaces. If all of them map to the same location, then they label the router with the 

respective location (and most importantly to us, the respective country). For each router for 

which a country label is not available, we label it with the country label that is most common 

among its neighbors. If there is a tie between two or more countries, we make a random as-

signment. In rare cases where none of a router’s neighbors have country labels, we perform a 

breadth first search and find the closest labelled router and use its country label. With this pro-

cedure, almost all nodes (except a tiny fraction ~0.0001%) were assigned a geo-location. We 

lastly form a country level topology map from the router level topology map by merging nodes 

with identical country labels. Lastly, we represent the non-African continents as single nodes 

by merging all non-African country nodes into nodes representing their respective continents. 

The end result is communication interconnectivity graphs for Africa from 2010 to 2014 show-

ing each country as a separate node and each non-African continent as a node (all multi-edges 

are removed). We then study country connectivity within Africa by evaluating raw connectivi-

ty, pairwise shortest paths, and betweenness centrality. 

2. DATA ANALYSIS 
Figure 1 shows the number of routers observed within Africa during the measurement period. 

The ‘A-Nodes’ line represents the number of routing nodes in Africa. The ‘AA-Links’ line 

represents the number of intra-Africa links over time. And the ‘AW-Links’ line represents the 

number of links between African routers and the rest of the world. The plots show a steady 

growth in the number of routers and links, indicating the growth in the overall infrastructure of 

the African Internet. This growth begins after October 2011 and continues through 2014 repre-

senting a factor of 35 increase in the number of routers observed in Africa. The number of 

observed links to other continents has also increased, but less significantly. The number of 

observed countries rises from 54 in 2010 to 57 in 2013 (all countries in the mainland). For the 

inter-country African links, we see a factor of 5 growth from 2010 to 2014, showing significant 

growth. However in 2014, these links accounted for only 0.3% of the links where both routers 

reside within Africa. Thus, the number of these critical inter-country links is relatively small 

but growing rapidly. In 2014, the African routers represent about 1.6% of the world’s routers 

(and 1.2% of the world’s links). Africa’s share of worldwide routers and links modestly in-

creases over the period of investigation while the fraction of world links that connect Africa to 

the other continents has stayed steady since 2010 (not shown). Taken as a whole, the data indi-

cates that most of the effort to improve Africa’s connectivity has been spent to connect nodes 

inside Africa. However, the countries with the greatest share of routing infrastructure have seen 

the most growth while the countries with the smallest share have experienced much smaller 

growth. Table 1 shows this disparity. The ‘top 3 countries’ (South Africa, Egypt, and Morocco) 

are those with the greatest number of nodes/links in 2014 while the ‘bottom 24 countries’ are 

those with the fewest nodes/links in 2014. Similar observations were made in reference [3] for 

the period 2004-2007 showing that this is a long term trend (although in this earlier period 

South Africa drove the majority of the growth).  

Table 1: Improvement in the number of links and nodes in Africa from 2010 to 2014. 

 Continent Top 3 Bottom 24 Rest of Africa 

Nodes 35x 46x 6x 17x 

Links 12x 15x 6x 7x 

To avoid biases involving countries with more infrastructures we now evaluate the country 

level interconnectivity maps. Figure 2 shows the number of country-level links within Africa 

and between Africa and the rest of the world.  Figures 3-6 show a graphic representation of the 

country-level connectivity for part of the investigation period. As was already seen at the router 
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level, the number of country level links within Africa is increasing but it is always smaller than 

the number of country-level links to the rest of the world. This indicates that even though Afri-

ca is improving its connectivity at the country level, it largely depends on the other continents 

(or satellite) for Internet connectivity. In 2010 and 2011, a number of African countries (24%) 

were connected via satellite (VSAT or directly to a country in a different continent) and do not 

have any direct link to other African countries. This was mostly the case for inland countries. 

Coastal countries (especially in the western part of the continent) are almost all directly con-

nected to the Internet. One reason could be the deployment of the SAT3/WASC (South Atlantic 

3/West Africa Submarine Cable) fiber optic submarine cable which goes along the west coast, 

giving countries in that coast an easier access. East coast countries are also connected to the 

Internet (possibly through the East Africa Submarine Cable System—EASSy). Another reason 

of this lack of infrastructure in landlocked countries is related to investment. According to 

African Economic Outlook, [7] resource scarce landlocked countries in Sub-Saharan Africa 

have attracted the lowest volume of investment in telecommunication during the period 2000-

2007. In 2014, the African country-level graph is connected (except for some island countries), 

implying that any African country can now communicate with any other African country using 

only links within the continent. 

We now study the characteristics of the country level connectivity graph. Figure 7 shows histo-

grams of the country to country degree distribution for year 2014 (all other measurement peri-

ods present similar characteristics). Most countries (always more than 25) have low degree, 

while a few countries (mostly South Africa) have high degree (greater than 20). The many low 

degree nodes and few high degree nodes is a characteristic of many engineered networks [5] 

and is usually referred as ‘scale-free’. Furthermore, we observed that nodes with low degrees 

tend to connect with nodes with high degree, and vice versa. This is another previously ob-

served property of engineered networks and is referred as ‘dissassortativity’[6]. Another metric 

of interest is the ‘betweenness’ centrality of individual countries, the fraction of shortest paths 

that go through that country (among pairs of African countries). Figure 8 shows that the majori-

ty of countries have very low betweenness centrality (carrying very little “relay” traffic). Only a 

small number of countries have a significant betweenness centrality. This indicates that if inter-

country traffic is routed using shortest path, only a few African countries will play a role of big 

hubs, while most countries will carry only traffic which they have generated or which is des-

tined to them. Also, the average number of hops between any pair of countries is always greater 

than 1 during the measurement period (in contrast, it is 0.5 for Europe). This means that, in 

average, communication between any pair of African countries has to transit through a third 

African country (while, in average, countries in Europe have direct link to each other). 

We next study the robustness of the country-level Africa graph to node and link failures. There 

exist several graph theoretic metrics to quantify the importance of a node (or link) in a network: 

(a) the degree of a node, (b) the betweenness of a node which quantifies how often a node lies 

in the shortest path between other nodes that represent the source and destination of a commu-

nication, and (c) the eigenvector centrality of the node which measures how connected the node 

is to well-connected nodes (the higher it is, the more connected the node is to well-connected 

nodes). Since all these features are important in the connectivity of a given country, we com-

bine them with the formula Conn(c)=(Deg(c)+Bet(c))eEig(c) to define the connectivity of a coun-

try where Deg(c) is the degree of the country, Bet(c) is the betweenness of the country and 

Eig(c) is its eigenvalue centrality. We define the connectivity of the continent as the sum of the 

connectivity of its countries. We then use this metric to study the robustness of the Africa net-

work to node and link failures by asking the following question: what is the maximum drop in 

connectivity when 1 (2,3,4,..) node  (resp. link) of the network fails? Figure 9 shows the evolu-

tion of the continent connectivity when we allow up to 5 countries to fail. For each of the num-

ber of nodes (allowed) to fail, we sequentially remove the node with largest drop in connectivi-

ty. We observe a very sharp decline for the first two countries and then the connectivity de-
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creases at a slower rate.  This suggests that the first two countries are very important for the 

connectivity of the continent as a whole. Similar analysis for link failures shows an almost 

linear drop in connectivity as more links fail (not shown).  

 
Figure 1: Number of nodes in Africa and 

number links within Africa and between 

Africa and the rest of the world. 

 
Figure 2: Number of country-level links 

within Africa and between Africa and 

the rest of the world. 

 
Figure 3: 2010-07 

 
Figure 4: 2011-07 

 
Figure 5: 2013-07 

 
Figure 6: 2014-12 

 
Figure 7: Number of connections for 

countries within Africa. 

 
Figure 8: Betweenness centrality. 

Finally, we propose an improvement of Africa’s connectivity by adding new links to the coun-

try-level graph. For each additional link, we ask the question: where in the continent (i.e., be-

tween which pairs of countries) to put the link to obtain the maximum increase in connectivity. 

We assume that there are 19 links to be added sequentially. For each new link, we use the con-

nectivity metric defined above to compute its best placement (i.e., which has a maximum in-

crease in connectivity). Figure 10 shows the improvement in the continent connectivity after the 

addition of each optimally placed link. We can see that the connectivity improves as more links 

are being added. However, the curve has a few plateaus (between 5 and 8 additional links, 

between 10 and 12, and after 15) between which its increases. One interpretation is that after 

having added 5 (resp. 10) links in the continent, one does not gain much by adding more links 

except if one can add at least 3 (2) additional nodes. This pattern of flat region-increasing re-

gion repeats even beyond 20 links (not shown). We also see that connecting nodes that already 

have many connections results in a smaller payoff while connecting nodes with small number 
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of connections results in large payoff. In other words, in order to improve Africa’s connectivity, 

we need to build links between countries with less Internet infrastructure. 

 
Figure 9: Robustness to node failures. 

 
Figure 10: Improving by adding links. 

3. RELATED WORK 
Several studies are available showing African Internet accessibility (see [2] and [7]). The Afri-

can Economic Outlook [7] provides and analyzes data on telecommunication investments, 

access to information technology, technology penetration, and connectivity in Africa. They 

have reported 16 undersea cables connecting Africa to the Americas, Europe and Asia (e.g., 

SAT3/WASC, EASSy, Seacom, TEAMS, RCIP, GL01, MaIN, ACE). With the exception of 

Eritrea and Western Sahara, all coastline countries have a cable landing on their shore. This has 

helped triple the Africa Internet access in the last decade. On the other hand, landlocked coun-

tries were (up to 2010) mainly connected via satellite (VSAT). However, our data shows that 

this is changing with inland countries connecting to the undersea cable via fiber optic cables 

traversing neighboring coastline countries. Most of the observations in [7] are also made in this 

paper, although it is based on (different) topological data set. Our paper, however, goes one 

step further by introducing a novel country-level connectivity graph of Africa and studies its 

properties. We also investigate improvement to the current country-level connectivity. [8] pro-

vides an analysis of the distribution of Internet infrastructure in Africa for the years prior to our 

study (with some of the same trends being found with respect to a few countries dominating 

African network growth). The ping end-to-end reporting (PingER) project is, like CAIDA, an 

Internet End-to-end Performance Measurement (IEPM) project that monitors end-to-end per-

formance of Internet links [9]. Using the simple and common “ping” test, PingER regularly 

measures how well data is flowing, if at all, between pairs of hosts. [10] uses PingER to shown 

the low presence of Africa in the world Internet, a steady improvement of Africa connectivity 

since late 2010, and the disparity in improvement among the African countries. Our study, 

although based on a different data set, confirms such observation. Their paper, however, does 

not study country-level connectivity nor does it consider the robustness and improvement anal-

yses carried in our study.  

4. CONCLUSION 
The development of the African Internet has lagged behind more developed continents. How-

ever, in the period of study from 2010 to 2014, significant growth has been observed. While our 

data source for this study certainly contains missing data (not all routes are visible), we have 

been able to evaluate rising lower bounds that indicate significant improvements throughout 

Africa. The raw data indicates that the fraction of worldwide Internet backbone routers attribut-

able to Africa is increasing. Furthermore, the number of intra-Africa links has risen substantial-

ly which is important given that much of the African inter-country connectivity had been previ-

ously routed through other continents. On a downside, we note that most of the router growth 

occurred in African countries that already had a robust infrastructure. That said, the countries 

with less infrastructures also generally experienced Internet infrastructure growth during the 
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time period of study. Moving beyond analyzing the raw data, we developed a novel country to 

country connectivity map of Africa. This enabled us to overcome analysis biases that can arise 

due to the bulk of Internet infrastructure residing in just 3 countries. With this map, we see an 

increasing participation of African countries over the time period of study. We also see a signif-

icant increase in the number of direct links between African countries. Even with these added 

links, however, the connectivity is still not as robust as Europe where the average hop length is 

much less. With respect to the rest of the world, we see an increase in links from African coun-

tries to other continents. At a deeper level, our connectivity metrics also reveal a highly scale 

free nature in the country to country Africa connectivity graph. There are many countries of 

low degree and a few of high degree. There is a negative assortativity whereby the low degree 

nodes tend to connect to the high degree nodes and not to each other. The connectivity within 

the center of Africa tends to be low. The problem with this this current architecture is that it is 

susceptible to node failure. The majority of African countries are dependent upon just a few 

other African countries for their intra-continental Internet access. However, judicious place-

ment of additional links can reduce the fragility induced by the scale free nature (i.e., links 

among the low degree nodes). This translates in the need for direct Internet links between coun-

tries with less Internet infrastructure in order to make that African Internet stronger as a whole. 
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ABSTRACT

The vision of Smart Manufacturing Systems (SMS) includes
collaborative robots that can adapt to a range of scenarios.
This vision requires a classification of multiple system be-
haviors, or sequences of movement, that can achieve the same
high-level tasks. Likewise, this vision presents unique chal-
lenges regarding the management of environmental variables
in concert with discrete, logic-based programming. Over-
coming these challenges requires targeted performance and
health monitoring of both the logical controller and the phys-
ical components of the robotic system. Prognostics and health
management (PHM) defines a field of techniques and meth-
ods that enable condition-monitoring, diagnostics, and prog-
nostics of physical elements, functional processes, overall
systems, etc. PHM is warranted in this effort given that the
controller is vulnerable to program changes, which propagate
in unexpected ways, logical runtime exceptions, sensor fail-
ure, and even bit rot. The physical component’s health is af-
fected by the wear and tear experienced by machines con-
stantly in motion. The controller’s source of faults is inher-
ently discrete, while the latter occurs in a manner that builds
up continuously over time. Such a disconnect poses unique
challenges for PHM. This paper presents a robotic monitor-
ing system that captures and resolves this disconnect. This
effort leverages supervisory robotic control and model check-
ing with linear temporal logic (LTL), presenting them as a
novel monitoring system for PHM. This methodology has
been demonstrated in a MATLAB-based simulator for an in-

Gerald Heddy et al. This is an open-access article distributed under the terms
of the Creative Commons Attribution 3.0 United States License, which per-
mits unrestricted use, distribution, and reproduction in any medium, provided
the original author and source are credited.

dustry inspired use-case in the context of PHM. Future work
will use the methodology to develop adaptive, intelligent con-
trol strategies to evenly distribute wear on the joints of the
robotic arms, maximizing the life of the system.

1. INTRODUCTION

Industries active in the manufacturing sector exist in a com-
petitive landscape where profitability is heavily influenced by
their operational directives. A manufacturer choosing to im-
plement Smart Manufacturing Systems (SMS) would likely
drive down their costs, improve their manufacturing goals,
and meet continuous improvement objectives. Robotics and
automation are often a logical and feasible ingredient to in-
creasing productivity, while also maintaining or improving
product quality and operational safety goals. A recent na-
tional report on advanced manufacturing showed that indus-
try use of automation positively impacted profitability such
that manufacturers were more likely to keep their internal
operations vertically integrated (Anderson, 2011). This re-
port also highlights the important role that next-generation
robotics will play in the future of manufacturing such as real-
izing improvements in flexibility, time to market, cost, qual-
ity, and human safety.

Prognostics and Health Management (PHM) is a comprehen-
sive field that attempts to create the systems and methods
which manufacturers employ to enhance their asset mainte-
nance programs. PHM standards are developed as a better
alternative to traditional reactive maintenance programs pri-
marily defined by initiating action only after a breakdown or
some lost production time event has occurred. It is through
the use of condition-monitoring, diagnostic, and prognostic
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methods that PHM attempts to understand the states of the
system and create a manufacturing environment where main-
tenance is carried out on a more preventative, predictive, and
proactive basis as compared to being purely reactive. A PHM
approach to maintenance proves beneficial by reducing man-
ufacturer dependence on non-value added maintenance time
and capital of parts replacement. PHM strives to increase as-
set lifespan while operating at lower cost.

The emergent contributions of robots to higher efficiency and
product quality in smart manufacturing processes have also
introduced new sources of risk thereto including: (i) safety
risks resulting from the collaborative and proximal interface
between humans and robots; (ii) maintenance schedule and
operations; and (iii) sensitivity to irregularities associated
with out-sourced parts and raw materials, among others. In
this sense, the centrality of PHM in smart manufacturing has
necessitated expansion to embrace systems-based risk model-
ing, assessment, management, and communication (Haimes,
2012, 2005). In particular, the interdependencies between
the robotics subsystems and the human operators necessitate
an understanding of the epistemological human behavior and
responses under extreme events originating from either the
robotics or human subsystems.

It is then necessary to think about PHM in the context of
robotics as both of these fields (PHM and robotics) enable
development of SMS. As private and public investment rises
to implement and develop next-generation robotics, we will
also need to create the high-level control strategies which
seek to attain condition-based PHM goals. This work intro-
duces a novel robotic monitoring system as a step towards
PHM with the motivation to display and predict both discrete
system failures and continuous motion wear.

After further review of SMS, the paper introduces an
industry-inspired use case. We will then apply a novel
methodology from (Huzaifa, Umer and Marvel, Jeremy A.
and LaViers, Amy E., 2015) that can incorporate a high-level
description of the correct behavior for the robotic system to
our use-case. This is accomplished with linear temporal logic
(LTL) specifications and a labeled, discrete representation of
the SMS. By generating a Büchi automaton representation
of the high-level specification phrased in LTL, the system
dynamic and correct behavior can be represented in the same
product automaton. This resulting automaton encodes all
system behavior that is within the specification and forms
the basis of the monitoring system. This methodology has
been implemented in a MATLAB-based simulator, which
also tracks a continuous system variable.

Finally, the paper presents results of this methodology with
respect to PHM. Correct control sequencing is represented
at a high-level using task-level labels for the discrete system
model. It is over these task-level labels that the specifica-
tion will monitor the correct behavior of the system. Wear

monitoring is achieved using a differential equation model of
wear in both loaded and unloaded conditions. These discrete
and continuous statuses are tracked and displayed and will be
used to develop corrective control strategies to maximize the
lifetime of the robotic system. This work is part of a larger
effort to create a modular, adaptive multi-scale PHM scheme
(AM-PHM) where we take operational demand profiles, gen-
erate performance and health assessments, then create opera-
tional objectives.

2. PROGNOSTICS AND HEALTH MANAGEMENT FOR
SMART MANUFACTURING SYSTEMS

Prognostics and health management (PHM) technologies re-
duce time and costs for maintenance of products or processes
through efficient and cost-effective diagnostic and prognostic
activities. In 2010, a comprehensive review was conducted
of prognostic and diagnostic methodologies for condition-
based maintenance (CBM) that presented the existing strate-
gies within four categories: physical models, knowledge-
based models, data-driven models, and combination (hybrid)
models (Peng, Dong, & Zuo, 2010). This review highlighted
many specific methods across these four categories (e.g.,
Hidden Markov Models, Bayesian network-related methods,
Fuzzy Logic, Principal Components Analysis) along with
their successes and limitations. No one method stood out
as being sufficient to provide both diagnostic and prognos-
tic intelligence at multiple levels. This review demonstrated
that for every method’s strength, there was at least a sin-
gle weakness. Similarly, another review of existing meth-
ods was conducted in 2012 that focused on comparing time-
based maintenance (TBM) and condition-based maintenance
(CBM) (Ahmad & Kamaruddin, 2012). TBM, commonly re-
ferred to as preventative maintenance, is typically simpler to
implement (in that maintenance is scheduled based upon a
specific unit of time; e.g., cycle time) while CBM, sometimes
termed predictive maintenance, may ultimately be more cost
effective if a process’s or equipment’s health data accurately
reflects its current state and allows a machine to run longer
until maintenance (as compared to a TBM schedule). The
challenge in CBM is gathering sufficient data to make a rea-
sonably accurate prediction. Both of these studies revealed
that PHM is applicable to both products and processes; this
makes PHM a tremendous, and necessary, asset to SMS.

Product PHM (providing health monitoring, diagnostics,
and/or prognostics for a finished system; e.g., automobile, air-
craft, power generation station) is more widespread as com-
pared to process PHM (providing health monitoring, diag-
nostics, and/or prognostics to a system that integrates one or
more pieces of equipment to complete a task; e.g., assem-
bly process, welding process, machining process). (Batzel &
Swanson, 2009) (Holland, Barajas, Salman, & Zhang, 2010)
(Hu & Koren, 1997) (Shen, Wan, Cui, & Song, 2010). Like-
wise, PHM techniques have been developed and applied more
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widely at the component/equipment level, yet some work has
occurred at the higher/system levels. For example, innovative
methods have been developed for various machining opera-
tions (Al-Habaibeh & Gindy, 2000) (Altintas, Verl, Brecher,
Uriarte, & Pritschow, 2011) (Biehl, Staufenbiel, Recknagel,
Denkena, & Bertram, n.d.) (Borisov, Fletcher, Longstaff, &
Myers, 2013). System level PHM methods have also been
developed, yet seem to be very focused in their applicabil-
ity and/or limited in capability (Barajas & Srinivasa, 2008)
(Datta, Jize, Maclise, & Goggin, 2004) (Hofmeister, Wag-
oner, & Goodman, 2013).

The paper (Vogl, Weiss, & Donmez, 2014) conducted a de-
tailed review of existing standards that were designed to help
guide implementation of PHM in manufacturing. Specifi-
cally, many of the current PHM standards were developed
within the International Organization for Standardization
(ISO) and focus primarily on condition monitoring and diag-
nostics (ISO, 2002) (ISO, 2003) (ISO, 2012). Few standards
include discussion of prognostics (ISO, 2004). The standards
review highlighted that only very specific processes benefited
from these standards; they are not considered broadly appli-
cable. This study highlights a gap in that no standards are cur-
rently available that are both robust and flexible to address the
diverse and dynamic environments presented by Smart Man-
ufacturing.

Smart Manufacturing presents a paradigm shift in that man-
ufacturers are thinking differently about how they implement
their production technologies, tools, and teams. The field of
robotics has already released and is actively working towards
a next generation of new products, bolstered by developments
in low-level controllers such as proximity detection, image
processing, and precise human-safe actuators. In addition,
collaborative robotics systems are emerging, enabling robots
to work side-by-side with humans and other robots without
requiring physical safety barriers. Collaborative robotics are
characterized by:

1. Lower total implementation costs
2. Reduced barrier-to-entry in the form of operational tech-

nical skill
3. Improved efficiencies and overall equipment effective-

ness (OEE) as discussed in (Jeong & Phillips, 2001)
4. Flexible spatial feasibility and responsive configurations
5. Increased safety features allowing humans to work

alongside them

For many small and medium-sized manufacturers, the cost of
integrating a robot into a historically manual process is the
most prohibitive barrier to automation. While the purchase
price of a robot is sometimes significant, it is dwarfed by the
cost of process integration, programming, and support. Many
collaborative robot technologies effectively reduce the over-
head associated with safety, programming, and factory floor

real estate. As such, the promise of reduced cost and ease of
use are seen as a means by which even small and medium-
sized enterprises may access and adopt automation technolo-
gies (Marvel, 2014).

However, with safety being the principal focus for the cur-
rent development of collaborative technologies, system per-
formance and reliability have yet to be verified. As such,
these systems require the means by which end users can guar-
antee the application performance, and ultimately establish
confidence in the systems on which they will rely. Proper
health monitoring and prognostics modeling of system and
process performance, in particular, will provide end users
with the necessary insights into the reliability of such emerg-
ing smart manufacturing technologies.

With this profound interest for installing robotic and other
automated platforms, it is increasingly important to create
the high-level control strategies necessary for operating them.
The competitive landscape has changed the way corporations
manage their supply chain solutions. A plant manager cannot
lead his or her world class facility with only reactive mainte-
nance systems in place. Rather, PHM based techniques could
be seen as a corollary to the cultural principles established in
Total Productive Maintenance (TPM) (Nakajima, 1988) and
Lean Manufacturing (Shah & Ward, 2003).

3. THE INDUSTRY-INSPIRED USE-CASE

For our use-case, we have created a scenario with two robots
collaborating together to accomplish a task in a work cell that
is assumed to be a part of an entire production line. The task
to be completed can be subdivided into a pick and place oper-
ation combined with a drilling operation, as seen later in Fig-
ure 3. The pick and place will be performed by a robot which
we will name “Ben”. The drilling operation is performed by
a robot named “Mike”.

Boxes are generated according to a predetermined cycle time,
arriving from an upstream work cell and appearing on a con-
veyor in front of Ben. Ben picks up a single box after it has
been detected, rotates his torso actuators ninety degrees, and
places it on a second conveyor that is elevated off the factory
floor. Boxes then continue their conveyance route, already
facing the correct orientation to receive the drilling operation.
When a box is detected in front of Mike, the end effector is
extended, grabs the box, drills a hole, and retracts the arm.

We will engage the use case to show the many motion tra-
jectories that could be employed to accomplish this specific
work cell’s task. It is an exciting contribution of the work
to introduce the notion that we can generate redundant mo-
tion sequences to be leveraged for PHM. These will later be
identified by the novel monitoring methodology achieved by
a formalized separation between the overall system task and
the single strategy employed at any one point in time.
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It should be noted the use-case assumes a dynamic model of
wear that shows increases in wear over time as the number of
movements increase in the robot. We are also using a discrete
transition system model of each robot’s behavior and capabil-
ities.

4. AN LTL-BASED MONITORING SIMULATOR FOR
THE INDUSTRIAL USE-CASE

We will now review the individual components of the soft-
ware simulator framework as implemented on the industry
inspired use case. This includes the representation of the in-
volved robot subsystems as discrete transition systems. Fur-
ther, we explain the linear temporal logic based high level
objective description and monitoring.

4.1. Transition System Representation

The two robots in our use case are represented in the form
of discrete transition systems. A discrete transition system is
a well known concept in Computer Science where it is ex-
tensively used in formal proofs for different algorithms and
software. For our case, we have also incorporated a continu-
ous state variable in the respective transition systems for rep-
resenting the wear in the robots. The transition systems of
the robots for the industry inspired use-case are given in the
Fig. 1. Using notation described in (LaViers, Chen, Belta,
& Egerstedt, 2011), for the two robots this representation is
given as:

T1 = (Q1, q01
,→1,Π1, h1, C1, w1), (1)

T2 = (Q2, q02 ,→2,Π2, h2, C2, w2), (2)

T1 represents transition system for Mike and T2 represents
transition system for Ben where

(i) Q1 = {q1
1 , q

1
2 , q

1
3 , q

1
4} is the finite set of Mike’s

states, either hand labeled by a user or generated
automatically through a segmentation framework.
Q2 = {q2

1 , . . . , q
2
8 , q

2
9} is the similar set of Ben’s states.

Superscripts indicate the robot (1 is for Mike, 2 is for
Ben).

(ii) q01 and q02 are the initial states of Mike and Ben respec-
tively;

(iii) →i ⊆ Qi×Qi is a reflexive transition relation of Mike (if
i = 1) or Ben (if i = 2) , where each state has a self-loop,
allowing for one robot to transition to a new state without
that requirement being imposed on the other robot;

(iv) Π1 = {Minitial,Mopengrip,Mdetect,Mdrillready,Mdrill,
Mclosedgrip} is a finite set of atomic propositions for
robot Mike.
Similarly, Π2 = {Binitial, Bopengrip, BDetect, BDrop,
BgrabReady, BGrab, Bhold, BIntermedPos, BDropReady}
is a finite set of propositions for Ben.

These propositions represent the status of different sub-
tasks performed by Mike and Ben respectively;

(v) hi : Qi 7→ 2Πi is a satisfaction (output) map, where state
qij satisfies the set hi(qij) of propositions from Πi. 2Πi

represents a set of all possible combinations of proposi-
tions of one robot. Thus, hi is a mapping of these combi-
nations to each one of the states in the robot i. It can be
seen in Fig. 1 how each of the states has a combination
of individual propositions;

(vii) C1 and C2 are sets of pairs of the form (f(x, t), τ ).
For C1 we have (f1

1 (x, t), τ1
1 ),...,(fn×r×e(x, t), τn×r×e)

such that f1
j (x, t) represents dynamics of a continuous

parameter for duration of τ1
j . In the final pair, n = 6

and defines the number of degrees of freedom in Mike;
r = 13 and is the number of motion primitives in Mike;
e = 2 representing the two environmental cases e.g.,
loaded and unloaded condition, for Mike. Similarly for
C2 we have (f2

1 (x, t), τ2
1 ),...,(f2

9×13×2(x, t), τ2
9×13×2);

(vi) w1 : →1 7→ C1 and w2 : →2 7→ C2. w1 and w2 are
mapping from each transition for a respective robot to
a pair in corresponding C1 and C2. More simply, it is
a function that maps all the transitions of a robot to a
corresponding wear dynamic.

The states correspond to the robot states while performing
the tasks. For example, a state can be the idle state when the
robot is waiting for the sensor to detect the box in front of it.
The atomic propositions represent statements about the states
of the robot and they can be either true or false. The linear
temporal logic (LTL) specifications, as will be explained in
the next subsection, are described in terms of these statements
and the system evolves in terms of them.

The next task is to combine the representation of different
robots to describe the whole system in terms of a single tran-
sition system. This can be achieved using the composition of
the two transition systems. This composition is achieved by
taking synchronous product of the transition systems for the
individual robots.

The synchronous product of two transition systems T1 and
T2, denoted as Tp = T1 ⊗ T2, is a new transition system with
(QP , q0P

,→P ,ΠP , hP ). The states are Cartesian pairs of
the single robot states, i.e., QP ⊆ Q1 ×Q2, likewise q0P

=
(q01 , q02). Transitions exist between these joint states if and
only if a transition existed between both single states, i.e.,
→P⊆ QP × QP is defined by (q, q′) ∈→P if and only if
q 6= q′, (q1, q

′
1) ∈→1 and (q2, q

′
2) ∈→2, where q = (q1, q2)

and q′ = (q′1, q
′
2). The set containing atomic propositions

for the composition of the two transition systems, denoted as
ΠP , is a union of the individual sets of propositions for the
two robots that extends to include propositions which apply
to situations where both robots are active.

Now we have the transition system for the two robots defined.
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(a) Transition System of Mike

(b) Transition System of Ben
Figure 1. Transition Systems of the Robots.

With a formal representation of the robots, we can now define
high level tasks for the robots in terms of the states. This is
accomplished with LTL specifications and their representa-
tion in the form of Büchi automaton. Next we describe the
LTL based specifications.

4.2. Linear Temporal Logic (LTL) Specifications

What we want is a tailored transition system according to the
high level objectives. This is where the LTL specifications
come in. A brief introduction of the LTL operators is given
as follows:

LTL formulas are described in terms of the set Π of atomic
propositions. LTL specifications describe the high level ob-
jectives in the form of Boolean and temporal operators. The
Boolean logic operators, that have been used, include, ¬
(negation), ∨ (disjunction), ∧ (conjunction), and→ (implica-
tion). The temporal operators include, X (next), U (until), F
(eventually), and G (always). LTL formulas are defined over
infinite words generated by the transition systems. In partic-
ular, the LTL specifications we define, describe the possible
actions of our system of robots, Tp.

An LTL formula φ is said to satisfy a word of the transition
system if the formula φ is true for the first position of the
word; Xφ states that at the next state, an LTL formula φ is
true; Fφ means that the LTL formula φ eventually becomes

true at some position of the word; Gφmeans that the LTL for-
mula φ is true for all the positions of the word; φ1 Uφ2 means
φ2 eventually becomes true at some position in the word and
φ1 is true until that position of the word comes. More com-
plex and sophisticated specifications can be designed using
a combination of Boolean and temporal operators. For de-
tails (Clarke, Peled, & Grumberg, 1999) can be consulted.

As an example, some high level objectives and their LTL rep-
resentations are given below. We will only show the basic
LTL form G(Proposition1 → Proposition2), as this will
be the most common form used in practice by manufacturers
in specifying their high level objectives.

(i) Ben! Stay in initial position when Mike is performing
drilling
G (Mdrill → Binitial)

(ii) Mike! do not grip unless you are in the drilling position
G (Mclosedgrip →Mdrill)

(iii) Ben! do not open your hand while you are holding the
box
G (¬Bhold → Bopen)

(iv) Mike! Stay in initial position when Ben is dropping the
box
G (BDrop →Minitial)

Figure 2. Büchi Automaton representation of an LTL specifi-
cation

To check whether all words of the transition system, Tp, sat-
isfy an LTL formula φ over the set of propositions ΠP , we
need to have Büchi Automaton that accepts only the words
satisfying φ. By the help of a tool, LTL2BA (Gastin & Odd-
oux, 2001), we are able to get a Büchi Automaton Bφ from
the LTL specification φ. For example, the first specification
can be given in the Büchi Automaton form as pictured in Fig.
2.

A tailored representation of the system can then be had by
taking a product of the system transition system Tp and Bφ to
get the final automaton A. Now this automaton as mentioned
earlier represents all the allowed transitions between states
of the system in light of the specifications defined in φ. The
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LTL specifications are defined in such a way that they define
the desired behavior of the whole system. We monitor the
behavior of the system by monitoring the transitions in the
system. If an error occurs, because of a sensor failure, robot
motor failure etc., these specifications are not satisfied and the
monitoring system returns a sequence that is not satisfied by
TP×Bφ. We monitor and verify the desired movements of the
robots based on the allowed transitions by using an interface
between MATLAB and VREP.

5. APPLICATIONS TO PHM

Through the use of LTL we are able to build the discrete sen-
sor oriented piece of the monitoring scheme. The transition
system’s representation of the continuous parameter for each
robot, C1 and C2, allows us to track differential wear func-
tions over time. The two of these combine to create the com-
plete system monitor for use in PHM.

5.1. Results of the LTL-Based Monitor

Figure 3 depicts the three dimensional model of the robotic
work-cell in the VREP simulation environment. Figure 4
shows the MATLAB interface displaying continuous time
wear parameters and the cycle time associated with the two
robots along with the discrete system information. In the top
figure, continuous information for the whole system has been
presented. This includes wear information of all the joints of
the robots according to the dynamic functions defined in the
previous section. For each of the robots, wear has been com-
puted for all of the six joints. It can be observed that wear
curves for robot Ben are more evenly spread on to all the
joints. In comparison, wear curves for robot Mike are mostly
defined by joint 6. The third graph in Figure 4(a) represents
the cycle time for each task that Mike and Ben are perform-
ing.

Figure 4(b) conveys information of the system’s discrete na-
ture. The Motion Primitives section indicates the current mo-
tion primitive of Ben and Mike by filling the corresponding
circle for the motion primitive. Discrete Objective states the
high level overall objective of the system. Overall Status in-
dicates if the high level objective specifications are satisfied
or violated by toggling the color of the corresponding bubble.

A generalizable structure of the work is defined by Figure
5. The figure is specifically for the use-case where we have
two robots that collaborate with each other, but could be ex-
tended to include any number of Robotic Transition Systems.
The Robotic Transition Systems, which abstract the physical
robots present on the factory floor, are subsequently trans-
formed into the overall Manufacturing System Automaton.
The plant maintenance team or robotics engineers create the
high-level LTL specifications to monitor the discrete excep-
tions of the Manufacturing System, which is then mathemat-
ically written as the Büchi Automaton of the LTL Spec. The

Figure 3. VREP simulation environment of the use case com-
plete with two robots performing the pick and place of the
box and subsequent drilling operation.

LTL Spec and Manufacturing System Automaton can then be
represented in the same automaton, which finally becomes the
Discrete System Monitor for PHM applications. The actuator
wear is also projected for each joint with respect to the robotic
systems to monitor continuous parameters. Discrete and Con-
tinuous Prognostic Indicators are finally realized, which is ex-
emplified by the MATLAB interface in Figure 4.

5.2. Application to Adaptive Multi-Scale PHM

As previously stated, this paper is a part of a larger effort
to create an adaptive multi-scale PHM scheme described in
(Choo, Beling, LaViers, Marvel, & Weiss, 2015). Adaptive
multi-scale prognostics and health management (AM-PHM)
is a methodology designed to support PHM in smart manu-
facturing systems. AM-PHM is characterized by its incor-
poration of multi-level, hierarchical relationships and PHM
information. AM-PHM utilizes diagnostic and prognostic
information regarding the current health of the system and
constituent components, and propagates it up the hierarchical
structure. By doing so, the AM-PHM methodology creates
actionable prognostic and diagnostic information along the
manufacturing process hierarchy. This information includes
the predicted health state upon completion of a task. The
health estimates that flow up the hierarchy are based upon
simulated operational directives that flow down it. Nodes at
given levels along the system hierarchy consume operational
profiles from adjacent, higher level nodes. These profiles de-
scribe the production goals under consideration by the deci-
sion makers (e.g., operators and supervisors) in the superior
level. In addition to the traditional workload, bill of materi-
als, and requirements of the manufacturing process, the op-
erational profile may have a focused objective such as mini-
mizing cost or maximizing reliability. Each AM-PHM mod-
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(a) Continuous wear information for each robot, Ben and Mike, and
their respective task cycle times

(b) Discrete information showing the active motion primitives, current
system objective, and a status indicator showing if the high level ob-
jective is currently satisfied.

Figure 4. MATLAB interfaces for the continuous and discrete
pieces of the monitoring framework

Figure 5. A more general representation of the LTL based
monitoring system applied to the use-case where two robots
are working together to accomplish a task.

ule creates operational profiles for its subordinate AM-PHM
modules while producing diagnostic and prognostic informa-
tion for its higher level subsystem.

The simulator framework described in this paper would pro-
vide the capability to estimate wear and other measures of
system health with respect to given operational profiles, and
so could be the basis for upward push of prognostics and
health estimates. In an attempt to deliver true adaptable and
scalable information for translating operational profiles into
operational directives, LTL specifications can be hierarchical
in nature to capture subtopic levels, or the individual motors,
and head topic levels, which is the team process flow.

6. CONCLUSION

The paradigm shift in Advanced Manufacturing, where man-
ufacturers are introducing the next generation of flexible and
collaborative robotics, has the potential to further shape the
sector. This shift, along with Prognostic and Health Man-
agement techniques, is a large part of what will enable Smart
Manufacturing Systems. The novel LTL-based monitor re-
viewed in this work introduces a method for connecting con-
tinuous and discrete prognostics, and is immediately applica-
ble to the robotic platforms that manufacturers seek to install
in their factories.

We have applied this monitor to an industry-inspired use-case
and showed in a three dimensional simulation environment
how the methodology can be integrated on a robotic work-
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cell. The differential wear functions can be installed to fit the
manufacturer specific application, and handled by the auto-
mated computing environment for generating wear diagnos-
tics. Intuitive high-level specifications can be applied by sys-
tems integrators or plant supervisors for filtering out discrete
exceptions. This is especially important as production lines
in the advanced manufacturing setting employ an increasing
suite of sensors to observe their processes.

Therefore, we have laid the ground work for building in-
telligent control strategies to evenly spread wear of robotic
platforms, ergo maximizing the life of the system. Future
work will leverage the supervisory control and model check-
ing found in the monitor to define the multiple ways motions
can be performed, and then switch between styles of motion
to best extend asset life. This automated flexibility continues
to close the gap on waste, both in the form of time and capital
expenditure.

The LTL-monitor serves as a blueprint for implementing
PHM in robotics and all other forms of automation. The
protocols can be written to allow for information flow into
the larger supply chain systems scheme, further bolstering
the Adaptive, Multi-scale PHM environment. The overall vi-
sion gives plant leadership teams and operations management
alike the structure to seamlessly integrate their manufacturing
capabilities with market demand. As pressures for profitabil-
ity continue, this will undoubtedly be of interest to industry
to ensure productivity, quality, and safety goals.
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ABSTRACT  
Smart manufacturing combines advanced manufacturing 

capabilities and digital technologies throughout the product 
lifecycle. These technologies can provide decision-making 
support to manufacturers through improved monitoring, 
analysis, modeling, and simulation that generate more and better 
intelligence about manufacturing systems. However, challenges 
and barriers have impeded the adoption of smart manufacturing 
technologies. To begin to address this need, this paper defines 
requirements for data-driven decision making in manufacturing 
based on a generalized description of decision making. Using 
these requirements, we then focus on identifying key barriers 
that prevent the development and use of data-driven decision 
making in industry as well as examples of technologies and 
standards that have the potential to overcome these barriers. The 
goal of this research is to promote a common understanding 
among the manufacturing community that can enable 
standardization efforts and innovation needed to continue 
adoption and use of smart manufacturing technologies. 
 
Keywords: Smart manufacturing, Data-driven decision making, 
Standardization, Systems integration 

INTRODUCTION  
Manufacturing has increasingly relied on software systems 

to improve productivity and manage operations. Modern 
manufacturing equipment can often support networking and 
monitoring as well as reporting performance metrics to varying 
degrees. Even older, legacy equipment can be retrofitted to 
provide similar capabilities. New technologies have been 

proposed to enable better performance monitoring and control 
for manufacturing systems, including visualization tools and 
advanced analytical capabilities to support scheduling, 
performance monitoring, and anomaly detection. Such 
technologies have been driven by demands for increased 
flexibility and resource efficiency. Other business drivers 
include smaller customer orders and tighter delivery dates [1] 
and greater responsiveness to sustainability concerns [2]. As new 
capabilities have been introduced into manufacturing systems to 
respond to these and other technology drivers, more complexity 
has been added to manufacturing operations, which in turn has 
forced the use of new and better technologies for system design 
and management.  

The term “smart manufacturing” has been adopted to refer 
to manufacturing systems that combine advanced manufacturing 
capabilities and digital technologies throughout the product 
lifecycle. Such systems are characterized by improvements in the 
following capabilities [3]: 

 
• Communication with other systems across a network 
• Collection and response to operational data 
• Support for decision making 
• Increased specialization to accommodate advanced 

materials 
 

Moreover, each component of a smart manufacturing system 
may contain all of these capabilities for a particular function and 
thus can be considered a smart manufacturing system in itself.  

Smart manufacturing incorporates many of the historical 
manufacturing paradigms that have been the focus of 
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researchers’ and practitioners’ efforts to improve manufacturing 
practices. Examples of these paradigms include lean, flexible, 
agile, sustainable, digital, and cloud manufacturing. Smart 
manufacturing can enable aspects of these paradigms for all 
manufacturers from small businesses to large enterprises [4],[5]. 
One critical aspect of these systems is the use of data and 
information to make informed decisions. An example 
technology area that reflects this characteristic is the Industrial 
Internet of Things (IIoT) based on the Internet of Things (IoT) 
concept. In the IoT, many commonly used items are networked 
and may be equipped with computers capable of collecting and 
processing data and responding to external events, which 
essentially makes them "smart." The IIoT extends this idea to 
manufacturing where the items are the sensors, devices, 
equipment, and systems found within manufacturing facilities. 
Thus, whereas the IoT connects mainly consumer devices, the 
IIoT connects devices typically found in an industrial setting. By 
networking these items, manufacturers can have access to wide 
swaths of data and information to support decision making. 

There is wide agreement that innovations, such as smart 
manufacturing and the IIoT, can provide important benefits to 
manufacturers. For example, an Industry Week survey found that 
88% of surveyed manufacturers believe that the IIoT is an 
important trend and 63% also believe that it is critical to their 
success [6]. This trend was also found by a recent Accenture 
survey of manufacturers [7]. However, the majority of 
respondents – 66% in the Industry Week survey and 71-93% in 
the Accenture survey – also do not have a specific and 
comprehensive strategy to deploy and use the technology [6],[7]. 
A similar industry study from LNS Research found that only 
13% of surveyed companies were moving forward with the IIoT 
today [8], and some industry experts estimate that only 5% of 
manufacturing machines are currently being digitally 
monitored [9]. These survey results should come as no surprise 
given that the IIoT and many smart manufacturing technologies 
are in the early phases of market adoption where compelling use 
cases and education are essential for success. The goal of this 
paper is to begin to meet this need by understanding the 
requirements for manufacturers to leverage smart manufacturing 
technology to support decision making. 

BACKGROUND  
We can think of a general data-driven decision-making 

process as being composed of seven basic activities that occur 
once the purpose or goal of the decision is well understood as 
shown in Figure 1 [10]. The first activity, “Scope,” refers to 
defining the boundaries and key performance indicators (KPIs) 
and metrics needed to address the goal of the decision. “Identify” 
determines the data and information needed to support the 
calculation of KPIs and metrics within the boundaries of 
analysis. “Collect” requires using tools and methods to gather the 
identified data and information from the system of interest, while 
“Transmit” requires using tools and methods to move the 
collected data and information from the system of interest to 
where it may be analyzed. “Analyze” is the calculation of the 
identified KPIs and metrics from the collected data and 

information using appropriate methodologies. “Share” refers to 
accessing previously generated data, knowledge, and resources 
to reduce the cost, expertise, time, and training needed to 
generate new intelligence through analysis. Finally, “Retrieve” 
is the storing and accessing of generated intelligence quickly and 
accurately without losing knowledge to support future decisions.  

One of the primary purposes of much of the smart 
manufacturing technology on the market is to improve on the 
general data-driven decision-making process described 
previously [10]. Enabling technologies and standards have been 
established to support solutions that help manufacturers use data 
in new and valuable ways. One example is in the area of process 
monitoring and control systems, which are widely used 
throughout manufacturing industries [11]. At the heart of these 
systems are control-feedback loops. As shown in Figure 2, a 
control-feedback loop includes the following devices: 

 
•   A controlled process; e.g., machining. 
•   Actuators that act upon the environment; e.g., a pump 

to deliver coolant to the machine tool frame. 
•   Sensors that measure physical properties of the process 

and convert measurements into outputs that a controller 
can interpret; e.g., a sensor to measure the temperature 
of the machine tool frame. 

•   A controller that adjusts actuators based on sensor 
input; e.g., the controller may activate a coolant pump 
if the measured temperature of the machine tool frame 
exceeds a certain value. 

 
The control-feedback mechanism shown in Figure 2 is 

influenced by disturbances to the process environment as well as 
by human interaction through a human-machine interface 
(HMI). In addition, the controller and sensors may receive input 
from remote diagnostics and maintenance tools. 

The devices controlling a process in a smart manufacturing 
system may also be “smart.” For example, a smart sensor has the 
ability to perform computations on process measurement data 
before passing the data to the controller. The HMI and 
diagnostics and maintenance tools may adopt modern 
information technologies and Internet protocols. As a 
consequence, today’s smart manufacturing systems increasingly 
resemble traditional IT systems. Hence, they share some of the 
same potential weaknesses and vulnerabilities. 

 
Figure 1: Generalized data-driven decision-making 

process [10]. 
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Other examples exist in process monitoring and control. 
These systems in manufacturing require data interoperability to 
capture often disparate data and information streams that exist 
within manufacturing systems. MTConnect is an example of a 
manufacturing data exchange standard that enables data-driven 
decision making. It is an open-source standard designed for data 
and information flowing from shop-floor devices, equipment, 
and applications [12]. There are several commercial solutions 
that have been created using the MTConnect standard, such as 
System Insights VIMANA, TechSolve ShopViz, and FORCAM 
Force [9],[13]. These and other solutions and standards available 
to manufacturers have allowed them to monitor shop-floor 
operations using dashboards that report appropriate KPIs and 
metrics. Despite the potential value provided by technologies 
and standards for process monitoring and control and decision 
making in general, manufacturers remain hesitant to adopt these 
solutions because of the inherent implementation challenges and 
potential security liabilities they pose.  

Understanding how to integrate and deploy new technology 
is not trivial for a manufacturer or technology vendor. To benefit 
from these advances, manufacturers often require technical 
insight just to navigate the breadth and type of technologies now 
available to improve their systems [1],[14]. Preliminary 
technology development and validation also occur in research 
environments, which may not contain the implementation 
barriers that often exist in production environments [10]. For 
example, sensors can operate differently when installed in real 
production environments and may require interfaces to function 
with older equipment. Wireless networks may function 
differently in different environments based on existing sources 
of interference and the demands placed on the network. In 
addition, different components of a manufacturing system are 
connected by a wide range of interfaces with different levels of 
technological maturity and openness as well as different 
functional scopes [10]. 

Collaboration between manufacturers and solution 
providers will help assure that smart manufacturing technologies 

work well together. In this way, stakeholders can identify 
problem areas in deployment that may have been missed when 
developing smart solutions. Best practices for using solutions 
can emerge as will opportunities for standards. Additionally, the 
collective knowledge may expose systemic problems that were 
not identified in isolated performance testing. The sharing of this 
expertise can enable successful deployment and more 
widespread adoption of smart manufacturing technologies and 
can benefit the entire manufacturing community if made public. 
Ultimately, pooling the knowledge of many can create a resource 
that will benefit all and allow the community to discover trends 
and opportunities that would otherwise be missed.  

Helu et al. [10] proposed the development of a collective 
knowledgebase to identify implementation barriers and solutions 
for deploying smart manufacturing technology. This paper 
expands that concept by identifying common activities for and 
barriers to data-driven decision making in manufacturing. This 
work forms an outline for when, where, and how new 
technologies offer the potential to help manufacturers make 
better decisions. It also provides an initial framework on which 
to build a base of experience when using these technologies and 
understanding the risks involved therein. 

FRAMEWORK  APPROACH  
The software community has developed a large body of 

work that addresses how to assure the performance of software 
systems. This work serves as a useful template to address 
performance assurance for data-driven decision making in 
manufacturing. A foundation for our approach is the Common 
Weakness Enumeration (CWE). The CWE is based on a model 
of collaboration where problems with software infrastructures 
are collected and documented [15]. It is a critical component of 
a cybersecurity strategy that collects the experience of many 
software system users and distills learned shortcomings into a 
form that can benefit others. It categorizes reported issues, tracks 
the frequency of these issues, and provides documented 
solutions. The CWE forms a basis for addressing deficiencies in 
cyberdefense for many organizations. 

Based on Helu et al. [10], we propose to apply the CWE 
model of collaborative experience to aid the deployment of smart 
manufacturing technologies for data-driven decision making. 
Using collaboration to find and share critical success stories, 
enable more rapid deployment of the technologies, and identify 
opportunities for improvements requires an organized means of 
enumerating common activities for and barriers to data-driven 
decision making in manufacturing. To organize such an 
approach and identify relevant content areas, we leverage a 
similar approach from the security community: the 
Cybersecurity Framework [17].  

As cybersecurity has become an increasingly critical 
concern, considerable focus has been given to developing a 
comprehensive set of tools and guidelines that can educate 
various stakeholders in an organization about the intricacies of 
cybersecurity. The Cybersecurity Framework is one result of 
these efforts that was developed for critical infrastructure 
organizations to better manage and reduce cybersecurity 

 
Figure 2: Industrial Control Systems operation [11]. 
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risks [17]. The Cybersecurity Framework provides a way for 
organizations to describe their current security posture and target 
state and to communicate and assess progress toward meeting 
goals. It is organized in a hierarchical fashion, which allows for 
high-level as well as detailed descriptions of security activities. 
Thus, the Cybersecurity Framework has a broad base of users.  It 
can facilitate communication not only between different 
categories of stakeholders but also between different levels of 
management within an organization, e.g., between a chief 
executive and cybersecurity professionals responsible for 
implementation. In addition, the Cybersecurity Framework links 
desired security outcomes to specific sections of standards, 
guidelines, and best practices, which offers guidance on how to 
achieve desired cybersecurity outcomes.  

A major component of the Cybersecurity Framework is the 
Framework Core, which is a taxonomy of cybersecurity 
activities common across critical infrastructure sectors [17]. The 
highest level of the Framework Core consists of the following 
five functions denoting basic cybersecurity activities: Identify, 
Protect, Detect, Respond, and Recover. Each of these functions 
is subdivided into categories, which are high-level outcomes tied 
to a particular requirement or activity. Each category in turn 
contains a set of subcategories, which are specific lower-level 
outcomes that support the category’s higher-level outcome. Each 
subcategory points to informative references providing guidance 
for achieving the subcategory’s outcome. Figure 3 provides a 
high-level structure of the Framework Core.  

Because it provides a structure that enables capabilities 
similar to the ones we are interested in, we adapted the approach 
of the Cybersecurity Framework when defining the functional 
areas and categories of activities to be accomplished for data-
driven decision making in manufacturing. Two especially 
attractive capabilities are the utility of the Cybersecurity 
Framework as a communication tool and its approach of linking 
goals to actionable guidance. The decision-making process 
described previously consists of seven functional areas. For each 
of those areas, we describe the categories of activities and sub-
activities required to achieve the function. We also provide 
examples of the barriers to successful implementation of the 
listed activities and the enabling solutions that are available to 
address these barriers. Note that these descriptions are not meant 
to be exhaustive. They are meant to provide a framework for 
others to contribute towards a collaborative, community-
developed knowledgebase. 

In our approach, we take advantage of instances where the 
requirements of cybersecurity and decision making in 
manufacturing are well aligned. For example, consider the 
Framework Core “Identify” function, which has been defined as: 
“Develop the organizational understanding to manage 
cybersecurity risk to systems, assets, data, and capabilities” [17]. 
This definition is similar to that of the Identify function in our 
proposed knowledgebase since both involve establishing an 
understanding of physical and human resources, business 
environment, capabilities, intellectual property, information, 
policies, and risk management strategy. Another example is the 
“Asset Management” category in the Framework Core Identify 

function. The high-level outcome for this category is defined as: 
“The data, personnel, devices, systems, and facilities that enable 
the organization to achieve business purposes are identified and 
managed consistent with their relative importance to business 
objectives and the organization’s risk strategy” [17]. Again, the 
definition is applicable to both cybersecurity and decision 
making in manufacturing.  

In addition to overlap between the requirements of 
cybersecurity and decision making in manufacturing, our work 
relied on literature and industry experience as appropriate to 
generate a fuller perspective on the requirements and barriers to 
data-driven decision making in manufacturing. The result of our 
work was documented in a spreadsheet resource that can serve 
as the foundation of a larger knowledgebase. The content of this 
spreadsheet is discussed in the next two sections of this paper. 

REQUIREMENTS  FOR  DECISION  MAKING  
Deploying data-driven decision-making technologies into 

manufacturing systems creates a system-of-systems integration 
challenge. The first and most important step in navigating this 
challenge is to identify the requirements of the systems through 
a variety of methods including literature reviews and pilot 
studies. These requirements serve as a foundation for realizing 
critical manufacturing needs (current and future) that can be 
effectively measured and ranked against other drivers. Similar to 
the Cybersecurity Framework, requirements are understood 
through the activities that they must support. They are captured 
within each function as a set of categories of activities which are 
then broken down into sub-activities as described previously. We 
can then identify barriers and enabling technologies to 
accomplish each subactivity listed.  

Table 1 provides an example of our approach for one 
category of activities in the Analyze function: “Select 
appropriate analysis algorithms to assess data to satisfy the goal 
of the analysis.” This example illustrates the subactivities 
involved to perform any general manufacturing analysis. 
Manufacturing analyses are conducted to maintain the efficiency 
and effectiveness of manufacturing operations and to serve as a 
foundation for continuous improvement. A critical aspect of 
manufacturing analysis is the selection of appropriate algorithms 

 
Figure 3: Cybersecurity Framework Core [17]. 
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 5  

and their implementation. Table 1 also inclues the barriers that 
influence how a company decides on a specific analysis solution. 
Collecting the information on the different barriers that a 
manufacturer will face provides an opportunity for 
understanding and prioritizing the trade-offs that must be 
balanced, such as cost, data storage, measurement uncertainty, 
reliability, response time, extensibility, openness, and required 
expertise. In addition, an understanding of barriers begins the 
process of identifying solutions. The remainder of this section 
describes some of the key categories of activities for each of the 
seven functions that compose data-driven decision making.  
 
 
 

Function #1: Scope 
The scope sets the stage for establishing or identifying the 

requirements for a problem space to which smart manufacturing 
technology will be applied. A properly scoped work effort can 
ensure a company’s success or failure. Too large a scope and the 
company may never achieve significant progress toward 
improving its smart manufacturing capabilities while too small a 
scope may result in mediocre results and poor marks by 
management. By first determining the appropriate focus, key 
system requirements, associated technologies, and significant 
barriers for deploying new technologies, companies can most 
effectively direct their efforts for maximum impact. 
Communications has a significant role in how one defines the 
scope as all manufacturing activities must be coordinated with 
internal and external stakeholders. This includes issues such as 
personnel knowing their roles and how to interact and coordinate 
with stakeholders.  The categories of activities involved in 
setting the scope are as follows:   

  
•   Analysis of the scope to understand the business 

environment, including the organization’s mission, 
objectives, stakeholders, and activities 

•   Communication with stakeholders to understand 
interactions and dependencies 

 
Function #2: Identify 

Identifying key systems and data is an essential first step for 
planning and implementing new technologies for smart 
manufacturing. The requirements should have a direct and 
defined correlation to the smart manufacturing goals that map to 
business drivers and support the efforts that will have been made 
clear in the scoping activities. In this category, one identifies 
specific analysis needs in terms of manufacturing processes, 
associated resources, and data sources and flows. The identified 
processes and data, such as energy and material utilization, will 
support the goals designated in the scope:  

 
•   Manage assets so as to understand the data, people, 

devices, systems, and facilities involved 
•   Understand the operational environment, including the 

material and information flows to and from assets 
•   Understand data collection capabilities of different 

assets 
•   Understand the relationship between scope and data 

needs 
•   Specify data collection requirements for specific 

analysis activities 
 

Function #3: Collect 
Data from decision-support and analysis applications, some 

developed internally and some commercial, need to be collected 
and key input/output parameters and other relevant information 
captured. Many newer manufacturing resources now support 
continuous monitoring, detect and communicate key events, and 
provide essential and reliable data collection. Older systems can 

Table 1: Subcategory of activites required to select algorithms 
for data analysis. 

Subcategory of Activities Barriers to Implementation 

Identify algorithms (or describe 
algorithm requirements if there 

are no known algorithms) 

Explicit cost: Implementations 
costs money. Implicit cost: 

Even free implementations can 
involve expensive installation, 

maintenance, integration, 
tracking bug patches, finding 

support. 
Choices are overwhelming, 

many algorithms have subtle 
differences that are not at first 

important. Algorithms may 
have different implementations. 

Select parameters 

May not be possible to identify 
optimal parameters; Heuristics 

and/or extensive 
experimentation likely to be 

necessary. 
Describe time performance 

requirements Performance is often hard (or 
impossible) to quantify; 

performance may take too long Describe memory performance 
requirements 

Describe the uncertainty 
requirements 

Lack of common practices for 
quantifying manufacturing 

uncertainty  

Describe reliability 
requirements 

Many algorithms trade off 
reliability for speed as most 

optimal algorithms are 
exponential (really, NP-

complete). 

Determine degree of 
opacity/transparency (and 

possibly justify lack thereof) 

Some solutions are black boxes. 
Even ostensibly transparent 

algorithms (i.e., neural 
networks) come with no 

explanation. 
Describe extensibility (or lack 

thereof) 
Some algorithms cannot be 

readily extended. 
Identify and justify proprietary, 

commercial, patented, secret 
algorithms. 

Some algorithms are 
proprietary, patented, etc. which 
restrict usage, distribution, etc. 

Determine required expertise Expensive/difficult to 
find/become expert 
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be retrofitted to collect various types of performance information 
but instructions for doing so do not exist.   

Data can be collected for a variety of purposes. For example, 
detailed data collection may be used for a thorough analysis of a 
manufacturing process for process improvements. This type of 
collection may involve modeling the physics of the process and 
supports offline analysis. The analysis is often relatively 
complex and requires significant computation. Conversely data 
can be collected to support real-time control of systems. This 
type of data collection involves carefully identified performance 
indicators that can be used to determine a need for adjustments 
in the system’s operation. Frequently, there is a relationship 
between these two types of data since detailed analysis is often 
conducted to plan for operational control. 

Data can be collected through several means. Reviews of 
external studies (industry, academia, and government) can be 
used to collect comparable data sets to those operations within 
an organizaiton. The most applicable results can be obtained 
through collecting data internally within the enterprise. Internal 
data collection is a larger undertaking and is the focus of the 
activities for this function. Categories of activities in this area 
include: 

 
•   Continuous monitoring  
•   Detection and communication of performance 

problems 
•   Collection methods 
 

Function #4: Transmit 
Transmitting data requires the physical movement of data 

from the data source to the point where the analysis occurs. For 
example, companies can move data from machine tools on the 
shop floor to an enterprise database that is accessible to engineers 
using MTConnect. This supports close to real-time analysis of 
shop-floor control and performance. Smart manufacturing is 
prefaced on automated dissemination of data ensuring proper 
delivery and requires methods beyond the use of portable digital-
storage devices, such as thumb-drives. The transmission of data 
involves activities in a number of areas to ensure that the data 
arrives where it is needed in a usable and reliable manner. These 
activities fall into the following categories: 

 
•   Data availability and timeliness 
•   Data integrity in terms of both semantics and 

completeness 
•   Data tracability 
•   Infrastructure maintenance 
•   Cybersecurity 
•   Integration into manufacturing operations 
 

Function #5: Analyze 
A hallmark of smart manufacturing is that detailed analyses 

of manufacturing systems are being made more readily available 
in terms of speed, accuracy, and general accessibility of analysis 

applications. Categories of activities that support these 
capabilities include: 

 
•   Identification of analysis techniques appropriate to the 

problem 
•   Preparation of data for the analysis 
•   Visualization methods 
•   Validation and verification   

 
Companies have made great progress in analyzing various 

aspects of manufacturing to better produce products. Key drivers 
continue to be cost, on-time product delivery, and asset 
utilization. Computing power and networking capabilities are 
making complex analysis using real-time data available for 
manufacturing systems during operations. 

 
Function #6: Share 

Smart manufacturing is defined by the ability to 
communicate data, information, and knowledge throughout the 
enterprise. To get maximum utility from an analysis, it is 
essential that information collected be stored in formats that 
promote sharing between the company’s various analysis 
applications, between the analysis applications and the 
operations, and with a variety of stakeholders. For example, 
planning simulations run by manufacturing engineers will need 
to send results to the factory floor. The ability to share data 
provides the opportunity for companies to undertake activities 
such as storing data and information for reuse, identifying 
storage technology, and defining resource registries.  Categories 
of activities in this area include: 

 
•   Planning for data and content reuse 
•   Implementing data-sharing environments, including 

systems, policies, and procedures 
•   Protecting sharable resources 
 

Function #7: Retrieve 
Due to the various types and formats of data being stored, 

having an optimal way to retrieve the data is important. Retrieval 
effectiveness will include identifying the right information, 
withdrawing the data at the right time, and providing it to the 
right user in the right format for its use. The categories of 
activities in the retrieve function are: 

 
•   Ensuring accessibility of data resources 
•   Presentation of data 
•   Search and query of data through formal methods 
•   Managing traceability of data 
 

Common Requirements and Enabling Technologies 
There are a number of requirements and enabling 

technologies that are common across the seven functions 
reviewed in this section. These examples reflect the 
interdependency of the functions and how complementary 
efforts better ensure that problems be addressed by taking a 
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systems-level perspective. One example area is asset 
management. This is an important consideration whether 
tracking manufacturing equipment and tools, networking 
infrastructure, or deploying custom applications and software 
tools to meet production needs. A second area is information and 
data formats. This directly correlates to integration and 
interoperability challenges that cross all functions and remain a 
major cause for productivity issues. A third area is data 
availability and integrity. This area is now receiving needed 
attention in efforts to develop common practices for verification 
and validation of manufacturing data, such as the new ASME 
Subcommittee on Verification and Validation (V&V) for 
Manufacturing [16]. 

BARRIERS  AND  ENABLING  TECHNOLOGIES  
There are many significant barriers that can challenge 

manufacturers when addressing the requirements described 
previously. While some barriers can be easily addressed once 
properly understood, others may have conflicting goals that 
hinder effective resolution. However, recognizing these 
challenging barriers may be useful in creating new opportunities 
for appropriate standards and technology development. 

Examples of significant barriers to achieve each decision-
making function follow. Space does not permit us to be 
comprehensive, so instead we provide some example barriers 
that are often common for many manufacturers. We also describe 
potential solutions to these barriers where possible. 

 
Function #1: Scope 

Scoping requires that an organization's mission, objectives, 
stakeholders, and activities are understood and clearly identified, 
communicated, and prioritized. One of the greatest challenges in 
scoping is addressing the multiple viewpoints that are involved 
in an analysis. Often a superficial understanding that rests on 
semantic misunderstandings prevails. The misunderstanding 
may not be clear until much further in the decision-making 
process, which may create faulty assumptions and wasted 
efforts.  

Scoping challenges often occur when trying to deploy 
strategic objectives as operational improvements [18]. While 
many may understand a strategic objective such as cutting costs, 
it can be difficult to see the larger perspective where cost cutting 
in one area may increase costs in other areas or in the future. 
Identifying the operational areas to target for improvement is 
part of the scoping challenge. A number of technologies and 
standards for documenting processes can be employed to gain a 
clear understanding of the systems, software, and people 
involved in an analysis. However, the practice of using these 
technologies may be inconsistent. Good measures of the impact 
of different processes on the larger system can also help in 
scoping an analysis problem, but obtaining such measures can be 
difficult.  

Conflicting goals are often created because of scoping 
challenges.  As an example specific to manufacturing operations, 
consider a company embarking on an energy savings 
undertaking.  Looking at energy use and energy saving potentials 

in isolation would very likely affect overall productivity.  
Whereas looking at productivity in isolation may overlook 
energy saving potentials.  An instance of this phenomenon is 
seen in strategies being developed to control machine downtime 
so as to maximize productivity and minimize energy use to the 
extent possible.   
 
Function #2: Identify 

Identification barriers can arise from a number of issues 
most important of which is perhaps the complexity of 
manufacturing operations. Asset management, a key activity, is 
crucial to being able to identify appropriate systems and 
information for an analysis. For example, an analysis focused on 
discovering a particular type of environmental impact or a 
security vulnerability will be dependent on identifying the 
equipment that could potentially be involved. Asset management 
should address changes to any system in a timely manner to 
enable the identification of the resources needed for an analysis. 
Often asset management has been a very manual process. New 
technologies are allowing for more automated and accurate asset 
management. However, many cultural, procedural, and technical 
barriers can exist when deploying these technologies.  

Many analyses require detailed information on the flows of 
material, energy, and information within the manufacturing 
enterprise, as well as the capabilities of various assets in terms 
of manufacturing performance and sensing and data reporting. 
This information is necessary for planning detailed analysis. For 
example, to understand energy consumption in a manufacturing 
facility, it can be useful to know what systems already monitor 
energy use and the level of detail at which this monitoring occurs 
to determine the need for additional sensors.     

Another challenge is understanding the amount of data 
needed to support analysis. For example, the frequency of data 
collection from a sensor and the reliability of the sensor data can 
depend on several downstream considerations, such as the 
effectiveness of analytics, the impact of data transmission on 
network bandwidth, the amount of available data storage, and the 
affordability of solutions. In addition, as more data is collected, 
the means by which data is presented becomes another barrier to 
its utility.  

Decreased costs, increased adoption of recognized 
standards, and improved technology can be helpful in addressing 
these barriers. For example, standards, such as ISO 22400 [19] 
for manufacturing operations management, can help identify 
data that needs to be collected for analysis. 
 
Function #3: Collect 

Connecting devices, applications, and machines to the 
network, making the devices and their information recognized 
and accessible to approved users, and protecting the devices 
from unauthorized access are some of the challenges 
manufacturers face. Data collection can be impeded or prevented 
entirely by a variety of barriers. For example, a machine tool can 
often be a “black box” that accepts commands but rarely 
provides rich data in response. It can be difficult for operators to 
know when actual process parameters (e.g., cutting speed, feed) 
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meet the nominal process parameters requested. Other data may 
be “hidden” by the controller and inaccessible even to trained 
practitioners. Sometimes manufacturers can add sensors to 
capture this information, but it can be difficult to integrate these 
sensors without interfering with the operation of the machine and 
potentially voiding warrantees. Even if certain components are 
physically accessible, there may be no practical interface to 
provide access to data.  Sometimes a vendor may intentionally 
hide information or limit export capability to lock customers into 
a proprietary tool [20]. Vendors can also be forced to develop 
solutions that are intentionally different to avoid infringing on 
patents. Since patents and patent overlap can be very complex, 
dangers of patent infringement are a particularly challenging 
barrier [21] and can apply to other functional areas as well. 

 
Function #4: Transmit 

While some data transmission is straightforward, much of it 
is difficult and will remain so for a variety of reasons. As an 
example, security requirements and practices stand as a barrier 
to transmission. Current security practices include isolating 
machines from a network if the machines present a significant 
risk to being accessed inappropriately. This is often the case for 
machine tools, many of which use outdated operating systems 
that are no longer supported by vendors. Even when machines 
are on a network, other barriers may be present, such as requiring 
protection by manual interaction for access (e.g., multifactor 
authentication) that intentionally cannot be automated. 

Other barriers to transmission relate to the physical 
environment in a manufacturing facility. For instance, wireless 
signals do not always operate as efficiently as designed due to 
interference from the shop floor. Furthermore, as manufacturing 
becomes more reliant on timely access to data, infrastructure 
maintenance takes on greater importance. 

 
Function #5: Analyze 

Analysis faces many barriers including availability of the 
appropriate data and the ease of use of analysis applications. 
Changing analysis algorithms may require data that was 
previously thought to be valueless and discarded [22]. Some 
analysis can be used in real time while others require more 
processing time than is available in real time. While the later are 
still valuable, understanding how to integrate them into a system 
is still challenging. Some algorithms may be proprietary and 
patented, which can restrict use or make them too expensive. 
Some algorithms are based on heuristics without guarantees of 
performance, runtime, or space consumption limiting the 
applicability. Finally, some black-box-type algorithms (such as 
neural networks) provide no easy way to assess their 
performance, which can make their use unreliable. For more 
advanced analysis techniques, such as machine learning, reliable 
educational material on when and how to use them during 
operations is often lacking.   
 
Function #6: Share 

Barriers related to sharing range from policy to technology.  
On the policy side, deciding what can be shared and with whom 

is challenging. Too much sharing can create the risk of revealing 
trade secrets, while too little sharing may cause an organization 
to deal with duplication of efforts, people working at cross 
purposes, and missed opportunities. Another challenge is 
deciding what data, information, and metrics are most likely to 
be of benefit to the recipient since extra information may result 
in wasted processing effort. On the technology side having a 
common strategy for sharing results is important. Many solution 
providers are now offering cloud-based platforms for facilitating 
sharing but these do not necessarily address the complex 
archiving needs of an enterprise whose business depends on 
detailed engineering capabilities [23],[24]. Furthermore, 
tracability of products back to the specific processes used in their 
production is growing more important. 

 Another important barrier is understanding what partners 
within the supply chain can be trusted with what data. Partners 
may have other data or relationships that can use data in a way 
that is not expected. For example, access to inventory levels 
intended to give supply partners better preparation for ramping 
up manufacturing can be used by those same suppliers to 
negotiate more competitively. Some data can be sanitized, but 
figuring out what or how much sanitization is necessary can be 
time consuming and must be potentially revisited before each 
sharing event.  

 
Function #7: Retrieve 

Barriers to retrival limit the ability to find the right 
information at the right time. Challenges exist in addressing 
context-based methods for searching and managing the 
traceability of data. There are few methods to organize content 
in ways that are intuitive to practitioners, and few common 
practices for maintaining data provenance. For example, when 
data information resides in a variety of formats, some being  
proprietary, it can be difficult to bring them into a common 
analytic framework for further analysis. Difficulties arise in 
connecting data from different sources in terms of semantics as 
well as temporally. In addition, tracing the lineage of the data 
used in an analysis is important for authoritative purposes as well 
as understanding potential sources of error. Long-term archiving 
of data may be appropriate so that analysis can be repeated in the 
future. In addition, any translation of data is likely to result in 
some loss of content. For example, when creating visualizations 
for human consumption, details of the analysis are often not 
directly available.  
 
Examples of Solutions to Overcome Barriers 

Three types of solutions that address most barriers are 
standards, reference data, and technology. For example, dealing 
with multiple formats or multiple interfaces can be addressed 
with a standard. Similarly, technology advancements can 
provide solutions to some barriers. For example, improved 
modeling tools and methods allow for more effective and 
efficient simulations. Lastly, reference data can be helpful to 
implementors by saving them from the effort of exploring these 
ideas anew. 
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Admittedly, all of these approaches are limited to the degree 
by which they can surmount barriers and sometimes they can 
present new barriers themselves. While standards can be helpful, 
their development often takes considerable time and effort, and 
there is always the risk that the standard may not be adopted. 
Numerous organizations have evolved with different approaches 
to standards building as a result [5]. Still standards can 
themselves become a barrier. For example, there is no point to 
seek standardization for a technology that will have a relatively 
limited lifespan, especially when the time needed for a standard 
development effort exceeds the life of the technology. Indeed, 
premature standards can inadvertently lock users into inferior 
solutions.  

An alternative to standards are “best practices,” where a 
group of companies or an industry sector agrees to a common set 
of implementation guidelines for a standard. Because the agreed-
to best practices are not part of the “official” standard, they can 
be more easily modified in response to technological change or 
business drivers. An example of a best-practices effort in support 
of manufacturing is the CAx Implementor Forum, which is a 
group of Computer Aided Design software vendors, users, and 
solution providers who publish guidance for implementing ISO 
10303-242. ISO 10303-242 is a standard for the representation 
and exchange of digital 3D design data with annotations that 
provides product and manufacturing information needed for 
fabrication 25,26. Another best-practices example is the 
MTConnect C++ Agent, which has been provided to enable 
implementation of the communications protocols of the 
standard [27]. 

Similarly, technology can also offer further challenges as 
well as solutions. When solutions work, they may come with 
trade-offs and often sacrifice flexibility due to a lack of 
interoperability between competing vendor solutions.  

Wireless technology is an example of several of these issues. 
Wireless was a technological advance over wired connections 
that allowed mobile solutions as well as easier placement of 
sensors and controllers. Very quickly after its introduction, 
standards were offered to address incompatibility issues and 
proprietary lock-in. However, there are currently many 
incompatible wireless standards including some with proprietary 
implementations, such as IEEE 802.15.1 (Bluetooth Classic), 
Bluetooth Low Energy, IEEE 802.11 (WLAN), and IEEE 
802.15.4 (ZigBee, WirelessHART, ISA 100) [28]. 

SUMMARY  
The successful deployment and use of data-driven decision-

making and other smart manufacturing technologies will depend 
on educating manufacturers and technology developers about the 
best ways to leverage the value of these solutions. Manufacturers 
need support to navigate the breadth of solutions in the market, 
and technology developers must understand the most compelling 
use cases to ensure that their solutions meet the needs of industry. 
The first step towards assuring the performance of smart 
manufacturing technologies is to develop a means for the 
manufacturing community to pool its knowledge and collaborate 
to identify problems and collect solutions and best practices. 

Helu et al. [10] proposed a collective knowledgebase to provide 
a means of achieving this goal. We have extended the idea in this 
paper by describing a framework to organize the content of the 
knowledgebase and by identifying some common activities for 
and barriers to data-driven decision making in manufacturing. 

While the proposed framework has focused on data-driven 
decision making, it may be used for other aspects of smart 
manufacturing technology, such as increased specialization to 
accommodate advanced materials, increased use of model-based 
engineering [29],[30], and increased deployment of 
collaborative robotic systems. Future work will focus on 
expanding the content in the framework as well as providing 
more depth to the initial content generated for this research. We 
hope to engage the larger manufacturing community in this effort 
to ensure its comprehensiveness and accuracy. Bringing together 
experts, though, requires an effective operational model for the 
knowledgebase, which is another goal of future work. If 
successful, we believe that the knowledgebase can spur 
innovation by identifying high impact areas for standards and 
technologies that help deliver on the promise of smart 
manufacturing and ensure the success of manufacturing. 
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ABSTRACT  

The development of digital technologies for manufacturing 
has been challenged by the difficulty of navigating the breadth 
of new technologies available to industry. This difficulty is 
compounded by technologies developed without a good 
understanding of the capabilities and limitations of the 
manufacturing environment, especially within small-to-medium 
enterprises (SMEs). This paper describes industrial case studies 
conducted to identify the needs, priorities, and constraints of 
manufacturing SMEs in the areas of performance measurement, 
condition monitoring, diagnosis, and prognosis. These case 
studies focused on contract and original equipment 
manufacturers with less than 500 employees from several 
industrial sectors. Solution and equipment providers and 
National Institute of Standards and Technology (NIST) 
Hollings Manufacturing Extension Partnership (MEP) centers 
were also included. Each case study involved discussions with 
key shop-floor personnel as well as site visits with some 
participants. The case studies highlight SME’s strong need for 
access to appropriate data to better understand and plan 
manufacturing operations. They also help define industrially-
relevant use cases in several areas of manufacturing operations, 
including scheduling support, maintenance planning, resource 
budgeting, and workforce augmentation. 

INTRODUCTION  
 The role of sensing, monitoring, and control in any system 
is to observe data, use the collected data to determine the 
system’s state, and apply the generated knowledge to optimize 
and/or improve the system’s performance. To better meet these 
goals, the development of sensing, monitoring, and control for 
manufacturing systems has progressed from human oversight to 
more sophisticated sensor-based monitoring systems [1]. In-
process, sensor-based monitoring systems are considered an 
essential means to meet increasingly tightening requirements on 

the precision, quality, and performance of manufacturing 
processes [2-3]. In addition, the growth and accessibility of 
digital (i.e., information and computer-based) technologies for 
manufacturing has provided industry with new opportunities to 
collect and use data to improve the control of engineering and 
production systems [4-5]. These technologies have the potential 
to improve the competitiveness of manufacturing by reducing 
cost, improving productivity, ensuring first-pass success, and 
augmenting existing capabilities in the workforce.  

Smart manufacturing, digital manufacturing, cloud 
manufacturing, cyber-physical systems, the Industrial Internet 
of Things (IIoT), and Industry 4.0 are some of the terms that 
have been used to describe the increasing use of digital 
technologies in manufacturing and industry in general. Despite 
the various terms that exist in the literature, these areas of 
research and development have several common themes. First, 
all describe some form of interoperability between systems 
across the product lifecycle (from design to end of life) and the 
manufacturing enterprise (from the shop floor through the 
supply chain) [4-6]. Second, this interoperability enables the 
generation of actionable intelligence through the efficient and 
effective use of collected data and information. Finally, the 
generated intelligence supports decision making through 
improved monitoring, analytics, modeling, and simulation.  

One area of manufacturing that has benefited from digital 
technologies is prognostics and health management (PHM). A 
recent industry survey found that maintenance and machine 
performance are two of the most important benefits of the 
Industrial Internet of Things [7]. While PHM is typically 
considered in the context of process, equipment, or system 
health and maintenance, it is a broader field that encompasses 
performance measurement, condition monitoring, diagnosis, 
and prognosis [8-9]. The goal of PHM in manufacturing is to 
apply robust sensing, monitoring, and control to best respond to 
planned and unplanned changes in the performance of 
manufacturing systems [9]. Meeting this goal requires sensing 
and control strategies integrated across the manufacturing 
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enterprise that can generate and respond to high-quality 
intelligence on the current performance of production systems. 

There are a number of digital technologies and standards 
that have been introduced that support one or more 
requirements of PHM. Liang et al. [3], Gao et al. [10], and Teti 
et al. [11] provide a thorough summary of much of the research 
and development of these solutions and highlight relevant 
examples in the market. The market contains software solutions 
that support manufacturing operations management by 
monitoring shop-floor data and providing dashboards that 
display metrics and key performance indicators (KPIs). Some 
of these solutions also include platforms that provide additional 
intelligence based on the collected shop-floor data, such as 
classifying productive and nonproductive periods for 
equipment. Examples of these software include System Insights 
VIMANA, TechSolve ShopViz, FORCAM Force, and Memex 
MERLIN [12-13]. In addition, some manufacturers have 
designed their own software solutions, such as ITAMCO’s 
QUPID system, which is a mobile application that captures and 
provides operational information to shop-floor personnel [12]. 
Each of these solutions leverages the MTConnect standard, 
which is an open-source standard that enables interoperability 
between shop-floor devices, equipment, and applications [14].  

Even though digital technologies are increasingly available 
and accessible to manufacturers, they are not yet extensively 
used in industry. For example, some experts have estimated that 
only 5 % of machines in manufacturing facilities are currently 
being monitored digitally [13]. Part of the problem is that 
manufacturers have found it increasingly challenging to 
navigate the breadth of new technologies available to 
industry [5]. This difficulty is further compounded by 
technologies developed without a good understanding of the 
capabilities and limitations of the manufacturing environment. 
This is especially true for small-to-medium enterprises (SMEs), 
which have typically been an underserved market segment. The 
goal of the research presented in this paper is to enable the 
development of PHM solutions appropriate for industry by 
describing industrially-relevant use cases. To describe these use 
cases, we first study existing manufacturing operations through 
a series of case studies to identify the relevant needs, priorities, 
and constraints of industry. Our focus in these case studies is on 
performance measurement, condition monitoring, diagnosis, 
and prognosis.  

CASE  STUDY  APPROACH  
We designed the case studies presented in this paper to 

target three research areas. First, we wanted to describe the 
equipment, infrastructure, and configuration of manufacturing 
systems common in industry. Second, we wanted to identify the 
common metrics and best practices used by industry in their 
sensing, health management, and control activities. Finally, we 
wanted to define the common problems, failures, and 
bottlenecks for manufacturing processes, equipment, and 
systems. These case studies distinguished between large and 
SME manufacturers so that we could better capture the often 

substantially different considerations specific to each 
environment. We have presented the results of case studies 
conducted with SME manufacturers in this paper. SME 
manufacturers were defined as those organizations with less 
than 500 employees [15]. Jin et al. [16] have presented more 
information about the case studies conducted with large 
manufacturers.  

Case-study participants were primarily discrete 
manufacturers that used subtractive processes and operated 
within a variety of industrial sectors, including aerospace, 
automotive, chemical, energy, mining, personal care, 
petroleum, pharmaceutical, and shipping. The participants were 
grouped into three classifications based on workforce size and 
role within the supply chain: small contract manufacturer, 
medium contract manufacturer, and original equipment 
manufacturer (OEM). Contract manufacturers (sometimes 
referred to as “job shops”) are outsourcing organizations that 
contract with other companies to produce parts owned by the 
customer. OEMs are organizations that produce parts owned 
internally or by a parent company. In addition to SME 
manufacturers, the case-study effort also included solution and 
equipment providers and National Institute of Standards and 
Technology (NIST) Hollings Manufacturing Extension 
Partnership (MEP) centers that work with the SME 
manufacturing community. 

Interactions with prospective case-study organizations 
typically began with an introductory telephone call to present 
the objectives of the effort and discuss any potential concerns. 
We followed this initial interaction with more detailed 
discussions with key shop-floor personnel (for manufacturers) 
or appropriate engineering personnel (for solution and 
equipment providers and NIST MEP centers) that focused on: 

• Metrics and key performance indicators (KPIs)
• Maintenance activities and strategies
• Best operational practices and examples of successful

improvement efforts
• Methods used to monitor, respond to, and improve

interactions with suppliers

The goal of these conversations was to identify the common 
approaches used by the organization being studied as well as 
the critical drivers and limitations that motivated these 
approaches. The discussions did not include any predetermined 
questions and were allowed to evolve as the participant 
preferred to better understand the greatest concerns for SME 
manufacturers even if those concerns fell outside of the scope 
of this study. Site visits and detailed facility tours were 
conducted for a subset of participants based on availability. 
These visits focused on further demonstration and explanation 
of specific systems, issues, and challenges highlighted 
previously during the discussions. We followed up with 
participants as needed to clarify previous discussions. 
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CASE  STUDY  FINDINGS  
We present the findings from the case studies by describing 

a generic SME within each classification group. Table 1 
provides an overview of each of the three generic SMEs. The 
findings for each generic SME has been developed by 
aggregating the data generated from the case studies. We select 
this approach to highlight the overall themes we encountered 
instead of issues specific to one organization. 

Small Contract Manufacturer 
Table 2 provides a summary of the findings for the Small 

Contract Manufacturer (referred to as “SCM”). The SCM has 
the smallest workforce and lowest sales revenue of the three 
generic SMEs. It also usually earns the smallest margin per part 
given the need to remain cost competitive in the market. The 
SCM’s small workforce is employed fully on the shop floor and 
typically in multiple roles. This flexibility leans the workforce 
and addresses a significant challenge the SCM shares with all 
SME manufacturers: finding good operators and machinists. 
This challenge is especially problematic for the SCM since it 
needs a relatively diverse set of skills given the variety of 
contracts it may win, but it often lacks the resources to train and 
retain talent. In fact, the SCM knows that larger manufacturers 
poach its talent to avoid having to invest in finding and training 
employees. This is a significant disincentive for the SCM to 
invest its limited resources in advanced manufacturing 
technologies. 

The need for flexibility is paramount for the SCM when 
considering equipment needs. Table 1 highlights the relatively 
diverse set of industry sectors served by the SCM. It also shows 
the relatively large number of distinct part numbers that the 
SCM must manage, which is driven by the need to bid on a 
large variety of contracts to ensure a steady flow of business. 
The SCM has more machines (35) than employees to provide 
as wide a range of manufacturing process capabilities as 
feasible, such as milling, turning, grinding, electric-discharge 
machining, stamping, and forming. These machines are also of 
varied age and equipment make since the SCM purchases 
equipment with the best value relative to capabilities regardless 
of the vendor. The SCM also has inspection capabilities 
primarily in the form of hand tools, such as calipers and gauges. 
It would like to procure a coordinate measuring machine 
(CMM) eventually to allow it to bid on more lucrative
contracts, such as those in aerospace, which require

certification and traceability.  Each employee is assigned to 
two-to-three machines to ensure that somebody is always 
available to run any machine as needed. 

The SCM uses some software resources to support its 
operations. Cost and a lack of in-house expertise are generally 
the two largest considerations when the SCM invests in 
software resources, and so these resources tend to be standard 
packages with relatively limited capabilities and features. 
Solidworks is the computer-aided design (CAD) package used 
in the SCM, and part programming is often completed 
manually. For those machinists willing to use computer-aided 
manufacturing (CAM) packages for programming, there is a 
strong preference for MasterCam, but the SCM does not 
currently have licenses for all of its staff. The SCM also uses 
DBA Manufacturing to support manufacturing resource 
planning (MRP), but there is interest in switching to E2 instead 
since the SCM believes that E2 better fits its needs. In either 
case, the SCM relies on manual entry of data to keep its 
systems simple to use and maintain.  

Table 1. Description of three generic SMEs that reflect the SMEs considered by the case studies. 
Contract Manufacturer Original Equipment 

Manufacturer (OEM) Small Medium 
# of Employees 25 total (25 on shop floor) 150 total (100 on shop floor) 100 (75 on shop floor) 
Sales Revenue $5 million $20 million $50 million 

Industry Sectors Automotive, Food, Personal 
Care, Pharmaceutical 

Aerospace, Chemical, Energy, 
Mining 

Chemical, Petroleum, 
Pharmaceutical, Shipping 

# of Part Numbers Managed 5000 
(≈50 % under active contract) 

5000 
(≈20 % under active contract) 100000+ 

Table 2. Summary of generic Small Contract Manufacturer. 

Operational 
Characteristics 

• Emphasis on flexibility and broad
skill set in workforce

• Diverse equipment of varied age
and capability

• Limited resources that favor
simple solutions

Metrics and Key 
Performance 
Indicators 

• Gross margin
• Basic utilization
• On-time delivery

Maintenance 
Approach 

• Primarily reactive
• Limited preventative

Supply Chain 
Interactions • No tracking or monitoring

Primary Business 
Challenges 

• Workforce development
• Equipment availability

Primary 
Technology 
Interests 

• Dashboards that quantify
performance

• Detailed operational information
• Estimation support

Primary 
Technology 
Concerns 

• Potential disruption to operations
• Lack of in-house expertise to

deploy and maintain solutions
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Gross margin is the most important metric that the SCM 
tracks even though flexibility tends to be its most important 
asset. Gross margin is profit as a percentage of revenue. Basic 
utilization (i.e., the ratio of the time that equipment is in cycle 
to total time) is also important, but the SCM often runs at 
≈70 % utilization at best since some machines may not be 
needed for the current set of work. Both metrics reflect the 
SCM’s ability to maximize its efficiency when faced with 
limited resources and the need to deliver a large variety of 
parts. On-time delivery is another important metric that the 
SCM uses to understand customer satisfaction since speed 
tends to be an important part of a winning contract and 
successful customer interaction that leads to future business. 

Despite its emphasis on gross margin and equipment 
utilization, maintenance is not an area where the SCM invests 
heavily. The labor challenges faced by the SCM prevents it 
from developing a dedicated maintenance staff. Instead, the 
SCM relies primarily on a reactive maintenance strategy that is 
bolstered by some preventative maintenance based on the 
equipment vendor’s guidelines. The staff are often unable to 
recognize deficiencies in performance or other characteristics 
that indicate an increased risk of failure, which leads to a 
relatively high occurrence of downtime events. Every 
downtime event requires external support since the SCM’s staff 
lack the training to respond to and resolve many maintenance 
issues that occur.  

The increasingly competitive marketplace for the SCM has 
forced it to reconsider many of its operational strategies in 
order to boost its gross margin and equipment utilization. To do 
so, the SCM must overcome its two primary business 
challenges: workforce development and equipment availability. 
The SCM believes that technological advances in sensing, 
health management, and control can augment and improve the 
capabilities of its staff. While many of the SCM’s technology 
interests are relatively “low-hanging fruit,” such as dashboards 
that quantify employee performance and encourage 
improvements, other interests fall within active areas of 
research in digital manufacturing. For example, the SCM wants 
to use data and information from all of its systems to quantify 
the operational status of its equipment and provide intelligence 
that explains why its equipment may not be running at peak 
performance. Such knowledge can improve its preventative 
maintenance capabilities by identifying machines that require 
attention as well as support capital investment decisions to 
replace machines nearing the end of useful life. It can also 
support estimation activities by examining how well the SCM 
meets its production targets, which can improve the SCM’s 
ability to bid appropriately for new contracts. 

New opportunities presented by digital and PHM 
technologies have encouraged the SCM to explore ways to 
address its varied business interests. It has begun to network six 
of its 35 machines in a project with a solution provider who has 
provided a dashboard that presents basic operational 
information, such as machine cycle and basic utilization. As the 
SCM expands these capabilities, its biggest concern is any 
disruption to its operations as its machines and systems are 

upgraded to accommodate this new technology. This is an 
especially large concern for the SCM since it must rely on 
external support to deploy and maintain these technologies. 
Interestingly, cybersecurity is not a large concern for the SCM 
because it does not deal with overly sensitive information (e.g., 
export-control work). However, this could also be due to a lack 
of experience with cybersecurity. 

Medium Contract Manufacturer 
Table 3 provides a summary of the findings for the 

Medium Contract Manufacturer (referred to as “MCM”). 
Unlike the SCM, the MCM provides more specialized services 
(in terms of manufacturing process capabilities provided to 
customers) and tends to have a more focused strategy when 
bidding for contracts. The MCM in this example focuses on 
machining metal components that require relatively large work 
volumes in excess of 64 m3. Even though the MCM serves 
different industry sectors and manages a relatively large 
number of part numbers (as shown in Table 1), the types of 
parts that the MCM produces are typically very similar because 
of the MCM’s specialized capabilities. These capabilities and 
its larger workforce size provide the MCM with a higher sales 
revenue than the SCM, however the margin per part can be 
small, especially if the MCM does not bid appropriately for a 
contract. In general, though, the market pressures tend to be 

Table 3. Summary of generic Medium Contract 
Manufacturer. 

Operational 
Characteristics 

• Specialized manufacturing process
capabilities

• Standardized equipment and
systems

• Engineering, maintenance, and
administrative support

Metrics and Key 
Performance 
Indicators 

• Basic utilization
• Start time versus in-cycle time
• Rework cost per direct labor hour
• Part-program conformance

Maintenance 
Approach 

• Primarily reactive
• Limited preventative

Supply Chain 
Interactions • No tracking or monitoring

Primary Business 
Challenges 

• Equipment availability
• Process planning and scheduling
• Workforce culture

Primary 
Technology 
Interests 

• Condition-based maintenance
• Near-real-time supervisory

monitoring and control of shop-
floor operations

• Estimation and scheduling support

Primary 
Technology 
Concerns 

• Lack of common data interfaces
and protocols

• Cybersecurity requirements
• Low data volumes for analysis
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lower on the MCM than the SCM since far fewer organizations 
can provide comparable services to customers. 

The MCM’s specialization allows it to also focus on more 
targeted training for its workforce and less varied processes and 
equipment. The MCM has dedicated engineering, maintenance, 
and administrative staff in addition to its operators and 
machinists on the shop floor. All of its fabrication equipment 
are either three- or five-axis machining centers with large work 
volumes. This equipment is made by one of three vendors who 
specialize in this type of equipment, and all of the equipment 
uses the same type of controller. The MCM is a big proponent 
of standardization to avoid any issues that can arise with 
heterogeneous systems and interfaces and to enable its staff to 
work with multiple machines. However, standardization of this 
sort also creates unique problems for the MCM. First, the 
MCM is locked into a limited choice of equipment, which can 
significantly raise the cost of capital investments. Second, the 
MCM must seek specific skills in its workforce, which can 
complicate the already difficult process of hiring talent for all 
SMEs. Finally, the size and specialization of its equipment 
forces a high burn rate (or cost to run the equipment in excess 
of income) when the machines experience downtime: $225/hr 
on average. This high burn rate drives many of the operational 
decisions of the MCM as well as its strong interest in health 
management. 

Another significant difference between the SCM and MCM 
is the MCM’s ability to devote resources towards software to 
support its operations. Here again there is a strong preference 
for standardization in the choice of software. Solidworks and 
MasterCAM are the CAD and CAM packages of choice, 
respectively. The MCM also uses E2 to support MRP, but it is 
interested in exploring other software options since it would 
prefer a more customizable MRP option. The MCM also has a 
strong interest in investing in other productivity resources, such 
as the various MTConnect-enabled solutions discussed in the 
Introduction. Because of its standardized systems, these types 
of productivity solutions become much simpler to deploy 
within the MCM’s facility. However, the MCM still has to 
contend with the challenges posed by manual data entry when 
using any productivity solution. 

The MCM tends to focus its monitoring efforts on more 
detailed metrics and KPIs that influence gross margin. The two 
most important metrics are basic utilization and start time 
versus in-cycle time (i.e., the percentage of cycle time that the 
machine is in process as opposed to setup). Two other metrics 
that the MCM has started to track are rework cost per direct 
labor hour and part-program conformance (i.e., the percentage 
of time that a part program is not modified by the operator or 
machinist). The interest in all four metrics is tied to the high 
burn rate of the MCM’s equipment. Given the relatively high 
cost to run its equipment, the MCM wants its equipment to 
produce chips with minimal delays due to setup, maintenance, 
failure, rework, or needed modifications to part programs. 

The MCM lacks a sophisticated maintenance program 
despite its interest in health management and its dedicated 
maintenance staff. It relies primarily on reactive maintenance 

and a “band-aid” approach because of the extremely high costs 
associated with unplanned downtime. These costs have 
incentivized preventative maintenance in the past, but the 
MCM’s staff never fully embraced these strategies because of a 
belief in their high cost. Currently, though, maintenance has 
grown to become the biggest cost for the MCM as it has 
experienced unexpected failures every few days that usually 
last one or more days. These failures are almost always due to a 
traditional machine fault (e.g., bearing failure) and can be 
expensive to resolve given the specialized nature of the 
equipment. Machine calibration has also started to become a 
significant issue as the MCM’s equipment ages. For these 
reasons, the MCM is reintroducing preventative maintenance, 
training its operators and machinists to observe events that 
indicate machine faults and failures, and starting to collect and 
track maintenance data for its machines. The MCM has also 
started to explore options for condition-based maintenance and 
scheduling support to minimize the frequency and impact of 
unexpected downtime events. 

The MCM also faces other significant planning and labor 
issues that it hopes can be resolved using improved sensing, 
health management, and control. For example, the MCM relies 
on tribal knowledge for estimation, which has resulted 
historically in underestimates that can be up to 200 % below the 
actual cost. Part of this challenge can be traced back to 
maintenance problems, but the MCM also believes that it may 
be due primarily to modifications that machinists make to part 
programs (which can be caused by poor programming or 
inexperience in machining) as well as general cultural issues 
within its workforce. The MCM does not yet have the data 
needed to understand its estimation issues fully, but they would 
like to provide their engineering and shop-floor staff more 
information from near-real-time supervisory monitoring and 
control systems for shop-floor operations. Specifically, they are 
interested in productivity solutions that build upon existing 
technologies, which capture basic utilization and cost, and add 
detailed information to explain why equipment may not be 
productive. They are also interested in dynamic scheduling 
resources that allow them to respond to operational changes. 
The MCM believes that both solutions can support their efforts 
to address their cultural problems and keep their workforce 
engaged. For example, the MCM’s engineering and 
management staff has observed that productivity decreases 
when the shop-floor staff believe that there is less work in the 
queue. By having the ability to reliably schedule work beyond 
two weeks of operations, the MCM hopes to incentivize higher 
productivity from its staff. Previous efforts focused on rework 
highlight the potential of these solutions for the MCM: rework 
was reduced by 50 % when the MCM tracked rework and 
highlighted poor performance.  

Existing improvement efforts emphasize the biggest 
concerns that the MCM faces when deploying digital 
manufacturing and PHM technologies. Many of these concerns 
are due to the obstacles created by networking systems that lack 
common data interfaces and protocols. Even though it 
standardized much of its equipment, the MCM’s equipment and 
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software resources do not connect well with each other. Internal 
cybersecurity requirements further complicate data 
interoperability. Interoperability issues also extend to licensing: 
vendors who provide product-lifecycle management (PLM) 
and/or enterprise-resource planning (ERP) solutions have not 
been receptive to supporting the MCM’s efforts to network its 
existing systems. Instead, these vendors demand that the MCM 
invest in new software packages that the MCM lacks financial 
and technical resources to deploy. Even if it resolves all of these 
issues, the MCM often lacks sufficient data to support analysis 
because of the relatively low volumes of unique parts that it 
produces. This is a common problem for all contract 
manufacturers and underscores the need for appropriate 
verification and validation tools for digital and PHM 
technologies and solutions. 

Original Equipment Manufacturer 
Table 4 provides a summary of the findings for the 

Original Equipment Manufacturer (referred to as “OEM”). The 
OEM has the highest sales revenue of the three generic SMEs 
presented in this paper, but it has a relatively lean workforce 
(see Table 1). It can have a smaller workforce than the MCM 
because it is more specialized than the MCM. Instead of 
delivering parts based on types of manufacturing capabilities, 
the OEM produces all of the components for five product lines. 
This is why the OEM manages a large number of part numbers: 
each component has its own set of part numbers, but overall 
product variation is minimal and created only because of 
differences in size and material. Product variation is even 
smaller in other OEMs that produce only one component of 
various sizes for a parent organization. The volume for each 
part number is low in both situations since the OEM typically 
produces parts to order.  

Similar to the MCM, the OEM’s specialization allows it to 
invest in machining centers from one of three vendors. The 
OEM prefers standardization across all of its equipment, but it 
has shifted from one vendor to another over time to balance 
costs relative to capabilities. All of the OEM’s equipment use 
the same type of controller to allow its staff to work with any 
machine. The OEM’s specialization and resources also allow it 
to organize its equipment into a number of cells with targeted 
automation so that it needs fewer operators and machinists. One 
negative consideration for the OEM is that its equipment can be 
very expensive to operate and maintain. For example, the OEM 
has purchased an entire inventory of spare parts that it stores in 
a separate warehouse because of the difficulty in securing 
needed parts quickly. It is for these reasons that the OEM is 
extremely interested in developing additional maintenance and 
health management capabilities. 

Because it has more resources than the two contract 
manufacturers, the OEM can provide additional operational 
support to its shop-floor personnel. It employs dedicated 
engineering, maintenance, and administrative staff, and it 
purchases more sophisticated software packages when needed. 
For example, the OEM uses SAP for ERP support and has 
invested in a few of the MTConnect-enabled tools described in 

the Introduction. Its CAD and CAM packages are Solidworks 
and MasterCAM, respectively, since this is the preference of its 
engineering and shop-floor staff. The OEM has also invested in 
a tooling management system so that it can track and optimize 
its tooling costs, which are another large expenditure.  

The primary metrics that the OEM tracks are basic 
utilization and process efficiency, which is a measure of the 
setup and run time for a job relative to a standard part. Both 
choices are motivated by the relatively high cost to run its 
equipment. The OEM also tracks its customer satisfaction by 
monitoring delivery and lead times and conformance to 
estimation (i.e., ratio of actual to estimated cycle time for each 
process step). All of these measurements are complicated by the 
large work in progress (WIP) that the OEM must manage: it 
usually has 400 to 600 orders in its facility as WIP because it is 
the sole producer of its products. Also, the OEM currently 
relies on manual input of data, which delays its information by 
one day, but it is currently working to network all of its systems 
to automate data collection. The OEM hopes to automate data 
collection across its supply chain to improve existing processes 
that support the traceability requirements on its products. 
However, it would like to ensure that data shared across the 
supply chain is strictly controlled to protect sensitive 
information and intellectual property. 

Table 4. Summary of generic Original Equipment 
Manufacturer. 

Operational 
Characteristics 

• Very specialized: produces five 
lines of the same product

• Standardized systems based on
cost and capability

• Engineering, maintenance, and
administrative support

Metrics and Key 
Performance 
Indicators 

• Basic utilization
• Process efficiency
• Delivery and lead times
• Conformance to estimation

Maintenance 
Approach 

• Primarily preventative
• Strong interest in predictive

Supply Chain 
Interactions 

• Minimal based on traceability
requirements

Primary Business 
Challenges 

• Equipment availability
• Scheduling
• Foreign competition
• Workforce development

Primary 
Technology 
Interests 

• Predictive maintenance
• Automation
• Dynamic scheduling
• Near-real-time supervisory

monitoring and control

Primary 
Technology 
Concerns 

• Lack of common data interfaces
and protocols

• Cybersecurity requirements
• Low data volumes for analysis
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One role of the OEM’s primary metrics and KPIs is to 
manage the maintenance and health of its equipment. The OEM 
relies on preventative maintenance broken down into daily, 
weekly, and monthly activities managed by its maintenance 
staff. Larger overhauls of its equipment occur every few years 
based on the vendor’s specification and with the vendor’s 
assistance. As we have mentioned previously, the OEM would 
like to invest in predictive maintenance capabilities. It has 
conducted several equipment studies to understand common 
failure modes, but these studies have yet to yield enough data to 
support operational decision making. It has also trained its 
operators and machinists to provide anecdotal data about the 
state of its equipment. The OEM is ready to invest in solutions 
to collect more maintenance data, but it would like support to 
decide what data to collect and how to collect it so that 
operations are minimally disrupted. Like all SMEs and 
manufacturers in general, the OEM would like to avoid “big 
data” since it does not have the expertise or resources to 
manage it. Ultimately, the OEM shares the MCM’s hopes that 
advances in digital manufacturing and PHM technologies yield 
near-real-time supervisory monitoring and control systems that 
can explain why equipment is or is not running productively.  

The OEM also faces other significant challenges in 
addition to maintenance. Increasing competition from foreign 
companies making similar products has forced the OEM to 
focus on ways to reduce changeovers and increase equipment 
utilization to cut costs. These demands are made more difficult 
by the fact that the OEM makes products to order, which 
creates small batch sizes (typically less than 10). These factors 
have further motivated the OEM to collect data from its 
production systems. It would like to use this data to generate 
dynamic scheduling capabilities that allow it to respond quickly 
and effectively to changes in the performance of its systems 
(e.g., due to unexpected downtime) as well as the market or 
supply chain. They also want to use this data to address existing 
labor challenges. Like the contract manufacturers, the OEM 
finds it difficult and expensive to hire and train talent. They 
often lose trained operators and machinists to large 
manufacturers because they cannot compete on wages. The 
OEM hopes that advances in digital manufacturing and PHM 
technologies can promote automation in ways that simplify 
operations for and augment the skills of its staff. One extension 
of these capabilities that the OEM has started to explore is the 
application of data interoperability across the product lifecycle 
(also referred to as the “digital thread”) to understand the 
accuracy of their expectations about their operations. For 
example, the OEM would like to know if decreases in product 
quality are due to errors in design, planning, or manufacturing; 
the typical assumption is that quality issues are created by 
manufacturing, but this can hide other opportunities to improve 
the overall product design and manufacturing process. 

Despite the promise of new manufacturing technologies on 
the market, the OEM has had several concerns when deploying 
these solutions. First, the OEM has had to face obstacles 
created by a heterogeneous mix of production systems just as 
the MCM. The lack of common data interfaces and protocols 

has required additional time, resources, and expertise to 
navigate, and the OEM believes that it will need on-going 
support to maintain these technologies since its in-house 
expertise is relatively light. There are also significant 
cybersecurity concerns for the OEM, especially since the OEM 
would like to interact with its supply chain as well. If these 
issues are resolved, the OEM still faces data challenges created 
by the relatively small batch size. Like the MCM, the OEM has 
found it difficult to generate sufficient data for analysis and 
decision making, which again highlights the need for 
verification and validation tools. 

USE  CASE  EXAMPLE  
There were several shared themes observed during the case 

studies despite the noted differences between the three SME 
classifications. Perhaps least surprising of these themes was 
that many (if not all) SMEs believe that they fully understand 
their performance until they are confronted with real data and 
information from their systems. This process often motivated 
further introspection from the SME and generated a strong 
motivation to explore the opportunities presented by improved 
sensing, health management, and control. The initial interest 
tended to focus on relatively straightforward areas of 
performance, such as equipment utilization. This interest 
usually then grew into a desire to add detail and context that 
enables the SME to identify specific operational events and 
explain why these events occur. The state-of-the-art solutions in 
the field, such as the software described in the Introduction, 
have started to develop these types of capabilities. In addtion, 
other interests included prognostics and predictive maintenance 
and dynamic scheduling, which was often perceived as the 
natural use case for digital and PHM technologies for 
manufacturing. Several existing standards and technology 
efforts have started developing to support these areas. For 
example, standards, such as MTConnect, OPC UA, Automation 
ML, and MQTT, have started to generate enhancements that 
support machine-to-machine (M2M) communication, data 
interoperability, and other capabilities needed for prognostics 
and predictive maintenance and dynamic scheduling. 

The themes described previously all highlight potential use 
cases that can be used to advance and develop digital and PHM 
technologies for manufacturing. Appropriate use cases are 
critical to generate reference datasets and protocols, test 
scenarios, and verification and validation tools that enable 
solution providers to address industry’s needs and 
manufacturers to evaluate various technology alternatives. Six 
areas for potentially impactful use cases emerged from the case 
studies: 

• Planning and scheduling support
• Maintenance planning and spare part provisions
• Request for proposals
• Resource budgeting (e.g., capital investments)
• Workforce augmentation
• Automation
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A general use case example that features several of the 
areas defined above is an automated workcell that accepts raw 
material and produces a finished part. The workcell could 
contain multiple machine tools for cutting operations and 
robots for pick-and-place operations. These components would 
be coordinated with each other based on the measured 
performance state of all components by an overarching control 
system. This control system would route materials dynamically 
based on the measured current state and performance of the 
system as well as input from design, engineering, suppliers, and 
other actors across the manufacturing enterprise.  

To simplify the use case, the workcell would focus on one 
milling operation in a larger process chain. All of the machine 
tools would be identical three or five-axis computer numerical 
control (CNC) machining centers at varying stages of 
degradation. The machining centers would be of moderate age 
(five to eight years) and include a standard set of peripheral 
components common in CNC equipment, such as coolant and 
lubricant systems, cutting fluid systems, chip conveyors, tool 
crib, pallet changer, and multiple internal sensors for the 
control. Common faults and failures that we would expect 
include spindle or axis bearing failure, motor failure, tool 
breakage, and machine calibration errors. Only one robot would 
be used for pick-and-place within the workcell. The robot 
would require supporting hardware and software systems, such 
as a controller, end-effector, sensors, safeguards (e.g., light 
screens or pressure mats), and human interface. Even though 
robotic systems are typically robust, common faults and failures 
that we could expect include gear and motor failures.  

The workcell would also interact with an operator and 
several external systems critical for its operations. One operator 
would be in charge of the entire workcell, but this operator’s 
role would be primarily to ensure that the workcell maintains a 
predetermined level of performance. For example, the operator 
would conduct maintenance activities on all or a portion of the 
workcell when indicated by the control system. Solidworks and 
MasterCAM would be the CAD and CAM systems, 
respectively, used by the engineering support staff. E2 (or 
another similar software solution) would provide scheduling 
and MRP support. In addition, a simple MTConnect-enabled 
productivity solution would be deployed in the workcell that 
connects to operational information from the equipment 
controllers. 

The performance of the workcell would be determined by a 
set of metrics and KPIs common to SMEs. Examples of metrics 
and KPIs include basic utilization and/or equipment 
availability, workcell throughput, workcell efficiency and/or 
conformance to estimation (i.e., actual to estimated cycle time), 
and rework rate. These metrics and KPIs could be calculated 
from a variety of data sources, including operational 
information from machine and robot controllers, engineering 
systems (e.g., CAD, CAM, and product lifecycle management 
systems), and additional shop-floor sensors. Further research 
would need to be conducted to verify the appropriateness of 
these data sources. 

SUMMARY  
The case studies conducted in this research highlight 

opportunities for and barriers to the deployment of digital and 
PHM technologies for SME manufacturers. Strong interest 
exists in the community, especially for basic equipment 
performance, but there is hope that advances in sensing, 
monitoring, and control will provide operational support that 
enables predictive maintenance and dynamic scheduling. Other 
potentially impactful areas for further research include 
maintenance planning and spare part provisions, request for 
proposals, resource budgeting, workforce augmentation, and 
automation. Large barriers remain, though, that can limit the 
deployment of digital and PHM technologies in manufacturing. 
Four barriers repeated by most of the SMEs interviewed for 
these case studies where: 

• Lack of common data interfaces and protocols
• Lack of sufficient data to support analysis
• Lack of sufficient security tools to protect sensitive

information and intellectual property
• Potential disruption to operations

While demonstration and clear return-on-investment are all 
necessary to educate industry about advanced manufacturing 
technologies, further research is needed to enable industry to 
overcome the barriers above and make full use of new digital 
and PHM technologies. Much of this research should focus on 
developing heterogeneous system-of-systems approaches that 
can connect various shop-floor systems together and with 
design and inspection. Advanced sensing and monitoring are 
needed to understand the highest-value data and information so 
that manufacturers avoid the challenges of big data (especially 
the volume and variety of data) and any disruption to 
operations. Reference datasets and verification and validation 
tools are needed to help develop tools that meet the needs to 
industry. New paradigms are needed that enable the use of 
generated intelligence to better control design and 
manufacturing processes. Finally, standardization is a critical 
part of ensuring that these technologies can be used 
successfully by all manufacturers. Appropriately defined use 
cases are needed to address these research questions. Such use 
cases will allow manufacturers to realize the full potential of 
digital and PHM technologies. 
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Abstract— This paper discusses the National Institute 
of Standards and Technology (NIST) and the Department 
of Homeland Security (DHS) efforts to develop standard 
test methods for aquatic response robot performance. 
Different remotely operated vehicles (ROVs) and 
autonomous underwater vehicles (AUVs) were used to 
evaluate the test methods and the tests were refined 
accordingly. Experiments were conducted in order to 
evaluate the validity of the test methods. Results of those 
experiments as well as future work are discussed herein. 

Keywords—ROV; AUV; underwater robot; test methods; 
performance; emergency response robot 

I. INTRODUCTION 
Remotely operated vehicles (ROVs) and 

Autonomous Underwater Vehicles (AUVs) have 
multiple emergency response applications such as bomb 
disposal, search and rescue, and disaster response. For 
example, ROVs and AUVs were used to conduct 
underwater cleanup and victim recovery following the 
2011 earthquake and tsunami in Japan [ 1 ]. Bomb 
squads, search and rescue teams, and disaster response 
teams need to know the performance of the ROVs 
and/or AUVs that they own or plan to purchase in order 
to understand their capabilities and to match those 
capabilities with the scenarios in which they will be 
deployed. 

A few standards exist for ROVs for industrial 
applications [ 2 , 3 ], but these only relate to ROV 
interfaces and a few basic measures of performance, 
primarily within the petroleum and natural gas 
industries. Although a few guides exist [4] there are 
currently no standard tests to evaluate ROV or AUV 
performance for emergency response applications. 

The National Institute of Standards and Technology 
(NIST), in cooperation with other organizations, has 
been leading efforts by the Robot Task Group under the 
ASTM Sub-Committee E54.08 on Operational 

Equipment for Homeland Security Applications. The 
task group has published 15 international standards for 
response robots [5] to date and these standards have 
been replicated by dozens of organizations worldwide to 
measure and evaluate response robot capabilities. The 
standards address critical needs by helping to inform 
response robot procurement and deployment decisions 
with statistically significant robot-capabilities data for a 
variety of mission-essential tasks. These standards also 
help guide robot manufacturers toward innovations that 
answer responder needs while encouraging hardening of 
developmental systems. To date, ASTM E54.08.01 
standards have been used to specify more than $50M 
worth of response robot procurements for firefighters, 
bomb squads, and soldiers. These standards are now also 
beginning to enhance operator training by supporting 
newly developed measures of operator proficiency. 

Although some of the above standards may be 
applied to land, aquatic, or aerial response robots, the 
primary focus of the subcommittee so far has been on 
terrestrial (or ground) robots. The work presented in this 
paper may be adopted by ASTM E54.08 or by another 
standards committee or organization. 

II. BACKGROUND 
NIST is presently developing a suite of tests that 

can be used to evaluate basic capabilities of ROVs and 
AUVs. This paper discusses the subcommittee’s past 
and present efforts to develop test methods for aquatic 
response robots. The tests include, among others, tasks 
that are intended for measuring the ROV/AUV’s 
cutting, inspection, station keeping, object retrieval, 
object placement, sonar resolution, visual acuity, and 
mapping capabilities. In addition, the maximum thrust 
and payload carrying capacities are also being 
considered. 

ROV/AUV requirements for search and rescue 
applications were developed based on input from the 
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user community [ 6 ]. The requirements include: 
structural inspection, leak localization/mitigation, object 
(body) recovery, water traverse, rapid current station 
keeping, payload delivery, and object recovery. Bomb 
squad requirements are somewhat more specialized 
since ROVs/AUVs must deal with underwater 
explosives. Bomb squad ROV/AUV requirements were 
also developed based on user feedback. 

In addition to the above requirements, the objective 
of these underwater test methods, as well as for all the 
test methods developed for ground and aerial robots, is 
to provide quick and easy ways to measure capabilities 
that anybody can replicate and practice to evaluate their 
own ROV/AUV. 

III. DESCRIPTIONS OF THE TEST METHODS AND 
APPARATUSES 

The proposed test methods and apparatuses 
described below were developed at NIST and during 
field exercises. These test methods and apparatuses are 
still evolving and are considered early prototypes. 
Changes to initial designs are discussed in Section VI. 

A. Bollard Thrust 
The bollard thrust test method measures the zero-

speed pulling capability of an ROV (i.e., it is not 
affected by drag or other factors). This is equivalent to 
the maximum thrust of the ROV. This simple test is 
important because robot manufacturers often provide 
values for maximum thrust on their specifications sheets 
based on theoretical calculations. Instead, the simple 
apparatus described below measures the ROV’s 
maximum thrust directly. 

The test apparatus consists of a stationary mounting 
point, a cable redirected through a pulley, and a digital 
force gauge connected to the stationary end of the cable 
(Fig. 1). The apparatus can be secured to the side of a 
water tank or to a dock for testing. 

B. Inspection/Station Keeping 
The inspection (or station keeping) test method 

measures an ROV’s ability to maintain its position in the 
water under specific conditions (e.g., turbidity or 
current). This is accomplished by providing a set of 
targets that the ROV has to inspect (Fig. 2). Each target 
consists of a series of nested acuity optotypes of 
decreasing size. The ROV must attempt to identify the 
orientation of the smallest optotype possible in each 
target. ROVs with better station-keeping capabilities 
should be able to perform this task faster. 

C. Visual Acuity 
The visual acuity test method is equally important 

in open air as it is under water (where visibility is 
measurably more impaired). This test consists of placing 

Fig. 1. The bollard thrust apparatus. 

 
several charts (Fig. 3), with specific acuity optotypes on 
them, at a certain distance from an ROV and evaluating 
the ability of the ROV/operator to read the charts 
through the ROV’s interface. 

D. Mapping 
Underwater mapping of a harbor (e.g., after a 

hurricane) is a very important task, especially because 
there are few other options. The same mapping fiducial 
concept that is used for ground robots [7] was adapted 
and submerged underwater. 

The initial apparatus that was developed consisted 
of plastic cylinders with aluminum wings that bisected 
the cylinder (Fig. 4). The apparatus was held up in the 
water using buoys (orange spheres in Fig. 4) at the top 
and weights at the bottom. The apparatus depicted in 
Fig. 4 also incorporated visual acuity targets on the 
wings in order to simultaneously test mapping and 
visual acuity. 

The cylinder with wings makes for a very 
distinctive shape when scanned and mapped and its 
location and orientation should be readily apparent in 
the sonar image. They can be deployed in single height 
or double height configurations depending on the water 
depth available. When they were originally deployed in 
the double height configuration, the wings were offset 
90 degrees from one another. This was changed in 
subsequent revisions of the apparatus. 
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Fig. 2. The inspection/station keeping apparatus. 

 
The apparatus is buoyed from the top and anchored 

to the bottom with two separate anchors so as to 
minimize translation or rotation while floating 
submerged below the water’s surface. 

Map evaluations using these mapping fiducials for 
ground robots include metrics for coverage, consistency, 
local accuracy, and global accuracy [7] that can be 
directly applied to underwater map evaluations. 

 

E. Sonar Resolution 
The sonar resolution test method measures the 

resolving capability of a sonar sensor, which is the 
prevailing navigation sensor on underwater robots 
(given that visual sensors are so hindered by water 
conditions such as turbidity). 

The initial sonar resolution apparatus that was 
developed consisted of a 1 m square sheet of aluminum 
with a series of 9 holes, of 3 different sizes, cut out of it 
(Fig. 5). The apparatus is buoyed from the top and 
anchored to the bottom with two separate anchors so 
that it does not translate or rotate while floating 
submerged below the water’s surface. Placing the 
apparatus at a certain standoff distance from a wall 
would then show reflections from the aluminum and the 
wall (which would also allow us to determine the 
sonar’s angle of incidence as well as its range 
resolution). The sizes of the holes could be varied based 
on the expected resolution of the sonar. 

Another design of the sonar resolution apparatus 
consists of simple 3D geometric objects (such as cubes, 
cylinders, and pyramids) of varying sizes. The objects 
are placed anywhere within an ROVs environment or in 
predetermined orientations (Fig. 6). 

 

 

 
Fig. 3. The visual acuity apparatus. 
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Fig. 4. A double-height underwater mapping fiducial with plastic 
cylinders and aluminum wings. 

 
F. Rope Cutting 

The rope-cutting test method measures the ROV’s 
ability to cut through rope or cable of different materials 
and thicknesses and in different orientations. 

The initial rope-cutting apparatus consisted of 2 
different sizes of rope with 10 repetitions of each size, 5 
horizontal and 5 vertical cuts. Each rope was equipped 
with a small shape-/color-coded buoy to indicate success 
and timing at the surface. Two separate anchors and a 
floatation buoy centered above the apparatus ensured 
that it didn’t change position and orientation once 
placed, and that it floated upright (Fig. 7). 

 

Fig. 5. The flat sonar resolution apparatus. 

 
 

Fig. 6. The three-dimensional sonar resolution apparatus. 
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Fig. 7. The rope-cutting apparatus. 

 
G. Rod Cutting 

The rod-cutting test method measures the ROV’s 
ability to cut through rods of different materials and 
thicknesses and in different orientations. 

The initial rod-cutting apparatus consisted of 
wooden dowels placed in an apparatus that 
accommodated two trials of 10 repetitions, 5 horizontal 
and 5 vertical cuts (Fig. 8). Much like the rope-cutting 
apparatus, the rod-cutting apparatus also included a 
buoy attached to each rod. 

H. Hooking 
The hooking test method measures the ROV’s 

ability to deploy a carabiner (or similar device) to hook 
onto an object underwater. This type of task is often 
conducted in search and rescue scenarios. 

The hooking apparatus consists of 5 U-bolts 
arranged in different orientations as shown in Fig. 9. 
The ROV must attempt to hook the carabiner onto all 5 
U-bolts. 

I. Soft Grab 
The soft grab test method is similar to the hooking 

test method in that it measures the ability of the ROV to 
deploy a tool that can attach to something underwater. In 
the case of the soft grab test method, the tool is an 
alligator clip (Fig. 10) and the object to hook onto is a 
soft target that can be made out of foam or cloth (Fig. 
11). This type of task is meant to simulate the retrieval 
of a bag or a victim. 

Fig. 8. The rod-cutting apparatus. 

 
 

Fig. 9. The hooking apparatus. 

 
J. Grasp, Surface, Swim, and Place 

The grasp, surface, swim, and place test measures 
the ability of an ROV to retrieve an object, surface with 
the object in its gripper, swim across the surface a 
certain distance, and then place the object back on the 
bottom. 

The apparatus consists of a weight, 2 target areas 
(from which to pick and in which to place the weight), 
and 2 pylons that mark the distance over which the ROV 
must swim at the surface (Fig. 12). 
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Fig. 10. The foam version of the soft grab apparatus. 

 
 

Fig. 11. The cloth version of the soft grab apparatus. 

 
Fig. 12. The grasp, surface, swim, and place apparatus showing a simulated test trajectory. 

K. Disruptor Placement 
The disruptor placement test method measures the ROV’s 

ability to place a magnetized disruptor (an explosive ordinance 
defeat device) close to an IED (improvised explosive device) 
attached to a ship’s hull. 

The apparatus consists of a 40 cm square thin sheet of 
metal affixed to a plastic board of similar size (Fig. 13). The 
disruptor is simulated by a short (25 cm) metal pipe with 2 
magnets attached to it. The IED is simulated by a plastic box 
with a single magnet attached to it. 

IV. COMMON APPARATUS CARRIER DESIGN 
Five of the test apparatuses (inspection/station keeping, 

rope and rod cutting, hooking, soft grab, and disruptor 

placement) described in the previous section are implemented 
onto a common apparatus carrier (Fig. 14). The common 
carrier is made out of polyvinylchloride (PVC) pipe1  and 
allows 5 test apparatuses to be mounted onto it at the same 
time and at 5 different angles (Fig. 15). This provides the ROV 
with the opportunity to conduct the same test in 5 different 
orientations, which not all ROVs are capable of achieving. 

                                                             
1 The original common carrier was constructed out of 

wood (Fig. 6), but it was found to be too buoyant. The second 
design was constructed out of aluminum, but it was found to be 
relatively expensive to replicate. 
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Fig. 13. The disruptor placement apparatus. 

 
Fig. 14. The common apparatus carrier. 

 
 

Fig. 15. The common apparatus carrier with 5 hooking tasks. 

 

V. VALIDATION EXERCISES 
The majority of the test methods and corresponding 

apparatuses described above were deployed at multiple 
locations over the past year. The locations include a 70 m3 tank 
at NIST in Gaithersburg, Maryland (Fig. 16); a harbor at the 
2014 Eurathlon competition, in La Spezia, Italy (Fig. 17 and 
Fig. 18); a 70 m3 tank at the San Diego Fire-Rescue Training 
Facility in San Diego, California (Fig. 19); and a 70 m3 tank at 
the Defense Advanced Research Projects Agency (DARPA) 
Robotics Challenge (DRC) Finals Expo in Pomona, California 
(Fig. 20). 

 Earlier versions of some of the apparatuses were also 
deployed at Disaster City in College Station, Texas in 2011 
(Fig. 21). 

During the above exercises, the primary objectives were to 
validate the practicality and effectiveness of the apparatuses, to 
start developing procedures for conducting the tests, and to 
understand the limitations and challenges of the environments 
into which the apparatuses were deployed. 

SP-341

Jacoff, Adam; Saidi, Kamel; Von Loewenfeldt, Robert; Koibuchi, Yukio. "Development of Standard Test Methods for Evaluation of ROV/AUV Performance for Emergency Response Applications." Paper presented at the OCEANS 2015 MTS/IEEE Conference, Washington, DC, Oct 19-Oct 22, 2015.

Jacoff, Adam; Saidi, Kamel; Von Loewenfeldt, Robert; Koibuchi, Yukio. 
“Development of Standard Test Methods for Evaluation of ROV/AUV Performance for Emergency Response Applications.” 

Paper presented at the OCEANS 2015 MTS/IEEE Conference, Washington, DC, Oct 19-Oct 22, 2015.



Fig. 16. An ROV performing a rope-cutting task (top) and a hooking task 
(bottom) in the NIST tank2. 

 

VI. LESSONS LEARNED 
Several improvements to and variations of the test 

methods and apparatuses came about as the result of the 
validation exercises described above. Some of these changes 
are summarized below: 

• Changed from single-task apparatus that provides 
only one task orientation at a time to a common 
carrier with 5 simultaneous task orientations for easier 
statistically significant testing. 

• Changed from a wood common carrier design to an 
aluminum design with rollers for each task (seen in 
Fig. 16) for ease of task administration (e.g., replacing 
cut ropes) and reducing apparatus buoyancy. 

• Changed from rollers to slides for ease of fabrication. 
• Changed from aluminum common carrier design to 

PVC for reducing cost and ease of replication. 
• Changed from foam soft grab objects to cloth for 

reducing apparatus buoyancy. 
• Changed from multiple sizes of U-bolts, for the 

hooking task, to one medium-size U-bolt for reducing 
complexity and as a starting baseline. 

                                                             
2 Certain commercial equipment, instruments, or materials 

are identified in this paper in order to specify the experimental 
procedure adequately. Such identification is not intended to 
imply recommendation or endorsement by the National 
Institute of Standards and Technology, nor is it intended to 
imply that the materials or equipment identified are necessarily 
the best available for the purpose. 

• Changed from single height mapping fiducials to 
double height for increased visibility in deeper water. 

• Changed from 90° offset wings in the double height 
mapping fiducials to non-offset wings for reducing 
complexity in the sonar data (Fig. 22). 

• Changed from plastic to metal cylinders in the 
mapping fiducials for better sonar reflection (Fig. 22). 

• Made various refinements to the common carrier 
design including quick task attachment using binder 
clips and different methods of securing the carriers 
inside a tank. 

• Decided that all tests should be conducted under ideal 
water visibility conditions as a baseline and that 
turbidity should be measured during each test. 

• Decided to implement current to increase station-
keeping difficulty. 

• Changed from an outboard boat engine (Fig. 23) to 
submersible pumps (Fig. 24) for generating current to 
reduce safety concerns and for finer current control. 

Fig. 17. A rope-cutting task consisting of 20 tasks in 2 different diameter ropes 
being deployed in a harbor at the 2014 Eurathlon competition. 
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Fig. 18. A combined mapping fiducial and visual acuity target. Top left inset 
shows a view from an AUV camera while the top right inset shows the output 
of a sonar system with the target circled in white. The bottom picture shows the 
target being deployed in a harbor at the 2014 Eurathlon competition. 

 
Fig. 19. ROV tests deployed in a tank at the San Diego Fire-Rescue Training 
Facility. 

 

Fig. 20. An ROV performing an inspection task in a tank at the DRC Finals 
Expo. 

 
Fig. 21. An ROV performing a rod-cutting task in an early implementation of 
the apparatus at Disaster City. 

 

VII. CONCLUSIONS AND FUTURE WORK 
Several apparatuses for testing ROV/AUV basic 

performance have been developed and demonstrated. These 
tests are a first step in developing standard test methods for 
evaluating ROV/AUV performance. Based on several 
validation exercises conducted over the past year, the tests 
were deemed to be challenging enough for many currently 
available ROVs. The tests do not cover all aspects of 
ROV/AUV performance, but they are a good first step at 
quantifying performance. 

Future work includes additional exercises to validate the 
test methods already developed. Specifically, more validations 
are needed for tests that some small ROVs are not able to 
complete (such as the grasp, surface, swim, and place and the 
disruptor placement tasks). 

Current apparatuses will also continue to be refined to 
make them easier and cheaper to implement. In addition, the 
steps involved in conducting these tests will be further 
developed into more formal procedures. 

SP-343

Jacoff, Adam; Saidi, Kamel; Von Loewenfeldt, Robert; Koibuchi, Yukio. "Development of Standard Test Methods for Evaluation of ROV/AUV Performance for Emergency Response Applications." Paper presented at the OCEANS 2015 MTS/IEEE Conference, Washington, DC, Oct 19-Oct 22, 2015.

Jacoff, Adam; Saidi, Kamel; Von Loewenfeldt, Robert; Koibuchi, Yukio. 
“Development of Standard Test Methods for Evaluation of ROV/AUV Performance for Emergency Response Applications.” 

Paper presented at the OCEANS 2015 MTS/IEEE Conference, Washington, DC, Oct 19-Oct 22, 2015.



Furthermore, although testing ROV/AUV basic 
capabilities is good for understanding performance, sometimes 
conducting tasks found in actual scenarios presents unforeseen 
challenges and helps operators and manufacturers better 
understand their system’s capabilities. To that end, more 
realistic scenarios will be developed and deployed to assess an 
ROV’s performance after it has successfully navigated the set 
of basic tests. 
Fig. 22. Design for a new double-height mapping fiducial using steel drums. 

 
Fig. 23. An outboard boat engine mounted inside a shallow water tank to 
generate current. 

 

Fig. 24. Current generation using a submersible pump (inset) in front of an 
inspection/station keeping apparatus inside a tank. 

 
Finally, the water current generation methods will be 

refined to generate stronger flows as needed; turbidity will be 
varied in a controlled fashion to assess how an ROV’s 
performance is affected by reduced visibility; and new test 
methods and apparatuses will be developed as the need for 
them arises. 
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ABSTRACT 

A virtual factory should represent most of the features and operations of the corresponding real factory.  

Some of the key features of the virtual factory include the ability to assess performance at multiple 

resolutions and generate analytics data similar to what is possible in a real factory.  One should be able to 

look at the overall factory performance and be able to drill down to a machine and analyze its 

performance.  It will require a large amount of effort and expertise to build such a virtual factory.  This 

paper describes an effort to build a multiple resolution model of a manufacturing cell.  The model 

provides the ability to study the performance at the cell level, machine level, or the process level.  The 

benefits and limitations of the presented approach and future research directions are also described. 

1 INTRODUCTION 

Progress towards achieving the vision of smart manufacturing systems requires the abilities to conduct 

detailed analytics on current performance, to evaluate potential future courses of actions, and to set the 

course that best leads towards the goals.   These abilities can be termed respectively  as diagnostic, 

predictive, and prescriptive analytics.  Diagnostic analytics assesses past-and-current performance and 

cause–and-effect relationships among major control factors and performance metrics.   Predictive 

analytics evaluates future performance of a system operating under selected policies and forecasted 

requirements, such as demand scenarios.  Prescriptive analytics helps develop future courses of actions 

using approaches such as optimization and combined simulation-optimization.  Efforts to move towards 

smart manufacturing thus need to be supported by diagnostic, prescriptive and predictive analytics (Shao, 

Jain, and Shin 2014). 

Jain and Shao (2014) proposed the virtual factory, which is a high-fidelity simulation of the 

manufacturing system to support data analytics.  The term virtual factory has been used with multiple 

meanings in the research and professional literature.   We utilize the definition of the virtual factory as 

“an integrated simulation model of major subsystems in a factory that considers the factory as a whole 

and provides an advanced decision support capability.”   Other terms used to describe the concept with 

minor variations include digital factory, virtual copy, and virtual plant model.  The latter two terms have 

been used in the description of the recent Industrie 4.0 concept by Mario et al. (2015).  They define cyber 

physical systems (CPS) as a key component of Industrie 4.0 because they utilize virtual copies of the 

physical world to support decentralized decision making. 
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The virtual factory concept encompasses the ability to analyze the manufacturing system at any 

desired level of detail - just as one would do  for a real factory.   One should be able to focus on 1) a 

single process step and analyze the performance of the associated equipment, 2) a particular line or 

department in the system, or 3) the factory as a whole.  The virtual factory concept is represented in 

Figure 1.  The figure shows models of manufacturing system at multiple levels of resolution extending 

from factory level at the top to device level at the bottom.  These models should be integrated vertically 

across the hierarchy and horizontally with input data sources and output data analytics systems.  Please 

see Jain and Shao (2014) for more details of the concept and the figure. 

 

 

Figure 1: Virtual Factory concept (adapted from Jain and Shao 2014). 

Developing virtual factories that correspond to real factories can be a large undertaking particularly if 

each such virtual factory is custom developed.  One way, and perhaps the only way, to realize the virtual 

factory concept is via “crowd sourcing.”  That is, a number of researchers need to contribute to build the 

models of sub-systems and atomic components in a way that they can be integrated to realize the concept.  

The models should be generic with the capability to be customized based on data describing the sub-

systems and atomic components. Interested researchers should come together to 1) define an overall open 

architecture supported by relevant standards and 2) develop open modules that can be integrated to realize 

a specific virtual factory.  Such an effort can take several years to come to full fruition.  In our view, 

however, this capability can be built in stages by targeting more common manufacturing system 

configurations first.  Even partial implementations of the virtual factory can be useful to industry.  Indeed, 

industry has been using models of individual sub-systems to support manufacturing system design and 

operations as evidenced by papers presented in this conference over the years.  Efforts such as Industrie 

4.0 appear to be taking a similar approach for an even wider scope. 

The groundwork to support any such scope includes defining, and exploring the feasibility of, the key 

aspects of the virtual factory concept.   The brief description above suggests that any kind of feasibility 

checking requires multi-resolution modeling, which is the ability to model parts of a system at varying 

levels of detail. For example, one should be able to model a machine of interest in detail at the unit level 

or as part of a higher level system. Our research goal is to build a prototype of a virtual factory that can be 
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used to assess the feasibility of any proposed key aspect.  This will allow other researchers to assess the 

feasibility of their proposed, key aspects of the concept.  

This paper represents a small step towards building a complete virtual factory prototype by exploring 

what capabilities that prototype needs to estimate the feasibility of multi-resolution modeling.  Our 

research used a limited scenario - a small job shop with a single manufacturing cell comprising four 

turning machines.  Our virtual prototype captures this scenario at three levels of detail.  The top layer, the 

cell, has a model can that tracks the processing of each part as a single block of time. Typically, a cell 

model is implemented in a discrete event simulation (DES).  At the machine level, each machine can be 

modeled at a greater granularity level of detail to 1) track the granular movements needed to process the 

part and 2) predict characteristics such as temperature and energy use.  A machine model is implemented 

using the agent-based simulation (ABS) paradigm.  At the process level, the physics of the process is 

modeled using physics equations coded in Java. 

The next section of the paper provides a brief literature review.   Section 3 presents the proposed 

approach for developing the virtual factory and for the multi-resolution modeling for the small job shop 

model.  The implementation of the small job shop model with the three levels of detail and identified 

issues are discussed in section 4.  Section 5 concludes the paper with discussion of next steps. 

2 LITERATURE REVIEW 

This section briefly reviews the recent literature in relevant areas, which include virtual factory, multi-

resolution modeling, and hybrid simulation. 

2.1 Virtual Factory 

 Jain and Shao (2014) provided a brief overview of virtual-factory literature.   A few additional efforts 

employing the virtual-factory concept have been reported since then.  Yang et al. (2015) emphasize the 

use of virtual reality for collaborative development of virtual factory.  They present three application 

scenarios: production-system, production-cell, and workstation levels.  The granularity of detail varies 

from one level to another.  For, example, information about cutting tools and workpieces is taken account 

at the workstation level but not at the cell level.  The three applications reported by Yang et al. (2015) do 

not appear to have the flexibility of combining different levels of details in the same model; and, thus, the 

effort has not fully implemented multi-resolution modeling. 

Mourtzis et al. (2015) report on the increasing use of simulation in conjunction with digital 

manufacturing.  The combination of simulation and digital manufacturing will lead towards a capability 

that is close to virtual factory per the definition used in this paper.  Terkaj and Urgo (2015) describe a 

Virtual Factory Data Model (VFDM) to support the development of the virtual-factory model.  They also 

describe a connector that automatically generates a simulation model based on the VFDM description.  

All these efforts appear to be aiming for the similar goal of realizing the vision of virtual factory while 

addressing different aspects.   The aspect of multi-resolution modeling, the focus of this effort, does not 

appear to have been addressed in these efforts. 

2.2 Multi-Resolution Modeling 

Multi-resolution modeling appears to have received more attention in the context of combat simulation 

than in the context of manufacturing.  Hong and Kim (2012)  identify two major challenges in multi-

resolution modeling: seamless data aggregation and disaggregation, and dynamic replacement of models 

at different resolutions. They develop a specification to address these challenges and show its application 

in an air combat scenario.   Guan et al. (2012) propose a framework for digital-factory technology that 

includes both multi-level modeling and multi-resolution simulation.  They utilize a distributed simulation 

framework to integrate  simulations of process, plant layout, and supply chain.  They demonstrated the 
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use of this framework in a case study that addresses the integration of  a material handling simulation with 

a virtual reality model for static layout analysis. 

Jain et al. (2013) utilized multi-resolution modeling of a supply chain.  The high-level, supply-chain 

model is developed using a system dynamics simulation (SDS) paradigm with the ability to execute one 

of the manufacturing nodes at more detail using discrete event simulation (DES).  The effort reported in 

this paper seeks to implement the idea within the virtual factory context with integrated modeling of cell 

and equipment levels.  

2.3 Hybrid Simulation 

Multi-resolution modeling often involves modeling different levels of abstraction using different 

simulation paradigms and thus can be viewed as hybrid simulations.  For example, as mentioned above 

Jain et al. (2013) utilized SDS at the supply-chain level and DES at the factory level.  Venkataswaran et 

al. (2006) used a similar SDS-DES hybrid simulation set up to plan operations to support vendor managed 

inventory.  Hermann et al. (2011) combined discrete event simulation to model manufacturing processes 

with a continuous simulation to model the energy flows for planning manufacturing systems with 

consideration of environmental impact.  Fakhimi et al. (2014) utilized a hybrid of agent-based simulation 

(ABS) and DES for strategic planning and simulation analytics of health care services.  In their work, the 

two simulations interact to improve the performance of the system.  The effort reported in this paper also 

utilizes an interaction between ABS and DES to implement multi-resolution modeling. 

3 APPROACH 

The approach is discussed in two sub-sections.  First, the overall proposed approach for creating virtual 

factories is discussed.  This is followed by discussion of the approach used for implementing multi-

resolution modeling in a small prototype. 

3.1 Overall Approach for Virtual Factory 

Developing a full scale virtual factory will be difficult for most organizations to take on by themselves.  

We propose an approach that allows multiple participants – individual, groups, and organizations to 

develop modules that can be integrated to create the virtual factory.  This approach would first require 

development of an open architecture based on standards that allows integrating modules for modeling 

virtual factories.   The Industrie 4.0 effort mentioned in Section 2 includes the goal of developing virtual 

versions of real factories through a large coordinated effort (Mario, Tobias, and Boris 2015).  It appears to 

be targeting a standard architecture and thus may provide an opportunity to integrate other independently 

developed modules. 

The capability to develop virtual factories will be realized primarily using software.  This presents an 

opportunity to develop the capability iteratively starting from a prototype and successively adding 

capabilities.  The needed concepts, standards, and interfaces can be tested as corresponding capabilities 

are developed.  As suggested earlier, such iterative development can be done by multiple participants on 

various sub-systems and components of the virtual factory related to their interest and applications. 

Development of software by multiple participants in an open community requires common 

understanding and agreement on several aspects including scoping of constituent modules, selection of 

standards, and selection of applicable ontologies.  The alternatives for each aspect need to be carefully 

explored and considered.  It will help significantly, and may indeed be required, to develop prototypes 

exploring the alternatives, for at least the major aspects, to capture the issues involved and associated 

advantages and disadvantages.  Prototypes would also help communicate the long-term vision and serve 

to capture feedback from the end users.  An initial push towards development of the virtual factory can 

occur via developments of prototypes exploring different aspects by multiple interested researchers and 

associated discussions at forums such as simulation conferences. 
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The development reported in this paper is an initial prototype that explores the idea of multi-

resolution modeling in the context of a virtual factory.  It considers three levels of resolution, a process 

level, a machine level and a manufacturing cell level.  The three levels are implemented in the same 

simulation software to keep the focus on the issues in integrating multiple levels of resolution.  

Implementing the three levels in different simulation software would have required a mechanism to 

synchronize executions such as distributed simulation and would have added another layer of complexity.  

3.2 Approach for Multi-Resolution Modeling 

Multi-resolution modeling (MRM) requires the capability to execute different parts of a model at different 

levels of resolution.  Note, that hierarchical levels in a manufacturing context have been defined for 

decades (e.g., Jones and Mclean 1986; Williams 1994) and have been recently captured in standards such 

as IEC 62264-3 (ISO 2013).   Unfortunately it appears that there isn’t one widely accepted standard 

definition of such levels.   The hierarchical levels are generally defined with the idea of control and may 

not correspond with the software applications that implement that control. To gain acceptance from 

industry users, the levels in virtual factory will need to be set up to match those standards that have wider 

acceptance than others.  The virtual factory will also need to have the flexibility to modify level definition 

to match hierarchies defined in other official and de-facto standards. 

 The lower levels of the manufacturing control hierarchy may be defined to include a manufacturing 

cell level, followed successively by machine/equipment and process levels.  The prototype reported in this 

paper represents these three levels with modeling of 1) physics of the process with time modeled in 

milliseconds, 2) operations at machine level, with events occurring every few seconds, and  3) functions 

at the cell level, with events occurring in the range of every few minutes.   

In addition to the time granularity, the three levels are different in other ways. The implementation of 

the three levels makes certain scoping decisions. The machine level operations treat a batch as a 

collection of individual parts and track batch loading, individual part set-up, execution of turning process 

on individual parts, followed by part unload and repeating of this cycle for all parts in the batch. A batch 

unload step is modeled after all parts have been processed.  While most of the actions are modeled in 

discrete event paradigm, the actual turning process is represented in continuous time in the process level 

model. At the manufacturing cell level, the batch is treated as a single item and processing times are 

modeled accordingly using discrete event paradigm.   

An alternate implementation may model times for processing of individual part features at the 

machine level and time for processing the entire part at manufacturing cell level.  The prototype thus 

allows exploring and highlighting some of the scoping options.  Alternate assumptions and/or selections 

can be made in other prototype efforts or even in future version of this prototype based on inputs from 

other researchers and practitioners.  

  The three levels have been implemented using a bottom-up approach. The process-level model was 

developed first and calibrated against real machines that were instrumented to capture the measures of 

interest.  The machine-level models was developed next and validated against the real machine data.  The 

validated virtual-machine models were executed multiple times and the resulting batch processing times 

were captured.   The batch processing times are computed using the start of batch set-up to end of batch 

unload.  Therefore, it includes multiple cycles of individual part set-up, processing and unload times. 

These batch process times are used to model the machine operations at the manufacturing cell level.   The 

user is given an option to model selected machines at the machine level while the rest of the cell can be 

modeled at the manufacturing cell level.  Of course, the user can run the entire cell with all machines 

modeled at machine level of detail and they can run the entire cell with all machines at manufacturing cell 

level of detail. 

The current prototype represents batch processing times with the assumption of the times being 

normally distributed.  The collected individual batch times are analyzed to determine the means and 

standard deviations and recorded for use in manufacturing cell level execution.   In future, more advanced 
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curve fitting analysis will be used to identify and select distributions that most closely represent the 

collected times.    

4 IMPLEMENTATION 

This section describes the implementation of the prototype using a simulation environment. The process 

level model is briefly discussed first.  The development of the machine level model using agent-based 

simulation (ABS) is discussed next together with the capabilities to execute it in summary or detailed 

mode. Next the development of the manufacturing cell level using discrete event simulation is presented 

that integrates ABS model and the capability of execution in summary or detailed mode. 

4.1 Process-Level Model  

The process-level model is an implementation of the virtual-turning-machining model that was developed 

to simulate machining process based on process planning data (Shao, Jain, and Shin 2014).   It utilizes 

discretized continuous equations that represent the physics of the process dynamics and kinematics of a 

machine tool. It models machine components such as the spindle motor and servo motors, parameters 

such as depth of cut and feed rate to determine cutting forces and the resulting energy and time 

consumption. The inputs to the simulator are machine parameters and process planning data in STEP-NC 

format (ISO 2007).  The outputs are generated in format compliant with the MT-Connect standard 

(MTConnect 2014) and include parameters such as time and energy consumption. For the current MRM 

prototype, only the time values are passed to the machine level model.  In near future, other parameters in 

particular the energy consumption will be passed and aggregated at higher levels. 

The process-level model was originally developed in C++ and transformed to Java for ease of 

integration with the machine level model developed in AnyLogic (Grigoryev 2015).   Process level 

simulations are typically available in CAD/CAM software.  However, in this prototype an independently 

developed module was used to allow implementation of the three levels within one simulation 

environment. 

4.2 Machine-Level Model  

The machine-level model has been implemented as an agent utilizing the Agent-based Modeling 

constructs in AnyLogic.  Specifically the model has been implemented using the Statechart construct of 

the Agent palette in AnyLogic to mimic the modeled states of the machine as shown in Figure 2. The 

default machine state is the Idling state. During the simulation, the machine stays in this state as long as it 

does not get any batch to process. As soon as a batch arrives (represented by transition 1 in Figure 2), the 

machine goes to the batchSetup state that models the machine set up for processing the batch. The 

following sequence of states depends on the level of detail being modeled.   

 

  

Figure 2: State chart for the machine level model. 
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If the machine is running in detailed mode (transition 2) representing the machine level of detail, the 

next state is the partSetup state where the machine sets up each part in order to execute needed operations. 

The corresponding functions configure machine parameters depending on the material that has been set 

up in the previous state. These parameters include feed rate and spindle speed. Following the completion 

of partSetup, the state transitions to machining state that represents the metal-cutting process. After the 

machining state, the machine goes to the partEjection state that models unloading the part.   The logic 

loops through the states as many times as there are parts in the batch. The times to process one part, that is 

the transition from beginning of the partSetup state to the end of the partEjection state are recorded and 

used to calculate the average and standard deviation of the part processing time.   

The process-level model in section 4.1 models the detailed steps for all the states that have 

corresponding STEP-NC instructions. The process level determines the times required for execution of 

the STEP-NC instructions  and passes it back to the statechart to model the passage of time. The structure 

allows modification or even replacement of the process model without affecting the machine level or the 

higher-level models. The STEP-NC source file is customized using the machine parameter values 

generated in the partSetup state. With this file as input, a specific function of the process-level  model 

models the cutting process and determines the machining time to process one part of the batch.  

If the machine is running in the summary mode, representing the manufacturing cell level, the state 

chart goes directly to the batchMachining state (transition 3). This path summarizes the other path by 

modeling the processing of the entire batch at one time using the average and standard deviation of the 

individual part-processing times.  The concept of Central Limit theorem is used to aggregate the 

individual part process times into batch process times.  Generally, minimum 30 data points are 

recommended for application of Central Limit theorem (Berenson, Levine, and Krehbiel 2002) and this 

criteria will be implemented in the model. This is admittedly a simple approach.  Future versions of the 

prototype may allow more options such as empirical representation and fitted continuous distributions.  

Finally the last state is the batchEjection state, when the batch unload step is modeled. The time for 

processing successive batches are recorded and can be used for analysis such as aggregating them for 

representing the process at a further lower resolution such as line or plant level.  

4.3 Manufacturing Cell-Level Model 

The manufacturing cell-level model has been developed using discrete event simulation capability of 

AnyLogic as shown in Figure 3. The manufacturing cell is composed of four turning machines that are 

represented using the process modeling library provided in AnyLogic.. A Source node generates part 

batch arrivals following a uniform distribution between 6 and 8 per hour. Each batch can contain ten to 

fifteen identical parts.  Three part types are considered with the exact same geometry but with different 

material.  The material for the parts can be aluminum, steel or titanium. The batch is sent to a Queue and 

then to an object called SelectOutput that chooses the machine to which the batch is routed. The 

SelectOutput utilizes the shortest queue dispatching rule for this decision. 

The machines are represented using a ResourcePool object (called Turning001, Turning 002, etc) in 

the figure. A ResourcePool object can comprise of a number of resources and allows the facility of the 

resources being agents. In this model, each  ResourcePool includes a turningMachine agent as the 

resource. This structure allows linking the manufacturing cell-level model represented using the process 

modeling library to the machine-level model represented using the agent library.  Again, the machine- 

level model can be replaced easily without impacting the manufacturing cell-level model. 

The processing of the batches by machines is modeled using the sequence of Seize, Delay, and 

Release objects. The Seize objects have been named as machines Turning1, Turning2, etc. in Figure 3.  

The arrival of the batch at the machine, i.e., on the Seize step, triggers the arrival of the batch on the 

batchSetup state of the corresponding machine agents state chart discussed in the preceding sub-section. 

The processing of the batch is modeled in the machine using the agent-based model. During this time, the 

batch is held in the Delay object at the cell level. Once the unit has processed the full batch, the agent 
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sends the signal to release the batch from the Delay object. The batch is released and its exit from the cell 

is modeled via the sink object. The corresponding machine agent goes to the idling state at the agent-

based model level. The user can specify the choice of resolution level for each machine at the 

manufacturing cell level using the checkbox on the left. Each checkbox is associated with one machine. 

Depending on the choice made by the users, the batch will choose either the machine level of detail 

(detailed) path or the manufacturing cell level of detail (summary) path in the state chart described in the 

previous sub-section.  

 

Figure 3: Manufacturing cell level model represented using discrete event simulation. 

4.4 Execution at Multiple Resolution Levels 

The implementation of the prototype model allows executing the simulation at multiple resolution 

levels as listed below. 

 The manufacturing cell can be modeled with all machine models executing at manufacturing cell 

level, that is, with processing modeled for entire batch at a time. 

 The manufacturing cell can be modeled with all machine models executing at the machine level, 

that is, with processing modeled at individual part level complete with determination of time and 

energy consumption based on the physics of the process. 

 The manufacturing cell can be modeled with user-selected machines executing at the 

manufacturing cell level and other machines executing at the machine level of detail. 

The capability of executing the model at multiple resolution levels is available via the checkboxes 

provided at the manufacturing cell level.  The checkboxes give the user the option of either executing at 

the default machine level of detail (detailed) or the  manufacturing cell level of detail (summary).  

The current implementation of the model is set up to allow the selection of the resolution level of 

detail only after at least one batch using a given material has been processed.  The first batch is always 

executed at the machine level of detail.  The execution of the first batch of parts is used to capture the data 

for individual part processing and generate the parameters for use in the distribution of the batch 
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processing times.  For instance, if the first batch contains aluminum parts, the checkbox would be 

unavailable. As soon as a second batch of aluminum parts arrives to the machine, the check box would be 

available to be selected.  Again, this is a simple approach used for this prototype.  In future versions, the 

model may be executed with machine level of detail for longer runs and data collected for aggregation 

and use in execution with multiple resolution level.  Capabilities can be developed to set up the length of 

the run based on the desired width of the confidence interval for the individual part processing times. 

The models at multiple resolution levels should be valid representations of the underlying real world 

phenomena based on the purpose of the model.  Such validation will require comparison with the real 

world data.   The performance of the models with selected measures will need to be compared and their 

accuracy for the desired purpose evaluated following procedures such as those described by Sargent 

(2014).   The underlying model of the turning process has been previously validated for its prediction of 

energy consumption (Shao, Jain, and Shin 2014).  While a detailed validation is planned as the next step 

in this prototype-building exercise, an initial comparison of results from execution at the two levels of 

details shows agreement on batch cycle times, which was one of the desired goals. The batch cycle time is 

calculated as the time between the arrival at the source and the exit at the sink. The comparison runs used 

a 1-week (40-hours) simulation time and the same arrival patterns of batches for the two detail levels.  

The random seed was initialized for reproducibility of the results for both the models.  The outputs of the 

system differed slightly with 260 batches completed when executed at the machine level of detail and 258 

batches completed at the manufacturing cell level of detail.  A two tailed z-test at the 95 % confidence 

level indicated that the two batch cycle time samples were not statistically different.  Figure 4 shows the 

distribution of batch cycle times generated for the two runs.  The x-axis represents the time in minutes 

while the y-axis represents the percentage of batches that are in corresponding range of time.  

 

 
Batch cycle time in minutes  

  
Batch cycle time in minutes  

(a) Manufacturing cell level of detail (b) Machine level of detail 

Figure 4: Distributions of  batch cycle times with all machines at (a) the manufacturing cell level of detail 

and (b) the machine level of detail. 

5 CONCLUSION 

This paper reports on an initial prototype to explore the feasibility of multi-resolution modeling in the 

context of virtual factory.  By design, this first step took an approach that avoided other complicating 

factors.  For example, the models at different resolution were within the same simulation environment and 
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thus the complexity of implementing distributed simulation was avoided.  Similarly, simple approaches 

were used for aggregation of data from machine level to manufacturing cell level and for setting up the 

multiple resolution execution.  The exercise indicated that multiple resolution modeling is feasible at least 

in this simplified environment. 

Future work will focus on iteratively adding capabilities and complexities. The initial step reported in 

this paper utilized machine level models for turning machines.  Additional machining processes will be 

added in the near term and a range of process models may be considered in future.  A process model for 

milling machines is nearly complete and will be the next one to be integrated in the prototype. The initial 

step reported here focused on use of a simulation environment that allows modeling at multiple 

resolutions. An alternate approach of representing the detailed level using tools specifically developed for 

process simulations is being explored.   Integration with separate tools will require the use of a distributed 

simulation set up with its associated complexities.  The current prototype used standards for the input and 

output for the machine level model.  For future versions, additional interfaces based on standards will be 

developed.  The factory data may be imported using the Core Manufacturing Simulation Data (SISO 

2012) standard and the outputs may be generated using Business To Manufacturing Markup Language 

(B2MML; MESA 2013) standards.  Also, the current implementation used ad-hoc terminology for the 

three levels of details.  Standard terminology and scope of levels of resolution in manufacturing modeling 

will be explored for future iterations.  The preceding are some of the ideas for enhancements under 

considerations.  The actual iterative enhancements will be driven by the overall Smart Manufacturing 

System program that this initiative is a part of at the National Institute of Standards and Technology 

(NIST). 
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No approval or endorsement of any commercial product by NIST is intended or implied. Certain 
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Abstract — In Costa Rica, the Laboratorio Metrológico de 

Variables Eléctricas (LMVE) at the Instituto Costarricense de 
Electricidad (ICE) develops and improves measurement 
capabilities to promote and support the industrial innovation and 
development in the country. It’s a pertinent remark that the 
resistance standards as well as the dc voltage standards are used 
to determine other electrical quantities such as electrical power, 
energy, electrical current or capacitance. A set of nineteen high 
value standard resistors from 100 MΩ to 100 GΩ were fabricated 
and measured at the National Institute of Standards and 
Technology (NIST).  A subset of these standard resistors will be 
used as resistance standards for ICE-LMVE.  

Index Terms — Measurement, resistance standards, 
measurement techniques, precision, stabilization time, 
uncertainty. 

I. INTRODUCTION 

A joint project on high resistance standards was conducted 
at the National Institute of Standards and Technology (NIST) 
with a guest researcher from the Instituto Costarricense de 
Electricidad (ICE) during 2015. The project was in support of 
the NIST strategic alliances with the institutions participating 
in the Inter-American System of Metrology (SIM) and NIST 
commitment to strengthening the measurement infrastructure 
in the Americas.  The ICE guest researcher collaborated in the 
construction of high resistance standards in the range of 
100 MΩ to 100 GΩ as well as scaling and measurement 
techniques using the dual source bridge method [1]. The 
results of this collaboration will improve the traceability chain 
for high resistance measurements used by ICE.  Knowledge of 
other measurement techniques, such as the use of guarded 
Hamon transfer standards, direct current comparator bridges, 
and teraohmmeters were also part of the training program at 
NIST [2]. 

II. HIGH VALUE RESISTANCE STANDARDS FOR MEASUREMENT 
AND CALIBRATION 

The high resistance standards (up to 100 GΩ) available in 
the ICE-LMVE to perform their measurement and calibration 
work are commercial air-type resistance standards. These 
resistors are used as primary, working, or transportable 
transfer standards for the calibration of resistance ranges of 
multi-function calibrators and multimeters. 

 

ICE-LMVE standards had been calibrated by other National 
Metrology Institutes (NMI) since 2010. The 100 GΩ resistor 
had been presenting a particular problem with its long 
stabilization time, as noted by the calibration provider NMI.  
Figure 1 shows that at least 1000 s is needed between the 
moment when the voltage is applied and the moment when the 
first stable measurement is taken.  

 
 
 
 
 
 
 
 
 

 
 
Fig. 1. Example of stabilization time with 1000 V test voltage for the 
100 GΩ primary standard resistor used at ICE. 

 
Measurement at ICE of this resistor showed that it has a 

drift rate of   - 50 μΩ/Ω/year, with a temperature coefficient 
on the order of 250 (µΩ/Ω)/°C and a 1 (µΩ/Ω)/V voltage 
coefficient.  An anticipated outcome of the training program at 
NIST was to construct a 100 GΩ standard resistor with 
improved stabilization time, drift, temperature and voltage 
coefficients for ICE to use as a primary standard in their 
calibration laboratory. 

III. HIGH VALUE RESISTANCE FABRICATION 

The main objective in the fabrication of resistances 
standards was to construct at least one set of high resistance 
standards (100 MΩ, 1 GΩ, 10 GΩ and 100 GΩ) with good 
temperature and voltage coefficients, lower stabilization time 
and low drift with the possibility of a lower difference from 
the nominal value.  The additional set of resistance standards 
would improve the robustness of the traceability chain and the 
quality control of high resistance measurements at ICE. 

 
Precious metal-oxide film type resistance elements [3] have 

good characteristics for tolerance, stability, and temperature 
coefficient at resistance levels of 1 MΩ and above. Also, the 
resistors feature low noise and a high linearity because of a 
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low voltage coefficient and low temperature coefficient, which 
makes them a good choice for high resistance standards.  

 
The 100 MΩ and 1 GΩ resistance elements were heat 

treated and then hermetically sealed into cylindrical brass 
tubes, using glass-to-metal seals soldered to each end of the 
brass tubes. Near each end of the brass tubes there are also 
soldered copper tubes used to purge and fill the resistor 
container with an inert gas to provide a clean and moisture-
free environment for the resistor element.  Hermetically 
sealing the resistor element eliminates the seasonal humidity 
effects of resistance decrease due to surface leakage across the 
element and stress-induced change due to swelling in 
insulators in contact with the resistance film. [3] 
 

The 10 GΩ and 100 GΩ resistor elements were hermetically 
sealed using the same procedures used for the 100 MΩ and 
1 GΩ resistor elements except that the solid brass tube was 
replace with a metal-insulator-metal tube.  
Polytetrafluoroethylene (PTFE) and borosilicate glass were 
the insulating materials used. This metal-insulator-metal 
design allows the metal ends of the tube to be driven at guard 
potential, suppressing leakage currents flowing across the 
glass insulator of the seals. [3] 

 
Each hermetically sealed resistance element was packaged 

in an aluminum enclosure with coaxial connectors as shown in 
Figure 2.  Each terminal of the resistor element was soldered 
to the inner terminal of an N-type female connector (Glass 
dielectric type, 50 Ohm Impedance). The outer terminal of 
each N type connector was soldered to the hermetically sealed 
container. The N-type connector is mounted on a rectangular 
PTFE plate on the top panel of an aluminum box, which 
isolates the N-type connectors from the aluminum box. Each 
hermetically sealed container uses a support made of visco-
elastic material to provide vibration and electrical isolation of 
the hermetically sealed container from the aluminum box.  

 
 

 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Final Resistor assembly.  100 MΩ, 1 GΩ, 10 GΩ, and 100 GΩ 
resistors shown. 
 

VI. CONCLUSION  

A number of measurements were made on the final resistor 
assemblies in order to check the stabilization time and other 

characteristics of the resistance standards.  Figure 3 shows the 
stabilization time for one of the 100 GΩ standard resistors 
fabricated during this project.  From 120 s to 300 s, the 
resistor decreased by approximately 12 μΩ/Ω, but had no 
discernable change from 300 s to 700 s, indicating that the 
resistor has a 300 s stabilization time.  This is a factor of three 
reduction from the 1000 s settling time of the 100 GΩ resistor 
used at ICE. [4] 
 

 

 

 
 
 
 
 
 
 
 

 
Fig. 3. Example of stabilization time, for a 100 GΩ resistor.  Stability 
achieved after test voltage applied for 300 s. 
 
 Due to the natural aging process, the resistance standards 
long-term drift needs to be monitored in years to come. The 
expected yearly drift rate for the 100 GΩ resistors is about 10 
μΩ/Ω, based on the control charts for similar resistors 
constructed with resistor elements from the same lot and 
following the same construction techniques at NIST. 
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Abstract — Scaling from the quantum Hall resistance to 100 Ω 

standard resistors used by the NIST-4 watt balance involves 
multiple resistance standards and bridges to provide the lowest 
possible uncertainty.  Described here is the infrastructure and 
procedures developed to support these measurements at better 
than 20 x 10-9 standard uncertainty levels.  

Index Terms — quantum Hall resistance, cryogenic current 
comparator, direct current comparator, standard resistor, watt 
balance. 

I. INTRODUCTION 

The multinational effort to replace the last artifact-based SI 
definition, the kilogram (kg), has had much attention from the 
international community and extensive efforts by many 
national metrology institutes (NMI) in the building of watt 
balances [1] or in the counting of the number of atoms in a kg 
of pure silicon [2].  Those experiments are well documented 
and rely on low uncertainty in voltage, resistance, mass, and 
gravity.  Described here is the infrastructure now in place to 
provide the NIST-4 watt balance with traceability to the 
quantum Hall resistance [3] at the 100 Ω level.  

At the National Institute of Standards and Technology 
(NIST), the resistance project has been providing ongoing 
support for the watt balance work for many years.  The 
NIST-3 and earlier watt balances were all situated in a remote 
building on the NIST campus.  An adequate solution for that 
situation was to carefully transport 100 Ω resistance standards 
on a periodic basis between the two locations and maintain 
control charts to track the drift rates and changes in resistance. 

As the NIST Advanced Measurement Laboratory (AML) 
was conceived twenty years ago, having a future watt balance 
located in close proximity to the quantum standards of 
resistance and voltage was a design feature.  Transporting 
resistors less than 50 m or calibrating them in-situ within the 
AML is a better situation than having to transport them 1.5 km 
from one building to another on the NIST campus.  Reducing 
handling and shorter calibration intervals of the 100 Ω 
resistors for NIST-4 reduces uncertainty. 

II. TRACEABILITY FROM QHR TO 100 Ω 

The NIST quantum Hall resistance (QHR) has been the 
national standard for resistance since January 1, 1990 [3].  
Typically the system is operated two to three times a year to 
calibrate and adjust the drift rates of several banks of reference 
standards.  The most direct link to the QHR is a bank of five 

100 Ω standard resistors which are calibrated directly against 
the QHR i = 2 plateau of 12 906.4035 Ω during the operation 
of the QHR.  A cryogenic current comparator (CCC), with a 
turn ratio of 4130:32, has been used to make this transfer for 
many years [3].  NIST has recently brought into service a 
binary cryogenic current comparator (BCCC) with multiple 
turn ratios, up to 2065:16, which can also be used for this first 
step from the QHR as well as other ratios such as 10:1 [4].  
Other 100 Ω resistors, such as those used for NIST-4, may 
also be calibrated by the CCC or BCCC with the QHR as a 
standard when the QHR is being operated.  Due to the time, 
labor, and expense of keeping the QHR system cold at 0.3 K, 
it is not practical to operate year round.  During times when 
the QHR is not being operated, 100 Ω resistors may be 
calibrated with the 100 Ω reference bank.  Resistors in this 
bank have relative drift rates ranging from 0.025 x 10-6 / year 
to 0.351 x 10-6 / year.  Calibrations using the 100 Ω reference 
bank may be done by the CCC, the BCCC, or one of the direct 
current comparator (DCC) bridges with matrix scanners [5].  
All three of these systems provide the lowest Type A 
uncertainty with a two-step process which calibrates a 10 Ω, 
1 kΩ, or 12.9 kΩ standard resistor before calibrating a 100 Ω 
resistor. Power coefficients need to be taken into consideration 
if transferring through a 10 Ω resistor at different current 
levels.  The 10:1, 2065:16, or 4130:32 bridge ratios have 
lower Type A uncertainty than a 1:1 ratio [6].   

III. LOCATION OF BRIDGES AND INFRASTRUCTURE 

Figure 1 shows that most of these bridges and standard 
resistors are located in the main resistance laboratory in room 
F013 of the AML.  The QHR is in this lab in an isolated pit.  
The NIST-4 watt balance is located in the next corridor in 
room E024, also in an isolated pit.  Due to limited space in 
E024, the 100 Ω resistors are located in a different room via a 
shielded four-terminal cable (as had been done for NIST-3).  
The availability of space in room F023, which is adjacent to 
F013 and directly across the corridor from E024, was an 
appropriate location.  F023 is a shielded laboratory space with 
less activity than the main resistance laboratory of F013, 
providing isolation of the 100 Ω resistors and NIST-4 
measurements from other activities taking place in the main 
resistance lab of F013.  A DCC and matrix scanner are located 
in F023 which calibrates the 100 Ω resistors for NIST-4 
regularly.  Dedicated air and oil baths and check standards are 
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also in F023.  A four-terminal double-shielde
installed in F023 to allow connection to an
resistors in F023 to NIST-4, the DCC br
bridge, or the BCCC bridge.  A 30 m doubl
goes from NIST-4 in E024 to the junctio
Likewise, two double-shielded cables of leng
the junction box in F023 to the CCC and BC
100 Ω reference bank in F013.  The double
and junction box have made it possible to cal
resistors used by NIST-4 in-situ without hav
disturb them for calibration or connection to
reducing errors due to transportation and hand

Fig. 1. Location of the QHR, NIST-4, CCC
resistors, double-shielded junction box, and 4 wire
paths are shown to scale from the QHR to resistors 

IV. MEASUREMENT RESULTS

The infrastructure described has been in p
since 2015.  Routine measurement of the 
located in F023, has been done by a DCC 
calibrate and track the drift of the resistors. 
switching of the matrix scanner has 
measurement of these resistors and check sta
Less frequently, the 100 Ω resistors have been
the CCC and BCCC and 100 Ω reference
Resistors must be manually connected to the
so these processes are more labor intensive
DCC and matrix scanner.  A comparison o
BCCC to calibrate the 100 Ω resistors in
agreement of 3 x 10-9 for these systems, usin
100 Ω reference bank in F013 as the stand
recently been successful at remote calibratio
resistors in F023, through the double-shielded
QHR standard and the CCC and BCCC brid
measurements are planned when the QHR is o

Figure 2 shows a recent test using both len
double-shielded cables connected in series 
DCC and 100 Ω reference bank in F013, 
resistors.  The 100 Ω measurements made w
the 60 m cable agreed within 4 x 10-9 for the D
Initial measurements were 10 x 10-9 from the
of the 100 Ω.  Updating the calibration of the
reference resistors brought the 100 Ω meas

d junction-box is 
ny of the 100 Ω 
ridges, the CCC 
le-shielded cable 

on box in F023.  
gth 30 m go from 
CCC bridges and 
e-shielded cables 
librate the 100 Ω 
ving to move or 

o the experiment, 
dling. 

C, BCCC, DCCs, 
e cables.  Multiple 
 used by NIST-4.  

 

place and refined 
100 Ω resistors, 
located there to 
 The automated 
made weekly 

andards possible.  
n calibrated using 
e bank in F013.  
e CCC or BCCC 
e than using the 
of the DCC and 
n F023 yielded 

ng resistors in the 
dards.  We have 
on of the 100 Ω 
d cable, using the 
dges.  Additional 
operated in 2016. 
ngths of the 30 m 
(60 m) with the 
without moving 

with and without 
DCC and BCCC.  
e predicted value 
e 10 Ω and 1 kΩ 
surements within 

5 x 10-9 of the predicted value. 
pressure have been correlated to the
the measurements made using the 1

Fig. 2.  Test of double-shielded 
standard resistors.  100 Ω resistors in
DCC and BCCC with a direct connect
shielded cable from F013 to F023 and 
within 4 x 10-9.  Only DCC measureme
typical 1σ standard deviation of the mea

V. CONCLUS

The system of bridges, standard 
for providing traceability from the 
watt balance is described.  The
calibration of the 100 Ω standard re
comparison of the BCCC and DC
3 x 10-9.  Recent tests of the doubl
DCC and BCCC demonstrated a
4 x 10-9 for measurements made wit
double-shielded cable.  Frequent ca
reference resistors is critical for me
5 x 10-9.  Additional tests of the sc
100 Ω standard resistors for NIST-4
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Abstract  —  A third generation of adapted Wheatstone bridge 

is being developed at the National Institute of Standards and 
Technology (NIST) to improve high resistance measurements and 
scaling from 1 TΩ to 10 PΩ.  Improvements to extend range and 
reduce uncertainties include: automated calibration of the 
voltage sources, modified bridge balancing algorithm, low-noise 
shielded cables, and software migration to a modern 
programming environment.  Initial measurements agree well 
within the expanded uncertainties (k = 2) of the second 
generation NIST adapted Wheatstone bridge. 

Index Terms — standard resistor, high resistance, voltage 
source, calibration, adapted Wheatstone bridge. 

I. INTRODUCTION 

The adapted Wheatstone bridge [1] is an automated 
measurement technique for the measurement of high 
resistance standards in the range 10 MΩ to 100 TΩ.  An 
adapted Wheatstone bridge uses low-impedance 
programmable dc sources (V1, V2) in place of two of the 
resistive ratio arms of a conventional Wheatstone bridge.  
High resistance standards (≥ 1 MΩ) (RX, RS) are used in the 
other two ratio arms.  When the bridge is balanced, the 
unknown resistor value (RX) can be determined as 

 
                                RX = RS (V1/V2).                               (1) 
 
The technique has been used at the National Institute of 

Standards and Technology (NIST) [2] as well as at other 
national metrology institutes for measurement of high 
resistance standards to at least 100 TΩ [3].  The first and 
second generation adapted Wheatstone bridges at NIST have 
been in service since 1996 and 2008, respectively.  These 
systems continue to be extensively used for high resistance 
measurement services and research work at NIST.  The age of 
the software platform, desired modification of the balancing 
algorithm for measurements above 1 TΩ, and improvements 
to the voltage source calibration are several factors that made 
the development of a third generation adapted Wheatstone 
bridge appropriate at this time. 

The earlier NIST adapted Wheatstone bridges use guarded 
Hamon transfer standards and the substitution technique to 
build up from lower resistance values in decade steps [4]. 
Most Hamon transfer standards have ten resistors of the same 
nominal value which are permanently connected in series. 
Paralleling fixtures are used to connect the resistors in parallel 
or series-parallel configurations allowing 1:100 and 1:10 

ratios for scaling to higher resistance levels. The guard circuit 
[2] maintains approximately the same potential as the main 
circuit at each junction, thus suppressing leakage currents to 
ground.   

The availability of guarded Hamon transfer standards has 
made the scaling process less dependent on the uncertainty 
contribution of the voltage ratio as any systematic offsets in 
voltage at a given range tend to cancel when standard resistors 
of the same nominal value are measured by the substitution 
method. For measurements above 1 TΩ, direct calibration of 
the voltage sources to better than manufacturer specification 
(6 µV/V) is necessary for evaluating the guarded Hamon 
transfer standards where parallel to series (1:100)  and series-
parallel to series (1:10) transfers have been difficult to verify. 

The measurement of Wye-Delta resistance networks [5] is 
difficult with the existing balancing algorithm which drives 
the bridge to ± 5000 x 10-6 from null and extrapolates the 
bridge null from a linear fit.  Accurate measurement of a Wye-
Delta network requires the low terminal to be at the same 
potential as the case or ground (i.e. bridge null condition), 
which is not the situation for the first and second generation 
NIST adapted Wheatstone bridges. 

II. CHANGES TO THE THIRD GENERATION BRIDGE 

Over the years, there were improvements to the first and 
second generation bridges, such as ramping of voltage sources 
and addition of coaxial automated switching, but no major 
changes were made to the measurement sequence or balancing 
algorithm.  The dated programming environment along with 
the eclectic nature of the code made it sensible to make 
significant changes to the software in a modern programming 
environment that is widely supported and less likely to be 
obsolete in the future. 

A. Voltage Source Calibration 

An interchange of the voltage sources in the third 
generation bridge yielded a difference in RX of 6 µΩ/Ω for a 
1:1 bridge ratio.  Two methods were tested to improve the 
voltage ratios and reduce this interchange difference to less 
than 1 µΩ/Ω.  The first method was to use a calibrated digital 
volt meter (DVM) to measure the output of each voltage 
source and use those voltage measurements in the calculation 
of the unknown resistance.  The second method was to 
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calibrate the voltage sources against Zener voltage references 
with an automatic potentiometer and 1200 V range extender at 
all voltage ranges and store those corrections in tables for 
recall during the resistance measurement.  While both 
methods reduced the interchange offset error, the second 
method was selected due to ease of calibration of the voltage 
sources with the automatic potentiometer, shorter resistor 
measurement time by not adding voltage measurements to the 
process, and avoidance of possible issues with switching or 
ranging of the DVM.  

B. Balancing Algorithm and Null Current Measurement 

The third generation bridge balances to a true null rather 
than ± 5000 x 10-6 from null as in the earlier NIST bridges.  
To minimize the effects of detector and bridge offsets, the 
measurement sequence starts with measuring the bridge null 
current (Inull) when V1 = V2 = 0.  A pre-balance is done next 
where V1 is set to the test voltage of RX and V2 is set so V1/V2 
is the same nominal ratio as RX/RS and the detector current (ID) 
is measured.  The null and detector current measurements are 
used in equation 2 to determine V2' for the bridge null balance 
as 

                               .                    (2) 
 
With the voltage sources set to V1 and V2', the detector 

current ID' is now measured with the bridge balanced.  The 
bridge is balance if the difference of ID' and Inull is less than the 
detector resolution for the current range.  If this condition is 
not met, an additional adjustment of V2 is performed and the 
current measurement repeated.  After all iterations, the bridge 
null current measurement, where V1 = V2 = 0, is repeated to 
verify that there is no significant drift in the bridge during the 
measurement sequence.  The process is then repeated for the 
reverse polarities of V1 and V2.  Once the measurement 
sequence is completed, corrections for V1, V2, and RS are 
applied and RX is calculated from equation 1.  Measurements 
are typically made 120 s to 300 s (3600 s maximum) after 
voltage is applied to allow the RC time constants of the 
system to dissipate.  V1 and V2 are of opposite polarity. 

III. DATA AND RESULTS 

The third generation bridge uses the calibrated voltage ratio 
V1/V2 and the standard resistor RS to determine RX which is 
different from the second generation bridge which relies on 
the substitution technique and guarded Hamon transfer 
standards.  Measurements at 10 TΩ showed the two methods 
to agree within 50 µΩ/Ω, which is quite acceptable 
considering possible transfer errors of the guarded Hamon 
transfer standard at this resistance level.  Further testing with 
an additional Hamon transfer standard at 1 TΩ is planned. 

Measurements were also made at 1 PΩ and 10 PΩ using 
Wye-Delta networks configured from NIST standards and 
compared to a potentiometric measurement technique [6].  
Figure 1 shows measurements made with the third generation 

bridge and the potentiometric method on a Wye-Delta network 
assembled from well characterized high resistance standards at 
1 PΩ.  Similar results were obtained on two other Wye-Delta 
networks at 1 PΩ and one at 10 PΩ.  

Fig. 1. Measurements made on Wye-Delta networks at 1 PΩ.    
Error bars are the 1σ standard deviation of multiple measurements 
over several days.  Third generation NIST bridge measurements at 
several voltages are shown in box to the right.  Measurements made 
on the same Wye-Delta network using the potentiometric method and 
the theoretical values are shown to the left. 

IV. CONCLUSION  

The third generation of adapted Wheatstone bridge for high 
resistance measurements at NIST was built.  Improvements 
include automation of the voltage source calibration and 
changes to the balancing algorithm which have allowed 
measurement of Wye-Delta networks.  These are shown to 
result in improved scaling from 1 TΩ to 100 TΩ, which was 
dependent on guarded Hamon transfer standards.  Range has 
been extended by two orders of magnitude to 1 PΩ and 
10 PΩ.  These improvements will allow reduction of 
measurement uncertainties in the 1 TΩ to 100 TΩ range by a 
factor of three to five. 
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Abstract 

Efficiency of natural stone production processes in quarries directly affects the economic output and environmental performances, such as 
production lead times and energy consumptions. Knowledge on stone production processes is crucial in making responsible decisions in this 
business. Having a structured representation of information characterizing the stone production processes will support stakeholders in better 
assessing production resources in terms of sustainability and productivity. Value stream mapping can provide an overview and guidance for 
sustainability performance evaluation, but its application is limited. The challenges arise when trying to specifically map and relate 
sustainability data between processes e.g., variability in lead time and CO2 emissions. Manufacturing process characterization standards 
currently being developed by ASTM International manifest the potential to not only fill this gap but also to provide opportunities to 
characterize and compose manufacturing processes with relevant environmental information and description. This paper shows the application
and lessons learned from deploying one such effort towards standardization.  

© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of Scientific committee of the 49th CIRP Conference on Manufacturing Systems (CIRP-CMS 2016). 
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1. Introduction 

Sustainability, representing a triple-bottom line [1], has 
become a driver for competitiveness in practically all 
industrial sectors today. This study focuses on evaluating the 
sustainability aspects using standard process representations 
applied on the quarrying processes within natural stone 
production. The available production technology today 
demands the use of non-renewable resources, thus causing 
several negative impacts on the environment. Examples are 
air pollution from dust and CO2 emissions from the energy 
utilized for the quarrying machinery in e.g. the cutting 
processes [2]. These negative impacts drive the companies 
operating in this sector to improve sustainability performances 
of quarrying processes.   

 Understanding the business processes modelling of an 
organisation is preliminary for determining its success [3]. 
Business process was earlier defined as “the combination of a 
set of activities within an enterprise with a structure 
describing their logical order and dependence whose objective 
is to produce a desired result” [3]. This is apt for the natural 
stone production. The business processes of interest are actual 
manufacturing processes, which include processes of stone 
production occurring within quarries.  

Understanding the natural stone production process can be 
rather involved. Several different factors within the 
production processes vary in quality and performance, and 
hence the overall output has a large variability as well. 
Representative factors include: 

© 2016 Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of the scientifi c committee of the 49th CIRP Conference on Manufacturing Systems

SP-363

Johansson, Bjoern; Mani, Mahesh; Bernstein, William; Lyons, Kevin; Morris, Katherine; Rebouillat, Laurie; Barletta, Ilaria. "Understanding sustainability data through unit manufacturing process representations: a case study on stone production." Paper presented at the 49th CIRP Conference on Manufacturing Systems, Stuttgart, Germany, May 25-May 27, 2016.



687 Laurie Rebouillat et al.  /  Procedia CIRP   57  ( 2016 )  686 – 691 

Natural factors: e.g., adverse atmospheric conditions, 
natural tension in the rock, colour variations of the stones 
Location of cracks in the stones  
Different manufacturing processes that can be used for 
the stone forming phases e.g., drilling, blasting, wire 
sawing, and wedging. 
Weather related uncertainties  

With such uncertainties, a structured understanding of 
processes for natural stone production would further provide a 
basis for improvement with respect to sustainability 
performance. From a sustainability point of view, successful 
stone production within quarries means producing larger 
volumes with higher output quality, while at the same time, 
reducing the risk of injury and environmental influences. 
Sustainability data describing manufacturing processes related 
to economic (operational) and environmental sustainability 
will be the focus of this study. This coincides with the goals 
of the VINNOVA-funded project on “Efficient and 
sustainable natural stone production” [4], in the context of this 
research. 

We hypothesize that a structured, sustainability-oriented 
representation of individual manufacturing processes will 
provide a strong baseline for engineers and managers to 
meticulously understand and improve sustainability 
performances of the natural stone production. This paper aims 
at testing such a hypothesis by implementing a new 
representation designed for unit manufacturing processes 
based on an ASTM International [14] standards effort.  

The paper is organized as follows: Section 2 reports on the 
state of art methodologies to map process information within 
quarrying and mining, Section 3 describes the standard 
representation used in this study, Section 4 illustrates the 
application of the standard on a quarry. Section 5 presents a 
discussion on the practicality and limitations of the standard 
for the natural stone production industry. Moreover, it shows 
the standard’s future developments.  

2. State-of-art on mining and aggregates 

Because of the inherent complexity of natural stone 
production, it follows that a standard aiming at representing 
quarrying process data under the sustainability lens must be 
both beneficial to model operational and environmental data. 
Different methods for process modelling have been used 
within manufacturing systems [3][5]. In order to specifically 
investigate the use of process modelling applied to aggregates 
and mining, the authors performed a literature review within 
Scopus, Web of Science and Google Scholar databases. From 
the review, the following conclusions were made: 

the use of simulation models in quarrying exists [6-8], 
specifically for production-related performances 
various process modelling tools have been applied to 
model mining and quarrying processes, like for instance 
Petri nets [9] and value stream mapping (VSM) [10] 
no specific reports addressing the process data in 
quarrying from a sustainability perspective. 

As a result, the authors aim at mapping manufacturing 
processes of quarries by utilizing standardized representations 
which supports both operational and environmental data 
modelling. 

3. Standard representations for  manufacturing processes 

To effectively compute sustainability performance of 
manufacturing processes and to facilitate decision making, 
sustainability-related standards are currently being developed 
by ASTM International [11]. There is a transformation of 
manufacturing industries from environmental practices based 
on human experience to environmental practices based on 
science, specifically on science-based sustainability 
characterization [12, 13]. That transformation is captured in 
the Guide for Characterizing Environmental Aspects of 
Manufacturing Processes [14]. The guide outlines a 
characterization methodology and proposes a generic 
representation from which manufacturers can derive specific 
unit manufacturing process (UMP) representations for 
meaningful sustainability performance analysis, see Fig. 1. 

Graphical and programming methods can be used to build 
the UMPs. The creation of a network of UMPs can then be 
made using the graphical method and transcribed in the 
formal method (for example in XML). 

According to the guide [14], sustainability characterization 
involves: 

1) Identifying the UMPs including key performance 
indicators and the specifying boundaries,  

2) Identifying UMP specific attributes that includes the 
specific inputs, manufacturing resources, product and 
process information, and outputs for each UMP,  

3) Identifying the transformation functions and listing 
key UMP specific variables required for calculating 
the transformation equations. 

Fig. 1. Graphical representation of a UMP. 
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Inputs include material and consumables; product and 
process information includes process specifications, 
production plan, equipment specifications, material 
specifications, etc.; resources include equipment/tooling, 
software, etc.; and outputs include product, by-product and 
waste. Transformation may include material transformation 
(e.g. mass change, phase change, structure change, 
deformation, and consolidation), energy transformation (e.g. 
include chemical, electrical, thermal, mechanical, and 
electromagnetic) or information transformation such as 
production metrics (e.g. throughput and overall equipment 
effectiveness) and environmental metrics (e.g. energy, 
material, water, emissions, and waste).  

The standard purports that in order to realize the utility of 
the UMPs it is expected that most manufacturers will look 
towards linking a number of UMP’s together to characterize 
specific production plans for a part, assembly, or a product. 
This will enable manufacturers to extend the measurement of 
sustainable performance beyond the process to the product 
itself. The standard was used as concept guide to model the 
stone production in three quarries. One of these quarries is 
used as an example case. 

4. Case study 

4.1. Overview of Natural Stone Production Processes 

In this case study we consider a quarry of grey granite 
production, where the ideal final products are 2 m3 stone 
blocks. In practice, only about 20% of the total production 
results in the desired final two cubic meters square stone 
blocks with low variability. The other stone blocks are 
subsequently classified according to their final shape, their 
variability. It can be challenging to consider the 
environmental requirements in this quarry to do any major 
improvements to production and cost efficiency by acting 
directly on the process. 

The production of one block could consists of four steps. 
The first step consists of cutting a primary block in the quarry. 
In the quarry being studied, the use of a wire saw is 
impossible because of the natural tension in the rock. The 
process used today to make a primary block is drilling and 
blasting the drilled holes with explosives (top part of Fig. 2). 

Once the primary block is made, the second step is to drill and 
blast the primary block into several smaller secondary blocks. 

This second step (middle part of Fig. 2) consists of drilling 
and wedging specific areas of the block in order to avoid 
small cracks and discolouring of the stone. This is to create as 
high quality products as possible. 

Secondary blocks are reworked in a third step according to 
their variability and their shape with a wire saw and 
drilling/wedging, making the two cubic meter stone blocks 
from the product, as shown in the lower part of Fig. 2.  

The fourth step is to drill and cut the underside of the 
primary block to make it free. 

The location of the final block storage is analysed as one 
criteria in order to minimize the overall fuel consumption 
occurring from the inbound logistics, which affects the overall 
efficiency as well as the environmental impact from the stone 
production at the quarry. 

Fig. 2. Illustration of Primary block formatting (drilling and blasting) process 

Fig. 3. VSM of the value adding UMPs 
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4.2. Implementation of the standard 

The implementation of the standard on this quarry began 
by first identifying the different UMPs. In order to identify 
individual UMPs, it is necessary to understand all the 
different steps of the production process. To achieve this 
knowledge, interviews and site visits were conducted to 
gather the required UMP information from all three quarries. 
15 UMPs were identified in the quarries. The flow of the 
VSM of the 15 UMPs is presented in Fig. 3.  

The attributes for each UMP comprising the whole 
quarrying process is first defined individually. This includes 
information such as supply and demand of fuel, time, 
electricity, water, as well as CO2 emissions. Then by properly 
creating the connections among individual UMPs, the 
complete system of the quarry is composed as shown in Fig. 
4.  

According to the XML syntax, available through the 
standard guide, it is possible to link attributes of the same 
type. As inputs and outputs of each UMP; material, energy, 
wastes and indicators can be considered. 

Feedbacks can also be included as outputs of a UMP, for 
example to calculate the consumption of the resources used by 
the UMPs. The identified process parameters of each UMP 
were for example drilling speed, water consumption rate, fuel 
consumption per meter travelled etc. Those process 
parameters are then used in the transformation functions 
inside each UMP to calculate the input/output relationship. 

When all UMPs are specified in the formal XML structure, 
it is possible to compose a network of UMPs by linking 
outputs and inputs from the different UMPs, as long as they 
have the same type of data (e.g., “water”, “CO2”, “stone”). 
The creation of the linking variables was in this case done 

within a prototype software demonstrator created to visualize 
the composed models of the standard.  

This demonstration software can also export an 
automatically transcribed XML file describing each UMP as 
well as their relation in compliance with the standard. 

4.3. Demonstration software 

Finally, the ability to compose UMPs was validated 
through demonstration software. See Fig. 4 for a screenshot of 
the network of UMPs, which also can be represented in the 
XML schema for the ASTM standard.  

For this case study, the standard is used for modelling the 
production of stone blocks with UMPs such as “P3_Blasting” 
and “P4_Grading” as shown in Fig. 4. The production of 
stone blocks in the quarries are also linked to, for example, 
water consumption, fuel consumption and CO2 emissions. 
Note that, it is also possible to compose models with the 
standard that take into account data such as fuel quantity 
necessary to drive a certain distance to, from, and inside the 
quarry. 

The new guide provides the necessary structure and 
procedure for identifying and capturing key information needs 
to assess manufacturing performance. By linking individual 
UMP models together we can create a network or system of 
UMP models to represent a production system. The 
demonstrator built on the standard supports a plug-and-play 
approach to represent the actual flow of material, energy, and 
information between manufacturing systems for different 
levels of automation.  

Fig. 4. Example of a network of UMPs
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5. Discussion 

Standard representations per ASTM E3012-16  [14] 
provided a baseline for decision makers to holistically 
understand the natural stone production. UMP representations 
of individual quarrying processes specifically expanded our 
understanding of the process performances by tracking the 
productivity and sustainability related data. Linking multiple 
UMPs provided the opportunities to build a comprehensive 
production system enabling analysis and decision support in 
terms of productivity and environmental.   

Collecting the UMP specific information was a crucial part 
of the study and was done through interviews and site visits. 
Though initially time consuming, this step was the foundation 
for the subsequent analysis.   

In terms of practicality, the standard was easy to 
comprehend and use. As was stated in the standard guide, the 
standard can be used as the backbone while developing 
modelling tools. In this study, a simple XML based software 
demonstrator tool was developed. Understanding and 
implementing the standard using a modelling language such 
as XML is a learning process.  

Besides describing a process, as is possible with tools like 
VSM, the UMP approach additionally provided opportunities 
to integrate sustainability and productivity data. It was also 
easy to account for different types of flows in the same model. 
VSM is largely used for process mapping, and plots only the 
time being spent in different processes.  It does not factor in 
the influence of external environmental constraints that is of 
interest in this study. Hence, the use of VSM is limited whilst 
studying the quarrying processes under a sustainability 
perspective.  

Some reflections arose from the implementation of the 
standard through the software demonstrator. During the initial 
implementation, we noticed that network size of connected 
UMPs does challenge the implementation of linking variables 
to read the aggregate data. We are yet to explore the 
possibility to choose the level of detail (for example, grouping 
individuals UMPs into one consolidated UMP). There are also 
opportunities to test different scenarios (i.e., same inputs and 
outputs but different scenarios for the equations of 
transformation.) 

6. Conclusion and Future Directions 

The purpose of this paper is to explore the application of a 
related ASTM International standard and present lessons 
learned from its implementation. As described above, the 
ASTM standard proposes a generic representation from which 
manufacturers can derive specific UMP representations. 
These representations are considered as key to achieve 
meaningful sustainability performance analysis.  

To demonstrate the standard’s utility, we considered a case 
study related to natural stone production, since its sub-
processes are influenced by high variability, and therefore a 
structured knowledge representation aids in the business 
decision making process. Within the case study, we 
implemented the ASTM standard in order to guide the relative 

understanding of the sustainability and productivity aspects, 
both at a unit process level and at a holistic production system 
level.  Preliminary implementation through a simple software 
demonstrator tool, showed that the standard seems to be easily 
applicable, adaptable, and helpful for decision support.  

Future directions of the work includes (1) improving the 
prototype tool for the purpose of generalizing its capability to 
become relevant to any unit manufacturing process, (2) 
validating its features and general functionality through a 
formal user evaluation study, and (3) the further development 
of the prototype tool via a web-based interface, so that other 
researchers can use its architecture for their own analyses.   

A more generalized prototype tool would demonstrate the 
methodologies robustness to several kinds of analyses, 
including traditional performance criteria as well as 
sustainability considerations.  From a broader perspective, this 
work provides insight into the identification of requirements 
for the implementation of the ASTM standard and its 
supporting tools.  If the standard gains wider adoption, these 
lessons learned will be critical for moving towards a sharable, 
distributed manufacturing network, composing of multiple 
organizations and their suppliers.    
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ABSTRACT 

 
Chloride ingress into reinforced concrete structures is a cause of corrosion of steel embedded into 

concrete. To aid in the prediction of concrete service life, a chloride ingress model that includes 

the effects of physical absorption to and chemical reaction with the cement matrix as well as time-

dependent diffusivity is derived by a mass balance and solved by the finite element method. This 

model is validated through an experimental program where the chloride concentration around 

cracked specimens is measured using microbeam X-ray fluorescence spectrometry (µXRF). 

Reinforced mortar beams are cast and cracked by three-point bending. The samples are submerged 

in a chloride solution for time periods between 7 d and 21 d. The data collected from the µXRF 

scans is processed using a support vector machine (SVM) algorithm to identify the cement paste matrix. 

The chloride counts in the matrix are processed by a generalized additive model (GAM) to interpolate 

the counts over the scan domain. The data is calibrated using standards with known chloride 

concentrations and the results are compared to the finite element based model which shows good 

agreement between experiments and modeling. This demonstrates the necessity and usefulness of 

developing a chloride ingress model that accounts for both chloride ion and cement matrix interactions, 

the time-dependent behavior of the apparent diffusivity, and crack geometry. 

 

INTRODUCTION 
 

Service life prediction models vary in complexity, from the use of empirical relations for time dependent 

diffusivity in Fick’s Second Law (Vu et al., 2013) to models that capture the effects of water absorption, 

relative humidity within the pore structure, and ion to ion interactions (Samson et al., 2005). These 

models do not capture the effects of a crack that may be present in the structure’s concrete. The presence 

of a crack has been shown to dramatically increase the local chloride concentration, at a given cover 

depth, by providing a preferential pathway for chloride ions to move into the concrete matrix (Bentz et 

al., 2013, Şahmaran and Yaman, 2008). The presence of cracks in the concrete cover must be accounted 

for if service life models are to represent conditions to which a concrete structure is exposed (Bentz et 

al., 2014, Lu et. al. 2013). In this study, reinforced mortar beams are cracked under three-point bending 

and then submerged in a solution of 1 mol/L sodium chloride (NaCl). After periods between 7 d and 

21 d, the specimens are removed from the solution and cut perpendicular to the crack. Chloride 

concentration was determined using microbeam X-ray fluorescence spectrometry (XRF).  A support 

vector machine (SVM) algorithm was used to identify the cement paste and a generalized additive 

model (GAM) was used to interpolate the chloride counts over the scan domain. The results are 

compared to a mass balance model and show good agreement. The selection of the effective chloride 

binding reaction rate affects the simulation results by shifting the magnitude of the chloride 

concentration at a given depth. Selection of this parameter is important to service life calculations and 

is likely dependent on the physical and chemical properties of the cementitious system. 

 

SP-369

Jones, Scott; Davis, Jeffery; Molloy, John; Sieber, John; Bentz, Dale. "Modeling and Measuring Chloride Ingress into Cracked Mortar." Paper presented at the Fourth International Conference on Sustainable Construction Materials and Technologies, Las Vegas, NV, Aug 7-Aug 11, 2016.

Jones, Scott; Davis, Jeffery; Molloy, John; Sieber, John; Bentz, Dale. 
“Modeling and Measuring Chloride Ingress into Cracked Mortar.” 

Paper presented at the Fourth International Conference on Sustainable Construction Materials and Technologies, Las Vegas, NV, Aug 7-Aug 11, 2016.

mailto:scott.jones@nist.gov
mailto:jeff.davis@pndetector.de
mailto:john.molloy@nist.gov


 2 

The model described in this work is an extension of the work of Bentz et al., 2014, Lu et. al. 2013, 

and Jones et al. 2015, where experimental measurements of the time-dependent transport properties of 

mortars are used as inputs to the model. Chloride measurements made at 25 m intervals allow for a 

spatial resolution that is suitable for verifying modeling assumptions outlined in Bentz et al., 2014, Lu 

et. al. 2013, and Jones et al. 2015; specifically, the treatment of the transport properties around a crack 

can be assessed with this measurement technique. 
 

MATERIALS AND METHODS 

 
Cracked Mortar Beams 

 

Mortar beams, measuring 4 cm x 4 cm x 16 cm were created with type I Portland cement. The 

cement used was Cement and Concrete Reference Laboratory (CCRL) material number 192 

(January 2014). Chemical analyses were obtained from the consensus values available from 

CCRL (www.ccrl.us). Two water-to-cement ratios were studied, w/c = 0.4 and 0.5. These w/c 

values produce mortars with different effective diffusivities. Details of the mixture proportions 

using a blend of four sands are given in Table 1. All materials were weighed to the nearest 0.1 g. 

 

Table 1. Mixture proportions in kg of material per total volume of materials (m3) 

 w/c = 0.4 w/c = 0.5 

Cement 637.1 637.1 

Water 254.8 318.6 

ASTM F95 sand 357.1 357.1 

ASTM Graded sand 271.4 271.4 

ASTM 20-30 sand 271.4 271.4 

ASTM GS-16 sand 528.5 528.5 
 

 

A single section of threaded stainless steel rod was placed at the center of each beam and served as 

reinforcement of the specimen. In each beam, a crack was created by loading the specimen in 3-point 

bending after 7 d sealed curing. When the specimens reached an age of 28 d, they were removed from 

the curing chamber and placed in a 1 mol/L NaCl solution at 23 C, until they were removed for XRF 

analysis.  After removal from the chloride solution, specimens were placed in a freezer at -10 C at 

atmospheric pressure to slow subsequent diffusion. Samples were prepared for XRF analysis by 

sectioning the beams into thirds and cutting perpendicular to the crack with a diamond saw. Cuts were 

made in 200-proof ethanol to limit the disruption of chloride ions. The surfaces to be scanned were 

polished with 120 grit SiC abrasive paper and ethanol. 

 

Microbeam X-ray Fluorescence Spectrometry 

 

XRF settings and configuration 

 

Chloride concentrations were determined from measurements made using a microbeam X-ray 

fluorescence spectrometer with a Rh X-ray source and a 25 µm thick Al primary beam filter. The X-ray 

tube voltage and current were set to 40 kV and 1000 A, respectively. The nominal beam spot size was 

50 µm, and the area measured was approximately 14 mm by 20 mm, centered on the crack.  

Measurements were made at 25 µm intervals, corresponding to an approximately half X-ray beam 

overlap, in a raster pattern. Spectra were acquired for 400 ms per location with the detector pulse 

shaping time set to 12.8 µs.  X-Ray counts for Cl and other elements in the cement matrix were obtained 

from each spectrum by fitting peaks after background calculations and subtraction.  
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Calibration of XRF data 

 

Calibration of XRF data was achieved by preparing mortar specimens, composed of the same materials 

as the test specimens and in the same proportions, with known additions of chloride ions. The data 

output from the XRF is in the form of a spectrum of counts vs. electron volts (eV) at each pixel. The 

counts in the range of 2.40 keV to 3.00 keV (corresponding to Cl K and Cl K lines) at each pixel are 

fit to a log-normal distribution. The mean is computed and plotted versus the added chloride 

concentration with respect to total mortar volume. A simple linear model is assumed (Y = 1X + 0), 

and the added chloride concentration is regressed onto the expected values of the counts. Initial 

regression analysis produced a 0 = - 27 mol/m3  and a standard error, SE = 32.5 mol/m3. A hypothesis 

test suggested that 0 is not statistically different from zero. The regression analysis was performed 

again with 0 = 0 to produce the parameters shown in Table 2. Akaike’s Information Criterion (AIC) 

suggests that the linear model with the intercept constrained to zero is best suited to predict the expected 

value of concentration (Wood, 2001, p.31).  The estimate of 1 in Table 2 has a low standard error 

and a t-statistic greater than the degrees of freedom (DOF) (n - 1), where n is number of samples.  

This indicates a relationship between the chloride concentration and the expected value of the 

counts, and it is estimated by the model Y = 1X. 

 

Table 2. Coefficient estimates of linear model 𝐘 = 𝛃𝟏𝐗. 

  Est. (mol/m3count) Std. Error (mol/m3count) t-statistic p-value DoF 

w/c = 0.4 1 0.0378 2.4E-03 15.74 2.66E-07 8 

w/c = 0.5 1 0.0356 2.3E-03 15.74 2.66E-07 8 
 

 

Support Vector Machine and Generalized Additive Model 

 

XRF data was collected by rastering the sample under a stationary X-ray beam in an array with 

equally spaced points of 25 µm. The data of interest is the chloride ion concentration in the cement 

paste. Pixels from the coarse and fine aggregates, epoxy, as well as the interfacial transition zone 

around the aggregates were not included in the concentration model. Since cement paste contains 

Si, Ca and varying amounts of Cl, simple linear combination models are not sufficient to adequately 

segment the data. Further, the case of an analysis point that contains both cement and aggregate 

needed to be addressed. A training data set was collected from a mortar sample, of the same mix 

design, that contained no added chlorides (CCRL 192 contains 0.031 % by mass Cl) and was 

scanned under the same scan settings as the test specimens.  

 

  
(a) Phase Identification by SVM (b) Residuals of GAM 

Figure 1. (a) Training data set produced by the SVM.  The red indicates paste while the teal 

indicates aggregates.  (b) Residuals of the GAM fit for the 2000 mol/m3 Cl- standard.  The 

scale limits are set to +/- 100 mol/m3 to improve visualization of residual distribution. 
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This data set was used to train a support vector machine (SVM) to distinguish between two phases, 

aggregates and paste.  The SVM does not rely on a linear combination of elemental compositions 

or on a defined count range.  Rather, the model is able to separate out the data purely from the 

resulting X-ray spectrum, and, as a result, it is very efficient for processing the data and extracting 

the phase information. The resulting phase identification is given in Figure 1a, which shows the 

aggregates in cyan and the paste in red. The model can be adjusted to exclude the interfacial 

transition zones around the aggregates, but it was not able to account  for aggregates that were 

smaller than the beam size of 50 µm. The SVM was used to produce a map of chloride counts only 

in the regions that contain paste. For this study, a generalized additive model (GAM), Equation 1, 

is used to interpolate the count over the domain.   

 

counts = s(x) + s(y) + s(x,y) (1) 

 

The functions s(x), s(y), s(x,y) are smoothing splines which serve as the basis for the GAM (James 

et al., 2013, p.282, Wood, 2011, p.121). A square root link function is used, and the number of 

knots required for the smoothing splines is determined by 3-fold cross validation. The residuals in 

Figure 1b are uniformly distributed about the domain indicating the probability of obtaining a 

certain error at a given point has a normal distribution. The result is a smooth representation of the 

chloride counts in the specimen. 

 

Mortar Transport 

 

To determine the transport properties required for simulations, several mortar mixtures were made 

for analyses of their pore solution resistivity, bulk resistivity, and chloride binding capacity. The 

time-dependent value of the mortar diffusivity can be estimated by monitoring the pore solution 

resistivity and bulk resistivity over time.  Pore solution was extracted from mortar cylinders by the 

procedure described in (Barneyback and Diamond, 1981). The resistivity was measured by filtering 

the extracted pore solution through a 0.2 m filter and using a resistivity cell, calibrated with KCl 

solutions of known conductivity (ed. Settle, 1997), to measure electrical impedance. The values 

were fit to the function shown in Equation 2. The assumed functional form of the diffusivity is 

given in Equation 3, where D(t) is found using Equation 4. Pore solution resistivity and mortar 

diffusivity coefficients are given in Table 3 with the corresponding plots given in Figure 2. 

 

ρps = C +  A ⋅ tb (2) 

D(t) = D∞ + Di ⋅ tm + Dib ⋅ tl (3) 

𝜌𝑐 𝜌𝑝𝑠⁄ =  𝐷0 𝐷(𝑡)⁄  (4) 

 

Table 3. Curve fit parameters for pore solution resistivity and diffusivity of mortars 

Parameter Value Std. Error 

w
/c

  
=

  
0

.4
 

C 0.0972 -m 0.0034 -m 

A 0.7805 -m/s 0.0501 -m/s 

b -0.8782 0.0589 

w
/c

 =
 0

.5
 C 0.1027 -m 0.0143 

A 0.5022 -m/s 0.0286 

b -0.4193 0.0575 
 

 Value Std. Error 

D∞ 2.143E-12 m2/s 1.92E-13 m2/s 

Di 6.910E-09 m2/s2 2.09E-10 m2/s2 

Dib 9.932E-11 m2/s2 3.52E-12 m2/s2 

m -2.467E+00 2.1E-02 

l -5.37E-01 1.2E-02 

D∞ 7.821E-12 m2/s 4.20E-13 m2/s 

Di 3.487E-09 m2/s2 2.54E-10 m2/s2 

Dib 4.868E-10 m2/s2 6.95E-11 m2/s2 

m -2.113E+00 9.7E-02 

l -8.424E-01 3.8E-02 
 

 

To improve the numerical stability of the finite element (FE) model, the data in Figures 2a and 2b 

were fit to Equations 2 and 3 using a non-linear least-squares regression routine. Equation 3 is used 
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to determine the bulk diffusivity at a given time point. The very early age diffusivity ( t < 3.5 h for 

w/c = 0.4 and t < 5 h for w/c = 0.5) is assumed to be constant as the changes in pore solution and 

bulk resistivity are relatively small over these time periods. The parameters used in the finite 

element model are given in Table 3. The absolute value of m in equation 3, for both w/c = 0.4 and 

0.5 is greater than 1. Bentz et al., 2000, mention that a value greater than 1 cannot be used with an 

analytical solution, but Equation 3 has been employed for a numerical approach. The curve of the 

fitted diffusivity values is given in Figure 2b, which shows the proper decrease in diffusivity with 

time in the time period of interest. An important component to modeling chloride ion concentration 

is the effects of physical absorption to and chemical reaction with the cement matrix. This is 

accomplished by a procedure given by Luping and Nilsson, 1993. After 28 d of sealed curing, the 

mortar was ground to a powder and passed through a sieve with a 1680 µm opening. The chlorides 

bound to the cement paste per kg of cement are given in Figure 3 for both w/c = 0.4 and w/c = 0.5. 

Table 4 gives the coefficients of a Langmuir isotherm determined from a non-linear regression.  

 

  
(a) Pore Solution Resistivity (b) Mortar Diffusivity 

Figure 2. (a) Plot of measured pore solution resistivity.  (b) Plot of the estimated diffusivity 

of the mortar determined from the non-linear regression in (a) and the measured mortar 

resistivity.  The solid lines in (a) and (b) are the curves resulting from non-linear regression.  

Error bars represent the 95 % confidence interval of the measured data. 

 

Table 4. Parameters determined from non-linear least squares regression of Langmuir 

isotherms of chloride binding measurements. 

Isotherm 
w/c = 0.4 w/c = 0.5 

Value Std. Error Value Std. Error 

Langmuir 
𝛼 4.01E-02 6.4E-03 4.890E-02 2.2E-04 

𝛽 1.10E-03 4.0E-04 2.54E-03 3.6E-04 
 

 

 

  
(a) w/c = 0.4 (b) w/c = 0.5 

Figure 3. Chloride binding isotherms for (a) w/c = 0.4 mortar and (b) w/c = 0.5 mortar.  

Bound chlorides are plotted as the number of moles of chloride ions bound per kg of cement  

in the mixture.  Chloride binding in these plots is assumed to be the sum of physically 

absorbed chloride ions and ions consumed in Friedel’s salt formation.  Error bars represent 

the 95 % confidence interval. 
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Mass Balance Model 

 

Transport of chloride ions through the paste matrix (cement and water) is derived from a mass 

balance on an infinitesimal volume of the domain of interest, shown schematically  in three 

dimensions in Figure 4a. Formulating the governing equations in the paste is equivalent to assuming 

that the aggregates do not absorb or transport chloride ions through them. Within the paste, chloride 

transport is assumed to occur through the water saturated pore structure. The flux across a face of 

the control volume is ji = Dcon(t)Cf-pore = pDcon(t)Cf  where Cf-pore is expressed in terms of water 

accessible pore volume and Cf is expressed in terms of paste volume. The time rate of change 

of the chloride concentration in the paste volume is equal to the sum of the flux going into the 

volume minus the flux leaving the volume plus accumulations of chlorides inside the volume. 

This is expressed mathematically in Equation 5 where Fick’s Law is used to relate the flux to 

the free chloride concentration (Cf). In Equation 5, the binding of free chlorides to the mortar 

matrix is modeled as a first order reaction with reaction rate k. The water accessible porosity of the 

paste is ϵp.  The change in concentration of bound chlorides (Cbound) is described by Equation 6, 

where (Cbound-eqbm) is the equilibrium concentration of bound chlorides. 

 
∂Cf

∂t
=  ∇ ∙ (ϵpDcon(t)∇Cf) + k(Cbound − Cbound−eqbm) 

(5) 

dCbound

dt
= ϵpk(Cbound−eqbm − Cbound) 

(6) 

Cbound−eqbm =  𝛼𝐶𝑓 (1 + 𝛽𝐶𝑓)⁄  (7) 

 

The relationship between the free chloride concentration and the concentration of chlorides that 

will react with the cement paste, at equilibrium, is described by the Langmuir isotherm, Equation 

7. Two domains are used in the simulations. Figure 4b shows the control, un-cracked case while 

Figure 4c, shows a representation of a cracked case where the crack geometry is imported into the 

model from the XRF images.   

 

   

(a) Control Volume (b) Un-cracked Case (c) Cracked Case 

Figure 4.  (a) Schematic representation of the infinitesimal control volume, (b) the domain 

representing the un-cracked case, and (c) cracked case (units: m). 

 

RESULTS AND DISCUSSION 
 

Control Case – No Crack 

 

A domain without a crack is modeled as a control case. This scenario is considered the “best case” for 

protection of the rebar from corrosion and serves as a reference for the ability of the model to predict 

chloride ion concentration. Figures 5a-b and Figures 5c-d show results of a specimen exposed to a 

1 mol/L NaCl solution for 7 d and 15 d, respectively.  Figure 5a shows the results of the XRF scan 

and Figure 5b shows the results along three lines, from y = L to y = 0, across the domain. The shaded 

region of the plot in Figure 5b is the measurement uncertainty at a 95 % CI, as determined by the 
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procedure described in JCGM 101:2008. Figure 5 shows good agreement between the model and the 

measured results of the XRF scans. In Figure 5b, the model is within the measurement uncertainty. A 

similar result is observed in Figures 6a-d. The model agrees well with the XRF data near the top 

surface in Figure 6b but underestimates the measured values as the distance increases. This may be a 

result of the calibration procedure. In Figure 6d, there appears to be an inflection point in the measured 

data at 4 mm. Upon closer inspection of the sample, there appears to be a void just below the surface 

which will affect the counts. However, the model does follow the general trend of the measured data.   

The results in Figure 5a-d (and 6a-d) exhibit good agreement between the model and measured data.  

The chloride binding reaction rate, k, is assumed to be an effective reaction rate which includes both 

physical absorption of chloride ions onto calcium silicate hydrate (C-S-H), as well as the formation of 

reaction products such as Friedel’s salts. In previous modeling studies, the chloride binding reaction 

rate was assumed to be 3.0E-07 1/s (Jones et al., 2015, Bentz et al., 2013). The concentration in the 

storage solution was measured at intervals of approximately 24 h for the first 3 d and then approximately 

7 d thereafter. It was observed that the chloride binding experiments reached their equilibrium states 

within 2 d, corresponding to a reaction rate of approximately 5.7E-06 1/s. Since the time to equilibrium 

of the chloride binding experiments is a function of the particle size of the ground mortar, it is likely 

that this effective reaction rate would be much slower in a system where chlorides are diffusing though 

a pore structure, as the surface area available for chloride binding would be much lower.  

 

  
(a) XRF Results – 7 d (b)  Simulation with Uncertainty 

  
(c) XRF Results – 15 d (d)  Simulation with Uncertainty 

Figure 5. Total Chloride ion concentration in control specimen of w/c = 0.4 at 7 d exposure 

(a) & (b) and 15 d exposure (c) & (d) as measured by XRF, (a) & (c), and solution to eq. 5 

& 6, (b) & (d).  The concentration measured from the top, exposed surface and the 

measurement uncertainty at a 95 % confidence interval is shown.  “W” is the maximum x-

direction value.  Concentration is expressed in moles per m3 of mortar. 
 

To study the influence of k, the simulations were run with k = 1.0 s-1, 3.0E-07 s-1, and 0 s-1. Figures 

5b and 5d (and Figure 6b and 6d) demonstrate the influence of the effective chloride binding rate 

on the simulation results. Simulation results indicate that the model is not sensitive to the reaction 
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rate so long as the time steps taken by the solver are long enough to allow for the binding reaction 

to reach equilibrium. The XRF results suggest that chloride binding is happening at a rate closer 

to the assumed value of 5.7E-06 1/s. When the reaction rate is reduced, the influence of the chloride 

binding is reduced – k  0 removes the chloride binding term from Equation 5. This result indicates 

the need for a better measurement of chloride binding kinetics and suggests a first-order reaction 

rate may not be an appropriate approximation. Still, the simulation results are within the 

measurement uncertainty indicating the simulation may provide a suitable estimation of chloride 

concentration at a given position and time. Deviation of the measured values from simulation 

results may be explained by increased porosity due to leaching of portlandite and decalcification 

of C-S-H resulting from hydrolysis of the cement paste (Carde and Francois, 1997). This change in 

the matrix will affect X-ray counts due to changes in grain sizes that are a result of the increased 

porosity (Jenkins and De Vries, 1975). 

 

Saturated Crack Case 
 

Simulations of cracked mortar are performed as in the control case but with a few important 

modifications to the model. The crack geometry is imported to the FE software by combining the 

Si and Ca XRF images, converting them to a binary image, and then adjusting the threshold such 

that only the crack outline is visible (Figure 4c). 

 

  
(a) XRF Results – 11 d (b)  Simulation with Uncertainty 

  
(c) XRF Results – 21 d (d)  Simulation with Uncertainty 

Figure 6. Total Chloride ion concentration in control specimen of w/c = 0.5 at 11 d exposure 

(a) & (b) and 21 d exposure (c) & (d) as measured by XRF, (a) & (c), and solution to eq. 5 & 

6, (b) & (d).  The concentration measured from the top, exposed surface and the measurement 

uncertainty at a 95 % confidence interval is shown.  “W” is the maximum x-direction value.  

Concentration is expressed in moles per m3 of mortar. 
 

Previous studies attempting to simulate chloride concentration around cracks have assumed that a 

region around the crack has diffusivity properties that are different from the bulk. Jones et al., 2015 
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and Bentz et al., 2013 assumed this region to be approximately 4 mm from the crack edge. This 

assumption was based on experimental evidence reported in Şahmaran and Yaman, 2008 and the 

chloride maps presented in Figure 7a and Figure 8a support these findings, as the depth of penetration 

from the crack surface appears to be greater than that from the top, exposed surface. Following the 

simulation procedures outlined in Jones et al., 2015 and Bentz et al., 2013, the chloride profile for 

two cracked domains are simulated by solving Equations 5 through 7. The crack in the sample tends 

to deviate from vertical. To account for this phenomenon, the damaged zone region was rotated 

around its center point to align with the crack. Since Equation 5 is formulated assuming the 

principal directions of the flux are in line with the x and y axes, a rotation is applied to the 

diffusivity tensor which produces components  Dxx = Dyy = DFD(t)cos() and Dxy = -Dyx 

= -DFD(t)sin() where DF is a parameter used to estimate the increase in diffusivity. The parameter 

DF is thought to be a result of increased porosity around the crack possibly due to micro-cracking.  

Figure 7a shows the chloride concentration as measured by XRF and Figure 7c shows the 

concentration as a function of depth with (1/2)W approximately centered on the crack, where the 

symbols represent measured results and the lines represent simulation results. The simulation was 

run with DF = 1, 10, and 20 and the width of the damaged zone = 1 mm (1.5 mm for w/c = 0.5).  

The convergence of the simulation to the XRF results improved as DF increased to 10 for w/c = 

0.4 and 20 for w/c  = 0.5. The simulation results in Figure 7 are shown with DF = 10 and agree well 

with the measured XRF results. Increasing DF to 20 produced results that exceeded measured 

values near the crack tip. 

 

The model predicts the chloride concentration near the top and bottom of the scanned area but tends 

to over predict measured chloride concentrations near the middle. The dips in the simulation result 

from regions where the model results are in the crack domain, which does not bind chlorides.  

Figure 8 shows the results for a crack in a w/c = 0.5 mortar with DF = 20 in a region around the 

crack. The simulation results in Figure 8 agree well with the XRF results but do not appear to 

capture the behavior near the top surface. This is likely due to positional errors introduced into the 

model when converting the Si and Ca XRF images into a format that can be accepted by the 

model. However, the behavior away from the top surface is in agreement with the XRF 

measurements and is therefore a suitable approximation to the observed measurements.  

 

Figures 7 and 8 present a comparison between experimental measurements of chloride 

concentration and simulation results.  Jones et al. 2015, performed a series of simulations, which 

attempted to model the chloride concentration around rectangular cracks.  Based on the work of 

Şahmaran and Yaman, 2008, a region around the crack was defined to have a diffusivity approximately 

20 times the bulk diffusivity.   

 

  
(a) XRF Results (b) Simulation Results (c)  Simulation with Uncertainty 

Figure 7. Total Chloride ion concentration in cracked specimen (w/c = 0.4 crack at 14 d 

exposure, DF = 10) as measured by (a) XRF and (b) & (c) solution to eq. 5 & 6.  The 

concentration measured from the top, exposed surface and the measurement uncertainty at 

a 95 % confidence interval is shown in (b).  “W” is the maximum x-direction value. 
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(a) XRF Results (b) Simulation Results (c)  Simulation with Uncertainty 

Figure 8. Total Chloride ion concentration in cracked specimen (w/c = 0.5 crack at 15 d 

exposure, DF = 20) as measured by (a) XRF and (b) & (c) solution to eq. 5 & 6.  The 

concentration measured from the top, exposed surface and the measurement uncertainty at 

a 95 % confidence interval is shown in (b).  “W” is the maximum x-direction value. 

 

Based on the work of Şahmaran and Yaman, 2008, a region around the crack was defined to have a 

diffusivity approximately 20 times the bulk diffusivity.  Chloride concentration measurements were 

made on the extraction fluid of powdered mortar that was obtained by drilling to known depth.  This 

measurement technique produces an estimate of the diffusivity for the region sampled by the coring bit.  

With an approximate spatial resolution of 25 m – it should be noted that the X-ray beam spot size is 

50 m, so in this study, spatial resolution indicates the approximate edge size of one pixel in the data 

set – the transport properties can be assessed at smaller length scales.  With this enhanced measurement 

technique, Figures 7 and 8 indicate that DF is variable and is dependent on the crack geometry.  The 

model detailed in this study addresses crack orientation by aligning the principal directions of the 

diffusivity tensor with the crack.  These two factors improved convergence between experimental 

measurements and simulation results as shown in Figures 7c and 8c. 

 

CONCLUSIONS 
 

In this study, experimental and modeling procedures are detailed to measure the chloride 

concentration around a crack created in a reinforced mortar beam. Measurements are made on 

samples with and without a crack, for w/c = 0.4 and w/c = 0.5 mortars. Simulation results are within 

the measurement uncertainty when the uncertainty is derived using a Monte Carlo method for 

simulating data. Using the FE simulation to conduct a parametric study of the effective chloride 

binding reaction rate indicates that the value of the parameter can be estimated from the time it 

takes the chloride binding experiments to reach equilibrium. When a crack is present in the domain 

of interest, a region around the crack is defined to have a diffusivity 10 or 20 times greater than the 

bulk mortar, depending on the mortar w/c. Orienting this region in the direction of the crack and 

conducting a parametric study of the DF factor produced results that were within the uncertainty 

of the XRF measurements. The results presented in this paper demonstrate the deleterious effect 

of a crack on the protection capacity of a cementitious cover over a steel bar. The model presented 

is able to predict chloride concentrations when given the appropriate inputs for the material under 

investigation.  Experimental measurements taken with a spatial resolution of approximately 25 m 

over an approximately 14 mm x 20 mm domain allow for model verification at spatial increments 

suitable for studying the DZ diffusivity.  A better prediction of chloride concentration near cracks 

will improve service life models by moving the model closer to real-world conditions. 
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Abstract. Smart manufacturing, today, is the ability to continuously maintain 

and improve performance, with intensive use of information, in response to the 

changing environments. Technologies for creating smart manufacturing systems 

or factories are becoming increasingly abundant. Consequently, manufacturers, 

large and small, need to correctly select and prioritize these technologies cor-

rectly. In addition, other improvements may be necessary to receive the greatest 

benefit from the selected technology. This paper proposes a method for assessing 

a factory for its readiness to implement those technologies. The proposed readi-

ness levels provide users with an indication of their current factory state when 

compared against a reference model. Knowing this state, users can develop a plan 

to increase their readiness. Through validation analysis, we show that the assess-

ment has a positive correlation with the operational performance.  

Keywords: smart manufacturing readiness, smart factory, maturity model 

1 Introduction 

Manufacturers lack a concrete methodology to choose and prioritize emerging technol-

ogies that aid in the creation of smart manufacturing systems and factories.  On top of 

this, manufacturers may need to implement organizational and process improvements 

to realize the full benefits from these technologies. Fig. 1 shows a survey result indi-

cating that most manufacturers have trouble making such improvements. While larger 

companies can bring in consultants to assist with such issues, small and medium size 

manufacturers typically do not have the funds to do the same. 

Existing methods such as the Supply Chain Readiness Level [2] and MESA Manu-

facturing Transformation Strategy [3] exist, but they largely ignore the use of  infor-

mation and communication technologies (ICT) as a primary foundation for making 

those improvements. There are existing works, which study the impact of Information 

Technology (IT) adoption to businesses (also known as business & IT alignment). 

However, each study typically focuses on evaluating a single technology such as the 

Enterprise Resource Planning (ERP) system or Manufacturing Execution System 
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(MES).  These studies have not taken into account other aspects of the organization that 

can affect the impact of the respective technology adoption. 

 

Fig. 1. Survey result highlighting Ongoing Continuous Improvement as the challenge faced by 

most manufacturers [1] 

This paper describes our initial work to develop a method for assessing a factory’s 

readiness for incorporate emerging ICT technologies to become a smart factory.  In our 

view, a smart factory uses ICT to maintain and improve its operational performance in 

response to its changing environment. Consequently, the method breaks down the as-

sessment into four maturity components including the IT, the information connectivity, 

organization, performance management program maturities. Our method then com-

bines these assessments into a single Smart Manufacturing System Readiness Level 

(SMSRL) index, which can be used for benchmarking individual factories or as criteria 

for selecting a supplier among several factories. In addition to describing our method, 

we discuss a correlation analysis that we performed.  That analysis shows that the 

SMSRL index has a positive correlation with the operational performance.  

Next we discuss related work in more detail before describing the SMSRL as-

sessment method. Then, the result from the validation study is presented and a con-

clusion and remarks are given. 

2 Related Work 

Several types of readiness levels are used within the manufacturing sector. Technology 

Readiness Level (TRL) indicates the maturity of a technology for commercial adoption 

[4]. Similarly, Manufacturing Readiness Level (MRL) indicates the maturity of a 
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manufacturing process technology [5]. An organization can use the same scale to indi-

cate the maturity/capability of its respective technology as well. These methods do not 

evaluate a particular company for its readiness to adopt a particular technology. 

Supply Chain Readiness Level (SCRL) [2] provides a method to assess the ability 

of the supply chain to operate and to achieve specific operational performance targets. 

The readiness levels are associated with characteristics within fifteen (15) categories 

that discretely provide an improvement roadmap for a supply chain design and the op-

eration. Similar to the TRL and MRL, SCRL does not provide a methodology for a 

particular organization to assess its readiness to adopt a particular technology, which 

may correspond to some categories of the characteristics. 

The MESA manufacturing transformation strategy (MTS) provides a framework 

based on the ISA-95 standard [3] to prepare an organization for Manufacturing-Opera-

tion Management (MOM) technologies adoption in four (4) business domains including 

Business Processes, Organization Structure, Personnel Skill Sets, and Manufacturing 

System Technology. 

The SMSRL assessment objective is similar to that of the MESA-MTS albeit with 

the scope going beyond MOM technologies. Technically, the SMSRL index provides 

an indication of the current state with respect to a reference model. Both the SMSRL 

and the MESA-MTS allow the reference model to evolve as new technologies emerge 

and become available. Because of this, the assessment piece of the method, by design, 

is kept independent of the reference model. 

3 Method 

Fig. 2 provides an overall architecture of the readiness level assessment. It summarizes 

the steps, the inputs, and the outputs involved in the assessment followed by improve-

ment plan development. The process is iterated after the plan has been implemented. 

The primary purpose of the proposed assessment based on the SMSRL index is to 1) 

help manufacturers determine their current level and 2) develop a customized improve-

ment plan. 

Fig. 2. Overall assessment framework 

3.1 Profiling the Current State 

The SMSRL proposed in this paper is based on the Factory Design and Improvement 

(FDI) reference-activity model defined in [6]. That model provides a set of reference 

activities; information entities for input, output, and constraints on each activity; and 

relevant software functions using the IDEF0 functional requirement modeling method 

[7]. On the basis of this model, we developed a questionnaire for profiling [8]. It is to 

Profile current 
state 

Assess current 
state 

Develop Improve-

ment plan (long-term) 

Readiness pro-
file 

SMSRL 

Information about 
current activities of 
factory design and 
operations 

Customized 
improvement 
plan 
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be answered by relevant factory personnel. The questionnaire is organized into four 

measurement dimensions (C1 to C4) each of which consists of measurement items (pro-

cess, designated personnel, etc.) as shown in Fig. 3. See the citations in Error! Refer-

ence source not found. for the sources of these dimensions. Next we discuss each di-

mension in more detail. 

 

 

Fig. 3. SMSRL measurements 

The Organizational maturity dimension (C1) is conceptually defined as the comprehen-

siveness of the activities in the reference activity model performed by the manufactur-

ers. It is measured by 1) whether there is a process that formally manages each activity; 

and 2) whether there is a responsible human resource assigned to the activities.  

The IT maturity dimension (C2) is conceptually defined as the degree to which IT 

resources are available and working. The IT resources refer to computerized tools and 

methods. For example, a paper-based analysis method for layout design would not be 

qualified as an IT resource.  

The Performance Management maturity dimension (C3) is conceptually defined as 

the degree to which the performance measures are used and monitored. This dimension 

also takes into account the connectivity between different operational performance 

measures where appropriate.  

Lastly, the Information connectivity maturity dimension (C4) is conceptually de-

fined as the maturity of the method to exchange the required information and the degree 

to which the information is shared/exchanged. 

Profiling the current state consists of three operations: scope determination, infor-

mation collection and consolidation. The scope is represented by relevant activities and 

stakeholders. The FDI model also indicates stakeholders relevant to each activity based 

on the ISA-88 manufacturing control architecture [9]. Information collection and con-

solidation are performed collaboratively among the group of stakeholders that are rele-

vant to the scope.   
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3.2 Evaluate Current State 

The evaluation of the current state compares the profile to the reference activity model. 

Computation methods, as shown in Table 1, are applied to each measurement dimen-

sion resulting in quantitative measures that can be used for comparison and benchmark. 
Table 1. Computation Methods for SMSRL 

SMSRL Construct Computation Method 

C1: Organizational maturity [10]  
Counting measure, Activity maturity 

scoring scheme 

C2: IT maturity [11] Counting measure 

C3: Performance management maturity [12]  Counting measure 

C4: Information connectivity maturity [13]  
Incidence matrix-based similarity meas-

ure, Incidence scoring scheme 

The counting measure is the ratio between the number of elements employed in the 

current practice and those suggested in the reference activity model. For example, the 

number of software functions (per the reference model) available in the factory divided 

by the number of all the software functions identified in the reference model gives a C2 

measure. 

The Activity maturity scoring scheme is based on the Capability Maturity Model 

Integration (CMMI) [14]. The stakeholder of each activity scores the maturity of the 

activity based on the scale shown in Table 2. 
Table 2. Activity maturing scoring scale 

Linguistic scale Task score Characteristics 

Not performed 0 - 

Initial 1 Processes established, but unpredictable 

Managed 3 Processes characterized for projects 

Defined 5 Process characterized for the organization 

Qualitative 7 Processes measured and controlled 

Optimizing 9 Focus process improvement 

The incidence matrix is commonly used to represent and analyze interactions be-

tween entities in a complex system. Here, an incidence matrix is used to represent the 

information entities connected between activities; and as such can be used to quantify 

the information connectivity maturity (C4). It is an n x n matrix where n is the number 

of activities under evaluation, the row is the activity that provides the information entity 

(from-activity or sender activity), and the column is the activity taking the information 

entity as an input (to-activity or receiver activity). The cell, the incidence, indicates the 

maturity of the information flow from the row to the column. Table 3 shows a schematic 

view of an incidence matrix. The maturity of the information flow is marked by the 

scoring scheme shown in Table 4 with the highest score (1) being connected by a stand-

ard data exchange. All reference incidence matrices assume the highest score where 

there is the information connectivity between the from- and to-activity. A score of 0.7 

represents that software capability for data exchange among activities exists, but infor-

mation is not currently exchanged. When the data is exchanged manually between ac-

tivities, the score is 0.3. A score of zero indicates that there is no data exchange between 

the activities. 
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Table 3. Activity incidence matrix 

From/To To Act1 … To Actj 

From Act1 inc11 … inc1j 

… … … … 

From Acti inci1 … incij 

Table 4. Incidence scoring scheme 

Incidence 

Score 

Scoring Rule Definition 

1 
if a∈(Sj∩Bm) then,  

c = 1xRef 

Standard data formats for activity j (and)  

compatible data formats for software system m 

0.7 
if a∈Bm then,  

c = 0.7xRef 

Compatible data formats for software system m 

0.3 
if a∉Bm then,  

c = 0.3xRef 

Manual transformation required from output data a 

to compatible data formats for software system m 

0 
if Ref = 0 then, 

c = 0xRef 

No exchange required 

0 
If i 𝑜𝑟 𝑗 =  ∅ then, 

c = 0xRef 

The current state does not perform the  activity i or 

j. to be performed 

0 
If i=j then, 

c = 0xRef 

Recursive 

Where i is the sender activity; a is the output data format of the activity i; Sj is a set of standard 

data formats associated with the receiver activity j; Bm is a set of compatible data formats for the 

receiver software system m; and c is the incidence score. 

The evaluation result can be visualized as shown in Fig. 4. Each indicator can be 

used individually or combined into a single SMSRL index. For simplicity, a single 

SMSRL index was computed using an average of C1, C2, C3 and C4. The overall index 

and/or individual construct can be used to prioritize the factory improvements or to 

evaluate potential suppliers. 

 

Fig. 4. An exemplary assessment result 
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3.3 Develop improvement plan 

In the last step, the evaluation result is used to develop and prioritize an improvement 

plan. A classification analysis shown in the next section provides a high-level improve-

ment recommendation. Our future work lies in developing a method to provide a more 

detailed recommendation. 

4 Validation Study 

This section investigates the validity of the proposed assessment using a similar ap-

proach to [13]. First, data about the relationships between the SMSRL and operational 

performance was collected. Then, hypothesis tests for the statistical significance of the 

relationships were performed. Lastly, we analyzed patterns of the SMSRL that can 

guide an improvement plan development.  These activities are explained below. 

4.1 Data used for the validation 

Existing studies in the domain of business and IT alignment were used for the valida-

tion. A detailed analysis on the existing studies can be found in [8]. Different alignment 

constructs (i.e., measurement items) from these studies were mapped to performance 

categories (e.g., operational, financial) and were statistically correlated using empirical 

data. 

4.2 Validation method 

To establish the relationship between the SMSRL assessment and the performance cat-

egories, the measurement items of the SMSRL assessment are mapped to those consid-

ered in the studies (operational, financial, value-based, and overall). A similarity value 

between the SMSRL assessment and the target study is then calculated using the n-

gram measure (intersection divided by union). This gives the basis for the correlation 

analysis shown in the next subsection. 

4.3 Hypothesis test 

Four hypothesis tests were performed. Statistically significant, positive-correlations 

with the SMSRL index were found on the operational performance, overall perfor-

mance, and value-based performance as shown in Table 5. The financial performance 

was not found (hence not shown) to have a statistically significant positive-correlation. 

Table 5. Hypothesis test results 

Hypothesis Pearson Cor. Sig 

H1: the higher the similarity value,  

the higher the operational performance attributable to alignment 
0.713 Yes 

(p < 0.05) 

H2: the higher the similarity value,  
the higher the overall performance attributable to alignment 

0.404 Yes 

(p < 0.05) 

H3: the higher the similarity value,  

the higher the value-based performance attributable to alignment 
0.529 

Yes 

(p<0.05) 
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4.4 High-level recommendation 

A k-means-clustering analysis on the simulated SMSRL results has been performed 

(k=3). Based on its result shown in Table 5, a high-level recommendation can be made 

for each SMSRL cluster. The cells with bold-font values show the category of improve-

ment a factory should focus on to have the largest impact on a respective performance 

category. For example, the first row indicates that improvements in the information 

connectivity (C4) is likely to have the best impact on the operational performance. 

Table 6. High-level recommendation  

SMSRL 

Centroid  

(mean score) 

Performance Category 

Standardized Coefficient of 

Independent Variables 

C1 C2 C3 C4 

Low (0.1957) 
Financial -0.0276 0.1169 -0.0035 -0.0048 

Operational -0.0996 0.0511 -0.0471 0.0753 

Med (0.4608) 
Financial 0.0179 0.004 -0.0021 -0.0278 

Operational -0.065 -0.0013 -0.1052 -0.0139 

High (0.6453) 
Financial -0.0250 0.0439 -0.0074 -0.1083 

Operational -0.0270 0.0327 -0.0109 0.0672 

5 Conclusion and Remark 

We introduced a new, smart manufacturing system readiness assessment (SMSRL). 

SMSRL measures the readiness using maturity scoring of four dimensions: Organiza-

tional, IT, Performance management, and Information connectivity maturities. The core 

of the smart manufacturing concept is the ability to use information effectively.  The 

SMSRL assessment provides a quantitative measure of this ability.  Such measure, 

which is in the form of an index, can be used for benchmarking. The statistical analysis 

shows that the index has a positive correlation with three types of performance: opera-

tional, overall, and value-based. 

 The SMSRL index provides a real number as its readiness measure.  The SCRL, on 

the other hand, provides discrete readiness levels. Each type of measure has its ad-

vantages. Discrete measures lend themselves readily to definitional levels. Real-num-

bered levels do not; however, they can be used in other quantitative analysis – such as 

the ones shown in section 4.  Discrete measures cannot 

 In our future work, we will 1) develop a method to provide more detailed improve-

ment recommendations 2) extending and/or experimenting with other models used as a 

reference for the assessment. 
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Comparison	  of	  T1	  measurement	  
using	  ISMRM/NIST	  phantom

Ad	  Hoc	  Committee	  on	  Standards	  for	  Quantitative	  MRI	  of	  
the	  ISMRM
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Multi-‐site,	  multi-‐vendor	  
comparison	  of	  T1	  measurement	  

using	  ISMRM/NIST	  system	  
phantom
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Multi-‐site,	  multi-‐vendor	  T1	  measurement

• How	  does	  T1	  measurement	  vary	  at	  one	  site	  day-‐to-‐day?
• How	  does	  T1	  measurement	  vary	  across	  manufacturers?
• Is	  the	  variation	  different	  between	  1.5	  T	  and	  3	  T?
• Is	  the	  variation	  different	  between	  inversion	  recovery	  and	  variable	  flip	  
angle	  methods?

ISMRM/NIST	  system	  phantom	  supports	  quantitative	  T1	  and	  T2	  
measurements	  and	  can	  be	  used	  to	  answer	  these	  questions.

ISMRM/NIST	  system	  phantom:	   Introduction Program	  #3290
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ISMRM/NIST	  System	  Phantom
• NiCl2 solutions	  with	  varying	  concentrations	  for	  T1	  range	  20	  to	  2000	  ms
• Reference	  T1	  values	  measured	  on	  NMR	  by	  inversion	  recovery	  at	  20	  °C,	  
1.5	  T	  and	  3	  T

Photos	  courtesy	  of	  High	  Precision	  Devices.

T1	  array

T2	  array

Proton	  density
array

Fiducial spheres

ISMRM/NIST	  system	  phantom:	  Methods Program	  #3290
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Multi-‐site,	  multi-‐vendor	  Comparison

• Two	  system	  phantoms	  traveled	  the	  continental	  US
• Repeatability	  measurements	  (n=3)	  at	  one	  3	  T	  
system	  for	  each	  manufacturer,	  coefficient	  of	  
variation	  (CV)1

• Receive-‐only,	  head	  coils	  with	  8	  to	  32	  channels
• Reported	  temperature	  ranges:	  17.1	  to	  23.3	  °C
(of	  MRI	  room	  or	  bulk	  water	  in	  the	  phantom)

1.5	  T 3	  T
Vendor	  A 1 3
Vendor	  B 1 3
Vendor	  C 5 5

1Sullivan	  DC,	  Obuchowski NA,	  Kessler	  LG,	  et	  al.	  Metrology	  Standards	  for	  Quantitative	  Imaging	  Biomarkers.	  Radiology.	  2015
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T1	  Measurement	  Protocol

• Data	  fit	  using	  custom	  software	  (PhantomViewer,	  developed	  at	  NIST)

Inversion	  Recovery

Sequence Fast,	  SE-‐IR,	  2D

Scan	  Plane Coronal

Thickness	  (mm) 6

TR	  (ms) 4500

TE	  (ms) ~	  7	  (minimum	   full)

Inversion	  Times	  (ms) 35*,	  50,	  75,	  100,	  
125,	  150,	  250,	  1000,	  
1500,	  2000,	  3000

Averages 1

Echo	  Train Length 6

Pixel	  Size	  (mm	  x	  mm) 0.98 x	  0.98
Note: TI	  =	  35	  ms not	  available	  on	  Vendor	  A.

Variable	  Flip	  Angle

Sequence Fast,	  SPGR, 3D

Scan	  Plane Coronal

Thickness	  (mm) 3	  (no	  gap)

TR	  (ms) ~	  6.6

TE	  (ms) Minimum: 1.5-‐2.5

Flip	  Angles 2,	  5,	  10,	  15,
20,	  25,	  30

Averages 4

Echo	  Train Length 1

Pixel	  Size	  (mm	  x	  mm) 0.98 x	  0.98
Note: Prescan on	  FA=15°,	   no	  subsequent	   gain	  changes.

ISMRM/NIST	  system	  phantom:	  Methods Program	  #3290
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ISMRM/NIST	  system	  phantom:	  Results Program	  #3290

Vendors	  B	  and	  C,	  3T,	  repeatability	  measurements

3T	  Vendor	  B 3T	  Vendor	  C

Colored	  bands	  show	  the	  range	  of	  values	  at	  a	  single	   repeatability	  site.

Largest	  single	  
site	  variation,	  
approximately	  
20%!
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Inversion	  Recovery:	  MRI	  comparison	  to	  NMR	  measured	  values

Overall,	  Inversion	  Recovery	  is	  accurate.
Difficulty	  fitting	  short	  T1	  times	  likely	  due	  to	  selected	  inversion	  times.

ISMRM/NIST	  system	  phantom:	  Results Program	  #3290

1.5	  T 3	  T Note:	  3	  T	  y-‐axis	  
range	  is	  2x	  the	  
1.5	  T	  y-‐axis	  range.

Colored	  bands	  show	  
the	  range	  of	  values	  
at	  a	  single	  
repeatability	  site.
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Variable	  Flip	  Angle:	  MRI	  comparison	  to	  NMR	  measured	  values

Can	  we	  understand	  the	  systematic	  patterns	  in	  the	  3	  T	  data?

ISMRM/NIST	  system	  phantom:	  Results Program	  #3290

1.5	  T 3	  T Note:	  3	  T	  y-‐axis	  
range	  is	  2x	  the	  
1.5	  T	  y-‐axis	  range.

Colored	  bands	  show	  
the	  range	  of	  values	  
at	  a	  single	  
repeatability	  site.
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Spatial	  dependence	  of	  variations:	  Inversion	  Recovery

Inversion	  Recovery,	  1.5	  T	  data	  from	  Vendor	  A

ISMRM/NIST	  system	  phantom:	  Results Program	  #3290
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Spatial	  dependence	  of	  variations:	  Inversion	  Recovery

1.5	  T 3	  T

ISMRM/NIST	  system	  phantom:	  Results Program	  #3290
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Vendor	  A	  deviation:	  0.9	  to	  13.2	  %
Vendor	  B	  deviation:	  -‐8.0	  to	  1.7	  %
Vendor	  C	  deviation:	  0.4	  to	  9.7	  %

Vendor	  A	  deviation:	  -‐3.6	  to	  5.8	  %
Vendor	  B	  deviation:	  -‐11.8	  to	  8.9	  %
Vendor	  C	  deviation:	  -‐4.8	  to	  6.3	  % SP-401
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Spatial	  dependence	  of	  variations:	  Variable	  Flip	  Angle

ISMRM/NIST	  system	  phantom:	  Results Program	  #3290
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There	  is	  spatial	  variation,	  and	  it	  is	  
different	  for	  each	  system.

Vendor	  A	  deviation:	  -‐14.8	  to	  3.3	  %
Vendor	  B	  deviation:	  -‐33.3	  to	  -‐8.8	  %
Vendor	  C	  deviation:	  -‐6.6	  to	  16.3	  %

Vendor	  A	  deviation:	  -‐2.1	  to	  20.0	  %
Vendor	  B	  deviation:	  -‐20.2	  to	  -‐3.4	  %
Vendor	  C	  deviation:	  -‐18.2	  to	  13.4	  % SP-402

Keenan, Kathryn; Stupic, Karl; Boss, Michael; Russek, Stephen; Chenevert, Thomas; Prasad, Pottumarthi; Reddick, Wilburn; Zheng, Jie; Hu, Peng; Jackson, Edward. "Comparison of T1 measurement using ISMRM/NIST system phantom." Paper presented at the International Society of Magnetic Resonance in Medicine, Singapore, May 9-May 16, 2016.



Fiducial spheres	  are	  located	  below	  the	  T1	  array,	  within	  the	  3D	  VFA	  
imaging	  section.
Fiducial spheres	  all	  contain	  the	  same	  concentration	  of	  CuSO4.

ISMRM/NIST	  system	  phantom:	  Results Program	  #3290

T1	  array

Fiducial spheres

Spatial	  dependence	  of	  variations:	  Fiducial Sphere	  Plane
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ISMRM/NIST	  system	  phantom:	  Results Program	  #3290

0

5

10

15
C

oe
ffi

ci
en

t o
f V

ar
ia

tio
n 

(%
)

T1 relaxation time (ms)

Scanner, Method

Vendor A; IR

22 31 44 63 88 12
6

17
4

24
6

35
2

49
6

70
4

98
5

14
54

19
95

Vendor B; IR

Vendor C; IR

Vendor A; VFA

Vendor B; VFA

Vendor C; VFA

Spatial	  dependence	  of	  variations:	  Variable	  Flip	  Angle

1.5	  T 3	  T

CuSO4 is	  more	  temperature	  
sensitive	  than	  NiCl2,	  which	  
affects	  our	  ability	  to	  
interpret	  these	  results. Vendor	  A	  deviation:	  -‐42.9	  to	  51.2	  %

Vendor	  B	  deviation:	  -‐65.0	  to	  -‐13.2	  %
Vendor	  C	  deviation:	  -‐46.7	  to	  50.7	  %

Vendor	  A	  deviation:	  -‐0.7	  to	  37.3	  %
Vendor	  B	  deviation:	  -‐37.1	  to	  -‐4.7	  %
Vendor	  C	  deviation:	  -‐16.6	  to	  32.4	  % SP-404
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Why	  the	  deviation	  from	  known	  values?

• NMR	  methods	  v.	  MRI	  methods
• Temperature	  sensitivity	  over	  the	  reported	  temperatures
• Non-‐linear,	  increases	  by	  7.2%	  over	  the	  range	  of	  reported	  temperatures
• Deviation	  from	  reference	  T1	  cannot	  be	  attributed	  only	  to	  temperature

• Best	  efforts	  for	  similar	  protocol,	  but	  B1	  pulse	  profiles	  unknown	  and	  
could	  change	  across	  range	  of	  flip	  angles
• NMR	  deviation	  patterns	  suggest	  possible	  B1	  effect

ISMRM/NIST	  system	  phantom:	  Conclusion Program	  #3290
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Multi-‐site,	  multi-‐vendor	  T1	  variation
• T1	  variations	  from	  NMR-‐measured	  value	  are	  correlated	  site-‐to-‐site	  
within	  a	  vendor	  and	  by	  position	  within	  the	  head	  coil
• ISMRM/NIST	  system	  phantom	  is	  an	  excellent	  tool	  for	  evaluation	  
multi-‐site	  acquisition	  protocols

ISMRM/NIST	  system	  phantom:	  Conclusion Program	  #3290
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Reference	  Measurements: 1.5	  T	  NMR
ISMRM/NIST	  system	  phantom:	  Appendix Program	  #3290

Aliquots	  of	  each	  solution	  were	  sealed	  into	  2	  mm	  outside	  diameter	  (OD)	  quartz	  (NiCl2 solutions)	  or	  3	  mm	  (OD)	  PTFE	  (MnCl2 solutions)	  NMR	  tubes.	  Quartz	  samples	  were	  sealed	  
using	  a	  methane/oxygen	  torch	   to	  flame	  seal.	  PTFE	  samplers	  were	  sealed	  with	  a	  PTFE	  plug	  inserted	  1	  cm	  into	  the	  sample	  tube.	  A	  fiber	  optic	   temperature	  probe	  was	  positioned	  
with	  the	  sensor	  in	  the	  middle	  of	  the	  radiofrequency	   (RF)	  coil.	  Each	  sample	  was	  equilibrated	  to	  293.00	  K	  (conditions	  noted	  below) for	  a	  minimum	  of	  15	  minutes.	  Samples	  were	  
shimmed	  using	  the	  Berger-‐Braun	  shimming	  method	  prior	  to	  collecting	  relaxation	  time	  data.	  
NMR	  details	  of	  NMR-‐IR	  experiments	  can	  be	  found	   in:	  200	  and	  More	  NMR	  Experiments:	  A	  Practical	  Course,	  S.	  Berger	  &	  S.	  Braun,	  ISBN-‐13:	  978-‐3527310678.	  
NMR	  details	  of	  NMR-‐CPMG	  experiments	  can	  be	  found	   in:	  200	  and	  More	  NMR	  Experiments:	  A	  Practical	  Course,	  S.	  Berger	  &	  S.	  Braun,	  ISBN-‐13:	  978-‐3527310678.	  
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Reference	  Measurements:	  3	  T	  NMR
ISMRM/NIST	  system	  phantom:	  Appendix Program	  #3290

Aliquots	  of	  each	  solution	  were	  sealed	  into	  2	  mm	  outside	  diameter	  (OD)	  quartz	  (NiCl2 solutions)	  or	  3	  mm	  (OD)	  PTFE	  (MnCl2 solutions)	  NMR	  tubes.	  Quartz	  samples	  were	  sealed	  
using	  a	  methane/oxygen	  torch	   to	  flame	  seal.	  PTFE	  samplers	  were	  sealed	  with	  a	  PTFE	  plug	  inserted	  1	  cm	  into	  the	  sample	  tube.	  A	  fiber	  optic	   temperature	  probe	  was	  positioned	  
with	  the	  sensor	  in	  the	  middle	  of	  the	  radiofrequency	   (RF)	  coil.	  Each	  sample	  was	  equilibrated	  to	  293.00	  K	  (conditions	  noted	  below) for	  a	  minimum	  of	  15	  minutes.	  Samples	  were	  
shimmed	  using	  the	  Berger-‐Braun	  shimming	  method	  prior	  to	  collecting	  relaxation	  time	  data.	  
NMR	  details	  of	  NMR-‐IR	  experiments	  can	  be	  found	   in:	  200	  and	  More	  NMR	  Experiments:	  A	  Practical	  Course,	  S.	  Berger	  &	  S.	  Braun,	  ISBN-‐13:	  978-‐3527310678.	  
NMR	  details	  of	  NMR-‐CPMG	  experiments	  can	  be	  found	   in:	  200	  and	  More	  NMR	  Experiments:	  A	  Practical	  Course,	  S.	  Berger	  &	  S.	  Braun,	  ISBN-‐13:	  978-‐3527310678.	  
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Reference	  Measurements:	  temperature	  dependence

ISMRM/NIST	  system	  phantom:	  Appendix Program	  #3290

Preliminary	  assessment	  of	  temperature	  dependence
Sample	  spheres,	  the	  same	  as	  those	  used	  in	  the	  commercial	  phantoms,	  were	  imaged	  on	  a	  1.5	  T	  small-‐bore	  system.	  A	  temperature-‐control	  system	  was	  used	  with	  a	  fiber-‐optic	  
probe	   to	  achieve	  temperatures	  of	  approximately	  10,	  17,	  20,	  23,	  30	  and	  37	  °C.
Inversion	  recovery	  spin-‐echo	  was	  used	  to	  measure	  T1	  relaxation	  time	  with:	  TR	  =	  10	  s,	  TE	  =	  20	  ms,	  TI	  =	  50,	  75,	  100,	  125,	  150,	  250,	  500,	  1000,	  1500,	  2000	  and	  3000	  ms.
Spin	  echo	  was	  used	  to	  measure	  T2	  relaxation	  time	  with:	  TR	  =	  10	  s,	  TE	  =	  15,	  20,	  40,	  80,	  160,	  and	  320	  ms.
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Reference	  Measurements:	  temperature	  dependence
ISMRM/NIST	  system	  phantom:	  Appendix Program	  #3290

Preliminary	  assessment	  of	  temperature	  dependence
Sample	  spheres,	  the	  same	  as	  those	  used	  in	  the	  commercial	  phantoms,	  were	  imaged	  on	  a	  1.5	  T	  small-‐bore	  system.	  A	  temperature-‐control	  system	  was	  used	  with	  a	  fiber-‐optic	  
probe	   to	  achieve	  temperatures	  of	  approximately	  10,	  17,	  20,	  23,	  30	  and	  37	  °C.
Inversion	  recovery	  spin-‐echo	  was	  used	  to	  measure	  T1	  relaxation	  time	  with:	  TR	  =	  10	  s,	  TE	  =	  20	  ms,	  TI	  =	  50,	  75,	  100,	  125,	  150,	  250,	  500,	  1000,	  1500,	  2000	  and	  3000	  ms.
Spin	  echo	  was	  used	  to	  measure	  T2	  relaxation	  time	  with:	  TR	  =	  10	  s,	  TE	  =	  15,	  20,	  40,	  80,	  160,	  and	  320	  ms.
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Evaluating the Oxidative Potential of Indoor and Outdoor Particles with an 
EPR Assay 
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SUMMARY  
The hydroxyl radical (OH) generating capacity of particles has been measured in several 
outdoor locations, but it remains unquantified in indoor environments where extended periods 
of human exposure are likely. Total suspended particle samples were collected inside and 
outside an unoccupied manufactured test house in Maryland, USA. The oxidative potential of 
particles was determined using electron paramagnetic resonance (OPEPR) to quantify the OH 
produced when particles are placed in a hydrogen peroxide solution. The mean OPEPR of 
indoor particles was about 75 % of the mean OPEPR of outdoor particles on an air sampling 
volume basis. Given that particle counts were lower indoors than outdoors, the ratio of indoor 
to outdoor particulate OPEPR is bound to be higher on a particle mass basis. Air change rate, 
temperature, and relative humidity were concurrently measured in order to assess the role of 
these parameters on the oxidative potential of particles.  
 
PRACTICAL IMPLICATIONS  
The free radical generating capacity of particles may provide a more relevant health-based 
exposure measure for particles as compared to particle size and concentration. This study 
quantifies the hydroxyl radical (OH) generating capacity of particles collected in a test house 
under different conditions. 
 
KEYWORDS  
Particulate matter, Hydroxyl radical, Test house, Oxidative stress, Health effects  
 
1 INTRODUCTION 
It is widely accepted that airborne particles have adverse effects on human health but the 
pathophysiological mechanisms for these effects haven’t been established (Bell et al., 2004, 
Pope et al., 2015). Particulate matter (PM) are typically characterized by their physical 
properties and chemical composition, but there may be more physiologically relevant 
properties of PM that are better suited to characterize their ability to induce cellular oxidative 
stress (Borm et al., 2007). The hydroxyl radical (OH) generating capacity of PM has been 
suggested as a way to assess the oxidative potential of particles (Shi et al., 2003b). Transition 
metals are known to drive •OH generation via the Fenton reaction, which involves the 
reduction of hydrogen peroxide (H2O2) by a transition metal (Shi et al., 2006). The hydroxyl 
radical generating capacity of outdoor PM has been measured over the last decade (Shi et al., 
2003a, Shi et al., 2003b, Kunzli et al., 2006, Boogaard et al., 2012, Yang et al., 2015). Given 
that people are typically exposed to indoor pollutants for much more time than outdoor 
pollutants, it is important to also determine the oxidative potential of particles collected from 
indoor environments. This study is the first to measure the hydroxyl radical generating 
capacity of indoor PM.  
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2 MATERIALS/METHODS  
Total suspended particle (TSP) samples were collected simultaneously inside and outside an 
unoccupied 3-bedroom manufactured test house built in 2002 and located on the campus of 
the National Institute of Standards and Technology (NIST) in Maryland, USA. The house has 
a floor area of 140 m2 and a volume of 340 m3 (Rim et al., 2013). Particles were collected 
over a 4-day period on triplicate Teflon filters (37 mm) using air sampling pumps calibrated 
to run at 20 L/min. Indoor particles were collected 1 m above the floor in the centrally located 
kitchen area of the house, whereas outdoor particles were collected 1.5 m above the ground in 
front of the house. The house heating ventilation and air-conditioning (HVAC) system was 
operating on thermostatic control during all sampling periods, with the HVAC fan cycling 
with the thermostat in these tests. Indoor and outdoor particle counts were measured with an 
optical particle counter. Air change rates were measured using a tracer gas (SF6) decay 
method (ASTM E741, 2011). Relative humidity and temperature were monitored inside and 
outside the house. Wind speed and direction were also recorded. 
 
Particle suspensions were prepared by placing each filter in a microcentrifuge tube with 
1.5 ml nanopure water and vortexing for 2 h at 2000 rpm (33.3 Hz). An aliquot of the particle 
suspension was mixed with hydrogen peroxide (H2O2) and the spin trap 5,5-dimethyl-1-
pyrroline-N-oxide (DMPO) to make a total volume of 100 µl with 125 mmol/L H2O2 and 200 
mmol/L DMPO. The mixture was shaken in the dark before being transferred to a 50 µl 
capillary and measured with a Bruker Elexsys E500 electron paramagnetic resonance (EPR) 
spectrometer1. The EPR spectra were recorded at room temperature using the following 
instrumental conditions: modulation frequency, 100 kHz; modulation amplitude, 1.0 G (10-4 
T); receiver gain, 70 dB; time constant, 20 ms; conversion time, 20 ms; sweep time, 20.97 s; 
center field, 3340 G (0.334 T); sweep width, 80 G (8×10-3 T); number of points, 1024; 
attenuation, 15 dB; and, number of scans, 3. The oxidative potential of each PM sample 
(OPEPR) was calculated from the sum of the area under the four peaks in the characteristic 
1:2:2:1 DMPO-OH quartet signal and expressed in arbitrary units divided by the sampled air 
volume.   
 
3 RESULTS AND DISCUSSION 
 
The oxidative potential of indoor and outdoor particles collected at the test house is given in 
Table 1, along with the mean measured air change rate during each sampling period. The 
OPEPR of indoor particles was significantly different from the OPEPR of outdoor particles using 
the Wilcoxon matched-pairs signed-ranks test (p=0.043). Nonetheless, the OPEPR of indoor 
and outdoor particles appears to be correlated (Spearman’s rho=0.90, p=0.037). The mean 
ratio of OPEPR of indoor particles to the OPEPR of outdoor particles was 72 % (± 23 % S.D.) on 
a sampling volume basis. The OPEPR of indoor particles may be lower than that of outdoor 
particles on a sampling volume basis due to the removal of particles through the building 
envelope, to indoor surfaces, to the duct work, and by the space conditioning system filter. 
The HVAC filter had a minimal particle removal efficiency in the particle size ranges relevant 
to the indoor environment at the test house. No significant difference was observed in the 
OPEPR of freshly collected and 1-week-old particle samples.  
 

                                                 
1 Certain commercial equipment or materials are identified in this paper in order to specify the experimental 
procedure adequately. Such identification is not intended to imply recommendation or endorsement by the 
National Institute of Standards and Technology, nor is it intended to imply that the equipment or materials 
identified are necessarily the best available for the purpose. 
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Indoor particle counts were lower than outdoor particle counts during all the sampling 
periods. Given that the OPEPR reported here is on a sampling volume basis (to better represent 
exposure as it is encountered in the airways), the OPEPR of indoor particles on a mass basis 
may be equal to or even exceed that of outdoor particles. It is unclear how many of the indoor 
particles infiltrated from outdoors versus being generated indoors in the present study, but it is 
possible that processes taking place indoors (including emissions from building materials and 
consumer products, resuspension from carpets, and oxidative reactions) generate particles and 
secondary organic aerosols (SOA) with their own free radical generating capacity. Indoor 
particles can have different oxidative potential than outdoor particles because a major fraction 
of indoor particles come from indoor homogeneous and heterogeneous chemical reactions that 
are distinct from outdoor chemical reactions.  
 
The air change rate at the house ranged from 0.26 h-1 to 0.40 h-1 during the sampling periods. 
These rates are in the range measured during previous studies at the manufactured test house 
(Nabinger and Persily, 2011). Increasing the indoor relative humidity from 25 % to 40 % did 
not appear to substantially influence the oxidative potential of indoor particles (sampling 
periods 4 and 5, respectively). Further testing is underway to better understand the influence, 
if any, of air change rate, relative humidity, and temperature on the oxidative potential of 
indoor particles.  
 
Table 1.  Oxidative potential of particles collected indoors and outdoors at the manufactured 
test house during sampling in 2015-2016.  

Sampling 
period 

OPEPR / m3 [A.U.] Indoor / Outdoor 
Ratio of Oxidative 

Potential [%] 

Air Change Rate 
[h-1] 

Indoor Outdoor 
1 1.04 2.44 43 % - 
2 1.95 2.49 78 % - 
3 7.97 8.94 89 % 0.26 
4 2.35 2.48 95 % 0.32 
5 2.82 5.28 53 % 0.40 

 - Air change rate was not measured during these sampling periods. 
 

4 CONCLUSIONS 
It is important to assess the toxicological characteristics of indoor particles. OPEPR of particles 
may be a more health relevant measure than particle mass, count or other physicochemical 
characteristics. EPR has been used to determine the oxidative potential of particles collected 
from outdoor locations in the Netherlands (Boogaard et al., 2012, Janssen et al., 2014, Yang et 
al., 2015), Germany (Shi et al., 2003a, Shi et al., 2003b, Shi et al., 2006), as well as several 
other European locations (Kunzli et al., 2006), but no such study has been conducted for 
indoor particles to the knowledge of the authors. The OPEPR of indoor particles was found to 
be, on average, about three-fourth of the OPEPR of outdoor particles collected at the 
manufactured test house at NIST. The OPEPR of indoor and outdoor particles appears to be 
correlated, but it is unclear how much of the OPEPR of the particles collected indoors was due 
to particles that infiltrated from outdoors versus being generated indoors. Controlled 
experiments are being conducted to assess the effect of indoor environmental conditions (such 
as relative humidity, temperature and air change rate) and indoor sources on the OPEPR of 
indoor particles.  
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ABSTRACT  

Developing optimal production plans for smart manufacturing systems is challenging 

because shop floor events change dynamically. A virtual factory incorporating 

engineering tools, simulation, and optimization generates and communicates 

performance data to guide wise decision making for different control levels. This 

paper describes such a platform specifically for production planning. We also discuss 

verification and validation of the constituent models. A case study of a machine shop 

is used to demonstrate data generation for production planning in a virtual factory. 

Keywords: Virtual factory ∙ Simulation ∙ Production planning and control   

1 Introduction 

Conventional simulation tools are generally limited in their ability to capture and analyze 

multiple decision levels and system configurations (Bal et al. 2009). A virtual factory, on 

the other hand, creates an integrated model that reproduces scenarios of information flow 

and capable of generating multi-level metrics to guide users in decision- making. These 

decisions can among others increase agility and productivity by reducing product 

realization time (Colledani et al. 2013). Virtual factories have been constructed to aid 

manufacturing system design, implementation, and modification (Yang, et al. 2015).  

Besides designing production systems and products, Choi et al. (2015) sees the potential 

of a virtual factory to predict, solve, and manage problems during production, which 

corresponds with the vision for a virtual factory as enabler of system design, training, 

production planning, maintenance, data analytics, and performance measurement. It is our 

view that the virtual factory’s ability to integrate engineering tools and models such as 

simulations, design data, and optimizations could improve production planning activities. 
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As such, this paper focuses on operations and performance monitoring, particularly 

production planning. 

The rest of the paper is organized as follows. Section 2 reviews literature related to virtual 

factory technology, application of virtual factories, and verification and validation (V&V) 

concepts for the virtual factory. Section 3 describes a role of virtual factory for production 

planning as per control levels defined in the ISA-95 standard. Section 4 presents a 

demonstration case of a virtual factory. Section 5 presents final discussion and conclusion. 

2 Related Work and Virtual Factory Validation 

 A virtual factory is composed of multi-level, multi-resolution models that are typically 

developed by different methods and tools. This section overviews technologies employed 

for developing a virtual factory, various applications, and verification and validation issues. 

 

Technology requirements for a virtual factory: Virtual data management, automatic 

model generation, static and dynamic simulation, and integration and communication are 

paramount to realizing a virtual factory (Choi et al. 2015; Wenbin et al. 2002). Most 

software tools are, in general, not supplied with these capabilities making developing a 

virtual factory challenging. The situation has, however, been recently improving with 

emergence of modeling, computation, communication, and integration technologies and 

standards (Jain et al. 2015). Indeed, much related literature centers on technologies for 

enabling the virtual factory. A few of these technologies are overviewed next.  

 

Overview of technologies and purpose of developing virtual factories: To enhance 

conventional simulations for a virtual factory, Bal et al. (2009) used the PROSA 

architecture for modeling controls while the Quest simulation tool models the physical 

elements. To integrate models and enhance communication, Hints et al. (2011) developed 

a software tool named Design Synthesis Module. Terkaj et al. (2015) produced an ontology 

for a virtual factory to aid planning decisions. While Ghani (2013) developed an integrative 

tool to match low-level machine-component activities with targets set by aggregate 

planning. 

 

Previous virtual factory models: A valid virtual factory should generate consistent data at 

different levels of model resolution. Shao et al. (2014) developed and validated a virtual 

model for generating energy usage data for machining operations. Furthering this research, 

Jain et al. (2015) uses a two-tailed z-test to prove statistical concurrence of experimental 

results from a virtual factory at both the machine and manufacturing cell levels of detail.  

 

Verification and validation of virtual factory models: To ensure that a virtual factory is 

accurate for its intended purpose, V&V of constituent models and related data has to be 
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carried out (Sargent 2007). When developing and applying formal V&V methods, key 

features to distinguish about models are (1) deterministic or stochastic, (2) analytical or 

simulated, and (3) computationally efficient or computationally expensive. 

When carrying out formal V&V, Uncertainty Quantification (UQ) needs to be 

considered for better correctness and appropriateness (Roy 2011). Uncertainties can be 

epistemic or aleatoric in nature. Epistemic uncertainties arise from ignorance of involved 

processes, such as invalid assumptions in modeling. Aleatory uncertainties arise from 

inherent variability in processes, such as physical properties of a system. Model fidelity and 

data availability typically vary greatly across different system levels of resolution. This 

issue complicates both the computation of metrics that describe process performance, and 

decision-making based upon those metrics. V&V of a virtual factory as well as UQ can be 

achieved through intermediation environment, such as one created by Hibino et al. (2006) 

to synchronize collected data and virtual factory computed data. 

3 A Virtual Factory Approach to Multi-Level Production Planning  

The virtual factory concept uses the ISA-95 standard (ANSI 2013) to specify decision levels 

that define functions supporting multi-level production planning. This standard was 

developed for all types of industries, representing different manufacturing processes, such 

batch, continuous, discrete, and repetitive processes. As such, the description of the virtual 

factory herein should likewise be universally applied. 

 

Framework and role of models:  Figure 1 shows the functional hierarchical levels of ISA- 

95 as well as virtual factory roles at each level. At level 4, an aggregate plan is developed 

over a long-term planning horizon that is then investigated for stability using system 

dynamics (Sterman, 2000). Level 3 covers short to mid-term plans to determine actual start 

and finish times of individual product batches. Level 2 models make decisions on activities 

such as resource allocations. Level 1 is the manipulation of production process (level 0) to 

achieve required output. Data is collected in real-time at level 0 to update various models. 

 

Multi-level performance analysis and improvements using the virtual factory: A 

production planning problem is often formulated to optimize objectives such as minimize 

late orders, minimize inventory, or maximize resource utilization. These objectives are basis 

for Key Performance Indicators (KPIs) which, along with metrics and constituent measures, 

are communicated and monitored. Decisions are then made to maintain them within a target 

performance envelop. The relationship between data, metrics and KPIs at different levels 

can be numerical, analytical, or heuristic influence. With heuristic influence, a KPI is 

expressed in terms of supporting data, parameters, metrics or other KPIs. The direction of 

change (increase or decrease) in the dependent KPI is investigated through the relationship 

equation. The Supply Chain Operations Reference (SCOR) model (SCC 2012) adopts this 
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approach by taking KPIs and performs a metrics decomposition, performance diagnosis, or 

metrics root-cause analysis. SCOR then constructs a metrics dependency tree of multiple 

measures that would generally be generated by different models within the virtual factory. 

 

Figure 1. Role of Virtual Factory Models According to ISA-95 Levels. 

 

Metrics decomposition establishes a diagnostic relationship showing how metrics serve 

as diagnostics for dependent KPIs. For example, overall equipment effectiveness (OEE) 

index, as defined by ISO 22400-2 (ISO 2011), depends on availability, effectiveness, and 

quality rate. OEE belongs to level 3 of ISA-95 while its constituent measures can be 

monitored at level 2. Availability is determined by the equipment model incorporating 

failure and repair time study data obtained from samples of equally-spaced discrete 

observations during operation. The availability model can be constructed with high 

resolution using a programming language. Effectiveness performance model may be of low 

resolution constituted of run time per unit produced, number of units made, and actual 

production time. The quality rate is products that meet specifications compared with total 

units made. 

Once a diagnostic relationship has been established, attention may be directed to a higher 

resolution of the production line model or resource responsible for a measure needing 
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improvement while other parts of the virtual factory may remain at a lower resolution. The 

data, resources, and workflow through this model may then be further analyzed to balance 

any competing objectives that may occur. The analyst may also validate diagnosis and 

decision made through high visualizations of the virtual factory. 

4 Case Study 

This section demonstrates the monitoring of KPIs in multi-resolution models of a machining 

shop that exchange performance data at different decision levels using a virtual factory. At 

the management level, aggregate quantities of required final products to be produced are 

distributed to two available machine cells according to prevailing loads at each shop. Each 

machining shop has two major processes: turning and milling. For each process, there is 

more than one machine but the parts traverse both processes in the same sequence. This 

prototypical virtual factory is developed using AnyLogic simulation for three levels of 

decision control. Table 1 shows the functions and type of models employed at each level. 

 

Table 1.  Functions of Multi-Level Models According to ISA-95 Standard 

ISA-Level Physical system Function Virtual modeling method 

4 Enterprise Aggregate planning System dynamics 

3 Machine cell Production scheduling Discrete event simulation 

2 Machine Machine loading Agent based modeling 

 

Enterprise level model: This model is shown in Figure 2 (a) and is built using System 

Dynamics (SD). The product quantities planned for each period are input into the model to 

determine the production start rate at the routed shop. The production rate is a function of 

the production start rate and manufacturing cycle time. The production start rate is 

converted into inter-arrival times for the work cell model. In turn, the cycle time and work 

in progress levels are obtained from the machine cell model. 

 

Machine cell model: This models the processing of a product on the shop floor. Discrete 

event simulation (DES) is employed, as shown in Figure 2(b). Entities enter the system 

from the source and routed to the first available machine for both turning and milling. The 

machines undergo periodic failure and repair cycles. 

 

Machine level model: This is a model of states of a machine during normal operation. They 

are represented by Agent-based Modeling using statecharts in AnyLogic. Machine failure 

and repair cycle are indicated in the statechart shown in Figure 2 (c). When a machine is 

“Up”, default sub-state is idling to which a machine reverts after repair or after ejection of 
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the previous batch. Other machine states are “Down” or “Under repair” and, in these states, 

incoming parts cannot be routed to them. The machines undergo this cycle independently.  

 

 
 

(a) 
 

(b) 

 
(c) 

Figure 2. Multi-resolution models of the virtual factory  

Model interactions: When these models are integrated, the SD model receives input data 

from DES for update to aggregate planning. In turn, DES is updated with agent based 

simulations of machine processes. Figure 3 shows the exchanged data. Figure 4 shows that 

there is enough visual concurrency in monitored generated data: work in progress levels 

and production quantity between models at different resolution levels.  

Such data can be used, for example, to monitor and maintain planned throughput rate. 

According to ISO 22400-2 (ISO 2011), throughput rate = quantity produced/order execution 

time. Maximizing throughput in a job-shop production environment requires deploying the 

“shortest remaining processing time” priority rule (Panwalkar et al. 1977). If throughput 

rate is reduced, the causes are investigated using the constituent measures monitored at level 

2 of ISA-95. These are analyzed with the discrete event simulation model. The cause could 

be an increase in order execution time which in turn depends on manufacturing cycle time. 

The causes of increase in cycle time can further be analyzed using work cell model. 
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Figure 4. Work in progress and cumulative production with time for system dynamics 

and discrete event simulations. 

5 Discussion and Conclusion  

A virtual environment can be developed for generating and communicating production 

planning decisions from floor and optimize production, inventory, and cost objectives. 

Communicating performance of production plans and schedules in a virtual environment is 

beneficial to achievement of the smart manufacturing objectives. The industrial internet is 

one technology for connecting, collecting and communicating data. This framework is a 

first step in describing how the virtual factory can be used for developing and integrating 

models at different hierarchical levels. The example in this paper used a multi-method 
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simulation software. To take advantage of strengths of different tools, a virtual factory 

would be developed using heterogeneous tools. Description of needed interfaces and review 

of existing standards will be the subject of future research work.  
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ABSTRACT 

Modern manufacturing systems are installed with smart devices such as sensors that monitor system 

performance and collect data to manage uncertainties in their operations. However, multiple parameters 

and variables affect system performance, making it impossible for a human to make informed decisions 

without systematic methodologies and tools. Further, the large volume and variety of streaming data 

collected is beyond simulation analysis alone. Simulation models are run with well-prepared data. Novel 

approaches, combining different methods, are needed to use this data for making guided decisions. This 

paper proposes a methodology whereby parameters that most affect system performance are extracted 

from the data using data analytics methods. These parameters are used to develop scenarios for simulation 

inputs; system optimizations are performed on simulation data outputs. A case study of a machine shop 

demonstrates the proposed methodology. This paper also reviews candidate standards for data collection, 

simulation, and systems interfaces. 

1 INTRODUCTION 

The manufacturing environment is characterized by continuously changing conditions that affect 

processes, operations, and priorities. Therefore, evaluating a manufacturing system performance to decide 

course of action is a challenging task. To monitor performance, today’s smart manufacturing systems are 

installed with ubiquitous sensors and other smart systems that are collecting large volumes and varieties 

of data. The collected data has also issues of veracity, certainty, and validity for intended purpose. 

Furthermore, the data are interrelated and influenced by many factors. Traditional data analysis methods 

alone, including simulation, fail to transform this high-volume, continuously streaming data into 

knowledge for decision support. Data analytics methods are being advanced and applied to understanding 

how to utilize the high-volume, high-variety data that is being collected from today’s manufacturing 
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systems. Data analytics methods, especially data mining, have been targeting important areas in 

manufacturing such as product quality (Skormin et al. 2002), production planning and scheduling (Chen 

2001), and manufacturing process optimization (Gröger et al. 2012; Zheng et al. 2014). Data mining is the 

process of identifying knowledge hidden in large amounts of data and can be useful to support decision 

making. Considering the wide range of possible system behaviors that depend on inputs, data mining 

tools can uncover important parameters that are associated with a given type of behavior. The discovered 

associations between inputs and behavior can further be analyzed using simulation models to determine 

the parameter settings that result in the best system performance. As a consequence, better decisions can 

result when data mining is integrated with simulation models. 

Traditionally, decision makers use simulation models to represent a real-world system in a virtual 

environment, and to test and evaluate the system’s performance under different operating conditions. 

Applying a simulation analysis approach involves collecting data and developing a model using an 

appropriate simulation software tool (Banks et al. 2009). Evaluations are done based on performance 

indicators such as capital investments, asset utilization, and environmental impacts (Dudas et al. 2009). 

The selected indicators largely depend on the performance objectives of the organization and may be 

different for each simulation study. Because simulation users often need to select system inputs from the 

large number of possible alternatives, simulation are often combined with optimization methods.  

Optimizations apply mathematical techniques for modeling real-world problems and solve problems 

based on specific objectives to produce actionable recommendations. Brady and Yellig (2005) proposed 

two approaches for integrating simulation with optimization. The first one is to construct an external 

optimization framework around the simulation model. The second one is an internal approach to 

investigate the relationships and interactions among system variables within the simulation model. The 

tracking features within the tools can be used for the purpose. We use the first approach in this paper. 

In summary, we note two issues for using the large volume of collected data to improve the 

performance of a manufacturing system with simulation. The first one is to determine important 

parameters affecting the required performance from the data. The second is to determine the best input 

settings of the parameters to optimize the process. The collected data contains intricate dependencies, 

which requires automated tools to extract useable information. In this paper we propose a methodology 

utilizing the strengths of data mining, simulation, and optimization for decision guidance in 

manufacturing systems. Data mining methods first extract those parameters and variables that affect 

system performance. We then use the identified parameters and associated data as simulation inputs to 

predict system performance for defined scenarios. Subsequently, optimization methods are used to 

determine the best parameter settings, from alternatives generated by the simulation that lead to 

actionable recommendations. We believe that the synergistic effect of data mining, simulation, and 

optimization can support manufacturing decision making in the face of big data and system complexity. 

The rest of the paper is organized as follows: Section two reviews related work, Section three 

describes the proposed methodology. Section four shows how the methodology can be used for a 

machining job shop. Section five concludes the paper and discusses the future work. 

2 RELATED WORK AND STANDARDS 

This section reviews the existing work and information standards related to the proposed methodology of 

this paper. Simulation provides an accurate projection of manufacturing system behavior. However, 

determining the set of inputs that optimize system performance is challenging because simulation 

optimization necessitates that the decision maker fully understands both the optimization approach and 

the underlying stochastic processes (Andradóttir 1998). Researchers such as Skoogh et al. (2010) 

published the GDM-Tool for processing input-streaming data with the purpose of enabling the reuse of 

simulation models. This tool does not process input data for optimizing defined system performance. 

Secondly, the large volume of data, the number of possible input parameters, and the variety of their 

interactions make it difficult to choose the best combination of data inputs relevant for the desired 
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objectives. Data mining uses techniques such as classification, clustering, association, and sequential 

pattern discovery to discover knowledge hidden in large volumes of data. Recently, researchers have 

recognized the potential benefit of integrating data mining, simulation, and optimization (Better et al. 

2007). Data mining methods, applied to manufacturing data, discover knowledge and patterns in the data 

and relationships between the data that can be represented in simulation models (Alnoukari et al. 2010).  

Previous work in integrating data mining and simulation include software project management 

(Garcia et al. 2008). In this application, the authors use an association rule mining algorithm to build a 

model that relates management policy attributes to quality, time, and effort in software development. The 

applications of data mining in simulation modeling are classified into two modeling types (1) micro-level 

modeling, which uses data mining techniques on historical data to tune input parameters and (2) macro-

level modeling that uses the data mining techniques to analyze data to reveal patterns that could help 

better model the overall behavior of the system (Remondino et al. 2005). In this paper, we use the latter 

approach and use the discovered patterns as inputs to simulation and optimization models to obtain input 

parameter values that provide optimal system performance. 

Optimizations are done by formulating problems using operations research methods including 

metaheuristics and mathematical programming (Olafsson et al. 2008). Carson and Maria (1997) 

categorized optimization methods into gradient-based search methods, stochastic optimization, response 

surface methodology, heuristic methods, and statistical methods. For manufacturing, simulation-based 

optimization methods include response surface, direct search, perturbation analysis, and evolutionary 

algorithms (Azadivar 1992; Paris et al. 2001). Tools have been developed for analysis of simulation 

output data (Bogon et al. 2012). This process is classified external optimization, in that it is done outside 

the simulation model. Simulation tools also incorporate algorithms to provide optimization capability. 

Implementing the methodology with multiple methods and tools requires standards. Data and system 

interface standards are the foundation for information representation, model composition, and system 

integration. Standards are used to measure, collect, represent, and exchange the data relevant to data 

analytics, simulation, and production. Currently, different data formats are used in industry. Sample 

standards for manufacturing systems at different levels follow (Jain and Shao 2014):  

 

 ISA-95 is developed for the integration of enterprise and control systems under coordination 

efforts by the International Society for Automation (ISA) (ANSI 2010).  

 The OAGIS standard, from the Open Applications Group, establishes integration scenarios 

for a set of applications including enterprise requirements planning (ERP), manufacturing 

execution system (MES), and Capacity analysis (OAGIS 2014). While OAGIS does not 

cover full enterprise objects, it is focused on the required models for data exchange. 

 Business to Manufacturing Markup Language (B2MML) is a set of eXtensible Markup 

Language (XML) schemas that implement the data models in the ISA-95 standard. B2MML 

enables businesses to integrate their Manufacturing Execution System (MES) solutions with 

their Enterprise Resource Planning (ERP) systems.  

 Core Manufacturing Simulation Data (CMSD) is a standard to help achieve simulation 

applications interoperability (SISO 2012). CMSD enables exchanging shop floor simulation 

data with manufacturing applications such as ERP, Master Production Schedule, and MES.  

 MTConnect is a middleware standard that enables the real time, automated data extraction 

from numerically-controlled machine tools using the XML standard (AMT 2013).  

 Emerging Data analytics standard: PMML is a data mining standard developed by the Data 

Mining Group (DMG), an independent, vendor-led consortium. PMML describes the 

exchange of statistical and data mining models. With PMML, it is easy to develop a model on 

one system using one application and deploy the model on another system using another 

application (DMG 2014).  
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3 PROPOSED METHODOLOGY 

This section describes the methodology illustrated in Figure 1. The first step is formulating the problem 

and specifying high-level performance objectives, indicators, and metrics. This is followed by acquiring 

domain knowledge of the manufacturing system, processes, performance indicators, and metrics. Next, a 

conceptual model needs to be developed for understanding the requirements for modeling, simulation, 

and analysis. Then, data analytics methods need to be applied to the data collected to extract parameters 

and developing scenarios for inputs to the simulation model. Actionable recommendations are obtained 

through simulation optimizations. Each step of the methodology is described next.  

 Two features distinguish this methodology from traditional approaches (1) input of a large volume 

and variety of constantly streaming data collected from the system using smart devices, and (2) using 

association and classification methods of data mining to determine important parameters associated with 

given performance indicators. The indicators can differ with every industry or occasion. As indicated in 

the introductory section, traditional simulation approaches would fail to be applied to this type data. 

Collect 
raw data

User formulates problem

Acquire domain 
knowledge 

Design conceptual  model 

Perform data 
analytics

Derive actionable 
recommendations

Perform what-if analysis 
and optimization against 

the simulation  model

Real world

Build simulation and 
optimization models

Data and 
distribution   

input

Performance metrics

Actions
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Figure 1: Procedure for data analytics and simulation optimizations. 
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3.1 Formulate the Problem 

Formulate the problem by receiving problem input data from the real world, identify the system or 

processes of interest and specify performance goals by defining indicators and metrics at a high level. 

Identify relevant resources, products, and activities. System conditions, constraints, and decision variables 

should also be defined. 

3.2  Acquire Domain Knowledge 

Acquire or obtain from domain experts, knowledge related to the problem including performance 

indicators, metrics, conditions, and targeted goals. If the goal is agility performance, for example, the user 

would research on the relationship between agility and collectable data. The user would also study factors 

that define and determine agility performance. 

3.3 Design a Conceptual Model 

Develop a conceptual model, which is a simplified representation of the identified problem. It provides 

the right level of abstraction that satisfies the modeling objectives and focuses on the metrics of concerns. 

It helps modelers better understand the problem and prepare for modeling and analysis. When designing a 

conceptual model, the following typical questions need to be answered to help users abstract the problem 

and plan the detailed modeling (1) What are the components (systems/processes) that need to be 

modeled?, (2) What are the inputs and outputs of each component?, (3) What are the relationships 

between components?, (4) What are the metrics and indicators?, and (5) What are the data requirements 

for the metrics? The conceptual models help identify requirements for data collection. 

3.4 Collect Data 

Collect raw data using various devices and methods such as sensors, bar codes, vision systems, meters, 

and radio frequency identification (RFID). Gröger et al. (2012) classified data into manufacturing process 

data and operational data. Process data is made up of execution data; i.e., machine and production events 

recorded by the MES. Process data from machine tools include processing time, idle time, loading time, 

energy consumption, machine setting, tool, and tear down time. MTConnect is one standard that can be 

used for this purpose. Operational data mainly encompasses Computer-aided design (CAD), Computer-

aided Process Planning (CAPP), and ERP data. For data storage, Structured Query Language (ISO/IEC 

2011) is one means of storing and retrieving data. The data is represented in neutral format such as XML. 

3.5 Use Data Analytics Methods  

Select appropriate data analytics methods that should (1) use the collected data to identify parameters that 

are related to defined performance, (2) be adaptable to different data and performance objectives, and (3) 

perform the data analysis.  

Data mining methods are used because the complexity of the shop floor data makes it difficult to 

establish analytical relationships between the input variables and performance measures. Choosing the 

appropriate data mining method depends on the particular problem. For example, association methods 

should be used to determine whether there is a relationship between two data sets. Classification methods 

should be used to identify specific characteristics or attributes of a data set and to determine whether a 

new data item belongs to a group that exhibits these attributes (Better et al. 2007). Our approach is to first 

define performance indicators and use the association method to determine, from the collected data, the 

particular parameters that impact the performance indicator. Each performance objective or sets of 

objectives form distinct groups. These objectives are defined before the data mining process and the 

corresponding groups are known a priori. The determination of the relevant data type acts as a data 

preparation for input to the simulation model.  
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If y is the performance indicator, we can represent y as a function  𝑦 = 𝑓(𝑥,𝑤), 
 

where x = (x1, x2, x3,…xd)
T
 denotes the set of parameters that impact energy use and w denotes the 

weight of the parameters.  

3.6 Perform Simulation Modeling and Optimization 

Construct the simulation and optimization models, incorporating sufficient detail to evaluate performance. 

There are a number of commercial simulation tools available on the market. In performing optimization, 

we need to define the decision variables, x and optimization criteria. Also, define constraints and 

restrictions on values of decision variables. 

 In example of optimizing energy consumption:  

 

  If F(x) = function that expresses the total energy consumption 

   A(x) = matrix of production needs for products 

   b = minimum requirements for each product 

   Lmin = lower limit  

   Lmax = upper limit  

     

The formulation would be as follows: 

  Minimize     F(x) 

  Subject to     A(x) ≥ b (constraints) 

     

                        Lmin ≤ x ≤  Lmax  

 

The optimization model can also use any optimization tools supplied with simulation software. 

Simulation quantifies the impact of the inputs used to run the system. By making several runs of different 

inputs and what-if scenarios, the tools systematically compare the results of each current run with those of 

past runs to decide on a new set of input values until the optimum is gradually approached. The CMSD 

standard can be used to model the input data for the simulation modeling. 

3.7 Derive Actionable Recommendations 

Interpret and translate the output from the optimizations into actionable recommendations that can be 

executed on the manufacturing system. The users also need to check if the recommended actions conflict 

with already perceived knowledge about the system and resolve this conflict. 

4 CASE ANALYSIS FOR IMPLEMENTING THE METHODOLOGY 

This section describes how the methodology was demonstrated using a machining job shop. It is a 

simplified setting to showcase the steps of the methodology and does not include master data from the 

ERP system. This section (1) describes the production process, (2) defines performance objectives and, 

(3) describes how the proposed methodology was applied to achieve the performance objectives.  

The job shop produces a variety of custom-designed metal products. The shop floor consists of a 

number of machine tools including a turning lathe, a mill, a drill press, and a boring machine. When an 

order is received, the users can decide to focus on any or all of these performance objectives (1) minimize 

costs (e.g., labor, cutting tool, and energy costs), (2) minimize resource usage (e.g., material, energy, and 

water), and (3) maximize productivity. Each part has a process plan. However, the sequencing of orders 

or of parts at a machine or a station can vary depending on the users’ objectives. Some machines can 
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perform more than one process. The choice of a machine for a process will produce different impacts on 

resource (materials and energy) consumption and processing time.  

The machines can have different setup parameter settings such as feed rate, cutting speed, and depth 

of cut. These also affect cycle time, production rate, cost, and resource consumption. Figure 2 shows the 

production flow through the shop. Data are collected on resources, products, environment, and decision 

rules. Because of multiple objectives and large volume of data collected, it is impossible to determine the 

optimal combination of sequence, machines and settings, or batch size without a tool or a systematic 

methodology to identify and optimize these parameters according to the required performance objective. 

 

Formulate the problem: The problem is formulated as follows.  

Objectives: optimize materials and energy consumption and productivity 

Decision: obtain optimal process plan (including machines and machine settings) for manufacturing parts  

Conditions/situation: consider that multiple machines can be chosen to perform an operation, multiple 

settings for a machine; and variable impacts can occur depending on the selected machines and settings. 

Acquire domain knowledge: The following knowledge was needed before modeling: machining 

processes, energy consumption in machining, production scheduling in job shops, sequencing, costing of 

manufacturing processes, performance indicators and metrics, and performance data. 

Design conceptual model: Based on the knowledge of the defined problem, a high-level conceptual 

model is developed to highlight the relationship between inputs and outputs. The information needs are: 

product design, process routes, product material, mapping product design and material to a process, 

machines and tools, machine setting, and a performance indicator that drives the selections above. 

 

 

Figure 2: Production flow through a machining shop. 
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Collect data: Data is collected from the machines as production orders flow through the shop. The 

attributes of the production order are: 

 

 product type (sub-attributes: design features, material), 

 manufacturing equipment (sub-attributes: machine type for an operation, machine settings, tool, 

machine energy use, machine process time),  

 production planning (sub-attributes: batch size, sequencing rule, part routing), and  

 performance data (sub-attributes: energy consumption, production cost, production time).  

Use data analytics’ methods: We use association rules’ techniques from data mining to discover the 

parameters (attributes) that have significant impact on the defined performance. For this demonstration 

we discover that for a given material, the parameters that affect energy consumption are (1) the machine, 

(2) diameter of cutter, (3) number of teeth on cutter, (4) depth of cut and, (5) feed rate.  

Perform simulation modeling and optimization: We construct a discrete event simulation model of the 

machine shop using a simulation software tool to predict performance. For energy consumption we 

evaluate how a given machine and cutting tool affect the energy use without caring about other indicators. 

The main simulation modules are part arrival, data requirements for the part and process, the part routing 

to various machines, part exit, and statistics generation. Instead of a separate optimization tool, actionable 

recommendations are obtained by using optimization capability provided by using OptQuest that is 

optimization package integrated with Arena. OptQuest uses heuristics known as Tabu search, integer 

programming, neural networks, and scatter search for seeking within the control (input) space and 

converges to an optimal solution. The user controls the possible ranges of input variables and defines the 

objective and sets-up inputs for OptQuest. The CMSD standard can be used to model the input data for 

the simulation modeling. Table 1 shows the scenarios used in this simplified case. The table also displays 

the resulting impacts from various system inputs. 

Derive actionable recommendations: We execute the simulation model for processing a part product 

that requires the processes: facing, grooving, threading, spot drilling, and final drilling. Each process is 

associated with a resource set (R); i.e., machine (designated M) and a tool (T). Three cases have been 

considered: predefined process plan for the features’ production sequence, relaxation on the operational 

order for some features, and unspecified process plan. In the predefined case, each process has a pre-

determined machine and cutting tool, determined to optimize a given performance objective. In case of 

minimum-energy-utilization objective, the machines selected are those that perform the process with 

minimum energy consumption. In the unspecified case, a machine is selected according to a priority rule 

such as machine with minimum number of parts waiting.  

For each of the three cases, different process plans are tested and for each combination (production and 

process planning) impacts on two key performance indicators (KPIs): energy consumption and production 

time. Table 1 shows the energy consumption and production time data for different scenarios of process 

plans. The resource column shows options of machine and tools for a process; while the indicator 

columns show the resulting impacts. The table shows the tool-tip energy while the production time 

displays only the total processing time on the machines. Table 1 shows that the choice of sequence plan, 

operation, and resource influences the performance indicator. By resource we refer to the machine tool 

and cutting tool used. The results are summarized in Table 2 where the optimum inputs and settings can 

be selected visually. The minimum energy consumption is obtained by selecting resources R2R3R4R6R9. 
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Table 1: Impacts of selected resources on performance indicators. 

Feature 

Sequence 

Plan   

Operation 
Resource 

𝑅𝑖 

Sustainability 

Indicator 

Productivity 

Indicator 

Machining Energy 

(kWh) 

Production   time 

 (h) 

P
re

d
ef

in
ed

 F
ea

tu
re

 

S
eq

u
en

ce
 P

la
n

 

Facing 
𝑅1= M1-T1 19.901 0.215 

𝑅2= M2-T5 16.205 0.014 

Grooving 𝑅3= M2-T4 16.205 0.014 

Threading 𝑅4= M1-T2 5.970 0.064 

Spot Drill 
𝑅6= M1-T3 5.307 0.057 

𝑅7= M3-T7 6.336 0.292 

Drill 
𝑅6= M1-T3 13.267 0.143 

𝑅9= M4-T9 8.817 0.183 

P
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y
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F
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eq
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Facing 𝑅2= M2-T5 16.205 0.014 

Grooving 𝑅3= M2-T4 16.205 0.014 

Threading 𝑅4= M1-T2 7.793 0.060 

Spot Drill 𝑅6= M1-T3 6.927 0.053 

Drill 𝑅6= M1-T3 17.318 0.132 

U
n

d
ef

in
ed

 

F
ea

tu
re

 

S
eq

u
en

ce
 

P
la

n
 

Facing 𝑅2= M2-T5 16.205 0.014 

Grooving 𝑅3= M2-T4 16.205 0.014 

Threading 𝑅4= M1-T2 7.793 0.060 

Spot Drill 𝑅6= M1-T3 6.927 0.053 

Drill 𝑅6= M1-T3 17.318 0.132 

Table 2: Summary of process plans for different feature sequences when minimizing energy consumption. 

Feature Sequence Plan   

Process 

Plan 

𝑃𝑃𝑗 
Facing Grooving Threading Spot Drill Drill 

Predefined Feature 

Sequence Plan 

𝑃𝑃1 𝑅1 𝑅3 𝑅4 𝑅6 𝑅6 

𝑃𝑃2 𝑅1 𝑅3 𝑅4 𝑅7 𝑅6 

𝑃𝑃3 𝑅1 𝑅3 𝑅4 𝑅6 𝑅9 

𝑃𝑃4 𝑅1 𝑅3 𝑅4 𝑅7 𝑅9 

𝑃𝑃5 𝑅2 𝑅3 𝑅4 𝑅6 𝑅6 

𝑃𝑃6 𝑅2 𝑅3 𝑅4 𝑅7 𝑅6 

𝑃𝑃7 𝑅2 𝑅3 𝑅4 𝑅6 𝑅9 

𝑃𝑃8 𝑅2 𝑅3 𝑅4 𝑅7 𝑅9 

Partially-Defined 

Feature Sequence Plan 
𝑃𝑃1 𝑅2 𝑅3 𝑅4 𝑅6 𝑅6 

Undefined Feature 

Sequence Plan 
𝑃𝑃1 𝑅2 𝑅3 𝑅4 𝑅6 𝑅6 

5 DISCUSSION AND FUTURE WORK 

This paper has introduced a methodology that integrates data analytics, simulation, and, optimization to 

analyze large volumes of data for the purpose of improving decision making. Data mining extracts 
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information - such as patterns and statistical distributions – that provides inputs to a simulation model.  

We use this model to develop different manufacturing scenarios and to compute various performance 

metrics. We then use optimization techniques to search for best input selections for those metrics. We 

demonstrated how to use the methodology using a case study for identifying a process plan that optimizes 

production cost. 

Implementing this methodology requires standards that are relevant for the following purposes (1) 

data collection, (2) data representation, (3) model composition, and (4) system integration. Candidate 

standards include MTConnect, PMML, CMSD, and ISA-95. OAGIS (OAGIS 2014) can integrate 

applications including ERP, MES, and capacity analysis but it is more emphasized at the enterprise level. 

ISA-95 is more emphasized at the operations level. Further, OAGIS and ISA-95 standards were not 

intended to provide interfaces with simulation systems nor with each other. Future work is needed for 

these two standards to support simulation integrations both at shop floor level and between different 

planning levels in a manufacturing company. On the other hand, CMSD is developed especially for 

integrating simulation systems applications with other manufacturing applications. It is a candidate 

standard for interoperability with simulation models. More standardization efforts are needed especially 

for data collection, where data collected is still limited to machine tool data, representation and data 

mining. 

For further development of this methodology, future work includes the definition and description of a 

framework for data collection and interface for input to data mining and simulation tools; investigation of 

data mining standards for the methodology; the requirements analysis for extension of existing standards 

for interfacing between data mining tools, simulations, optimization, and manufacturing system 

monitoring tools; and conducting industrial case studies to further validate the proposed methodology.  

 

DISCLAIMER 

No approval or endorsement of any commercial product by the National Institute of Standards and 

Technology is intended or implied. Certain commercial software systems are identified in this paper to 

facilitate understanding. Such identification does not imply that these software systems are necessarily the 
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INTRODUCTION 
Advances in metal additive manufacturing (AM) 
have made it possible to build parts with 
complex geometry. Metal AM has a high 
potential to impact various industries including 
aerospace and automotive. Complex interior 
features can be designed to reduce weight and 
improve mechanical or thermal efficiency of the 
components. These features, however, are 
generally inaccessible from the outside to vision-
based inspection techniques for quality control. 
Undesirable interior defects such as porosity 
and cracks can be formed due to sub-optimal 
processing parameters, poor feed stock material 
quality, or environmental effects [1-3]. The 
mission-critical structural components require 
thorough inspections for defects and 
dimensional accuracies. 
 
X-ray Computed Tomography (XCT) – based 
inspection is becoming a viable option for 
several manufacturing industries. XCT shows a 
clear three-dimensional (3D) internal structure of 
the part in inspection. XCT has been popularly 
used to understand materials structure and 
behavior [e.g., 4, 5]. As the technique is applied 
to industrial inspection settings, guidelines must 
be established prior to widespread adoption of 
the technique.  
 
To establish XCT as a reliable non-destructive 
evaluation tool for inspections of fracture-critical 
components, it is important to determine the 
base-line detectability of AM defect types and 
sizes using XCT. Probability of Detection (PoD) 
is a measure used to determine the capability of 

a non-destructive evaluation (NDE) technique. 
There are yet undetermined aspects of PoD and 
minimum detectable flaw size for typical flaws 
found in AM-produced parts using XCT. Only a 
handful of papers related to this topic have been 
published to date [6]. One of the critical steps in 
evaluating non-destructive inspection techniques 
including XCT will be the ability to test parts with 
intentionally placed simulated flaws inside AM-
produced parts.  Reliable artifacts with internal 
features that are representative of the defects 
occurring in AM need to be developed. Building 
an internal structure, however, is difficult with 
any conventional technique. AM, on the other 
hand, provides an opportunity to embed 
complex internal structures.  
 
In this paper, an approach to build internal 
features using AM and to inspect the results 
using XCT are presented. Three test parts 
incorporating different internal features were 
built by a laser-based powder bed fusion (PBF) 
process. The qualities of these builds were 
determined from XCT scans. Metrological XCT 
scans measured the size of the internal features 
more accurately. The interior features were 
directly compared with the relevant computer-
aided design (CAD) models. Based on the 
results, an improved artifact design is proposed.  
 
LASER-BASED POWDER BED FUSION 
ADDITIVE MANUFACTURING OF SAMPLES 
WITH INTERNAL FEATURES 
The parts were produced using laser-based PBF 
AM processes with a system (EOS M270) 
available at the National Institute of Standards 
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and Technology (NIST). Nickel-based super 
alloy (Inconel 625) powder (between 15 µm and 
60 µm in particle size as measured by standard 
sieves) was used. The laser spot size is 
approximately 100 µm, and the default machine 
parameter settings were used for the material. 
Three samples were designed with interior 
features incorporating different sizes and 
orientations of cubes and spheres, as shown in 
FIGURE 1. Un-melted powders are expected to 
be trapped in the voids. The outer diameters of 
the samples are 10 mm, 6 mm, and 5 mm, 
respectively.  
 

 
FIGURE 1. Designs of the samples with different 
internal features (a) and picture of the samples 
after the build (b). 
 
X-RAY CT INSPECTION 
Metrological XCT 
Metrological XCT measurements were obtained 
for the three samples using an XCT system 
(Nikon XT H 225 ST). One of the main 
advantages of metrological XCT is the use of 
calibrated voxel size. Typical XCT techniques 

estimate voxel size based on magnification 
factor alone.  However, there is potential for 
dimensional errors with this approach due to 
axis position errors, geometric alignment error of 
CT system hardware, and X-ray focal spot drift 
error. Further, image quality can be affected by 
physical factors such as beam hardening and 
the scattering of X-rays, which need to be either 
prevented by hardware filtering or compensated 
with post-processing corrections after CT 
reconstruction.  
 
For the current measurement, a calibration of 
the voxel size and a beam hardening correction 
were performed. The voxel size calibration is 
achieved in a similar fashion to the guidelines 
from [7] by running a CT scan of a calibration 
object (FIGURE 2) with the identical scan 
settings to those used in measuring the test 
pieces. The calibration object is a hollow 
aluminum cylinder, which was measured with a 
coordinate measurement machine (CMM) to 
obtain reference dimensions. The XCT scan 
parameters are shown in TABLE 1. Slight 
differences between the effective voxel size 
calculated based on uncalibrated geometric 
magnification and the calibrated voxel size are 
noticed.  
 
For CT measurements, the samples were 
mounted at an angle of 20o from the vertical axis 
to avoid cone-beam artifacts.   
 

FIGURE 2. XCT calibration object 
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TABLE 1. XCT scan parameters 

Sample 
Large 
Cube 

Small 
Cube Sphere 

Voltage (kV) 200 180 180 

Current (µA) 91 90 90 

Power (W) 18.2 16.2 16.2 
Filter Type 

and 
Thickness 

Copper 
3 mm 

Copper 
3 mm  

Copper 
3mm 

Exposure  
Time (ms) 1000 1000 1000 
Number of 
Projections 2880 2880 2880 
Frame Per 
Projection 1 1 1 
Detector  

Pixel Size 
(µm) 200 200 200 

Geometric 
Magnification 14.29 15.32 15.32 
Magnification-
based Voxel 

Size (µm) 14.00 13.06 13.06 
Calibrated 
Voxel Size 

(µm) 14.05 13.08 13.08 
Percent 

Difference 
(%) 0.36 0.15 0.15 

 
 
Feasibility of Building Internal Features 
Vertical interior slices at about the midsection of 
each sample are shown in FIGURE 3. High 
contrast of the solid parts was achieved, and the 
voids filled with powders can be easily 
distinguished from the solidified structure. The 
powder-trapping void looks darker due to 
porosity and the fairly coarse spatial resolution 
compared to the powder size.   
 
In the sphere sample, the 200 µm diameter 
spherical pore was not built. At the current XCT 
spatial resolution, no visible pore is found in the 
area. Both the spheres and the small cube 
experienced difficulties with producing accurate 
top surfaces. On the other hand, the large cube 
was built relatively well despite the larger overall 
dimensions. Small (100 µm dia.) holes were 
designed and incorporated for the purpose of 
possibly getting the powders out, but they also 
did not appear to be built. Unintentional pores 
were not visible in the XCT images at the spatial 
resolution used, which confirms that the AM 

processing parameters used were optimal to 
reduce porosity formation.  
 

 
FIGURE 3. Results of metrological XCT scans 
and CAD overlaid. 
 
Nominal to Actual Comparison 
The metrological XCT images were directly 
compared to the CAD drawings as shown in 
FIGURE 4, 5, and 6. The XCT surface was 
registered to CAD via an iterative best-fit 
algorithm. The nominal geometry locations were 
subtracted from the actual position in the 
surfaces determined from XCT volumes. The 
deviations from the nominal geometry were as 
large as about ± 100 µm, and the locations with 
deviations larger than ± 50 µm are highlighted 
as red and magenta in the inner figures.  
  

 
FIGURE 4. Part-to-CAD comparison showing 
the variance distribution for deviations of the 
CAD model for the sphere sample. 

 

 
FIGURE 5. Part-to-CAD comparison showing 
the variance distribution for deviations of the 
CAD model for the small cube sample. 
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FIGURE 6. Part-to-CAD comparison showing 
the variance distribution for deviations of the 
CAD model for the large cube sample. 
 
The nominal and actual volumes of the internal 
features are compared in TABLE 2. The 
difference between the nominal and actual 
volumes increased as the interior feature size 
decreased. The actual volumes were always 
smaller than the nominal volumes for the chosen 
designs due to inaccurate production of the top 
surfaces. 
 
TABLE 2. Nominal and actual volumes of voids 

  
Nominal 
(mm3) 

Actual 
(mm3) 

Difference  
(%) 

Large 
Cube 

125 122.064 2.349 

Small 
Cube 

8 7.282 8.975 

Sphere 
(2 mm 
dia.) 

4.189 3.628 13.388 

Sphere 
(1 mm 
dia.) 

0.524 0.417 20.359 

Sphere 
(0.8 
mm 
dia.) 

0.268 0.199 25.769 

Sphere 
(0.6 
mm 
dia.) 

0.113 0.078 31.033 

Sphere 
(0.4 
mm 
dia.) 

0.034 0.017 49.269 

 
Improved Design 
Based on the XCT images of the initial 
prototypes, an improved design is proposed to 
be built as an artifact for determining PoD, and 
an example design is shown in FIGURE 7. The 
design involves cubes of different sizes that are 

in rotated orientations. The cubes in this 
orientation are expected to be built closer to the 
nominal designs. Subsequent XCT 
measurements are planned for the new design.  
 

 
FIGURE 7. An improved design of test artifact 

 
CONCLUSIONS 
Samples incorporating internal features were 
built, and metrological XCT scans were obtained 
for the samples. The XCT scans were aligned 
with nominal CAD drawings for a direct 
comparison. Deviations up to ± 0.1 mm were 
detected between the nominal and measured 
dimensions of the AM-produced parts using 
XCT. Typical uncertainties of the CT 
measurements are in the order of 10 µm, which 
is a factor of five smaller than the measured 
deviation. Therefore, the ± 50 µm-tolerances are 
predominantly related to the AM process rather 
than the measurement uncertainty.  
 
XCT has the ability to generate geometric data 
for characterization of material structures 
(internal and external features) and detect 
manufacturing defects and dimensional 
deviations from CAD design. To study complex 
structures produced by the additive 
manufacturing process, XCT is becoming a 
viable option to extract component dimensions 
of inner or hidden structures in a non-destructive 
manner. The XCT measurements also provided 
insights on building and embedding internal 
features using metal PBF processes. The 
metrological XCT of the controlled specimens 
provides good base-line data for measuring 
internal features. The obtained results can 
ultimately be used to quantitatively determine 
detectability of internal features using XCT.  
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Future plans include obtaining additional XCT 
images from different XCT systems for a 
comparison. Once all XCT scans are completed, 
a destructive measurement will be performed.  
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Abstract Incompatibility of cementitious materials with admixtures often requires 

time consuming testing. Usually, several mixtures need to be prepared either using 

concrete or paste to determine the optimum High Range Water Reducer Admixture 

(HRWRA) dosage and type. The number of tests increases if the dosages of 

supplementary cementitious materials (SCMs) are also being optimized. To help 

reduce testing time and amount of materials used, a high-throughput micro 

rheometer is being designed that is based on an oscillatory parallel plate type 

rheometer. This novel device is a planar single-Degree of Freedom (DOF) motion 

stage based on Micro Electro Mechanical Systems (MEMS) fabrication methods. To 

meet the requirements for application to cement-based materials, a single-DOF 
motion stage is driven by an electro-thermal actuator that is designed to provide a 

shear stress of up to 60 Pa. The device is small and inexpensive to manufacture and 

several of them can be used in parallel to test various mixtures of paste at the same 

time. A vision sensor recognizes a set of predetermined patterns embedded on the 

motion stages for monitoring their motions. Data were obtained on a prototype by 

measuring the rheological properties of bentonite. 

 

Keywords: rheology, cement paste, MEMS, motion stage 

 

Introduction 
 

Satisfactory performance of the concrete used in infrastructure depends on proper 

placement of, and thus a clear knowledge of, the concrete flow, i.e., workability [1]. 

The rheology of the cement paste is one of the major controlling factors for ensuring 

a proper workability of the concrete. The rheological property of the cement paste 

can widely vary depending on the composition, including the supplementary 

materials used, the chemical admixtures, and the water content [2]. For the 

optimization process of the performance of the concrete, multiple tests with different 

mixtures need to be run, requiring a considerable amount of test materials, at least a 

few mL level volumes for a test, if using expensive conventional rotational 
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rheometers. Thus a fast and inexpensive measurement method to determine the 

rheological properties of the cement paste would allow the engineer to optimize the 

concrete composition [2] faster with a few µL level material used.  

This paper proposes a novel approach to measure the rheological properties of 

cement paste by developing a new Micro-Electro-Mechanical Systems (MEMS) 

based micro rheometer. MEMS technologies have several advantages over 

conventional manufacturing technologies; nano- or micro-meter level resolution and 

accuracy [3], inexpensive cost through mass production, and small form factor [4]. 

The motion stage based on these MEMS technologies is mainly used to create 

shearing between two parallel surfaces [5] of which one is fixed and the other 

oscillated linearly. This is similar to a parallel plate but there is no rotational motion.  

The design specifications for this MEMS micro-rheometer took into account 

oscillatory tests from the literature performed with a rotational parallel plate for 

cementitious paste. It was found that the commonly used frequency is less than 1 Hz 

[6]. The gap size between the parallel plates ranges from 0.4 mm to 0.6 mm [7]. The 

expected storage shear modulus ranges from a few hundred Pa to 1.3 MPa [6].  

The accurate measurement of the displacement of the plates in the rheometer plays 

an important role in determining the performance of the system. For rheological 

measurement, the shear stress applied to the specimen and the corresponding shear 

rate should be monitored at the same time. In this case, most MEMS-based sensors 

[8] require two additional mechanical structures to measure two properties at the 

same time and also need separate electric circuit boards for their post-processing. In 

order to avoid these additional processes and equipment, a vision-based sensor was 

used to monitor multiple objects at the same time. Hough transform algorithms 

implemented in OpenCV1 [9] were used for the processing of the vision images. 

The novel micro rheometer design consists of a thermal actuator [10], dual stages, 

folded beams for stage support, circular patterns for visual fiducials [11], and 

relevant vision software. The actuator and the folded beams are designed to generate 

displacements larger than 200 µm with more than 100 mN force. The dual stages 

implement a simple shear rheometer based on the parallel plate geometry [12]. The 

vision software monitors the response of the test material by measuring the 

displacement of the detected visual fiducials. The fabricated rheometer was tested 

with bentonite slurry and the test results are compared with measurements from a 

conventional rheometer.  

Design of the micro-rheometer 

                                                 
1 Certain commercial products are identified in this paper to specify the materials used and 

procedures employed. In no case does such identification imply endorsement or 

recommendation by the National Institute of Standards and Technology, nor does it indicate 

that the products are necessarily the best available for the purpose. 
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The presented MEMS-based rheometer was designed to implement the parallel plate 

type rheometer. From various principles for the operation of parallel plate type 

rheometers, a simple linear shear deformation type was selected and is shown in Fig. 

1. The vibrating upper plate applies a shear stress to material located between the 

two plates. The corresponding reaction of the material specimen is transmitted to the 

stationary lower plate. By measuring the reaction force at the lower stationary plate, 

the viscoelastic properties of the material specimen can be calculated based on the 

mathematical expressions given below.  

 

The displacement of the vibrating upper plate can be expressed with complex 

notation as: 

                                   𝑥∗ = 𝑥0𝑒𝑖𝜔𝑡  ,                                                         (1) 

where x0 is the amplitude of the displacement of the vibrating upper plate, i is the 

imaginary number (√−1), ω is the angular frequency, and t is time. Assuming the 

presented system is a single degree-of-freedom system and consists of a mass, a 

spring, and a damper, the motion of the presented system can be represented [13] as: 

                                 𝑚
𝑑2𝑥∗

𝑑𝑡2 + 𝑐
𝑑𝑥∗

𝑑𝑡
+ 𝑘𝑥∗ = 𝐹∗ ,                                 (2) 

where m is mass, c is damping, k is the stiffness of the system, and F* is the resulting 

shear force in complex notation. When the system is in steady state, a sinusoidal 

vibration of the upper plate results in a harmonic shear force at the stationary lower 

plate. This force would have the same frequency with the vibrating plate but have a 

phase shift. This can be expressed [14] as: 

                                   𝐹∗ = 𝐹0𝑒𝑖(𝜔𝑡+∅)   ,                                               (3) 

where F0 is the amplitude, and ∅ is a phase shift. With the above equations, in this 

case, the shear strain rate can be defined [14] for small deformations, as: 

                                    𝛾∗ = 𝑡𝑎𝑛−1 𝑥∗

𝑑
≈

𝑥∗

𝑑
   ,                                                 (4) 

where d is the physical gap between the two parallel plates as shown in Fig. 1, and 

x0 should be far smaller than the gap d. The shear stress is also defined as: 

                                𝜏∗ =
𝐹∗

𝐴
   ,                                                                  (5) 

where A is the contact area indicated in Fig. 1. The relationships from Eq. (4) and 

Eq. (5) provide the properties of the viscoelastic materials. 

 

 
Figure 1: The parallel plates type rheometer 

 

Most MEMS fabrication technologies are limited to monolithic or planar designs 

and MEMS devices are too small to handle without additional manipulators. Due to 
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these limitations, the presented MEMS-based micro rheometer adapts the dual stage 

design illustrated in Fig. 2(a). The dual stage is composed of two plates: one inner 

plate and one outer plate. In this case, the outer stage replaces the vibrating plate and 

the inner stage works as the stationary plate in Fig. 1. A test specimen was placed 

between the inner plate and an external fixed plate. With this approach, the 

fabrication and handling of the presented micro rheometer becomes simple. The 

implementation of the conceptual design in Fig. 2(a) is described in Fig. 2(b). A 

thermal actuator was connected to the outer plate in order to generate oscillations 

that apply shear pressure to the test material specimen. The dual stages are designed 

by embedding one stage into the other. All movable components are supported by 

the folded beams to be flexible along its intended motion. The corresponding 

reaction force through the test specimen will move the inner plate. By measuring the 

displacement of the inner stage, the force transferred through the test specimen is 

measurable. With the force data and the vibration motion data collected at a certain 

vibration period, the viscoelastic material properties of a material specimen can be 

measured. 
 

 
 

(a) (b) 

Figure 2: The implementation of the parallel plates type rheometer in MEMS; (a) the 

conceptual design; (b) the expected implementation of the design in (a) 

 

Analysis of the micro rheometer 
 

The folded beam 

A folded beam supports both the inner and the outer plates and is shown in Fig. 2(b). 

With the analytic equation from Wong et al [15], the calculated stiffness of the inner 

plate is expected to be 18.5 N/m. The result from finite element analysis (FEA) 

modeling described in the next section is 18.4 N/m, which indicates the difference 

between them is less than 0.6 % 

The thermal actuator 

The bent-beam type thermal actuator used in the presented rheometer was also 

optimized to generate a motion longer than 200 µm and a shear pressure larger than 

tens of Pa level for larger shear rate. Based on its bent geometry, the stiffness of the 

actuator Kact is expected to be 1648.5 N/m [16]. The force generated by the actuator 

Fact is also deduced from a beam theory [4] and expected to reach up to 314.2 mN. 
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The vision-based displacement sensor 

The vision-based sensor was utilized to measure the displacements of the inner and 

the outer plates at the same time. This sensor detects predetermined patterns, or 

visual fiducials, embedded on MEMS objects through a microscope. The visual 

fiducials used in this paper are pure circles in rectangular backgrounds. The main 

components of the presented micro rheometer do not contain any circular or curved 

shapes, so the circular shape can reduce faulty or wrong recognition. By using circles 

with different radii, the radius of the detected circular pattern can be used to identify 

each detected target. At least one visual fiducial is embedded on the outer and the 

inner stages. The vision software is based on the Circular Hough transform algorithm 

[11] and OpenCV [17] library. 

Finite element analysis (FEA)  

Finite element analysis (FEA) [18] is utilized to characterize the presented rheometer 

and verify the analytic relationship described in the previous section. In the whole 

simulation, both ends of the actuator and four ends of the folded beams are assumed 

to be firmly fixed and are connected to a thermal reservoir at room temperature of 

20 ℃ for thermal and structural analyses.  

The stiffness of the folded beam is calculated in FEA by applying a force of 1 N 

along the motion direction of the actuator to the middle of the inner stage and 

measuring the corresponding mechanical displacement. This displacement is 54.3 

nm over the whole inner plate. This result implies that the stiffness of the inner stage 

is 18.394 N/m. 

Table I: The design parameters of the micro rheometer 

Component Symbol Design parameter Dimensions 

Actuator beam 

W Width 70 μm 

θ Angle 1 º 
L Length 6500  μm 

T Thickness 100 μm 

n Number of beams 14 

Folded beam 

Lspring Link length 3300 μm 

Ls Short link length 570 μm 

Wspring Link width 35 μm 

Ws Neck length 300 μm 

The inner plate 
Lp Length  9700 μm 

Wp Width 7800 μm 

 

The expected maximum displacement of the micro rheometer is also calculated. 

This simulation is the response to the thermal excitation due to a temperature rise 

from 20 ºC to 550 ºC at the center of the thermal actuator. This is because, based on 

existing studies [19], 550 ˚C is the maximum endurable temperature limit of silicon. 

Based on this limit, the micro rheometer is expected to generate a displacement of 

up to 265 µm without any permanent damage. This simulation is based on thermal 

conduction only, so the real device may generate larger displacements than this due 

to other factors like thermal convection.  
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While the presented device generates a motion of 265 µm, the corresponding 

maximum von Mises stress reaches up to 210.9 MPa. Considering that the yield 

strength of silicon is 7 GPa, there is no mechanical failure expected from the motion 

generated by the temperature rise of 550 ºC.    

 

Micro-fabrication 
 

The MEMS-based fabrication process for the presented system was based on the 

Silicon-On-Insulator Multi-User Multi-Processes (SOIMUMPs) [20]. The starting 

wafer for this system is a Silicon-On-Insulator (SOI) that is composed of a device 

layer of 100 μm thick, a handle layer of 500 μm thick, and an insulation layer of 2 

μm thick between in between. The fabrication process consists of one metal 

deposition and two etchings. The metal deposition forms the metal pads for 

connecting the thermal actuator to the electric power and the visual fiducials for the 

vision software to monitor the motion of the inner and the outer plates. The first 

etching process generates the frontal structures including the actuator and the dual 

stages, and the second etching builds the supporting frames on the SOI wafer 

handling layer. These etching processes use a deep reactive ion etching (DRIE) [21] 

process.  

  

              (a) (b) 

Figure 3: the microscopic images of a fabricated micro rheometer; (a) the frontal full view, 

(b) the backside view.  

The fabricated micro rheometer is shown in Fig. 3; the shiny yellow areas in Fig. 3(a) 

are electric pads for the actuator and the visual fiducials for the vision software. A 

test specimen is placed between the micro rheometer inner plate and a transparent 

glass slide forming a fixed substrate as shown in Fig. 3(b). 

Experimental results 
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The performance of the presented micro rheometer was experimentally tested and 

characterized. A direct current (DC) power supply unit (Agilent1 Model 3322A1) 

was utilized to control the actuator. The visual fiducials on the micro rheometer were 

monitored with a PointGrey Universal Serial Bus (USB) 3.0 type Grasshopper31 

camera through an optical microscope with a magnification ratio from 2:1 to 3:1. 

The camera recorded the motion of the micro rheometer during the experiment and 

then the vision software analyzed the captured images.  

Figure 4(a) shows the visual fiducials embedded on the micro rheometer: the circular 

shapes inside a rectangular background. Once the vision software detects a visual 

fiducial, it returns the 2D position information of the detected circle and its radius. 

The detected radius information is plotted in Fig. 4(b); three circles with a radius of 

100 µm, 150 µm, and 200 µm are well recognized without considerable noise. The 

radius information is utilized to identify the inner and the outer plates. Based on 

these results, the 2D position information is classified for the inner and the outer 

plates and plotted in Fig. 4(c) for 10 s. Figure 4(c) shows that three visual fiducials 

are correctly monitored and identified for subsequent data analysis.  

 
                                                                         (a) 

  
      (b)   (c) 

Figure 4: Detection of the visual fiducials: (a) the three circular patterns with rectangular 

backgrounds (the left one is on the inner stage, the middle one is on the outer stage, and the 

right one is on an outside fixture); (b) the detected radii of the patterns in (a); (c) the motion 

measured with the patterns in (a); 

 

The presented micro rheometer was tested with a material test specimen: bentonite 

[22]. A bentonite sample with the volume of 10 µL is placed between the inner plate 

and an external fixed substrate. After connecting electric power to the actuator, the 

rheological properties of the bentonite are measured by actuating the outer plate.  
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The mechanical responses of the outer and the inner stages are monitored for 10 s 

and plotted in Fig. 5; the displacements of the inner and the outer plates are shown 

in red and blue lines, respectively. Figure 5 shows the amplitude difference and 

phase shift between the two plates. Preliminary analysis indicates that the maximum 

shear stress is about 40 Pa for the shear rate of about 1 s-1.  Tests with the same 

material and a rotational parallel plate rheometer have measured a shear stress of 

approximately 35 Pa at the same shear rate. This comparison shows that the 

presented micro rheometer has the potential to measure the viscoelastic properties of 

paste-like materials.  

 
Figure 5: The measured displacements of the outer plate and the inner plate in the 

presented micro rheometer with a volume of 10 L bentonite 

 

Summary 
 

The design, analysis, and fabrication of a MEMS-based micro rheometer have been 

presented for bentonite rheological measurements. In order to implement a simple 

shear type rheometer in MEMS, the dual stage planar micro positioner design is 

adapted. The dual stage is composed of one outer plate and one inner plate. The outer 

plate applies shear pressure to a material specimen as a vibrating plate, and the inner 

stage measures the force transmitted through the material specimen with respect to 

a stationary plate. The motions of the two plates are monitored with circular visual 

fiducials and a vision system with software capable to extract the desired rheological 

parameters. 

The presented micro rheometer achieves a displacement of 300 µm for a shear rate 

of 1 s-1 to 3 s-1. This micro rheometer is expected to generate a force larger than 300 

mN. The rheological properties of bentonite were measured with the presented micro 

rheometer. The relationship between the shear stress and the shear rate generated by 

the micro rheometer shows similar values with those from a commercial rheometer 
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and the relationship between viscosity and the shear rate shows a linear relationship 

on logarithm scale. These comparisons imply that the presented micro rheometer has 

a potential to provide performance similar to conventional rheometers. 

The presented micro rheometer has micro-meter level resolution and needs only a 

few micro liter level volumes for the each test. However, the deformation on this 

instrument is small and not designed to simulate placement of concrete. Instead, the 

proposed device could be used to rapidly optimize paste composition, i.e.,  High 

Range Water Reducer Admixtures (HRWRA) or chemical admixtures dosage, 

incompatibility, influence of supplementary cementation materials. Also, multiple 

tests (5 to 10 samples) could be performed simultaneously in a disposable rheometer 

(no cleaning necessary. 
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Abstract: Empirical studies have shown that most software 
interaction faults involve one or two variables interacting, with 
progressively fewer triggered by three or more, and no failure 
has been reported involving more than six variables interacting. 
This paper introduces a hypothesis for the origin of this 
distribution, with implications for removal of interaction faults 
and reliability growth. 
Keywords – combinatorial testing; software fault; testing 

I. INTRODUCTION 
Empirical studies have shown that software interaction 

faults involve 1 to 6 variables, with no failures involving 
more than six reported. Interaction faults are denoted as t-way 
faults when t factors or variables induce the fault. For 
example, if a fault occurs when x > 10 and y < 55, this is a 2-
way fault. Table 1 and Fig. 1 show the cumulative percentage 
of failures at different interaction t values, for a variety of 
applications, with the average indicated in Table 1 (headings 
keyed to references). For consistency, single factor faults are 
denoted 1-way faults. Thus for the various applications, the 
proportion of failures caused by 1-way or single factors 
ranged from 9% to 67%, and the proportion caused by either 
1-way or 2-way faults ranged from 47% to 97%. 

TABLE I. CUMULATIVE PERCENT OF FAILURES AT t = 1..6 
t [1] [2]a [2]b [3] [4] [5] [6] average 
1 66 28 41 67 18 9 49 39.71 
2 97 76 70 93 62 47 86 75.86 
3 99 95 89 98 87 75 97 91.43 
4 100 97 96 100 97 97 99 98.00 
5 99 96 100 100 100 99.00 
6 100 100 100 

The fault distributions were derived from failure reports 
for fielded software products, including medical devices [1], 
browser [2]a and server [2]b, TCP/IP [4], server [5], and SQL 
[6]. An additional distribution is from initial testing of a large 
distributed database application [3]. Empirically derived fault 
distributions such as these have provided the rationale for 
advances in the field of combinatorial testing over the past 
decade. While the distributions have been documented and 
analyzed thoroughly, relatively little is known about why the 
distributions have this consistent form or how they evolve as 
systems are tested and used. While it seems natural for more 
complex faults to be less common than simpler faults, we 
want to go beyond such a simple qualitative hypothesis and 
develop a model for estimating how the proportion of t-way 

2Computer Science & Engineering
 
University of Texas at Arlington
 

Arlington, TX, USA
 
ylei@uta.edu
 

faults varies with t, as testing or use progresses. We propose 
an explanation based on the two assumptions below. 
•	 t-way faults occur in proportion to t-way conditions in 

code 
•	 t-way faults are removed in proportion to t-way 

combinations in inputs 

Fig. 1. Distribution of failures at t = 1..6 

II. ANALYSIS 
For an estimate of the proportion of t-way conditions in 

code, we use the distribution of conditions in a collection of 
7,685 branching statements from four avionics applications 
[7]. Note from Table II that this distribution is relatively close 
to the distribution of t-way faults discovered in initial testing 
in a database system described in reference [3]. 

TABLE II. t-WAY CONDITIONS, BRANCH STATEMENTS VS. INITIAL TEST 
t: 1 2 3 4 5 6 7 8 

Branch cond % 74.1 19.6 4.5 1.2 .3 .1 .1 .1 
Initial test [3] 67 26 5 2 0 0 0 0 

As software is tested or used, interaction faults will be 
discovered when a t-way combination that triggers a fault 
occurs in a set of inputs. Each set of inputs includes C(n,t) 
combinations at each level of t, for n variables, where C(n,t) 
= n!/t!(n-t)!. For variables with v values each, the total 
number of combination settings is vt x C(n,t), so each test or 
input set can cover 1/vt of the total number of settings. The 
number of values, v, must of course be at least 2, but may be 
larger. As t increases, the proportion of combinations covered 
in each test is reduced, i.e., the proportion of (t+1)-way 
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combinations covered is 1/v of the proportion of t-way 
combinations covered. 

We make the simplifying assumption that 1-way faults 
are removed at rate r for some number of test sets, and the 
proportion remaining after k sets will be (1–r)k . Since the 
discovery of a t-way fault depends on the presence of t-way 
combinations in input, and the proportion of (t+1)-way faults 
is 1/v of t-way faults, the fault discovery rate will be reduced 
by this proportion, or r/v for 2-way, r/v2 for 3-way, etc. We 
can consider 2 the minimum value of v, and boolean or binary 
variables are also extremely common in practice. Then for k 
test sets we would have (1 – r)k 1-way faults remaining, (1 – 
r/2)k 2-way faults, (1 – r/4)k 3-way faults, and so on. 

Now consider the evolution of the fault distribution as 
tests are run. Table III shows an example starting from the 
assumption that t-way faults occur approximately in 
proportion to the occurrence of t-way conditions in branching 
statements. For a fault detection rate of r = .05 per test set, k 
= 48 sets will produce a nearly matching value for the 
proportion of 1-way faults in the average of Table I. But the 
distribution of faults for t = 2..6 is also quite close to the 
average, as would be predicted if these faults are removed in 
proportion to r/2, r/4, r/8 etc. For example, starting with 74.1 
1-way faults, after 48 test blocks, we would have 74.1(1 -
.05)48 = 6.3 1-way faults; 19.6(1 - .05/2)48 = 5.8 2-way faults, 
4.5(1 - .05/4)48 3-way faults, etc. Normalizing this to 100%, 
we have the distribution shown in Table III, line (2), which is 
quite close to the average (3). 

TABLE III. FAULTS REMAINING AT t = 1..6 AFTER 48 SETS OF TESTS, r = .05 
t: 1 2 3 4 5 6+ 

Orig distrib % 74.1 19.6 4.5 1.2 0.3 0.3 
After 48 sets 39.9 36.7 15.6 5.6 1.6 0.6 
Avg, Tbl 1 39.7 37.6 15.5 6.6 1.0 1.0 

FIG. 3. FAULT DISTRIBUTION FOR t = 1..6 AS TESTING PROGRESSES. 

Notice that in Table III, after 48 test sets the proportion 
of faults for lower levels of t declines, while the proportion 
for higher t increases. Because an individual test contains a 
higher proportion of 1-way combinations than 2-way, the 1-
way faults decline faster than others, and thus represent a 
smaller proportion of total remaining faults after testing. In 

general, t-way faults will decline faster than u-way faults for 
any u>t. This is consistent with intuition, as 2-way faults are 
in some sense “simpler” than 3-way faults, and thus likely to 
be found more quickly. Thus experience suggests that as 
testing progresses, the proportion of simpler faults should be 
reduced faster than more complex faults, shifting the 
distribution curves down at lower levels of t. This shift can 
be seen clearly in Fig. 3, which shows the proportion of faults 
at each level of t left after sets of tests for r = .05. 

Fault reduction continues as bugs are detected in fielded 
products, and this process would result in different 
distributions of faults at each level of t, depending on how 
extensively a product is used. Data reported in two studies 
allow us to consider this model for a specific product. Both 
[2] and [5] report bug data for the Apache server, for two 
periods: 2001 – 2002 [2], and 2002 – 2006 [5], although some 
variation is likely introduced as versions were changed. 
Comparing columns [2]b and [5] in Table I, it can be seen 
that the proportion of less complex (lower t-way) faults is 
reduced over the time period, as expected. Starting from the 
distribution in [2], with r = .05 and k = 54 test sets, the 
distribution evolves as shown in Table IV. 

TABLE IV. FAULTS REMAINING AT t = 1..6 AFTER 54 SETS OF TESTS, r = .05 
t 1 2 3 4 5 6+ 

Rpt [2] 41 29 19 7 0 4 
Rpt [5] 9 38 28 22 3 0 
54 test sets 9.1 26.2 34.1 17.8 0 13.0 

III. CONCLUSIONS AND IMPLICATIONS FOR TESTING 
Preliminary results suggest that the model described in 

Sect. II is relatively successful in reproducing the fault 
distributions observed in empirical data. Additional 
empirical data will be needed to evaluate validity thoroughly. 

The most significant implication for testing is that t-way 
interaction faults for t = 4, 5, 6 are exceedingly difficult to 
discover without tests specifically designed as covering arrays 
to include all t-way combinations at these levels. 
Disclaimer: Products may be identified in this document, but identification does 
not imply recommendation or endorsement by NIST, nor that the products 
identified are necessarily the best available for the purpose 
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Abstract – Access control typically requires translating policies 
or rules given in natural language into a form such as a 
programming language or decision table, which can be 
processed by an access control system. Once rules have been 
described in machine-processable form, testing is necessary to 
ensure that the rules are implemented correctly. This paper 
describes an approach based on combinatorial test methods for 
efficiently testing access control rules, using the structure of 
attribute based access control (ABAC) to detect a large class of 
faults without a conventional test oracle.  

 
Keywords- access control; attribute based access control; 
combinatorial testing; t-way testing; test automation 

         NOMENCLATURE 

Ri = antecedent of ith grant rule 
Tj = conjunction of attributes in a rule antecedent 
k = maximum number of attributes in any term 
m = number of grant rules 
n = number of attributes 
p = average number of attributes in terms 
v = number of attribute values for an attribute 
C = correct term within a rule antecedent 
F = faulty term within a rule antecedent 
N = number of rows in covering array 
P = policy as specified 
P’ = policy as implemented 

I. INTRODUCTION - ABAC 
Attribute based access control (ABAC) [1] is a 

method of controlling authorization using rules that include a 
subject’s attributes, along with attributes of system 
resources, and conditions in the environment.  For example, 
a rule may allow access to a database if the subject’s 
attributes include employee and US_citizen, where the rule 
for accessing a resource requires these attributes.  This 
approach can be more flexible than traditional models such 
as role-based access control, because it is not necessary to 
develop a structure of users and resources in advance. The 
tradeoff for such flexibility is that it may be difficult or 
impossible to know, at a point in time, which users have 
access to which resources.  ABAC policies can also be 
highly complex, with hundreds of attributes and a large 
number of rules. Although ABAC policies can be quite large, 
their rules have a regular structure – checking for the 
presence of specified sets of attribute values – that makes it 
possible to apply combinatorial methods to reduce the effort 

required for high-assurance testing. The need for testing can 
be especially acute in cases where the protected application 
is hosted by a third party, such as a cloud service provider, 
and the data owner cannot directly inspect the software used 
in the access control system.  

  This paper describes a method of testing for ABAC 
systems that is pseudo-exhaustive, which we define as 
exhaustive testing of all combinations of attribute values on 
which an access control decision is dependent.  This 
approach is analogous to pseudo-exhaustive methods for 
testing combinational circuits [2], where the verification 
problem is reduced by exhaustively testing only the subset 
of inputs on which an output is dependent, or by partitioning 
the circuit and exhaustively testing each segment. To test 
ABAC systems [1][3], we can use the basic principle of 
testing only subsets of attributes on which a decision is 
dependent, although the partitioning is done in a different 
manner than for combinational circuits.  The structure of the 
access control problem, ABAC in particular, makes it 
possible to apply the same principle by rendering the 
conditions for each grant in disjunctive normal form, then 
considering each term separately.   

For an ABAC system, a rule with attributes 
employment_status and time_of_day might be, “If subject is 
an employee and the hour is between 9 am and 5 pm, then 
allow entry.”  The problem with this approach is that n 
boolean attributes or variables result in potentially 2n rules. 
Many such rules may be included in written policy 
documents, and rules may include a variety of attributes. For 
any combination of attribute values, the system must 
implement rules that accurately reflect the written policy. 
The structure of such rules is typically as follows, where Ri 
are boolean conditions evaluating the values of one or more 
attributes: 

R1    →  grant 
R2     →  grant 
… 
Rm     →  grant  
else  →  deny 

 
which is equivalent to: 

R1    →  grant 
R2     →  grant 
… 
Rm     →  grant 
(~R1) (~R2)… (~Rm) →  deny 

Example:  Suppose we have an access rule as shown below: 
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     if (a && (c && !d ||e))  grant(); 
     else if (!a && b && !c)  grant(); 
     else deny(); 

 
This code can be mapped to the following expression: 

 
(a(cd̅ +e) → grant) 
(a̅bc̅ → grant) 
((∼(a(cd̅ +e)))(∼(a̅bc̅)) → deny) 

 
In a typical ABAC installation, the boolean literals 

could be conditions, such as age>18, or boolean attributes 
such as employee, but the structure will be as shown in the 
example. That is, a series of expressions specifying subsets 
of attribute conditions that must be true for access to be 
granted, followed by a default deny-access rule when none 
of the attribute expressions have been instantiated to true.   

II. TESTING ABAC IMPLEMENTATIONS 
Testing an ABAC system requires showing that the 

policy specified, P, is correctly implemented. The 
implemented policy P’ must be shown to produce the same 
response as P for any combination of attributes used as input. 
That is, for input attributes x1,…,xn, P’(x1,…,xn) = 
P(x1,…,xn).    

 
1 0 0 0 1 0 0 0 0 0 1 0 0 0 1 0 
2 0 0 1 0 1 1 1 1 1 0 0 0 0 0 1 
3 0 1 0 0 0 1 0 1 1 1 1 1 1 0 0 
4 0 1 1 1 1 0 0 1 0 0 0 1 0 0 1 
5 1 0 0 0 1 0 0 1 0 0 1 1 1 1 0 
6 1 0 1 1 0 1 1 1 0 1 0 1 1 1 0 
7 1 1 0 1 1 1 0 0 0 1 0 0 1 0 1 
8 1 1 1 0 0 0 1 1 1 1 1 0 1 1 1 
9 1 0 0 0 0 1 1 0 1 0 0 1 1 1 1 

10 0 1 1 1 0 1 1 0 1 0 1 1 0 1 0 
11 0 1 0 0 1 0 1 0 0 0 1 0 1 1 1 
12 1 0 1 1 1 0 0 0 1 0 1 0 1 0 0 
13 1 0 0 1 1 0 1 1 1 1 1 1 0 1 1 
14 1 0 1 0 0 1 0 0 0 0 1 1 0 0 1 
15 0 1 1 0 0 1 1 0 0 1 1 0 0 0 0 
16 0 1 1 0 1 0 0 0 1 1 0 1 1 1 1 
17 1 1 0 1 0 0 1 1 1 0 0 0 0 0 0 
18 0 0 0 0 1 1 1 1 1 1 1 1 1 0 0 
19 0 1 0 0 1 0 0 1 0 1 0 0 0 0 0 
20 1 1 1 1 0 0 1 0 0 1 1 1 0 1 1 
21 1 0 0 0 1 1 0 0 1 0 0 0 0 1 0 
22 0 1 1 1 0 1 1 1 0 1 0 0 1 1 1 

  Figure 1. 3-way covering array of 15 boolean parameters 
 

How should an ABAC system be tested?  Confirming 
that access will be granted for users with the right attributes 
is easy:  we can simply read off the attribute conditions for 
each grant expression and verify that the access control 
system returns an authorization in each case. The number of 
such tests is linear in the number of grant conditions. 
However, it is much more difficult to ensure that no invalid 
combination of attributes will result in authorization. With n 
boolean attributes or variables there are 2n possible 
combinations of attributes. For example, it would not be 

unusual to have 50 boolean attributes, resulting in 250 ≈
1015  combinations, but it must be shown that no 
combination will improperly allow access.  

To make testing tractable, we take advantage of 
combinatorial methods [4][5]. To see the advantages of a 
combinatorial approach, refer to Figure 1, which shows a 
covering array of 15 boolean variables. A covering array is 
an N x k array of N rows and k variables. In every N x t 
subarray, each t-tuple occurs at least once. In software 
testing, each row of the covering array represents a test, with 
one column for each parameter that is varied in testing. 
Collectively, the rows of the array include every t-way 
combination of parameter values at least once. For example, 
Figure 1 shows a covering array that includes all 3-way 
combinations of binary values for 15 parameters. Each 
column gives the values for a particular parameter. It can be 
seen that any three columns in any order contain all eight 
possible combinations of the parameter values. Collectively, 
this set of tests will exercise all 3-way combinations of input 
values in only 22 tests, as compared with 32,768 for 
exhaustive coverage. The size of a t-way covering array of n 
variables with v values each is proportional to vt log n [6][7]. 
For the example described in Sect. I, with five attributes and 
two possible decisions, there are 25 = 32 possible rules. 
However, a covering array of all 3-way combinations 
contains only 12 rows. The number of variables for which all 
settings are guaranteed to be covered in a covering array is 
referred to as the strength; a 3-way array is of strength 3.  
        We will use covering arrays of attributes, in association 
with ABAC policies that have been converted to k-DNF 
form.  k-DNF refers to disjunctive normal form where no 
term contains more than k literals. Recall that a term is a 
conjunction of one or more literals within the disjunction.  
For example, abc + de contains two terms, one with three 
literals and one with two, so the expression is in 3-DNF 
form. The covering array does not contain all possible input 
configurations, but it will contain all k-way combinations of 
variable values. Where an expression is in k-DNF, any term 
containing k literals that is resolved to true will clearly result 
in the full expression being evaluated to true. For example, 
an ABAC rule in 2-DNF form could be:  “if employee 
&& US_citizen || auditor then grant”. This rule 
contains one term of two attributes and one term of one 
attribute, so it is 2-DNF. Because a covering array of 
strength k contains every possible setting of all k-tuples and 
i-tuples for i < k, it contains every combination of values of 
any k literals. 
        Covering array generation tools, such as ACTS [5][6], 
make it possible to include constraints that prevent the 
inclusion of variable combinations that meet criteria 
specified in a first order logic style syntax. For example, if 
we are testing applications that run on various combinations 
of operating systems and browsers, we may include a 
constraint such as ‘OS = “Linux” => browser != 
“IE”’. Constraints are typically used in situations such as 
this, where certain combinations do not occur in practice, 
and therefore should not be included in tests. Modern 
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constraint solvers such as Choco [8] and Z3 [9] make it 
possible to process very complex constraint sets, converting 
logic expressions into combinations that are invalid and can 
be screened from the final array.  
 
Method:  Let R = rule antecedents (left hand side of an 
implication rule such as p in p → q) of one or more policy 
rules being tested in k-DNF, and Ti are terms (conjuncts of 
one or more attributes) in R. For the example included in the 
introduction, terms Ti of R would be acd̅, ae, and a̅bc̅.  R is 
not necessarily the complete policy; it may be the set of 
rules associated with a particular resource that we wish to 
test, for example.  
 
Positive testing:  Generate a test set GTEST for which every 
test should produce a response of grant. It must be shown 
that for all possible inputs, where some combination of k 
input values matches a grant condition, a decision of grant 
is returned.  Construct test set GTEST with one test for each 
term of R as follows: 
 

GTESTi =  𝑇𝑇𝑖𝑖 � ~𝑇𝑇𝑗𝑗𝑗𝑗≠𝑖𝑖  
 
The construction ensures that each term in P is verified to 
independently produce a response of grant. Negating each 
term Tj, i ≠ j, prevents masking of a fault in the presence of 
other combinations that would return the same result.  For 
example, if a rule condition is ab + cd →grant, inputs of 
1100, 1101, 1110 could be used for testing ab →grant. 
However, input 1111 would not detect the fault if the 
system ignores variable a or b, because the condition cd 
would cause a grant decision, and no other grant predicates 
would be evaluated. One such test is required for each term 
in a grant rule, so for m rules with an average of p terms 
each, the number of tests required is proportional to mp.  
 
Negative testing: Generate a test set DTEST for which every 
test should produce a response of deny.  It must be shown 
that for all possible inputs, where no combination of k input 
values matches a grant condition, a decision of deny is 
returned.   
 

DTEST = covering array of strength k, for the set of 
attributes included in R, with constraints specified 
by ~R.  

 
Note that the structure of the access control rule evaluation 
makes it possible to use a covering array for DTEST, 
compressing a large number of test conditions into a few 
tests. Because a deny is issued only after all grant 
conditions have been evaluated, masking of one 
combination by another can only occur for DTEST when a 
test produces a response of grant. In such a case, an error 
has been discovered, which can be repaired before running 
the test set again. Since DTEST is a covering array, the 

number of tests will be proportional to vk log n, for v values 
per attribute (normally v=2 since most will be boolean 
conditions), and n attributes. For m rules, the number of 
tests is multiplied by the constant m. 
 
Example: Table 1 gives a set of boolean attributes a 
through e, where each row defines values for the attributes 
that determine a decision, either grant or deny. Thus a 
covering array for the antecedent R of a rule in 3-DNF such 
as (acd̅ + a̅bc̅ → grant) is given in Table 1. The total 
number of 3-way combinations covered is the number of 
settings of three binary variables multiplied by the number 
of ways of choosing three variables from five, i.e., 23 �5

3
� =

80.   
     Table 2 shows a covering array for this set of variables 
generated using ~ R as a constraint. That is, the two terms of 
the rule, acd̅ and a̅bc̅,  have been excluded from the array, 
but all other 1-, 2-, and 3-way combinations can be found in 
the array. Because acd̅ and a̅bc̅ are the only conditions 
under which access should be granted, the array in Table 2 
should result in a deny response from the access control 
system for every test. Collectively, the tests include all 78 3-
way settings of attributes that will not instantiate the access 
control rule to true.   

 
 a b c d e 
1 0 0 0 0 0 
2 0 0 1 1 1 
3 0 1 0 1 0 
4 0 1 1 0 1 
5 1 0 0 1 1 
6 1 0 1 0 0 
7 1 1 0 0 1 
8 1 1 1 1 0 
9 1 1 0 0 0 
10 0 0 1 1 0 
11 0 0 0 0 1 
12 1 1 1 1 1 

       Table 1. 3-way covering array 
  

 a b c d e 
1 0 0 0 0 0 
2 0 0 1 1 1 
3 0 1 1 0 0 
4 1 0 0 1 0 
5 1 0 1 1 0 
6 1 1 0 0 1 
7 1 1 1 1 1 
8 0 0 1 0 1 
9 1 1 0 1 0 

10 0 0 0 1 1 
11 1 0 0 0 0 
12 0 1 1 1 0 
13 1 0 0 0 1 
14 0 1 1 0 1 

Table 2. 3-way covering array with constraint ~R 
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III. FAULT DETECTION 
     Now consider the faults that this method can detect. 
Suppose that some combination of attributes exists that 
produces a different response than required by the policy P 
in k-DNF form. Tests contained in GTEST and DTEST will 
detect a large class of missing terms, added terms, or altered 
terms containing k or fewer attributes.  In this section we 
analyze faults that will be detected, and the underlying 
conditions in these faults. Table 3 illustrates the fault types 
and detection conditions for each.  
 

  Term C=correct 
term 

F=faulty 
term 

GTEST detect 
condition 

DTEST detect 
condition 

notes 

1 missing abc -- abc none  
2 added -- ab none ab  
3  abc a̅b none a̅bc, a̅bc̅  
4  abc ab none abc ̅  
5  ab abc -- -- no fault 
6 altered abc abc̅ abc abc̅  
7  abc ab none abc ̅  
8  abc a̅b abc a̅bc, a̅bc̅  

Table 3. Example faults and detection conditions. 
 
k-DNF detection property: Collectively, tests from GTEST 
and DTEST will detect added, deleted, or altered faults with 
up to k attributes. 
  
Proof outline: Three cases can be considered, for missing, 
added, or altered terms in the policy. The analysis for each 
case is keyed to the numbered examples in Table 3.  
 
Missing term. (1) Fault detected by GTEST. If a term is 
missing in the faulty implementation P’, then there is some 
combination of attributes accepted in P that is not included 
in P’.  Since it is in P, GTEST will include the combination 
and the fault will be detected.  
 
Added term. If the system incorrectly issues a grant 
response, then some combination F of attributes accepted in 
P’ is not included in P. We consider three cases depending 
on the number of attributes, j, in the added term. 
 

j < k and F is not a subset of some other term (2, 3). 
Detected by DTEST because the added term will be part 
of the non-grant combinations in DTEST. 

 
j < k and F is a subset of some other term (4).  Detected 
by DTEST. If the j attributes of the added term are a 
subset of some term C in P, then because DTEST 
contains all k-way combinations not excluded by R, it 
will include all k-way combinations of the attributes in 
F with settings different from C.  For example, if F = 
ab = 11, and C = abc = 110, then DTEST will include 
other settings of abc, which will include abc = 111.  
But because this term includes F, it will produce an 
incorrect grant response, detecting the fault. Note that if 

P contains both abc and abc̅, then the result of grant for 
ab = 11 is in fact correct, since abc̅  + abc = ab.  
 
j < k and there is some term C in P that is a subset of F 
(5). In this case a fault does not exist because any input 
that produces a grant response from P would produce a 
grant response with F added, because F contains all 
attributes of C.  

 
Altered term.  Three cases can be distinguished, based on 
the number of attributes j in the incorrect term F as 
compared with k. 
 

j = k (6). Detected by GTEST because it includes a test 
with the correct term, and no other combination of 
attributes in that test will match any other term in P. 

 
j < k and F is a subset of some other term (7). Detected 
by DTEST if there is no other term in P’ that excludes 
from DTEST F ∪ x, where x is one or more attributes in 
C that are not in F. Example: if C = abc and F is ab, 
then abc̅ is in DTEST, unless P’ also contains bc̅. Note 
that if DTEST includes F ∪ x, because there is some 
other term D in P where x ⊆ D, then there is no fault 
because the disjunction of the altered term with the 
other term would not accept any attribute sets not 
accepted in P. Not detected by GTEST because any test 
that contains the attributes of the correct term C will 
contain all attributes of a subset of C.  
 
j < k and F is not a subset of altered term C (8).  
Detected by GTEST because it will include C, and P’ 
will not match C. □ 

 
If more than k attributes are included in the altered term, 
some faults are still detected.  
 

j > k and C is not a subset of F. Detected by GTEST 
because C will be included in GTEST but will produce a 
deny response.  
 
j > k and C is a subset of F. Not detected by DTEST 
because DTEST excludes C, and therefore excludes F 
because it contains C. Not necessarily detected by 
GTEST because the settings of attributes x in F but not C 
may result in C ∪ x = F. This case can be resolved by 
strengthening the covering array DTEST, using an array 
of strength k+i to detect faulty terms with up to i 
additional attributes. 

IV. TRADEOFFS AND PRACTICAL CONSIDERATIONS 
The process scales easily to systems with a large number of 
attributes that must be included in access decisions. Because 
the number of rows in a covering array grows only with log 
n for n variables/attributes at a given number of attributes 
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and values, a larger policy specification, involving many 
more attributes, requires only a few additional tests. For 
example, it is possible to cover all 3-way combinations of 
100 boolean variables with 45 tests, increasing only to 57 
tests for 300 variables.   
    The most significant limitation for this approach occurs 
where terms in access control rules contain a large number 
of attribute values per attribute.  Although covering array 
size grows only with log n, the value of k for the k-DNF 
form of rules is an exponent in the number of combinations 
that must be covered, and consequently the number of rows 
increases with vk, for v attribute values. If terms in the rules 
contain more than six or seven attributes, it may not be 
practical to generate covering arrays, given the limitations 
of today’s algorithms. However, a large number of tests is 
not a barrier, because the structure of the solution resolves 
the oracle problem by ensuring that every test in GTEST 
should produce a response of grant and every test in DTEST 
should produce a response of deny. This means that tests can 
be fully automated, making it possible to execute a large 
number of tests.  
     Table 5 shows test set sizes for a variety of 
configurations, assuming a value of p = 4 terms per rule. 
The column N tests gives the size N of a covering array for 
k-way combinations of n attributes with v values each.  The 
size of DTEST is m × N, since there will be one covering 
array per rule tested.  Note that the test time for even a large 
test set of more than 600,000 tests would be roughly 10 
minutes, assuming a time of 1 ms per test. In addition, since 
the tests are independent, testing can be divided among as 
many processors as are available, so even millions of tests 
could be tractable. 
 

k v n m N tests #GTEST #DTEST 
3 2 50 20 36 80 720 

50  200 1800 
100 20 45 80 900 

50  200 2250 
4 50 20 306 80 6120 

50  200 15300 
100 20 378 80 7560 

50  200 18900 
6 50 20 1041 80 20820 

50  200 52050 
100 20 1298 80 25960 

50  200 64900 
4 2 50 20 98 80 1960 

50  200 4900 
100 20 125 80 2500 

50  200 6250 
4 50 20 1821 80 36420 

50  200 91050 
100 20 2337 80 46740 

50  200 116850 
6 50 20 9393 80 187860 

50  200 469650 
100 20 12085 80 241700 

50  200 604250 
Table 4. Test set sizes. 

V. HIPAA PRIVACY EXAMPLE 
The following text is an excerpt from Health Insurance 
Portability and Accountability Act (HIPAA) rules that 
specify when a health care organization must treat a 
patient’s personal representative of as the individual [10].  
(This policy fragment has been used in previous work on 
formal specification of natural language policies [11].) 
Typical cases include a parent making decisions on behalf 
of a child.  
   

(g)(1) Standard: Personal representatives. As 
specified in this paragraph, a covered entity must, 
except as provided in paragraphs (g)(3) and (g)(5) 
of this section, treat a personal representative as 
the individual for purposes of this subchapter.  
 
(2) Implementation specification: adults and 
emancipated minors. If under applicable law a 
person has authority to act on behalf of an 
individual who is an adult or an emancipated 
minor in making decisions related to health care, a 
covered entity must treat such person as a personal 
representative under this subchapter, with respect 
to protected health information relevant to such 
personal representation.  
 
(3)(i) Implementation specification: unemancipated 
minors. If under applicable law a parent, guardian, 
or other person acting in loco parentis has 
authority to act on behalf of an individual who is 
an unemancipated minor in making decisions 
related to health care, a covered entity must treat 
such person as a personal representative under this 
subchapter, with respect to protected health 
information relevant to such personal 
representation, except that such person may not be 
a personal representative of an unemancipated 
minor, and the minor has the authority to act as an 
individual, with respect to protected health 
information pertaining to a health care service, if:  
 
(A) The minor consents to such health care service; 
no other consent to such health care service is 
required by law, regardless of whether the consent 
of another person has also been obtained; and the 
minor has not requested that such person be 
treated as the personal representative; (B) The 
minor may lawfully obtain such health care service 
without the consent of a parent, guardian, or other 
person acting in loco parentis, and the minor, a 
court, or another person authorized by law 
consents to such health care service; or (C) A 
parent, guardian, or other person acting in loco 
parentis assents to an agreement of confidentiality 
between a covered health care provider and the 
minor with respect to such health care service.  
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Step 1:  Review the text to identify attributes or variables 
that must be considered in access rules. Attributes in statutes 
may represent existence of various documents signed by the 
parties, among other basic attributes such as age, 
citizenship, etc. For this example, we consider the rules 
specified in (g)(3)(i)(A), for cases in which a minor has the 
authority to act as an individual. Each attribute is given a 
short mnemonic name in the covering array. These are 
shown below by bracketing each attribute, with a variable 
name annotation: 
 
(A) The {minor consents : mc} to such health care service; no 
{other consent : oc} to such health care service is required by law, 
regardless of whether the consent of another person has also 
been obtained; and the minor has not {requested that such 
person be treated as the personal representative : mr}; (B) The 
{minor may lawfully obtain : lo} such health care service without 
the consent of a parent, guardian, or other person acting in loco 
parentis, and the {minor : mc}, a {court : cc}, or {another person 
: oc} authorized by law consents to such health care service; or 
(C) A {parent, guardian, or other person acting in loco parentis 
assents to an agreement of confidentiality : pc} between a 
covered health care provider and the minor with respect to such 
health care service. 
 
Step 2: Convert the text description to rules in k-DNF form, 
in this case, 3-DNF. This mapping is as shown in Table 5. 
Note that the “or” connector prior to clause (C) indicates a 
disjunction of the three clauses. 
 
 
Text Attributes 
(A) The {minor consents : mc} to such health 
care service; no {other consent : oc} to such 
health care service is required by law, regardless 
of whether the consent of another person has 
also been obtained; and the minor has not 
{requested that such person : mr} be treated as 
the personal representative; 

expression: 
mc && ~oc && ~mr 

attribute sets: 
{mc, ~oc,  ~mr} 

(B) The {minor may lawfully obtain : lo} such 
health care service without the consent of a 
parent, guardian, or other person acting in loco 
parentis, and the {minor : mc}, a {court : cc}, or 
{another person : oc} authorized by law consents 
to such health care service; 

expression: 
lo && (mc||cc||oc) 
= lo && mc || lo && 
cc || lo && oc 
attribute sets: 
{lo, mc}, {lo, cc},  
{lo, oc} 

(C) A {parent, guardian, or other person acting 
in loco parentis assents to an agreement of 
confidentiality : pc} 

expression: pc 
attribute sets: 
{pc} 

Table 5. Mapping of text to attributes. 
 

Step 3:  Determine the maximum number of AND 
connectives in access rule conditions. In the HIPAA 
example, three attributes are conjoined in Sect. (g)(3)(i)(A):  
“minor consents ...; no other consent to such health care 
service is required by law, ...; and the minor has not 
requested that such person be treated as the personal 
representative”. Because the expression above is in 3-DNF, 

with a maximum of three attributes in conjunction, a 3-way 
covering array is sufficient to consider all relevant 
combinations of attribute values. Note that other practical 
cases may involve more than 3-way combinations of 
attributes in terms, but the process would be the same as in 
this illustrative example. Combining these terms, we have: 
 
mc && ~oc && ~mr || lo && (mc || cc || oc) || pc → grant 
=  
mc && ~oc && ~mr || lo&&mc || lo&&cc || lo&&oc || pc → grant 
 
Step 4:  
GTEST: Generate tests for GTEST, with one test for each term 
and other terms false. Tests are shown in Figure 2.   

 

 mc oc mr lo cc pc 
1 1 0 0 0 0 0 
2 1 0 1 1 0 0 
3 0 1 0 1 0 0 
4 0 0 0 1 1 0 
5 0 0 0 0 0 1 

 

 mc oc mr lo cc pc 
1 0 0 0 0 0 0 
2 0 0 1 1 0 0 
3 0 1 0 0 1 0 
4 0 1 1 0 0 0 
5 1 0 1 0 1 0 
6 1 1 0 0 0 0 
7 1 1 1 0 1 0 
8 0 0 0 1 0 0 
9 0 0 0 0 1 0 

10 1 0 1 0 0 0 
11 1 1 0 0 1 0 
12 0 1 1 0 1 0 

GTEST DTEST 
Figure 2. Completed GTEST and DTEST arrays. 

 
DTEST: Compute a covering array for DTEST for the value of 
t determined in Step 2, using ~R as a constraint. For 
illustration purposes, we include a covering array of the six 
variables without constraints in Figure 3, followed by a 
covering array computed with the expression above as a 
constraint. Note that no terms from the expression above 
can be found in the constrained array.  For example, because 
array (1) includes all 3-way combinations, mc && ~oc && 
~mr is present, but in (2) it is not found, although all other 
3-way combinations of these variables are present in the 
array (2). 

 

 mc oc mr lo cc pc 
1 0 0 0 0 0 0 
2 0 0 1 1 1 1 
3 0 1 0 1 0 1 
4 0 1 1 0 1 0 
5 1 0 0 1 1 0 
6 1 0 1 0 0 1 
7 1 1 0 0 1 1 
8 1 1 1 1 0 0 
9 1 1 0 0 0 0 

10 0 0 1 1 0 0 
11 0 0 0 0 1 1 
12 1 1 1 1 1 1 

 

 mc oc mr lo cc pc 
1 0 0 0 0 0 0 
2 0 0 1 1 0 0 
3 0 1 0 0 1 0 
4 0 1 1 0 0 0 
5 1 0 1 0 1 0 
6 1 1 0 0 0 0 
7 1 1 1 0 1 0 
8 0 0 0 1 0 0 
9 0 0 0 0 1 0 

10 1 0 1 0 0 0 
11 1 1 0 0 1 0 
12 0 1 1 0 1 0 

(1) Covering array  
without constraint 

(2) Covering array  
with constraint 

Figure 3. DTEST array compared with unconstrained array.  
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VI. RELATED WORK 
A variety of methods have been introduced for testing 
ABAC systems, particularly those implemented using the 
Extensible Access Control Meta Language (XACML) [12]. 
Xu and Zhang provide a survey of these methods [16], 
which have generally been based on a fault model with 
mutation operators, or policy coverage. Popular tools for 
fault model based testing include Margrave [19], which uses 
a specialized model checker, and has been applied to 
XACML policies. It has also been used as the foundation 
for mutation-based test generators, including a redundant 
rule checking tool called Cirg, which supports mutation 
testing tool Targen, which has been shown to produce high 
levels of structural coverage [17][15][18]. Another, the 
Access Control Policy Testing tools ACPT [20], uses the 
NuSMV language and model checker to support testing a 
broad range of policies, including ABAC, role based access 
control, and customized policies specified by users in the 
ACPT tool. ACPT includes combinatorial coverage of 
inputs for tests, a feature also provided by the Simple 
Combinatorial Test Generation algorithm and its related 
tools [22][23].   
 
     Pseudo-exhaustive test methods for circuit testing have 
an extensive history of application [2]. While our method is 
not derived from these earlier approaches, it shares the basic 
notion of determining dependencies, partitioning according 
to these dependencies, and testing exhaustively the inputs on 
which an output is dependent. We have previously applied 
this notion to software testing in a more general form, using 
the observation that faults depend on a small number of 
inputs, by covering all 2-way to 6-way combinations of 
inputs [24].  

VII. CONCLUSIONS 
Correct implementation of access control requires that 
policies written in natural language are mapped to machine-
enforceable rules, and that these rules are correctly 
implemented. If access control rules contain at most k 
boolean attributes per conjunction, for an expression in k-
DNF, then a k-way covering array includes all possible 
settings of such terms. Thus for any possible combination of 
n inputs, only k, k < n, matter in determining the truth of the 
expression. In most applications, the number of conditions 
will be small. The number of rows in a k-way covering array 
of boolean variables is proportional to 2k log n. Thus for any 
given value of k, even a large number n of attributes 
requires only a test set proportional to log n to determine 
access for all possible inputs. The structure of the access 
control problem makes it possible to construct two test sets, 
GTEST and DTEST, for which the expected result is always 
grant or deny respectively.  This structure eliminates the 
need for a conventional test oracle, so several hundred 
thousand tests can be generated and run automatically in a 
few minutes.   

     The HIPAA worked example included in this paper 
shows that this process is practical for real-world use. We 
plan to continue developing the approach, extending it for 
special cases such as priorities among rule conditions. As 
ABAC becomes more widely used, the method may assist 
developers in ensuring that policies are implemented 
correctly, and meet organizational requirements.   
 
Disclaimer: Products may be identified in this document, but identification 
does not imply recommendation or endorsement by NIST, nor that the 
products identified are necessarily the best available for the purpose. 
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ABSTRACT  

We characterize spontaneous parametric downconversion in a domain-engineered, type-II periodically poled lithium 
niobate (PPLN) crystal using seeded emission and single-photon techniques. Using continuous-wave (CW) pumping at 
775 nm wavelength, the signal and idler are at 1532.5 nm and 1567.5 nm, respectively. The domain-engineered crystal 
simultaneously phasematches signal and idler pairs: [H(1532.5 nm), V(1567.5 nm)] and [V(1532.5 nm), H(1567.5 nm)]. 
We observe the tuning curves of these processes through difference-frequency generation and through CW fiber-
assisted, single-photon spectroscopy. These measurements indicate good matching in amplitude and bandwidth of the 
two processes and that the crystal can in principle be used effectively to generate polarization-entangled photon pairs. 

Keywords: quantum optics; nonlinear optics, parametric processes; polarization entangled pair source; spontaneous 
parametric downconversion; entanglement 
 

1. INTRODUCTION  
Entanglement is an important resource for quantum information systems. Entangled photon pairs generated by 
spontaneous parametric down-conversion (SPDC)1,2 are an important tool for distributing entanglement between 
different systems and across large distances. By using quasi-phasematching (QPM)3 in an SPDC crystal, a wide variety 
of nonlinear interactions with different wavelengths, bandwidths and polarization states can be obtained4–6. Photons 
generated near the 1550 nm telecom wavelength are very attractive for long-distance entanglement distribution over 
existing fiber links5,7–9, which is important for the realization of practical quantum information networks. 

 We have designed a new scheme for generating polarization-entangled photons10,11. It is related to schemes that use 
two collinear processes in two consecutive, co-rotated crystals12,13 and schemes that use two consecutive QPM periods7,8. 
These two schemes generate photon pairs of different polarizations but matched wavelengths. There is ambiguity where 
the pump photon is down-converted and which signal and idler pair is generated, and this ambiguity leads to quantum 
entanglement. In our scheme, instead of two discrete locations in the down-conversion crystal, we use a phase-
modulated structure for the QPM grating that simultaneously phasematches the two type-II SPDC processes 
corresponding to |HsigVidl〉 and |VsigHidl〉10,11. This grating was fabricated in periodically poled lithium niobate (PPLN). 

 We have made progress in characterizing signal and idler generation in the domain-engineered crystal, but most of 
the measurements used seeding with classical light. It has been shown that there is a close relationship between 
stimulated and spontaneous emission of photon pairs, and that examining the stimulated emission processes can be a fast 
and effective means to gather information about the spontaneous emission processes14. Our measured seeded spectra 
showed good spectral matching between the two orthogonally polarized SPDC processes11. We recently have performed 
single-photon characterization of spontaneous photon pairs generated in the domain-engineered QPM crystal. 
Measurements were performed using fiber-assisted single-photon spectroscopy15-17. Here, we describe results of these 
single-photon characterizations and discuss implications for quantum entanglement. These single-photon measurements 
were in agreement with seeded spectral measurements. 
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2. THEORY 

2.1 Engineering spontaneous parametric down-conversion 

In the process of SPDC, a high-intensity pump at angular frequency ωp incident on a second-order nonlinear optical 
crystal spontaneously splits into pairs of lower energy (longer wavelength) photons (signal, ωs, and idler, ωi) that are 
related to the pump photons by energy conservation (ωp = ωs + ωi). The spectrum of down-conversion is determined by 

 ⎟
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⎞
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⎛∝

2
sinc2 ΔkLI SPDC , (1) 

with sinc(x) = sin(x)/x, L is the length of the crystal, and for a collinear interaction, 
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where the wavevector kj = 2πnj/λj, nj is the refractive index at wavelength λj and ΛQPM is the period of the domain 
inversion pattern when quasi-phasematching is applied. Maximum conversion is obtained when Δk = 0. Since the indices 
of refraction depend on temperature, tuning of the wavelengths can be achieved by changing the crystal temperature. 

 A number of advanced techniques have been developed to modify the domain inversion pattern in order to engineer 
the frequency conversion spectrum. Here, we apply phase modulation of the QPM grating to produce multi-wavelength 
conversion18,19. In this technique, the domain positions within each period ΛQPM are shifted with a shift characterized by 
a phase that ranges from 0 to 2π. The phase-shift pattern is periodic with period Λph. If one wants to phasematch two 
processes with associated phase mismatches Δk1 and Δk2, then a phase-modulated grating can be designed such that 

 012 =
⎟
⎟

⎠

⎞
⎜
⎜

⎝

⎛

Λ
+

Λ
=−−

ph

j

QPM
isp

m
kkk π . (3) 

where mj is the integer associated with process j (for the two-process example, j = 1 or 2). We have previously applied 
the phase-modulation technique to engineer dual-wavelength sum-frequency generation20. 

 For type-II SPDC where we want to simultaneously generate |HsigVidl〉 and |VsigHidl〉, the two processes are 

 
VHH
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ωωω

ωωω
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+=
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If we assign m1= -1 and m2 = 1, then for 776 nm → 1535 nm + 1570 nm in MgO-doped PPLN21, we calculate the 
required periods are ΛQPM = 9.4 μm and ΛPM = 1.92 mm when the crystal temperature is set to 70 °C. 

3. DEVICE CHARACTERIZATION USING CLASSICAL LIGHT 
We first characterized the phase-modulated QPM gratings using second-harmonic generation (SHG), sum- and 
difference-frequency generation (SFG and DFG). In the design of the crystal using the theoretical refractive indices21, 
the crystal temperature where the wavelengths of the |HsigVidl〉 and |VsigHidl〉 are matched was 70 °C. However, initial 
measurements of the actual crystal showed that the real temperature was higher. Instead of operating near 70 °C, the 
PPLN device needed to be operated at 140 °C or higher in order to phasematch the pump wavelength near 775 nm, and 
signal and idler near 1550 nm. Figure 1a shows the measured SHG tuning curve for a phase-modulated QPM grating at 
140 °C. Two peaks are clearly visible, indicating that two nonlinear processes are simultaneously phasematched. 
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Figure 1. Measured (a) second-harmonic generation and (b) sum-frequency generation tuning curves at T=140 °C. For SHG, 
the fundamental beam is polarized at 45° to the crystal axes for the type-II interaction. For SFG, the vertically polarized 
beam is fixed to 1551.1 nm (solid) or 1562.3 nm (dashed) while the horizontally polarized beam is swept in wavelength. For 
the solid curve, both peaks are visible, while for the dashed curve, the second peak fell outside the tuning range of the laser 
around 1517 nm. The powers are given in arbitrary units (arb. units) with the maximum powers scaled to 1.  

 

Figure 2. Difference-frequency generation spectra at two crystal temperatures, (a) 140 °C and (b) 143.5 °C. The horizontally 
polarized pump is fixed to 774.8 nm. The HV curve represents the state |HsigVidl〉; that is, the signal beam near 1530 nm is 
horizontally polarized while the corresponding idler near 1570 nm is vertically polarized. The maximum power is scaled to 
1 for each trace. 

 We also observed SFG in the phase-modulated PPLN gratings. We used two continuous-wave, tunable, C-band, 
external cavity diode lasers. The two lasers were combined using a fiber beam combiner to ensure perfect co-alignment, 
and the beams were focused into the PPLN grating. Figure 1b shows observed sum-frequency tuning curves for the same 
grating at 140 °C. Since the nonlinear interaction is type-II, the two beams near 1550 nm must be orthogonally polarized. 
We fixed the vertically polarized beam to 1551.1 nm or 1562.3 nm wavelength and swept the horizontally polarized 
beam. The two traces in Fig. 1b are labeled by the wavelength of the fixed laser. Increasing the wavelength of the 
vertically polarized beam causes the tuning curve for the horizontal polarization to shift to shorter wavelengths. 

 After determining the proper operating temperature through the SHG and SFG measurements, we performed DFG 
using the phase-modulated QPM gratings. We used a fixed-wavelength, distributed feedback diode laser at 774.8 nm and 
a tunable external cavity diode laser near 1550 nm. A Glan-Thompson polarizer after the PPLN was used to reject the 
signal beam and transmit the generated difference-frequency (DF) beam. A 1550 nm dichroic edge filter was also used to 
improve separation of the signal and DF beams. The DF beam was detected with an InGaAs detector. Results of DFG 
measurements are presented in Fig. 2. At 140 °C, the spectrum for the |HsigVidl〉 process does not overlap with the 
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spectrum for the |VsigHidl〉 process. By increasing the temperature to 143.5 °C, we achieve good spectral overlap where 
λ(Hsig) = λ(Vsig) = 1532.5 nm. We also observed that the spectral bandwidths are nearly equal, which is important for 
preserving entanglement and not using additional filters. 

 It has been recently argued that such characterization with classical light is a fast and effective technique to infer 
information about the associated spontaneous emission processes that are later used for quantum entanglement14. Indeed, 
our seeded emission measurements inform us of the proper operating temperature and show that the spectra of the two 
processes are similar in bandwidth and in side-lobe structure. However, single-photon characterizations are still very 
important as ultimately, single-photon measurements are needed to observe quantum behavior. 

4. OBSERVATION OF SPONTANEOUS EMISSION SPECTRA 
4.1 Fiber-assisted, single-photon spectroscopy 

Superconducting nanowire single photon detectors (SNSPDs) have remarkably high detection efficiency (up to 93% 
efficiency) and very small timing jitter (~100 ps)22. This fine temporal resolution can be translated to spectral resolution 
by incorporating a dispersive medium so that different wavelength components of the test light arrive at the detector at 
different times. This is the underlying principle of fiber-assisted, single-photon spectroscopy15-17, where the dispersion is 
provided by a long length of optical fiber or a more compact fiber dispersion compensation module (DCM). 

 We first characterized the dispersion produced by the DCM. Figure 3a shows the measured relative time delay of 
different spectral components passing through the DCM. The slope of this data with respect to wavelength gives the 
dispersion, which is shown in Fig. 3b. At 1550 nm wavelength, the DCM produces -1.0 ns/nm dispersion. The negative 
sign of the dispersion indicates that longer wavelengths lead the shorter wavelengths.  

 Figure 4 shows the experimental setup. The domain-engineered PPLN crystal is pumped with a continuous-wave 
775-nm wavelength laser that has a linewidth below 200 kHz. After the PPLN, the pump is filtered out with a dichroic 
mirror and the orthogonally polarized signal and idler photons are sent to a half-wave plate (HWP) and polarization 
beam splitter (PBS). For most measurements, the HWP is removed altogether or positioned to have no effect so that the 
horizontally polarized photons are transmitted and the vertically polarized photons are reflected by the PBS. For certain 
measurements, the HWP is positioned to produce 45° of polarization rotation, which effectively makes the PBS a non-
polarizing beam splitter. After the beam splitter, both beams are coupled into optical fibers. We did not fully optimize 
the collection efficiency, which was around 5% to 10%. Since the fiber-assisted spectroscopy measurement requires 
clicks from both arms, mismatched collection efficiencies do not distort the spectral measurement but they do change the 
overall coincidence count rate. We incorporated DCMs into one or both of the arms after the beam splitter. With a single 
DCM, the undispersed arm after the PBS serves as a trigger while the other arm is dispersed by roughly 1 ns/nm. When 
two DCMs are used, the signal-idler dispersion is doubled at the expense of coincident count rate reduction since each 
DCM has about 4 dB loss. The photons were detected by SNSPDs and the arrival times analyzed with time-tagging 
electronics. 

 
Figure 3. (a) Relative time delay of different wavelengths passing through the dispersion compensation module. (b) 
Dispersion produced by the DCM. At 1550 nm, the dispersion is -1 ns/nm. 
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Figure 4. Sketch of experimental setup. The PPLN crystal is pumped by a CW 775 nm laser. Horizontally and vertically 
polarized photons near 1550 nm are produced by SPDC. The down-converted photons are incident on a beam splitter 
(polarizing beam splitter when the HWP is removed, and non-polarized beam splitter when the half-wave plate (HWP) 
rotates polarizations by 45°) and then coupled into optical fibers. The light is dispersed with dispersion compensation 
modules DCM1 and/or DCM2 then detected by SNSPDs. Arrival times are logged using time-tagging electronics. 

 
Figure 5. Map between wavelength and relative difference in arrival times of photons at D1 and D2 (Δt) for single DCM in 
only one arm of the experiment, and DCMs in both arms of the experiment (as sketched in Fig. 4). A larger spread in arrival 
times is obtained with both DCMs than with a single DCM. We set Δt = 0 for 1550 nm, which is 2λpump, where the signal 
and idler wavelengths would be degenerate. 

 Using the dispersion data in Fig. 3 and the fact that the pump is narrowband, we can map the difference in arrival 
times of photons at D1 and D2 (in Fig. 4) to the signal-idler pair that produced the pair of clicks. This mapping is shown 
in Fig. 5. In Fig. 5, we see that when using two DCMs produces roughly twice more temporal spread for the same signal-
idler wavelengths as one DCM. The y-axis of this figure is given in relative delay, with Δt set to 0 at 1550 nm 
wavelength. We also note that each DCM produces 30 μs of fixed delay. We calibrate the delay caused by experimental 
path imbalances by examining data where the HWP and PBS together act as a non-polarizing beam splitter and look for 
symmetry when the measured data are reflected about 2λpump. 

4.2 Measured single-photon spectra 

 Spectra taken using a single DCM are shown in Fig. 6. The PPLN temperature was 138 °C. We used 1 minute 
integration time for this data with 3 mW CW pump power incident on the PPLN crystal. The x-axis represents the 
wavelength of the H-polarized photons. In Fig. 6a, we show the effect of inserting the HWP before the PBS. Without the 
HWP, the H-polarized photons are sent to D1 and the V-polarized photons are sent to D2 (with DCM2 in the V-arm to 
disperse the wavelengths and no DCM in the H-arm). Two peaks are visible, which correspond to the two SPDC 
processes |HsigVidl〉 and |VsigHidl〉. When the HWP is inserted before the PBS, all four possible signal and idler photons 
are sent to both arms. The measurement records coincidences in D1 and D2, which reflect the pairs of photons generated 
by SPDC. Since now the H-polarized and the V-polarized photons pass through DCM2, we see twice the number of 
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peaks. Specifically, the peak at 1529 nm is the same process that corresponds to the peak at 1571 nm (and similarly for 
the peaks at 1536 nm and 1564 nm). In Fig. 6b, we compare spectra measured with only DCM1 in the H-arm or only 
DCM2 in the V-arm. We see that the spectrometer works well in either configuration; the spectra show excellent 
agreement especially in the fine structure of the side lobes. 

 
Figure 6. (a) SPDC spectra measured using only DCM2 with and without the half-wave plate. The HWP sends all four 
photons to both arms, which leads to the apparent splitting of the peaks. (b) SPDC spectra measured without the HWP and 
with a single DCM in the experiment in the H-arm (DCM1) or the V-arm (DCM2). There is excellent agreement in the 
observed spectra. 

 
Figure 7. Comparison of spectra measured with DCMs in both arms after the PBS and with DCM1 in the H-arm only. The 
PPLN temperature is set to 138 °C. (b) is a zoom in of (a). Peaks are scaled to equal heights and counts are shown in 
arbitrary units. There is agreement in the spectra, but the data using dual DCMs show worse signal-to-noise ratio. 

 We also measured SPDC spectra using DCMs in both arms of the experimental setup. Having two DCMs compared 
to a single DCM in the setup caused the coincidence rate to drop by a factor of 10. To compensate for the lower count 
rates, we integrated for 3 minutes instead of the 1 minute used for single DCM measurements. Figure 7 shows a 
comparison of the spectra measured with dual and single DCM. In these measurements, the PPLN temperature was at 
138 °C. We focus on the peak near 1564 nm. We scaled the data to have equal maxima and zoom in to examine the side 
lobes in Fig. 7b. There is good agreement in the two traces. Even though the dual DCM measurement had three times 
longer integration time, because of the low coincidence count rate, the signal-to-noise rate was worse than the DCM1 
measurement. 
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Figure 8. Temperature tuning of the domain-engineered PPLN crystal. Each trace is measured with no HWP, DCM1 in the 
setup, and an integration time of one minute. 

 Figure 8 illustrates temperature tuning of SPDC produced by the domain-engineered PPLN crystal. The spectra 
were measured with a single DCM in the setup (DCM1), no HWP and one minute integration time. At PPLN 
temperature of 143°C, we achieve λ(Hsig) = λ(Vsig) and λ(Vidl) = λ(Hidl) and the two processes |HsigVidl〉 and |VsigHidl〉 
become indistinguishable in wavelength. At this temperature, the two peaks become equally spaced about 2λpump = 
1550 nm. In contrast, the spectrum measured with the HWP in Fig. 6a clearly show that at 138 °C, λ(Hsig) ≠ λ(Vsig) and 
λ(Vidl) ≠ λ(Hidl). The single-photon spectra shown in Figs. 6 through 8 are in good agreement with seeded spectra (Fig. 
2). 

5. DISCUSSION 
We characterized the down-conversion spectra of the domain-engineering PPLN crystal at both the classical and single-
photon light levels. There was good agreement between the single-photon and seeded measurement results. Also, the 
spectra agree well with theoretical predictions based on the QPM domain design. The 35 nm spacing between the two 
peaks was as designed, and the observed peaks had sinc2-like shapes. The only design discrepancy was the operating 
temperature, which was about 70 °C higher than theoretically predicted. The phase-modulated QPM structure also 
produced small satellite peaks around 1500 nm and 1600 nm in wavelength, just outside the range of the spectrum 
plotted in Fig. 6b. These satellite peaks were both predicted theoretically and observed experimentally. 

 This technique to measure single-photon SPDC spectra, fiber-assisted single-photon spectroscopy, is a very 
powerful and fast way to characterize SPDC sources. We show here that it works well for CW-pumped SPDC while 
pulsed pumping was shown previously15-17. We easily acquired spectra spanning ~100 nm with 1 minute integration, 
which is arguably faster than using a single-photon detector and scanning the spectrum with a monochromator. In fact, 
our difference-frequency generation measurements (performed by scanning the laser wavelength and recording the 
InGaAs photodiode response) took about 5 minutes to acquire, yet the DFG spectra (Fig. 2) seem noisier than the single-
photon spectra with 1 minute acquisition time shown in Fig. 8. The advantages of the fiber-assisted single-photon 
spectral measurements can be attributed to the high performance of the SNSPDs and the fast data collection using the 
time-tagging electronics. The DFG spectra were taken using a chopper, lock-in amplifier and battery-powered InGaAs 
biased photodiode. This classical light measurement has a much higher noise floor than measurements using SNSPDs. 

 In our future work, we plan to measure the entanglement visibility of our source. Good entanglement requires the 
two processes be indistinguishable. The observed spectra show the point where the wavelengths of the two processes are 
matched (T=143 °C). The amplitudes and widths of the two peaks are also nearly the same. We must implement 
temporal compensation to erase the effects of the PPLN birefringence, which causes the different polarizations to walk-
off in time and become distinguishable by their relative arrival times23. Our measurements here indicate that the domain-
engineering PPLN SPDC source has the potential to produce high-quality quantum entanglement. 
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6. CONCLUSION 
We have designed and characterized an engineered nonlinear crystal for use as a source of polarization-entangled photon 
pairs. The PPLN crystal uses a phase-modulated QPM grating design to phasematch the generation of |HsigVidl〉 and 
|VsigHidl〉 states in a single crystal. We performed stimulated and spontaneous emission down-conversion spectral 
measurements on the crystal and observed the two simultaneous processes, which operate at 775 nm → 1532.5 nm + 
1567.5 nm when the wavelengths are matched. We demonstrate that CW-pumped SPDC can be effectively characterized 
by fiber-assisted single-photon spectroscopy. These results are promising signs that our crystal can perform well in 
quantum entanglement applications. 
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Abstract. Real data from manufacturing processes are essential to create useful 

insights for decision-making. However, acquiring real manufacturing data can 

be expensive and time consuming. To address this issue, we implement a virtual 

milling machine model to generate machine monitoring data from process 

plans. MTConnect is used to report the monitoring data. This paper presents 1) 

the characteristics and specification of milling machine tools, 2) the architecture 

for implementing the virtual milling machine model, and 3) the integration with 

a simulation environment for extending to a virtual shop floor model. This 

paper also includes a case study to explain how to use the virtual milling 

machine model for predictive analytics modeling. 

Keywords: STEP, MTConnect, milling, data generator, data analytics 

1 Introduction 

The application of data analytics in manufacturing is one of the most promising 

methods to help manufacturers improve the productivity of their systems by saving 

money and time or reducing process flaws. Collecting manufacturing data is critical to 

make use of the different techniques available for data analytics. In the framework 

described in [1], the authors described the importance and the necessity of data 

collection to run data analytics in the manufacturing area, which continuously 

generates large amounts of data [2]. Data can be in different formats that can be 

defined as structured or unstructured. The suggested framework needs to be able to 

understand these different data formats to analyze the data. In particular, modern 

machines are able to provide real-time data to monitor the values of operating 

parameters. This data can be specified in the MTConnect standard [3] in order to 

facilitate the communication between equipment and software applications. 
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However, since acquiring data is still expensive and time consuming, simulation 

approaches that can generate data at a lower cost need to be explored.  Simulation 

approaches have already allowed manufacturers to reduce costs and time at the 

factory level [4] by generating simulated data that they can analyze to improve the 

performance of their systems. While creating virtual machine models can allow 

manufacturers to generate simulated process data, using these models together will 

lead to a virtual shop floor model at the production level. 

Combining simulation and data analytics at the process level can lead to a process 

efficiency improvement at a lower cost. In [5], authors have compared Bayesian 

Networks and Artificial Neural Networks for running analytics on real and simulated 

data with efficient results to predict the output values.  

This paper introduces a virtual milling machine model to generate machine 

monitoring data from a process plan. In addition to the model, we also present an 

agent-based model including a machine-state-chart diagram. We integrate our virtual 

machine model into the agent model to use it in a simulation environment. We show 

how the agent-based model and the virtual machine model can be embedded in a 

shop-floor-level simulation environment combining discrete event and agent-based 

models. Finally, we illustrate how data analytics can be applied. 

This paper is organized as follows: Section 2 introduces the characteristics and 

specifications of the virtual milling machine model. Section 3 presents the virtual 

milling-machine model, and its combination with an agent-based model into a 

simulation environment. Section 4 shows how a manufacturer can leverage this 

combination and use the generated data to run analytics for system improvement. 

2 Specifications of the Virtual Milling Machine Model 

In this section, we present the specification of input and output data for our virtual 

model. We also introduce the equations needed to compute the power metrics related 

to the milling process and finally show the state chart that we define for representing 

the behavior of a machine and include our model in a simulation environment. 

2.1 Input data and output data: from STEP-NC program file to MTConnect 

document 

We identify an ISO 14649 STEP-NC [6] program file (henceforth referred to as 

STEP-NC file) and MTConnect document respectively as input and output data of our 

virtual model. In [7], authors underline that a STEP-NC-based approach is promising 

for digital manufacturing while authors emphasize MTConnect capabilities to 

improve the interoperability of machine tools in [8]. Numerical control (NC) 

programs allow manufacturers to automatically control machine tools. The use of NC 

machines and computers in manufacturing led to the development of computer-aided 

manufacturing (CAM) where computers interpret CAM files to send a set of 

instructions to the NC machines in order to achieve the production defined in the 

original CAM file.  
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MTConnect is an XML-based [9] standard to represent machine monitoring data. 

This standard aims to provide interoperability so that manufacturers can monitor 

various brands and models of Computer Numerical Control (CNC) machines through 

a common interface. By using this standard for the output data, we ensure that the 

data will have a well-known structure that facilitates the communication for later uses.  

2.2 Machine tool specification for kinematics and dynamics 

To virtually model a milling machine, we compute kinematics (e.g., velocity and 

position) and dynamics (e.g., force and power) corresponding to the events and 

movements of the machine tool. A STEP-NC program specifies a sequence of 

machining operations, and is used to create an NC program in the ISO 6983 (G-Code) 

format [10]. Meanwhile, an MTConnect document generates continuous snap shots of 

a machine tool’s actions and events using time as reference. Thus, for every 

instruction of the NC program, we need to compute the corresponding metrics of the 

machine tool. Computing these metrics requires equations that are derived from 

physical model-based analysis of machine tool metrics. We make a calculation of 

power, which indicates the amount of energy consumed per unit-time.  

First, we defined a position function by deriving theoretical equations presented in 

[11]. This function is presented in Equation (1) assuming that linear velocity has a 

trapezoidal profile. 
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where L: length from a previous point (mm), t: the current time (ms), ta: acceleration 

time (ms), ts: steady-state time (ms), td: deceleration time (ms), vi: velocity on each 

axis (m/s). 

Using this function, our virtual machine model computes the kinematics that 

include linear-axial positions as a function of time. These position data can be used to 

detect cutting or non-cutting motions that occur between a work piece and a cutting 

tool. The characterization of the motions contributes to determine the power 

consumption.  

Second, our virtual model computes the machine tool dynamics using theoretical 

equations introduced in [12]. The power profile of a single NC code command for 

linear movement consists of acceleration, steady and deceleration states. Power 

during the steady state varies for cutting and non-cutting motions. During the cutting 

motion, the power corresponds to the cutting power, which is caused from cutting 

forces, plus the idle power. We use a physics-based equation, as expressed in 

Equation (2), to calculate the cutting forces. Equations (3) and (4), respectively, 

present the linear-axial and rotary-axial power for a milling machine. Units can be 

obtained in the reference paper [12]. 
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2.4 Machine states 

To integrate our virtual milling machine model inside an agent-based model, we 

develop a state chart that represents the different states of the machine. The model is 

presented below in Figure 1.  
 

 

Figure 1. State chart diagram for a machine 

The default machine state is the idling state. As soon as a batch arrives 

(represented by the transition batchReception in the figure), the machine goes to the 

next state called batchSetup. This state models the required machine setup for 

processing the batch. Once the batch is setup, the machine goes to the partSetup state 

where the machine sets up each part to execute the needed operations. The next state 

called machining represents the milling process. Once the operations have been 

executed on the part, the machine goes to the partEjection state that models unloading 

of the part. After this state, two alternative paths can be taken by the machine in the 

state chart. If there are still parts to process in the batch, the machine goes back to 

partSetup. In the other case, the machine goes to the last state, which is the 

batchEjection state, when the batch unload step is modeled. After a batch has been 

ejected, the machine goes back to the idling state waiting for a new batch. 

SP-480

Lechevalier, David; Shin, Seungjun; Woo, Jungyub; Rachuri, Sudarsan; Foufou, Sebti. "A virtual milling machine model to generate machine-itoring data for predictive analytics." Paper presented at the The Product Lifecycle Management (PLM) Conference 2015, Doha, Qatar, Oct 19-Oct 21, 2015.

Lechevalier, David; Shin, Seungjun; Woo, Jungyub; Rachuri, Sudarsan; Foufou, Sebti. 
“A virtual milling machine model to generate machine-itoring data for predictive analytics.” 

Paper presented at the The Product Lifecycle Management (PLM) Conference 2015, Doha, Qatar, Oct 19-Oct 21, 2015.



 

 

3 Description of the virtual machine model architecture and 

integration in an agent-based model 

In the previous section, we have shown the specifications that define our virtual 

machine model. In this section, we introduce the architecture of the virtual machine 

model that makes it possible to generate machine monitoring data virtually. We then 

present the integration of the virtual model inside an agent-based model. We finally 

discuss the benefits of this integration. 

3.1 Architecture of the virtual machine model 

 

Figure 2 illustrates the process flow (including involved tools and generated 

outputs for each step) followed by the virtual milling machine model to generate 

MTConnect data. The virtual milling machine model takes, as an input, a STEP-NC 

file. The model parses and interprets this file using a toolkit for Parts 10, 11, and 111 

(related to milling process data and tools) that is written in C++ and referred to as ISO 

14649 Toolkit in the picture. This toolkit has been developed at the National Institute 

of Standards and Technology (NIST) for programing with ISO 14649, Parts 10 and 

11, and is being applied to study different ISO 10303 [13] application-protocol file 

characteristics and their interpretation [14]. Using this toolkit, we can generate the 

sequence of G-Code instructions. We developed a physics-based modeler that we 

have integrated in our virtual model to transform the G-Code instructions into 

machine tool kinematics and dynamics. 

 

 

Figure 2. Step-by-step procedure of the virtual milling machine model 

The computed movement metrics are length, acceleration, velocity, time, cutting, 

force and power. Computations are based on the equations introduced in the previous 

section. You can see below, in Figure 3, a class diagram representing the movement 

structure. For brevity, we show an overview of the class diagram. We define an 

abstract class called Movement. This class is extended by another abstract class called 

StraightMovement that is itself an extension by two classes called 

TraverseStraightMovement and FeedStraightMovement. These two last classes allow 

representation as two different movement types for the milling machine. The schema 

can be extended to represent additional movement types in the future. All the 

computed metrics are also represented as classes and are aggregated to the Movement 

class. The class Power is abstract and is extended by two classes: TraversePower and 

FeedPower that will represent the power depending on the movement type. The 

physics-based modeler instantiates this structure during the computations and 

generates a Movement collection that represents the machine tool kinematics and 

dynamics. 
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Figure 3. Class diagram representing the structure of a movement 

To generate an MTConnect file corresponding to this STEP-NC file, we generate 

time series data representing the current position of the machine tool and the 

consumed power of the milling machine. Using the kinematics and dynamics that we 

generated in the previous step and an MTConnect generator that we developed as part 

of the virtual machine model, we generate MTConnect data representing the tool 

position and the consumed power every 100 milliseconds. We store these data in an 

MTConnect agent, which is a web service that collects the generated MTConnect 

samples. This MTConnect agent provides query functions that can be called to get 

specific sets of data previously stored. 

3.2 Combination of the virtual machine model into an agent-based model 

using a simulated environment 

To run our virtual machine model in a simulation environment, we integrate this 

virtual machine model in an agent–based model. The software environment called 

AnyLogic [15] allows us to extend the states and the transitions of a state chart using 

Java code. While implementing the state chart in an agent-based model, we can call 

virtual machine model functions by importing a Java ARchive (JAR) file that contains 

the needed functions. We first implement the state chart introduced in section 2.4 in 

the agent-based model. We extend this state chart by implementing additional Java 

code to initialize the parameters needed for the virtual machine model functions. 

During the batchSetup state, we get the time needed by the machine to set up the 

batch as well as the power consumed during this step by reading the machine 

specification described using XML. By following the same steps during the partSetup 

state, we generate the values of the machine parameters that depends on the properties 

of the material used for this batch. During the machining state, we include the 

parameters values inside a STEP-NC file given as an input to the virtual machine 

model. Using the appropriate functions, we can compute the machining time and the 

consumed power corresponding to the STEP-NC file given as input. In partEjection 
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state and batchEjection state, we collect time and power consumed to achieve these 

ejection operations by reading the machine specification as we do for the setup states. 

All the values of time and power are subjects to a standard deviation to represent the 

uncertainty at a real machine level. Once a batch has been processed (after the 

batchEjection state), we generate Comma Separated Values (CSV) and MTConnect 

output files that gives the time and the power consumed by the milling machine.  

3.3 Benefits 

This approach provides benefits for manufacturing simulation. The simulation 

applications reviewed in [16] illustrate the interest in simulation in the manufacturing 

area. While simulations for manufacturing operations, such as planning or scheduling 

or real-time control, seem to be the most important trend, generating machine-

monitoring data can lead to a more accurate simulation. The agent-based model 

implementation allows manufacturers to use the milling model in a very easy way 

since the agent-based model can be used directly to represent one machine. Thus, the 

virtual milling model generates data during the simulation representing real machine 

behavior. Moreover, agent updates are regularly possible. Collecting real data 

punctually makes it possible to calibrate the virtual model. It also enables including 

realistic noise in the simulated data to give more accuracy to the virtual model. 

Finally, the agent-based model can be improved by integrating disturbances such as 

machine failure in the state chart.  

Extending this approach, providing a library of agents can allow manufacturers to 

choose the machine model to represent the machine involved in their manufacturing 

systems. Updates on virtual machine models only require a library update. A 

manufacturer can use an agent from the library in the simulation without really 

knowing how the integrated virtual model is implemented. Finally, different agents 

representing the same machine can provide different capabilities depending on the 

studied problem such as power consumption, flow capabilities and material 

consumption by integrating a different virtual model. 

4 Use Case 

In this section, we will illustrate how to use the agent-based model to generate 

data. We will first present the specification of our use case, and then show the 

implementation in the simulation environment. The last part introduces the 

application of regression analysis to generate an analytical model. 

4.1 Use case scenario 

We define a scenario to represent a milling machine in the simulated environment. 

In this scenario, a milling machine tool manufactures a steel part, as shown in Figure 

4. The process parameters – feed rate, spindle speed, and cutting depth – control the 

tool path strategies that are necessary to make the given machining features. We 
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assign the three process parameters randomly using a uniform distribution within the 

ranges given in Table 1. This process plan decision generates STEP-NC files. Each 

STEP-NC file is assigned to produce one part. 
 

 

Figure 4. An example of a milling part 

Table 1.  Process plan data  

Process parameter Unit Lower bound Upper bound 

Feedrate mm/s 30 90 

Spindle speed rad/s 75.4 226.2 

Cutting depth  mm 2.5 3.5  

4.2 Implementation results 

Given the process plan scenario in Section 4.1, we instantiate the agent-based model 

in a process flow model to collect MTConnect data. This process flow represents a 

flow of batch coming to the milling machine. Our machining model generates 

MTConnect documents for every part of the batch. To reproduce a real machine 

behavior, using an identical set of process parameters leads to different power values 

representing the variation that can occur in a real machine (±10 % uniform-random 

deviation during feed movement, and ±5 % uniform-random deviation during traverse 

movement). Using the agent-based model, we generate MTConnect time series data 

after every part ejection while running the simulation. 

 

Figure 5. Example of simulation at the process flow and the agent levels.  
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Figure 5 shows the implementation of the scenario in Anylogic at the process and 

agent levels. The MTConnect document provides the following set of information: 

x_axis_position, x_axis_wattage, y_axis_position, y_axis_wattage, z_axis_position, 

z_axis_wattage, c_axis_wattage, electric_wattage and coolant_wattage.  

4.3 Predictive modeling using generated data 

Using the simulated data, we are able to run regression analysis to generate an 

analytical model by using machine learning techniques. This analytical model can 

then be used to predict values of the power consumption. After a normalization of the 

data, we train a neural network model with the first 500 samples of our simulated 

data. We give 300 new samples as inputs of the trained model and compare the 

outputs of the model and the simulated data generated by our virtual machine model 

using the same input parameters. Figure 6 represents the comparison between the 

simulated total power (X-axis) and the predicted total power (Y-axis).  
  

 

Figure 6. Scatter plot of the simulated and the predicted total power. 

As you can see, the plot shows a slightly curved line showing that the predicted 

data are really close to the simulated data for the same input parameters. The 

coefficient of determination, representing how close the predicted data are to the 

simulated data, is 0.986. By applying this approach and after validation, a 

manufacturer can also use this model to compare the real outputs with the model 

outputs to establish diagnostic on a machine in a manufacturing system. Extending it 

to a full manufacturing system will allow a manufacturer to anticipate the behavior of 

the system in a simulation environment by taking advantage of the simulated data. 

5 Conclusion 

In this paper, we introduce a virtual milling machine model that allows us to 

generate machine-monitoring data in MTConnect format. We show that we can 

integrate this model in a simulated environment to take advantage of the generated 

data and generate a predictive model to finally improve or make a diagnostic on a 

milling process described in a STEP-NC file. In a future work, integration of 
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maintenance and failure in our model can make our generation of data more realistic 

and improve our simulation. Moreover, taking advantage of our model and other 

existing models [17], we will be able to develop a virtual shop floor model.  

 

DISCLAIMER  

No approval or endorsement of any commercial product by NIST is intended or 

implied. Certain commercial software systems are identified in this paper to facilitate 

understanding. Such identification does not imply that these software systems are 

necessarily the best available for the purpose. 
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Abstract. To employ data analytics effectively and efficiently on manufacturing 

systems, engineers and data scientists need to collaborate closely to bring their 

domain knowledge together. In this paper, we introduce a domain-specific 

modeling approach to integrate a manufacturing system model with advanced 

analytics, in particular neural networks, to model predictions. Our approach 

combines a set of meta-models and transformation rules based on the domain 

knowledge of manufacturing engineers and data scientists. Our approach uses a 

model of a manufacturing process and its associated data as inputs, and generates 

a trained neural network model as an output to predict a quantity of interest. This 

paper presents the domain-specific knowledge that the approach should employ, 

the formal workflow of the approach, and a milling process use case to illustrate 

the proposed approach. We also discuss potential extensions of the approach. 

Keywords: Data analytics, meta-model, neural network, manufacturing process, 

predictive modeling 

1 Introduction 

The manufacturing industry generates large amounts of data on products, processes, 

and resources, among other things. Data analytics provide the capabilities needed to 

extract insights and make predictions from these data. The potential impacts of data 

analytics on manufacturing-systems efficiency include a reduction of production cost 

and time across all manufacturing levels [1, 2]. Data scientists and manufacturing 

engineers often collaborate when using data analytics to solve process-specific 

problems to improve product quality [3, 4], equipment efficiency [5, 6], and resource 
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efficiency [7, 8]. However, these collaborations require a significant amount of time 

and effort to merge the expertise from these two domains. In [9], the authors present a 

domain-specific framework to address this challenge. The framework 1) identifies the 

main components and interfaces that must be implemented to improve communication 

between these domains and 2) facilitates the application of data analytics in 

manufacturing. In this paper, we introduce an implementation of some of the 

components and interfaces that will be a part of this framework.  

Our approach focuses on using data analytics – specifically neural networks (NNs) 

– for predicting a set of manufacturing-process-related performance metrics. There are 

three main contributions of this paper. First, we provide meta-models to represent 

manufacturing processes and NNs. Second, we describe an algorithm to generate a 

trained NN automatically from a manufacturing process model and data. Third, we 

discuss a tool to export the NN in two standard formats: the Predictive Model Markup 

Language (PMML) [10] and the Portable Format for Analytics (PFA) [11]. 

The paper is organized as follows. Section 2 presents the domain-specific knowledge 

required from the manufacturing and data-science domains to generate NNs for 

manufacturing processes. It also introduces the approach to generate NNs 

automatically. Section 3 describes, in more detail, two components of the proposed 

approach: a manufacturing meta-model and transformation rules to generate an NN. 

Section 4 presents a process-level manufacturing use case to illustrate the capabilities 

of the approach.  

2 Domain Specific Knowledge from Neural Networks and 

Manufacturing Processes  

In this section, we discuss the knowledge required from manufacturing engineers 

and data scientists to apply NNs to manufacturing processes. We review applications 

of NNs in manufacturing processes, and devise a methodology based on the common 

practice of data scientists. 

2.1 Manufacturing Domain Knowledge 

To identify the required manufacturing-domain knowledge, we studied several 

research efforts on the applications of data analytics (DA) to manufacturing processes. 

In [12], the authors apply analytics to detect faults in the alignment of a cap to the base 

part of a product. In [13], [14], and [15], the authors predict product quality using three 

DA algorithms: Bayesian networks (BNs), linear regression, and NNs. In [16], the 

authors describe a way to predict the need for equipment repair using BNs. In [15], the 

authors used NNs to study surface roughness in a milling process. They identified 

surface roughness as the performance metric of interest. They also identified spindle 

speed, feed rate, depth of cut, and the vibration average per revolution as the process 

variables that have the most impact on surface roughness. They collected 492 data 

samples to train and validate the NN. Each application followed a similar workflow: 1) 

identify the performance metric to be studied, 2) identify the variables that impact this 
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target quantity, and 3) use test data to build an analytical model to predict the 

performance metric from the process variables. We used this same workflow in our 

work. 

2.2 Data Science Domain 

Knowledge 

 To understand the knowledge required 

from a data scientist to apply data 

analytics techniques to build an NN, it is 

important to understand how an NN is 

built. Figure 1 presents the main 

elements and the structure of an NN. An 

NN is composed of an input layer, zero 

or more hidden layers, and an output layer. Each layer contains at least one neuron. All 

layers except the output layer contain a bias neuron (shown in black). Weighted edges 

fully connect neurons in different layers. From a mathematical viewpoint, NNs can be 

viewed as a set of nonlinear basis functions (the activation functions), with free 

parameters (the adjustable weights). Training the NN is about adjusting the weights to 

minimize the error between the output value of the NN and the known, real, output 

value for a given data sample [17]. 

As noted above, the first step in building the NN involves selecting the input 

variables relevant to the performance metric. This step is called feature selection and 

defines the number of input neurons of the NN.  There is one input neuron for each 

input variable. The second step is to determine the number of hidden layers and the 

number of neurons in each layer. In general, one hidden layer is sufficient [18] for the 

class of problems related to manufacturing processes. The number of hidden neurons 

has an impact on the NN accuracy, thus data scientists define this number very 

carefully. Finally, the output neuron represents the variable that we are trying to predict, 

which we call the quantity of interest. For example, a performance metric such as 

energy consumption may be the quantity of interest in a manufacturing scenario. 

Based on these reviews, our approach needs to define the input neurons based on the 

process variables, define the optimal number of hidden neurons for an NN with one 

hidden layer, and finally define the output neuron for the quantity of interest. 

2.3 Integration of Manufacturing and Data Science Domain Models 

After identifying the required knowledge from manufacturing engineers and data 

scientists, we describe our approach and how it contributes to the framework defined 

in [9]. Figure 2 summarizes the workflow of our approach. In this figure, meta-models 

(Ⓐ and Ⓑ) are in gray, models (,  and ) are in yellow, and software solutions 

(,  and ) are in blue. The dashed arrows represent actions defined in the related 

label. The solid arrows show the use of models as input or output of the software 

solutions. 

Figure 1. Structure of a Neural Network 
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Box Ⓐ represents our manufacturing meta-model that captures the manufacturing 

knowledge. This meta-model defines the concepts, rules and constraints needed to 

represent a manufacturing process. Using the meta-model, a manufacturing engineer is 

able to build a manufacturing process model  to define the quantities of interest and 

the variables involved in the manufacturing process. Note, we provide an interface to 

collect data related to the manufacturing process.  

Taking the manufacturing process model and data as inputs, an NN model builder 

 embeds a set of algorithms to run a feature selection that 1) optimizes the number of 

input neurons, 2) computes the optimal number of hidden neurons, and 3) builds the 

optimal structure of the NN . This NN structure is recorded using an NN meta-model 

contained in the meta-model repository. The NN meta-model and NN model interpreter 

are presented in [19]. The NN model interpreter  generates a trained NN. This NN is 

exported as a PMML or PFA file  that is ready to use for prediction with new data. A 

scoring engine  provides predictions  using the PMML file and new data. Scoring 

is the process of using a model to make predictions about the behavior of a quantity of 

interest. A manufacturing engineer makes decisions based on these predictions to 

control the manufacturing process under investigation. 

3 Manufacturing Meta-Models and Transformation Rules of the 

Neural Network Builder 

In this section, we describe the components, Ⓐ, Ⓑ and  in Figure 2, to generate 

NNs from manufacturing process descriptions automatically. We also describe our 

implementations of these components. 

Figure 2. Formal workflow of the approach 
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3.1 Meta-Model for Manufacturing Processes 

A meta-model is a graphical description of concepts and their relationships, which 

can be used to describe objects or instances of those concepts in a particular domain. 

We developed a meta-model for describing manufacturing processes in a way that is 

helpful to build an NN. A manufacturing engineer builds a manufacturing model using 

the meta-model to provide the required knowledge identified in Section 2.1. Since the 

purpose of the approach is to use data-driven techniques (in this case NNs), there are 

no physics-based equations associated with the model. Figure 3 presents the main 

concepts of the manufacturing meta-model. Please note that this is a simple but a 

reasonable representation of the domain model. The notation in Figure 3 and Figure 4 

is based on Unified Modeling Language Class Diagrams [20], where the rectangles 

represent concepts occurring in the domain, and the lines represent relationships 

between the concepts. A line with a solid diamond represents a containment 

relationship, with a numerical range at one end denoting the number of allowed 

instances. For example, in Figure 3, a ManufacturingModel can contain 0 or more 

instances of ManufacturingProcess. 

The annotation <<Model>> is used to identify first class objects, while the 

annotation <<Connection>> is used to represent edges, flows, or associations. 

ManufacturingModel is a high level concept that allows the description of a 

manufacturing model that is composed of Flows and ManufacturingProcess concepts. 

The Flow concept represents connections between instances of the 

ManufacturingProcess concept. A ManufacturingProcess is composed of Resource 

and Equipment concepts, which allow the manufacturer to include resource or 

equipment parameters as variables of the manufacturing process. 

ManufacturingProcess also contains the concepts of Parameter and Metric. Metric is 

used to define a quantity of interest in the manufacturing process. Parameters are the 

variables that can impact the metric for a manufacturing process.  

Figure 3. Manufacturing meta-model 
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In the UML notation, an empty triangle is used to denote specialization, where one 

concept may be specialized into many sub-concepts. As shown in Figure 3, the 

Resource concept is extended to define different types of resources: energy, water, and 

material. The manufacturing meta-model can also be extended to define other kinds of 

resources such as labor. 

3.2 Meta-Model for Neural Networks 

 Figure 4 shows the neural network meta-model (NNMM) presented in [19]. The 
NNMM represents different types of NNs through various abstractions. A 
NeuralNetworkModel concept is composed of Neuron and Edge concepts. A Neuron can 
be one of four types: InputNeuron, HiddenNeuron, BiasNeuron, and OutputNeuron. An 
Edge can be a VisibleEdge or a HiddenEdge. A VisibleEdge is used to represent an edge 
between an input neuron and a hidden neuron, between a hidden neuron and an output 
neuron, or between a bias neuron and an output neuron. Edges between two hidden 
neurons, or between a bias neuron and a hidden neuron are represented using 
HiddenEdge. 

3.3 Transformation Rules to Generate an NN from a Manufacturing Model  

We developed a set of transformation rules to generate an NN model from a 

manufacturing model. Together, these rules represent a step-by-step process to build an 

NN from the input model and the data provided by a manufacturing engineer. We 

embedded these rules into the NN model builder, so that they can be applied to any type 

of manufacturing process model. The result of applying these rules is an untrained NN 

model, which is built based from the NN meta-model described above, and an input 

Figure 4. Neural network meta-model [19] 
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data set for training. Figure 5 presents the workflow and the transformation rules of the 

NN model builder, identified as  in Figure 2.  

The NN model builder takes the manufacturing process model and data provided by 

the manufacturing engineer as inputs. In the builder, Step 1 identifies those variables 

that the manufacturer listed as impacting the quantity of interest in the manufacturing 

model. The identified variables are compared with the variables present in the data set. 

The variables that are not identified in the manufacturing model are then removed. Step 

1 takes advantage of the manufacturing expertise that the manufacturing engineer 

provides in the model.  

Step 2 uses the feature-selection algorithm and a real data set to identify those 

variables that do not contribute to the quantity of interest based on a data set. This 

algorithm takes the variables provided from Step 1 and removes the variables that do 

not contribute from the list.   

During Step 3, the builder runs an algorithm to optimize the number of hidden 

neurons for the NN. Several reports document the studies associated with optimizing 

the number of hidden neurons and putting them all into a single hidden layer. Sheela et 

al. [21], for example, analyzes the performance of the different optimization methods 

described in different reports – that is, their ability to predict the actual optimal number 

of hidden neurons. Our algorithm applies these different methods and computes the 

number that appeared most frequently. That number is the one selected for the NN. As 

we mentioned previously, one hidden layer is sufficient for manufacturing process-

related problems, and the algorithm is implemented to build one hidden layer. This 

algorithm, however, can easily be modified to build NNs with more than one hidden 

layer. 

In Step 4, the builder generates the NN instance model and a data set as outputs. The 

NN instance model describes the structure of the NN, and must be trained in order to 

predict the quantity of interest. The output data set is a subset of the input data set. The 

input data set variables that do not impact the quantity of interest are not included in 

the output data set. 

Using the output data set, the NN model interpreter [19] performs the NN training 

and updates the weights on the NN instance model. It also generates a PMML or PFA 

file containing the trained NN model. 

4 Use Case 

In this section, we show how our implementation of the proposed approach is used 

in a typical manufacturing scenario. For our approach, manufacturing engineers build 

Figure 5. Workflow of the NN model builder 
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a model of the process they wish to study using the meta-model described earlier. Next, 

they collect test data by conducting experiments or from other sources. Finally, they 

use the automated tools described in Figure 2 to generate an NN for their process. This 

NN can be used to make future decisions without having to conduct physical 

experiments to determine target values. 

4.1 Scenario Description 

This case study focuses on predicting the energy consumed by a milling machine 

tool. The data set used in this case study was generated in [22] from a total of 18 parts 

machined with 196 face milling, 108 contouring, 54 slotting and pocketing, 16 spiraling 

and 32 drilling operations. We focused on face milling in this use case. The series of 

machining operations were performed. Data was collected using power meters and 

different sensors, and then stored in a database. We use the collected data as test data 

to build an NN model to predict power consumption for different combinations of 

machining parameters.  

The test data includes the timestamp, power demand, feed rate, spindle speed, depth 

of cut, cutting direction, cutting strategy, cutting ratio, cutting volume, and length of 

cut in the 3 axis, referred as cutX, cutY and cutZ. As described below, we first built a 

manufacturing process model based on our case study, then identified the optimal 

process parameters and the metric of interest.  

4.2 Building the Manufacturing Process Model 

Figure 6 shows the manufacturing process 

model that we built for the milling process. This 

model contains the parameters that the 

manufacturing engineer has specified as 

contributing to the quantity of interest. In this 

model, we defined power as the quantity of 

interest. We defined feed rate, spindle speed, 

depth of cut, cutting ratio, cutting volume, cutX, 

cutY, and cutZ as parameters that impact the 

power consumption. During this step, the 

manufacturers use their domain expertise to list 

only those parameters that they think will have a significant impact on their power 

consumption. The test data and the manufacturing model are the inputs to our next step, 

which performs feature selection and generates the NN. 

4.3 Generating the Neural Network for Prediction 

 In the next step, the manufacturing engineer executes the NN model builder using 

both the manufacturing model (in Figure 6) and the test data as inputs. Our algorithm, 

Figure 6. Manufacturing model 
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takes those inputs and generates a trained NN. It does this using two pieces of software: 

the NN model builder and the NN model interpreter. 

The NN model builder identifies the quantity of interest (the selected performance 

metric) from the manufacturing model. In this case, it is power. The NN model builder 

prunes the data set by removing the data that were omitted in the manufacturing model. 

In our case, it removes the cutting direction and cutting strategy variables from the data 

set since these are not present in the manufacturing model in Figure 6. Next, the feature 

selection algorithm is executed. It uses the test data to identify and remove parameters 

that have an insignificant impact on the target variable. In our example, feed rate, depth 

of cut, cutX, and cutY were found not to have a significant effect on power; therefore, 

these parameters are not considered when building the NN.  

The NN model builder then displays which variables were removed 1) based on the 

manufacturing model and 2) using the feature selection algorithm. Then the builder 

saves the new data set in a location identified by the manufacturing engineer. Figure 7 

shows the resulting NN model, an automatically generated instance of the NNMM 

which is shown in Figure 4. 

In this NN model, the NN model 

builder keeps four variables: spindle 

speed, cutting ratio, cutting volume and 

cutZ. They are defined as input neurons 

in the NN. The algorithm computes that 

two hidden neurons are optimal in this 

model. Power is defined as the output 

neuron in the NN. Finally, the builder 

adds a bias neuron for every layer except 

the output layer to build a correct NN. 

The NN model builder generates the 

structure model the NN.  It still needs 

to be trained (i.e. weights must be 

assigned to the edges to make correct 

predictions). To generate the weights, the structural NN must be trained with the test 

data. The NN model and the test data are inputs to the NN model interpreter. The 

interpreter generates a trained NN based on the structure described in the NN model 

and the test data. The NN is generated as a standard PMML file. Several off-the-shelf 

data analytics tools can read this PMML file.  

The manufacturer can now use this NN to predict the energy consumption of the 

milling machine under different conditions. This allows the manufacturer to perform 

different tests and make decisions, without having to physically execute experiments 

on the machine. 

5 Summary and Future Work 

In this paper, we proposed an approach to generate an NN to predict performance 

metrics for manufacturing processes. This approach provides capabilities to collect the 

required manufacturing knowledge and to use that knowledge to build NN models to 

Figure 7. Neural network model 
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predict the performance metrics for different values of the process parameters. This can 

be used to optimize performance by finding the best values for the process parameters.    

We first reviewed the applications of data analytics to manufacturing processes for 

identifying the steps taken by data scientists to create NNs. We then developed and 

implemented the components needed to provide the capabilities required by this 

approach. Part of that approach is developing a manufacturing meta-model. The meta-

model allows manufacturing engineers to provide a set of the most important process 

parameters – those have the most impact on performance – in a manufacturing model. 

In addition to this meta-model, we implemented an NN model builder to automatically 

build an NN model from a manufacturing model and data provided by manufacturing 

engineers. The NN model builder provides 1) a feature-selection algorithm based on 

the test data and 2) an NN model generator that generates the structure of the NN. From 

the generated NN structure, an NN model interpreter produces a trained NN in a 

standard format. Using a scoring engine, the trained NN can then be used to predict the 

quantity of interest. 

We illustrated the capabilities of our implementation using a realistic manufacturing 

scenario. In this scenario, an NN is trained to predict energy use during a particular 

milling process. A manufacturing engineer provides a manufacturing model used as 

input to the NN builder. The implemented algorithms finally generate a trained NN that 

can be used with new data for predicting energy consumption. 

This paper presented an initial description and implementation of an approach to 

generate predictive models for manufacturing applications. We implemented a 

translator (the NN model builder) to generate neural networks automatically. More 

translators will be implemented in future work to generate other types of predictive 

models. In practice, manufacturing processes and their interactions with their 

surrounding environment are complex. In order to generate reliable prediction models 

for practical scenarios, our meta-models and translators must be extended to account 

for other parameters and constraints that affect manufacturing processes. Future work 

lies in four directions. The first is to extend the manufacturing meta-model to enable 

the representation of problems in greater detail, and at different manufacturing levels 

such as assembly. Next, add new steps to the NN model builder to improve its accuracy.  

Third, include a scoring engine. Fourth, extend the framework to include different 

analytical techniques such as Bayesian networks. Capabilities to build BN models could 

enable the application of uncertainty quantification in manufacturing [23]. 
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INTRODUCTION 
Laser scanners mounted to articulated arm 
coordinate measuring machines (LS/AACMM) 
have been recently adopted by the US Army to 
evaluate ballistic threat mitigation capabilities of 
human worn body armor. In brief, testing of the 
armor is performed by placing the article under 
test against a clay substrate (pre-impact 
surface), that has been shaped to conform to the 
concave surface of the body armor, and firing a 
projectile of a known mass, shape and velocity 
at it. When the projectile strikes the armor, its 
kinetic energy is transferred into the armor and 
clay, resulting in an impact crater (post-impact 
surface) into the clay known as a back face 
deformation (BFD), and is an indication of the 
blunt-force trauma a wearer would experience. 
The maximum depth of the BFD is used as part 
of an evaluation criterion to determine if a batch 
of armor would be placed into service or 
rejected. 

In the past, the measurand of the BFD was 
defined as the distance between the pre-impact 
surface, and the post-impact surface, at the 

point of aim, known as the “Basic Length” 
FIGURE 1. This measurement was carried out 
with a measurement device that was similar to a 
depth gauge called a bridge caliper (BC). With 
the BC the operator would measure the height of 
the clay at the point of aim for the projectile, 
followed by a measurement of the depth at this 
same point in the impact crater; this method 
yielded expanded (𝑘 = 2) measurement 
uncertainties ranging from 1.6 mm to 1.9 mm, 
more details can be found in [1, 2]. Among the 
complications of the BC method is that the BFD 
at the point of aim—which is a point on the pre-
impact surface identified by the laser sight—is 
not necessarily the maximum BFD depth; see 
FIGURE 1.  

A significant metrological improvement to the 
BFD measurement process was the introduction 
of LS/AACMM technology. This allowed the 
measurand to be unambiguously defined as the 
longest line segment measured between the 
pre-impact surface and post-impact surface, 
known as the “Maximum Distance Length”; see 
FIGURE 1. Using the LS/ASCMM removed the 

FIGURE 1: (Left) Arangement of the armor over clay, (Right) Example of impact crater in clay with 
resprect to pre-impact surface  
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problematic issue that the point of aim did not 
necessarily correspond to the point of maximum 
depth length. Since the location of this maximum 
value is not known until the post-impact surface 
is created—and hence the pre-impact surface 
obliterated—the manual BC method is 
ineffective in determining the maximum depth 
length measurand, because detailed topography 
of the pre-impact surface is required prior to the 
post-impact surface creation. The LS/AACMM 
can scan and store detailed information about 
the pre-impact surface, so it can be recalled and 
compared against the post-impact surface to 
calculate the maximum distance length. The 
initial implementation of the LS/AACMM system 
significantly reduced the maximum distance 
length expanded (𝑘 = 2) uncertainty to 0.37 mm 
for typical BFD values. 

In order for the LS/AACMM system to calculate 
the BFD value correctly, the pre and post-impact 
surfaces need to be recorded in a common 
coordinate system so that the two surfaces can 
be registered correctly with respect to each 
other. Three coplanar conical seats on the clay’s
container provide an interface for the hard probe 
on the LS/AACMM to establish three discrete 
points to establish a common datum reference 
frame (DRF) for both data sets; see FIGURE 3, 
FIGURE 3, & FIGURE 4. 

In brief, the evaluation and measurement of a 
BFD value is as follows: 

1) A DRF is established by measuring the
conical seats on the box using the hard
probe of the LS/AACMM.

2) The pre-impact surface is scanned and
recorded using the LS/AACMM.

3) The body armor plate is attached on top
of the clay surface.

4) A rifle round is fired into the armor and
the armor is removed

5) The DRF is established again by
measuring the conical seats on the box
using the hard probe of the LS/AACMM.

6) The post-impact surface is measured
using the LS/AACMM.

7) Mathematical software uses the pre- 
and post-impact scan data to calculate
the maximum BFD distance as defined
by Army specifications.

As part of a continuous improvement process, 
the US Army requested from NIST a 
measurement check standard to evaluate the 
performance of the LS/AACMM in situ on the 
live fire test ranges. NIST designed two working 
prototypes; this paper discusses their designs. 

DESIGN OF TEST ARTIFACTS
To adequately test the LS/AACMM used by the 
Army, the following core design requirements 
were outlined for the artifacts. 

1. Needs to be metrologically traceable
2. A BFD maximum-distance value uncertainty

 0.090 mm (1/4 of initial LS/AACMM
measurement uncertainty)

3. Dimensionally stable (less than 0.010 mm
per year, for BFD)

4. Contain dimensional features that represent
those encountered during measurement

5. Surface features that exercise software for
BFD evaluation

6. Similar reflective properties of the backing
clay

7. Contain a feature to represent a typical pre-
impact test surface

8. Contain a feature(s) to represent a post-
impact test surface

9. Contain features used to register pre and
post impact scanned data

10. Mimic the BFD measurement work flow.

Considering these design requirements, several 
design concepts where conceived with two of 
them developed as prototypes for testing, 
calibration and delivery to the US Army for 

FIGURE 2: Location of conical seats on box 
relative to pre-impact surface 
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further evaluation, and deployment in their 
testing facilities. 

Design of Concept 1: Kinematic Design 
The first design concept consists of two 
kinematically coupled parts, one representing 
the pre-impact surface and the other 
representing the post-impact test surface. The 
pre-impact surface is modeled after a partial 
cylindrical section, while the post-impact surface 
is freeform in nature and modeled after an actual 
BFD test shot. The test shot chosen by the US 
Army contains features that display fine 
structure and sharp changes in gradient that are 
believed to adequately challenge the 
LS/AACMM system. These two test surfaces are 
located and connected together using a 
kinematic coupling, superimposing one test 
surface over the other, mimicking how their clay 
counterparts would be positioned in an actual 
test (FIGURE 3). The kinematic coupling is a 
key feature in providing repeatable location of 
the two parts on the order of 1 µm [3], thus 
maintaining the calibration between the two 
parts. This assembly is then mounted into a 
container that resembles a clay container used 
in live fire testing. It also contains three coplanar 
conical seats for the hard probe of the 
LS/AACMM to establish a datum reference 
frame (DRF) for each surface. Calibration of this 
concept would follow the same work flow as 
measuring a BFD value during live testing by the 
Army. First, the centers of the three conical 
seats are measured to establish a DRF. Next, 
the part representing the pre-impact surface is 
scanned. Then the pre-impact surface is 
removed, exposing the post-impact surface. 
Finally, the conical seats are measured again, 

and the post-impact surface is scanned. 

Design of Concept 2: Dual Chamber Design
The second design concept is functionally 
similar to the previous one, but rather than have 
the pre-impact surface physically superimposed 
over the post-impact surface, the two surfaces 
are contained in their own chambers with their 
own DRFs. Since the DRF has to be established 
before a scan is performed, each surface can be 
scanned independently as long as the DRF 
associated with that surface is used. The 
software will automatically superimpose the pre-
impact surface over the post-impact surface to 
calculate the BFD. 

The surfaces for both of these design concepts 
have been media blasted using 400 grit 
aluminum oxide powder to provide a surface 
finish that is cooperative with the LS/AACMM 
system, and similar to the clay surface. 

CALIBRATION OF TEST ARTIFACTS
Calibration of these artifacts was performed on a 
high accuracy Leitz PMM-C 8.10.6 coordinate 
measurement machine with a tactile touch 
probe. A stylus with a 0.5 mm diameter tip was 
used to probe the fine structure of the post-
impact surface, which was milled using a 0.0625 
inch diameter ball nose end mill. To adequately 
digitize the surfaces a point measurement 
density of 20 points per mm was used. However 
the area which the BFD could potentially be 
located in spans 30 x 30 mm. Measuring this 
area using a high point density would be time 
consuming and impractical. The solution was to 
use a course measurement to identify a few 
candidate locations that could possibly contain 

FIGURE 3: (Left) Detailed view of Kinematic design, (Right) Position of artifact in box fixture 
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the largest BFD value and then measure those 
few locations with a high point density. These 
artifacts were placed in the CMM such that the 
surfaces being measured were approximately 
perpendicular to the Z axis of the machine.  

The data collected was post-processed by 
NIST’s own mathematical software algorithms, 
and not the proprietary software used by the 
Army, allowing an independent check even of 
the software processing/smoothing algorithms 
used during actual BFD testing. 

CALIBRATION UNCERTAINTY and RESULTS 
The data captured by the CMM was post 
processed using an NIST algorithm designed to 
yield the value of the maximum distance length 
measurand [1]. The calibrated BFD values for 
the two artifacts described in this paper are 
outlined in Table 1. The NIST measurement 
uncertainty budget for the kinematic design (KD) 
and the dual chamber (DC) design are shown in 
Table 2. The expanded uncertainties are 18 % 
and 27 % of the initial design target uncertainty 
of 90 µm, respectively.  

Table 1: Calibration results for kinematic deign 
(KD) and dual chamber (DC) BFD artifacts (mm) 

BFD Value Uncertainty (k=2) 

Design 1 (KD) 47.704 0.016 

Design 2 (DC) 41.240 0.024 

Table 2: NIST measurement uncertainty budget 
KD 

std. unc. 
(µm) 

DC 
std. unc. 

(µm) 
Local CMM repeatability on pre- & 
post- impact surfaces  

0.3 0.6 

Projection of coordinates from stylus 
center to BFD surface  

4.9 4.9 

Z-axis systematic errors from
calibrated step standards

0.1 0.1 

Coordinate system and kinematic 
reproducibility  

4.2 6 

Thermal uncertainties: 
  Due to Uncertainty in Temperature 
  Due to Uncertainty in CTE 

< 0.1 
< 0.1 

< 0.1 
< 0.1 

BFD algorithm accuracy < 0.1 < 0.1 
Loading deformation on BFD 5.1 9.0 
Combined standard uncertainty 8.2 12 
Expanded uncertainty (k = 2) 16 24 

ARMY TESTING RESULTS 
Initial testing results conducted at the Army’s 
Aberdeen Test Center (ATC) are summarized in 
Table 3. The measurements consist of 48 BFD 
values (from eight different technicians) 
performed both in ATC’s laboratory, using
equipment and procedures similar to the live-fire 
test ranges, and on the actual live-fire test 
ranges. Examination of the estimated errors 
(each error being the ATC measured value 
minus the NIST calibrated value) provides 
insight into the effectiveness of the BFD artifacts 

FIGURE 4: (Left) Detailed view of Post-impact surface for Dual Chamber design, (Right) Assembly of pre 
and post-impact surfaces in dual chamber fixture with respect to DRFs 
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and an initial view of ATC’s current 
measurement capability. Table 3 shows a 
summary of the results, presented as (1) the 95th 
percentile of the error distribution and (2) twice 
the root-mean-square of the estimated errors. 
The RMS value was computed, as opposed to 
the standard deviation, because the RMS 
evaluates deviations from the calibrated value 
including systematic errors, as opposed to just 
the deviations from the mean error, which are 
evaluated in the standard deviation. A complete 
ATC uncertainty budget would require more 
measurements spanning a wider range of 
influence quantities and also combining the 
NIST calibration uncertainty. Nonetheless the 
currently available ATC results show excellent 
agreement with the NIST calibrated values, 
especially notable in consideration of the high-
volume measurement environment of the actual 
test ranges. The significant improvement in 
ATC’s measurement capability reflects an 
ongoing effort for continuous metrological 
improvement of their BFD dimensional 
measurement capability. 

Table 3: Initial ATC test results: 2* RMS and 95
th

percentile of (ATC value – NIST value) (mm) 
KD 
2*RMS 

KD 
95th % 

DC 
2 *RMS 

DC 
95th % 

ATC Lab 0.040 0.047 0.037 0.039 
ATC Live 
Fire Range 0.063 0.060 0.109 0.094 

CONCLUSION 
Two artifacts satisfying all of the core design 
requirements have been designed, developed, 
calibrated, and delivered to the US Army. 
Feedback from the Army noted that both 
designs performed well with their LS/AACMM 
systems. The kinematic design provided more 
repeatable results when measured in ATC’s live 
fire range, when compared to the dual chamber 
concept. One likely reason is that the pre and 
post-impact surfaces share a common DRF. The 
other is the short metrological loop that is 
maintained by the kinematic coupling of the pre 
and post-impact surfaces. However the 
kinematic design was very sensitive to 
incomplete seating of the kinematic coupling. If 
the not properly seated, the kinematic design 
would produce an incorrect BFD value, 
something that the dual chamber design wasn’t’
subjected to since it has no moving parts. . 
Comparison with an initial set of Army BFD 
measurements shows excellent agreement with 
NIST results and significant metrological 

improvements relative to their initial 
implementation of the LS/AACMM system.

DISCALIMER 
Certain commercial equipment, instruments, or 
materials are identified in this paper in order to 
specify the test and measurement procedure 
adequately. Such identification is not intended to 
imply recommendation or endorsement by the 
National Institute of Standards and Technology, 
nor is it intended to imply that the materials or 
equipment identified are necessarily the best 
available for the purpose. 
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3D-image based geometries are increasingly used for patient-specific visualization, measurement, physics-based 

simulation and additive manufacturing.  Computed Tomography (CT) is a common imaging modality used to obtain 

the 3D geometry of objects through X-ray images taken from different angles to produce cross-sectional images 

along an axis.  Levine et al. (1,2) developed a reference phantom, or “NIST phantom”, to help control for variations 

in scanner settings, noise and artifacts.  Ideally, the geometry of the phantom would be extracted through the ISO 

50 standard threshold-based segmentation, which states that the material boundary is set as the middle greyscale 

value between the background and material peaks in the greyscale value histogram (3).  The purpose of this study 
is to examine the effects of image resolution on the uncertainty associated with 3D geometries reconstructed from 

idealized and real CT images. 

An idealized spherical reference phantom of known diameter was generated in CAD format used by AutoCAD. A 

CAD voxelization process was used to convert the CAD sphere into 3D greyscale images at various resolutions. 

These images were then used to study the effect of image resolution on measurement accuracy of the sphere 

diameter, measured via a sphere-fitting method.  Next, an image stack of the NIST phantom, generated using a 

SkyScan 1173 CT scanner (Bruker MicroCT N.V. Kontich, Belgium), was resampled to various resolutions to allow 

for a similar accuracy study.  Image stacks generated from the voxelized CAD sphere were devoid of artifacts, and 

as such, an ISO50 thresholding approach could be used with confidence. A similar ISO50 technique was also 

applied to the segmentation of the NIST phantom data. 

During the CAD sphere voxelization process, the accuracy of measurement was 2% if 5 or more voxels were present 

across the sphere diameter.  The measurement accuracy degraded to approximately 4% for a similar degree of 

voxelization when resampling the CT scan data of the NIST phantom. The main source of this inaccuracy appears 

to be related to the choice of segmentation threshold.  Investigation of threshold choice suggests the ISO50 

segmentation approach is not suitable for these CT images, which is in agreement with results in published literature 

(3).   

Through an idealized image set (i.e. a perfect CT scan), we have shown that a measurement accuracy of 2% or less 

can be maintained down to a very coarse image resolution.  Artifacts present in CT image data, whether from the 

physical object or the scanning process, can lead to worse accuracy.  These artifacts may affect segmentation 

threshold choice during geometry reconstruction.  In summary, this work is an important first step towards 

estimating the systematic uncertainty associated with 3-D geometry reconstructions that are utilized as part of 

image-based modeling applications. 

Mention of commercial products does not imply endorsement by NIST. 

References: 

1. Levine ZH, J Res Natl Inst Stand Technol, 2008, Vol 113, 335-340.

2. Standard Reference Material 2087, www.nist.gov/srm.

3. Tan, Y. et al. 2011, Intl. symp. on digital industrial radiology and computed tomography, Berlin, Germany.

SP-503

Levine, Zachary; Genc, Karim; Luke, Stephen; Pietiela, Todd; Cotton, Ross; Ache, Benjamin; Young, Phillipe; Horner, Marc; Townsand, Kevin. "Towards Estimating the Uncertainty Associated with 3D Geometry Reconstructions From Medical Image Data." Paper presented at the 2016 BMES/FDA Frontiers in Medical Devices Conference, College Park, MD, May 25-May 27, 2016.

Levine, Zachary; Genc, Karim; Luke, Stephen; Pietiela, Todd; Cotton, Ross; Ache, Benjamin; Young, Phillipe; Horner, Marc; Townsand, Kevin. “Towards Estimating the Uncertainty
Associated with 3D Geometry Reconstructions From Medical Image Data.”  

Paper presented at the 2016 BMES/FDA Frontiers in Medical Devices Conference, College Park, MD, May 25-May 27, 2016.

http://www.nist.gov/srm


 

 

A “Smart Component” Data Model In PLM 

Yunpeng Li and Utpal Roy 

Department of Mechanical and Aerospace Engineering 

Syracuse University 

Syracuse, New York 13244, USA 

Seung-Jun Shin and Y. Tina Lee 

Systems Integration Division 

National Institute of Standards and Technology 

Gaithersburg, Maryland 20899, USA 

 

 
Abstract—Physical products are becoming smarter because of 

their increased number of embedded sensors and their real-time 

information-processing capabilities. Data analytics, particularly 

predictive analytics, is one of the most important of these 

capabilities because it uses statistical or machine-learning 

techniques to determine causal relations between input and output 

parameters. Many researchers have addressed the challenges in 

creating and evaluating predictive models. Few, however, have 

discussed how to employ such models effectively throughout a 

product’s life cycle.  

In this paper, we address this issue by extending Product 

Lifecycle Management (PLM) systems to include “Smart 

Component” data models that incorporate predictive models as 

“parts” or “services” of products in their master records in PLM. 

These smart-component data models can be modularized, 

composed, reused, traced, maintained, and replaced on demand. 

We describe a prototype system to demonstrate the feasibility of 

the proposed data models using an open-source PLM platform. 

Keywords—Smart product, smart component, predictive 

analytics, PLM, PMML, CRISP-DM 

 

I. INTRODUCTION 

New information and communication technologies - such as 
sensor networks, predictive analytics, and cloud computing - are 
enabling the fast growth of connected “smart products”. 
Embedding computing and networking functionalities into 
products is becoming technically and economically feasible [1]. 
Definitions of smart products can be found in [2-5]. These 
definitions describe several fundamental capabilities of a smart 
product. A smart product should (1) possess a globally unique 
identification; (2) be able to retain or store data about itself; (3) 
continuously monitor its status and environment; (4) react and 
adapt to environmental and operational conditions; (5) maintain 
optimal performance; and, (6) actively communicate with the 
user, environment, and/or other products and systems. 

These capabilities provide smart products with a certain 
degree of intelligence that enables them to perform reasoning 
based on known knowledge and to learn new knowledge from 
past experience. The degree of intelligence of smart products 
depends on how well they handle information, identify and solve 
problems, and make good decisions [6]. The increasing use of 
sensors within smart products provides the data needed for 
intelligence. Data analytics provides the tools and technologies 
needed to increase the degree of intelligence. 

Data analytics is intended to answer the questions of “what 
has happened” (descriptive analytics), “what could happen” 

(predictive analytics), and “what should we do” (prescriptive 
analytics), using statistical and machine learning techniques [7]. 
Thought of this way, predictive analytics is a key technology to 
use past and current behaviors to improve decisions for future 
actions. That technology can be implemented inside the physical 
product itself or completely outside the physical product using a 
cloud-based service. Either way, an up-to-date analytics model 
is a necessary foundation for such a technology.  

Creating smart products requires developing physical 
products and analytics models in a transdisciplinary approach 
across mechatronics, software, and service domains. A lifecycle 
approach is also necessary to capture data and information 
required by all stakeholders, as well as to exchange that 
data/information among heterogeneous processes, tools, and 
information systems. As a foundation for both approaches, we 
will use the concept of Product Lifecycle Management (PLM), 
which emerged in the 1990’s. PLM includes a shared platform 
for the creation, management, and dissemination of product-
related information across the extended enterprise [8]. It also 
provides capabilities to access, use, and maintain product 
definition information, as well as the business processes related 
to all lifecycle activities.   

Successfully using PLM requires collaboration among data 
analysts, software engineers, design engineers, and business 
experts. This is a big challenge because it is often difficult to 
communicate ideas across multiple disciplines and to integrate 
the digital representation of those ideas among heterogeneous 
tools and information systems. The usual approach to address 
both issues involves standards. While many industrial/open 
standards (e.g., ISO 10303 STEP [9]) in manufacturing domain 
have been available for decades [10], none of them support all 
of the interdisciplinary information needed to capture and 
communicate those ideas.  

On the other hand, data-mining related standards or best 
practices, such as PMML (Predictive Model Markup Language) 
[11] and CRISP-DM (CRoss-Industry Standard Process for Data 
Mining) [12], are widely used in the data analytics community. 
However, they remain largely underutilized by the 
manufacturing industry today, and are not supported by the 
current PLM systems. This is a problem.  Another problem 
involves synchronizing the processes for physical-product 
development and analytics-model development. This is because 
development of accurate analytics models greatly relies on new 
data generated as part of the physical-process development. 
Because there is an inevitable time lag between these 
development processes, analytics models will always be one 
step behind the physical world.  This means that inevitably, over 
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time, the predictive performances of those analytical models will 
decay. To minimize the rate of decay, it is necessary to 
understand when and how these two processes interact with each 
other throughout the different lifecycle stages.  The key to 
understanding lies in the data and the information needed for 
such an interaction.  

Many recent literatures have addressed issues related to 
sensor-data acquisition, data processing, analytics-model 
building and scoring, visualization and user interaction, as well 
as security and privacy [13]. However, only a few literatures 
have presented works related to the management of the analytics 
models and their composition, which is needed to keep track of 
the changes to physical products as they move through their 
lifecycle.   

One such work is CL2M (Closed-Loop Lifecycle 
Management) [14], which is an effort to extend PLM for smart 
products. It incorporates the PEID (Product Embedded 
Information Device) technology to collect a product’s tag and 
sensor data, plus other necessary “lifecycle-event” data. As a 
result, CL2M can provide feedback knowledge into the 
processes that make the product lifecycle. This work focuses 
primarily on the data management issues of product 
identification and sensor data. Another such work is reported by 
Jain et al. (2008) [15]. Specifically, the authors discuss the 
challenges regarding building, updating, and sharing complex 
data-mining models across the model lifecycle. However, this 
work focuses merely on analytics model management without 
considering their use for a product.  

To our knowledge, no work has attempted to merge these 
two lifecycles. To do this successfully, it is essential, in our 
opinion, to unify data models for a product’s physical 
components and the associated analytics models. Such 
unification allows the data models to be modularized and shared 
consistently across both lifecycles. In this paper, we describe 
and implement a uniform, PLM modeling environment that 
integrates the two heterogeneous models - product and analytics 
- taking into consideration their lifecycle perspectives. As part 
of this environment, we propose a “Smart Component” data 
model to enable composition of unit physical components and 
unit predictive models in order to reuse, trace, maintain, and 
replace each individual model on demand.  

The paper is organized as follows: Section II briefly reviews 
the standard metadata and lifecycle models for predictive 
analytics and identifies their roles and limitations; Section III 
presents the concepts of “Smart Component” data model and the 
model’s lifecycle management; Section IV illustrates a proof-of-
concept implementation to the proposed data model on an open 
source PLM platform, using a manufacturing case study. We 
discuss our research limitations and lessons learned from the 
study in Section V. 

II. STANDARD METADATA AND LIFECYCLE MODELS FOR 

PREDICTIVE ANALYTICS 

A. Formal Representation of Predictive Models 

A literature review on the standards for predictive models is 
reported in our earlier publication [16]. There we argued that 
PMML could be extended for broader usages in manufacturing. 
Particularly, predictive models could have the same hierarchical 

characteristics as a physical product. Thus, predictive “part” 
models could be built for each physical “part” in the product. 
Furthermore, the PLM methodology could be applied to both 
model of the “part” and the “part” itself. PMML uses XML 
(Extensible Markup Language) to formally encapsulate and 
represent predictive models. It separates the development and 
deployment processes of a predictive model, and enables 
interchange of the model among different data analytics tools 
and environments.  

A predictive model conforming to the PMML specification 
contains several key elements (see Fig. 1) including (1) a 
Header element that contains general information about the 
predictive model; (2) a DataDictionary element that contains 
schema definitions for all the possible data fields used by the 
model; (3) TransformationDictionary and/or 
LocalTransformations elements that allow users to map data 
into a more desirable form to be used by the mining model; and 
(4) One or more model (Model or MiningModel) elements that 
define the structure and scoring method of a mining model. Each 
model consists of a mining schema based on the type of the 
model it represents, the detailed model structure, target fields 
and values, and output elements such as measures of accuracy. 
The current PMML specification, PMML 4.2.1 [11], supports 
popular predictive models such as classification, regression, 
clustering, and association rules. 

 

There are three main challenges to get PMML to treat 
predictive models the same as physical products. First, PMML 
is primarily designed for representing structures and not data. 
Data fusion and data management have to rely on external, 
specific, workflow-based data analytics tools. Second, PMML 
provides no support for external document references; 
consequently, there are reductions in the flexibility of exchange, 
reuse, replacement, versioning, and tracing of the individual 
models. Third, PMML cannot provide required lifecycle 
concepts to predictive models; thus it cannot trace the model 
evolvement from newly available data and algorithms. A formal 
process model is required to support the lifecycle activities and 
interactions. 

B. Lifecycle Management of Predictive Models 

An analytics model is the end product of a knowledge 
discovery and data mining (KDDM) process that uses a formal 
methodology. That process typically consists of multiple steps 
executed in sequence, and often includes iterations between 
steps, which are triggered by a revision process. A literature 
review on the KDDM process model development can be found 
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Fig. 1. The PMML model structure [11] 
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in [17][18]. We focus on the CRISP-DM [14] model in this 
paper because of its industrial origin and adoption. CRISP-DM 
defines six phases to complete a data analytics project and each 
phase further defines several key generic tasks and deliverables. 
The six phases are (see Fig. 2):  business understanding, data 
understanding, data preparation, model building, model 
evaluation, and model deployment.   

Business understanding identifies the project objectives and 
requirements, and converting them into a data analytics problem 
definition and a preliminary plan. Data understanding collects 
initial data, identifies data quality, and explores the data to form 
initial hypotheses. Data preparation preprocesses the raw data to 
construct the final dataset. Model building uses various 
modeling techniques to construct the model and optimize the 
parameters. Model evaluation thoroughly reviews the steps to 
create the model, in order to ensure that the model achieves the 
business objectives. Model deployment organizes and presents 
the knowledge gained to the stakeholders who use the model.  

 

As the leading methodology for data analytics projects 
[19][20], CRISP-DM has its limitations. First, it does not 
provide detailed guidelines concerning the iteration processes 
[17]. Second, it does not standardize the necessary 
authentications and authorizations in each activity and between 
activities. Third, it is not closed-loop: there exist no process 
routines for the model revisions and maintenances after the 
deployment phase. It becomes even more challenging when 
considering the synthesis of KDDM process models with other 
transdisciplinary process models for mechatronics, software, 
and service [21]. The extension of CRISP-DM or development 
of new KDDM process models is out of the scope of this paper; 
instead, we intend to employ this reference model to provide the 
necessary lifecycle context for predictive model management. 

III. CONCEPTS OF “SMART COMPONENT” DATA MODEL AND 

LIFECYCLE MANAGEMENT 

For brevity, we use the term “physical component” to imply 
digital representation of a physical product component in this 
paper. Also, we focus only on predictive analytics models (out 
of the three data analytics paradigms) without losing the 
generality of the problem and methodology. At a minimum, a 
smart product consists of a physical product component (for its 
form) and an analytics model component (for its “intelligence” 
implementation). Table I lists a side-by-side comparison 
between a physical component and a predictive model, revealing 
that they share commonalities in many aspects, e.g., authoring 
and management, production planning, visualization, and 

standards. Both are produced by certain producers and are used 
by one or more consumers, to fulfill certain designed functions. 
Individual component/model is produced from certain kinds of 
raw materials or raw data, and could be supplied by various 
vendors. The production of the individual consumes resources 
and it needs deliberate production planning. A master model (the 
final physical product or analytics model) typically consists of a 
set of sub models. Each sub model may be composed of several 
unit models. Thus, the master model can be represented as an 
assembly tree. Models with common functions can be  
modularized and standardized for easier reuse, interchange, and 
composition. A model might be used repeatedly in the same 
master model or in a different master model and may have 
variations, thus the model utilization history needs be traced 
over its lifecycle stages. 

This analogy leads to a unified “Smart Component” data 
model as shown in Fig. 3. Typically, a physical component 
model consists of metadata definition (e.g., attributes), material 
definition, structure (i.e., Bill of Materials), alternative 
components, manufacturer information, relevant documents 
(e.g., requirement specification and maintenance manual), and 
neutral electronic files (e.g. ISO 10303 STEP document) for 
long-term storage and data exchange. Similarly, a complete 
predictive model also contains these kinds of information. The 
main idea is that the dataset is treated as the primary “material” 
to produce a predictive model. A smart component (SC) is then 
composed by one or more physical components (PCs) and one 
or more predictive models (PMs), and has configuration rules to 
reflect their relationships (RELPC,PM):  

𝑆𝐶 = < 𝑃𝐶𝑠, 𝑃𝑀𝑠, 𝑅𝐸𝐿𝑃𝐶,𝑃𝑀 > 

A predictive model can be treated either as a “part” of a 
product or as a “service” for the product, depending on its 
purpose. Once product models and predictive models are 
modeled in a unified way, they can be composed according to 
certain configuration rules. Methodologies such as PLM, which  
are applied typically to only a physical product, now can be 
applied to a predictive model and then to a smart component. 
The traditional PLM concept can then be enriched to provide 
support for smart-products lifecycle management. 

In the following sub sections, we detail the lifecycle 
management concepts that are related to the proposed “Smart 
Component” data model. It starts with the metadata and 
relationship management of the datasets and the predictive 
models. It then deals with the composition of unit predictive 
models, and the composition of predictive models and physical 
components. Finally, it provides for the retrieval and 
consumption of the resulting, composite, smart-component 
model data. These concepts help build a minimal PLM system 
that may (1) serve as a data and model repository for the datasets, 
predictive models, and physical components that build smart 
products, and (2) be able to respond to any requests from either 
inside PLM or external applications by providing 
composed/enriched model information using certain XML-
based data formats. 

1. Business 

Understanding

2. Data

Understanding

3. Data

Preparation

4. Modeling5. Evaluation6. Deployment

 

Fig. 2. The CRISP-DM process model [12] 
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A. Predictive Model and Dataset Management 

A model is a composite object, containing many other 
objects, their properties and their relationships [22][23]. In PLM, 
a product model’s structure is described as an assembly tree of 
parts, in which each part is an object with part properties. Two 
relationships (“contains” and “where used”) are employed to 
trace the product’s structure and every part’s usage history. The 
“Item” is used as a general term for arbitrary artifacts; it provides 
records for various levels of the bill of materials (BOM) for all 
products managed in a PLM system. 

In the view of predictive models, training and validation 
datasets are the primary “raw materials” used to create and 

validate a predictive model. A particular dataset can be used to 
create or validate many different unit predictive models. As a 
predictive model evolves over its lifecycle, so will its datasets. 
Therefore, the management functions must be able to track the 
changes in the datasets (see Fig. 4). To do this, composition 
relationships between datasets and predictive models must be 
established. A more complex predictive model can then be built 
by composing several unit predictive models. Similarly, a 
predictive model is used to create a smart component, which is 
further used to build smart products. This hierarchy of 
heterogeneous building blocks can be generalized using an Item-
Relationship-Item structure, in which each item has its own 
unique identifier, properties and methods (see Fig. 5). Once such 

TABLE I.  COMPARISON BETWEEN A PHYSICAL COMPONENT AND A PREDICTIVE MODEL 

  Physical Component Predictive Model 

End Product An end-product of manufacturing processes An end-product of computational processes 

Development Process Integrated product design and manufacturing process A formal knowledge discovery and data mining 
(KDDM) process 

Process Planning Output: 

• Manufacturing process selection 

• Material selection 

• Operation sequence  

Resource:  

• Raw material, work-in-progress stock 

• Fixture 

• Machine/tool 

• Operations (milling, turning, drilling, …) 

Output: 

• Attribute selection 

• Analytical model selection 

• Step sequence  

Resource: 

• Raw data, intermediate data 

• Data extract, transform, load (ETL), data pre/post-
processing 

• Algorithms (regression, classification, clustering, 
association Rules…) 

Authoring and 
Management Tools 

• CAD/CAE/CAM 

• Product Data Management (PDM) 

• Product Lifecycle Management (PLM) 

• Mathematics/Statistics tools 

• Data Mining packages 

• Application Lifecycle Management (ALM) 

Visualization 2D drawings/3D models 2D/3D plots 

Standards/Guidelines ISO 10303 STEP, IGES,  

JT, etc. 

PMML, PFA, 

CRISP-DM, etc. 

 

 

Fig. 3. The “Smart Component” data model 
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a modular structure is established, all building blocks can be 
accessed, used, traced and maintained consistently. 

 

 

Creating predictive models in PLM systems requires 
importing, mapping, and merging the required predictive-model 
schema (e.g., PMML) with the existing, physical-product 
schema (e.g., ISO 10303 STEP). Model management [22] is one 
of the formal methodologies to integrate complex models 
represented by different schema formats. The DataDictionary 
schema defined in the current PMML specification can be used 
to formally model the dataset items. As noted, the composition 
of a predictive model and its relevant datasets is necessary to 
create and validate the predictive model. The lifecycle stages 
and deliverables defined in the CRISP-DM reference model can 
be used to determine when an appropriate dataset should be 
attached to the predictive model and when the predictive model 
should be used by a smart component. 

B. Composition of Unit Predictive Models 

PMML supports model ensembles and model chains. The 
Segmentation element defined in PMML allows users to 
represent different models for different data segments. This 
element is also useful to encapsulate multiple models into a 
single PMML document. However, this also reduces the 
flexibility of exchange, reuse, replacement, versioning, and 
tracing of an individual model within the PMML document. The 
modular design principal for physical products can address this 
problem.  

The elements defined in the PMML specification can be 
modeled as different items supported by their hierarchical 
relationships. For instance, the root PMML element has a 
relationship to a MODEL-ELEMENT element. The MODEL-
ELEMENT element can be defined as a “hybrid item” in PLM 
so that it accepts different predictive models including   
regression models, neural network models, and ruleset models. 
Each unit-predictive-model item can then be inserted into a 

master PMML item or multiple PMML items.  This enables a 
given unit model to be reused as demanded. 

In our previous work [16], we illustrated a model to predict 
manufacturing operations for features of a prismatic part. That 
model comprised two unit models: a ruleset model and a tree 
model. The ruleset model is for non-hole features such as a face, 
a slot, or a pocket; the tree model is for hole features. These two 
unit models can be combined together to make prediction for 
different feature categories. This multi-model structure can be 
modeled simply by inserting the two unit models into the master 
PMML item.  

Configuration rules, which support the selection of a 
particular model to meet certain conditions, can be created as a 
separate ruleset model. This model can then be added into the 
master PMML item and also linked to the involved unit models. 
In general, a master PMML item can contain all the necessary 
unit models plus at least one configuration ruleset model (where 
we assume all configuration rules can be decomposed and 
represented as IF-THEN rules to form a ruleset model). Fig. 6 
illustrates the conceptual structure of this composite predictive 
model. 

 

A predictive model can be modeled at different granularity 
levels. For instance, we can treat the whole predictive model as 
a single item with the metadata as its properties and then attach 
a PMML document to the item. This is the traditional approach 
for document-centric data management. It is the simplest way to 
maintain the document information without losing any raw 
information because the original file can be referenced as needed. 
The primary drawback of this approach is that those sub-
elements within the PMML document cannot be accessed 
individually afterwards.  

The other approach is to model the sub-elements of the 
PMML document as items. This approach increases the 
modularity and reusability of sub-elements that include data 
fields, data transformations, and models. For example, two 
predictive models may use the same data fields but different 
algorithms; or, two polynomial regression models may have the 
same model structures with the same mining fields and different 
predictor coefficients. Modeling sub-elements provides a finer 
granularity of information for controlling the model structure. 
This allows users to take full advantage of PLM functions, such 
as versioning, change management, and configuration 
management. However, a compromise must be made since there 
are additional costs for a more granular data management: it 
means more data needs to be stored and more complicated 
relationships need to be traced. 

Unit Model 1
(Regression)

Unit Model 2
(Neural Network)

Raw

Data

Training

Data

Validation

Data

New

Data

Data Understanding 

and Preparation
Modeling Validation

Deployment and 

Update

... ...

 

Fig. 4. The relationship of unit predictive models and datasets over the 

model lifecycle 

Item 2

Item 1

Relationship 1

Item 3

Item 4

Relationship 2

Relationship 3
Identifier

Properties

Methods
 

Fig. 5. The generalized Item-Relationship-Item structure in PLM 

Unit Model 1
(RuleSet Model)

Predictive Model: 
Process Planning

Unit Model 2
(Tree Model)

Configuration Rule
(RuleSet Model)

 

Fig. 6. A predictive model including two heterogeneous unit models 
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C. Composition of Physical Components and Predictive 

Models 

As mentioned previously, a predictive model can be treated 
in two ways: as a “part” or as a “service”, depending on the 
functional role and location of the model. For example, a CNC 
(Computer Numerical Control) machine can be equipped with 
an energy-consumption predictive model to estimate its power 
usage based on the proposed process parameters, which include   
current feed rate, spindle speed, cutting depth, and cutting 
diameter. The values for these parameters are collected from the 
machine’s built-in sensors. In this case, the energy consumption 
predictive model is a “part” of the CNC machine.  

On the other hand, when we consider a part produced by this 
machine, the energy consumption predictive model becomes a 
“service” for the part because the predictive model functions 
outside the part (Fig. 7). Both the CNC machine and the part can 
also use other predictive models as “services”, for instance, a 
process planning model that defines the operation sequence to 
produce machined parts. 

 

We need to apply different relationships to connect the 
physical components to “part” predictive models and to “service” 
predictive models. The “part” relationship requires a strict 
composition relationship between the smart component and the 
predictive model. The “service” relationship is a weaker 
association relationship and it is optional to a smart component. 
Similar to the configuration rules for composition of predictive 
models, the configuration rules for composition of physical-
predictive models can also be represented as a ruleset model. 

D. “Smart Component” Model Retrieval 

The PLM system is, essentially, a data repository.  As such, 
it stores all the available instance data and instance models. It 
also stores all the necessary lifecycle information such as states 
and revisions of the data and the models. A smart component 
has metadata for self-description and predictive models as its 
intelligent parts. Thus, it can predict its own behaviors based on 
the data collected for the component. A general framework to 
retrieve and utilize the smart-component model data is 
illustrated in Fig. 8. The “Smart Component” model can either 
be (1) executed inside the PLM system using PLM built-in 
execution engines and methods, or (2) retrieved and utilized 
from an external application through some web services or 
application programming interfaces (API).  

The data and models in the repository may be exposed 
directly to external applications (see the dash line between the 
“Repository” block and the “Application” block). The PLM 
system should be capable of returning information regarding any 
physical component model, dataset, unit predictive model, and 
any of their compositions, corresponding to different levels of 
queries requested. 

 

IV. IMPLEMENTATION 

In this section, we illustrate a proof-of-concept 
implementation using a CNC machine equipped with a power 
prediction module. The power prediction module contains 
predictive models that are created based on several parameters 
related to the machining process. The module can be used with 
real-time process data. We choose the open source PLM 
platform, Aras Innovator PLM [24], for the implementation. The 
core PLM functions provided by this platform allow us to focus 
on implementing the proposed data model and applications. 

A. PLM Platform 

Aras Innovator is an object-oriented, web-based PLM 
platform as part of a service-oriented architecture (SOA) [25]. 
Aras Innovator uses the concepts Item and Relationship to 
abstract arbitrary objects and connections between objects. 
Everything in Aras Innovator is an item, which is an instance of 
an ItemType, which itself is an item too. Each item has a 32-
character GUID (Globally Unique Identifier). An item may have 
relationships to other items; a relationship is defined by 
RelationshipType, which is also an item. The relationship type 
rule is defined by using three properties: the source (parent) item, 
the related (child) item, and the relationship item. This Item-
Relationship-Item architecture is suitable to capture our 
conceptual model described in Fig. 5. 

Aras Innovator uses two workflow models to support 
lifecycle activities: state-based and activity-based. The state-
based workflow model, which is named Lifecycle Map, tracks 
the state of an item during its lifecycle. A lifecycle map consists 
of a series of states (actions and steps) and transitions (paths 
between the different states) that an item instance traverses 
during its existence. The activity-based model, which is named 
Workflow Map, tracks the work that people actually perform. 
A workflow map consists of activities and paths, in which each 
activity represents a unit of work that must be performed. An 
activity contains the task list, the assignment to users responsible 
for these tasks, notifications, and time spent on the activity. A 
workflow map can be accessed from the entry of a lifecycle state 
and in turn the activities within the workflow map can promote 
the lifecycle to the next states.  

Smart Component:
A CNC Machine

Smart Component:
A Machining Part

Physical Component:
The CNC Machine 

Hardware

Predictive Model:
Power Prediction 

for Turning

Physical Component:
The Physical 

Machining Part

Predictive model 
as a “Part”

Predictive model 
as a “Service”

Predictive Model:
Process Planning

 

Fig. 7. Predictive model as a “Part” or a “Service” 
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Fig. 8. Smart component model retrieval and consumption 
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B. Case Description 

Energy consumption is an important performance indicator. 
Power consumption is a measured scalar value, which is used to 
calculate the energy consumption by integrating power with 
machining time. Therefore, the ability to predicting power 
consumption enables the energy efficiency of the CNC 
machines to be monitored and controlled proactively. Let’s 
consider a scenario in which a CNC machine executes roughing 
operations to produce turned-parts from cylindrical work pieces. 
It produces a weekly batch of 350 parts made of aluminum and 
150 parts made of steel. We use a CNC machine simulator to 
generate time series data regarding three process parameters: 

feed rate, spindle speed, and cutting depth [26]. Table II lists the 
ranges of these process parameters to generate a simulation 
dataset. This dataset is used to train a cubic polynomial-based 
regression model as shown in the equation (1). 

 

 

 

 

TABLE II.  RANGE OF PROCESS PARAMETERS IN MACHING 

Parameter Unit Aluminum Steel 

Feed rate  mm/rev 0.1 ~ 0.5 0.2 ~ 0.6 

Spindle speed  rad/s 94 ~ 209 94 ~ 126 

Cutting depth  mm 1 ~ 4 2 ~ 6 

 

𝐓𝐎𝐓𝐀𝐋_𝐏𝐎𝐖𝐄𝐑 =  B00 + ∑ B1k ∙ 𝐅𝐄𝐄𝐃𝐑𝐀𝐓𝐄k +

3

k=1

∑ B2k ∙ 𝐒𝐏𝐈𝐍𝐃𝐋𝐄_𝐒𝐏𝐄𝐄𝐃k +

3

k=1

∑ B3k ∙ 𝐂𝐔𝐓𝐓𝐈𝐍𝐆_𝐃𝐄𝐏𝐓𝐇k + ∑ B4k ∙ 𝐂𝐔𝐓𝐓𝐈𝐍𝐆_𝐃𝐈𝐀𝐌𝐄𝐓𝐄𝐑k

3

k=1

                (1)

3

k=1

 

 

Fig. 9. A PMML regression model’s metadata modeled in the PLM system 

 

Fig. 10. The comparison between the structures of two regression models (one is for Aluminum material and the other is for  Steel material) 
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The regression model uses four machining process 
parameters as predictors: feed rate, spindle speed, cutting depth, 
and cutting diameter. Here, the cutting diameter is the outermost 
dimension of the work piece being turned and can be calculated 
from the cutting depth. It is added to the model due to its 
influence on the cutting power [26]. The process parameters vary 
for producing parts made of two different materials. Thus, the 
resultant two unit regression models have the exact same 
structures but different intercepts (B00) and coefficients (B11-B43) 
for individual predictors of their regression equations. The two 
unit regression models can be then individually used. They can 
also be composed into a single power prediction model, using 
material as a parameter to create the model configuration rule. 
Then, the power prediction model is used as a “part” by any 
compatible CNC machine product and predicts the machine’s 
behavior regarding energy consumption. 

C. Predictive Model Metadata and Lifecycle Management 

The hierarchy of the PMML elements shown in Fig. 1 can be 
mapped easily to the Item-Relationship-Item structure of the 
PLM system. For example, the root PMML element and the 
DataField element can be modeled as two item types and can be 
connected with a DataDictionary relationship. Similarly the 
MiningSchema is modeled as a relationship to connect the root 
MODEL-ELEMENT with the MiningField element.  

Fig. 9 shows the implementation of the regression model for 
aluminum materials and its master PMML item to invoke the 
model. The PMML’s elements are now organized conforming to 
the Item-Relationship-Item structure - each element’s metadata 
has been collected and presented in a client form intuitively. This 
example PMML document has five data fields and one 
regression model. The regression model contains one regression 
table that consists of descriptive information of each predictor. 
Fig. 10 demonstrates that the mining fields are reused in the two 
unit polynomial regression models with the same model 
structures but different coefficients for each predictor. 

The phases and generic tasks defined in the CRISP-DM 
model can be implemented in the PLM system as one lifecycle 
map and several workflow maps. Detailed tasks and deliverables 
of each phase can also be modeled. Fig. 11 shows a predictive 
model that has completed the “Modeling” phase, and is currently 
in the “Evaluation” phase of its lifecycle. Its version is labeled 
as “Alpha”, since it has been neither released nor deployed yet. 
The workflow model enables different participants to interact 
with one another following certain business rules. For 
illustration purpose, we assume the model development process 
involves two user groups “DA” and “DM”, which stands for 
“Data Analytics” and “Data Mining” respectively, who have 
different roles in different lifecycle stages. A user in the DM 
group focuses on the activities and tasks during the “Modeling” 
phase. He/she (1) requires the preprocessing work to be 
completed by other users in the DA group, and (2) submits the 
completed predictive model to appropriate users in the DA group 
for further post-processing. 

The lifecycle model in the PLM system can also capture the 
appropriate relationships between the predictive model and its 
relevant datasets. For instance, the training dataset can only be 
used in the “Modeling” phase, and a newer training dataset may 
be used to update the predictive model during a model- revision 
process. 

D. Smart Component Model Composition and Consumption 

A smart component’s master model can contain one or more 
physical components and one or more predictive models. For the 
CNC machine case, we treat the two regression models as two 
different predictive models and as two “parts” of the machine 
(see Fig. 12). There are different ways to categorize these 
predictive models: either in the power subsystem of the machine, 
or in the control subsystem of the machine - the choice depends 
on how the manufacturer built the machine. Furthermore, the 
power prediction model can be easily reused by different CNC 
machines. It can also be updated or replaced when new data or 

 

Fig. 11. The lifecycle map of a predictive model 

SP-511

Li, Yunpeng; Roy, Utpal; Shin, Seungjun; Lee, Yung-T. "A 'Smart Component' Data Model in PLM." Paper presented at the 2015 IEEE International Conference on Big Data, Santa Clara, CA, Oct 29-Nov 1, 2015./IV. Implementation/D. Smart Component Model Composition and Consumption

Li, Yunpeng; Roy, Utpal; Shin, Seungjun; Lee, Yung-T. 
“A 'Smart Component' Data Model in PLM.” 

Paper presented at the 2015 IEEE International Conference on Big Data, Santa Clara, CA, Oct 29-Nov 1, 2015.



 

 

more effective algorithms are available. These updates can be 
recorded and traced afterwards.  

Also, as mentioned in Section III C, this CNC machine can 
be equipped with a process planning model as a service module. 
In this case, the process planning model will be aware of the 
CNC machine as a resource and will take consideration of it with 
other constraints when any process planning process is initiated. 

 

The composite smart-component model can then be 
retrieved at any level from inside PLM and/or from outside 
applications. Fig. 13 shows a skeleton XML data from the PLM 
system that responds to a model query. The response to the query 
includes (1) all the necessary model data such as physical 
components, predictive models and their relevant datasets, and 
(2) all lifecycle information such as lifecycle stages and 
revisions. These data can be further parsed by the rule engine 
and the scoring engine embedded inside the PLM system or used 
in an external application (for an example of an external 
application, see [26]). 

 

V. LESSON LEARNED AND DISCUSSION 

Based on the observed commonalities between physical 
components and predictive models, we proposed a “Smart 

Component” data model to consistently compose both. The 
composition allows a predictive model taking advantage of the 
PLM capability that is traditionally designed for physical 
product development. The intelligence embedded in the 
predictive models, allows the proposed “Smart Component” to 
provide important insights to both design and process planning. 
The data model enables engineers, data analysts, and other 
stakeholders to collaborate on a common platform to develop 
smart products. It also serves as the basic foundation for building 
smart devices, smart equipment, and smart services, which are 
the key components of a smart manufacturing system. 

The PMML specification and the CRISP-DM process model 
are widely adopted by industrial practitioners, by open source 
toolkits, and by commercial software for data analytics projects. 
We integrate them in an open source PLM platform for 
representing our smart component’s schema and instances at 
different stages of its lifecycle. This integration has further 
enhanced the PLM’s overall capability for predictive-model 
lifecycle management. By providing capability for composition 
of datasets and heterogeneous predictive models in PLM, we 
demonstrate how (1) to overcome the limitations of the present 
PMML standard that does not support the data representation, 
and (2) to reuse a unit model that has been encapsulated into a 
single PMML document with other unit models. The proposed 
technique in implementing the predictive model in PLM could 
provide a reference for future extension or enhancement of the 
current PMML specification. The lifecycle and workflow 
models available in the PLM system are leveraged to track and 
trace both unit and composite models in various use case 
scenarios.  This makes it easier to update, replace, and maintain 
unit predictive models. 

However, there remain important issues which need further 
attention. First, not all predictive models, specifically newly 
developed algorithms, are covered by the current PMML 
specification. The approach to incorporate new predictive 
models would be similar to the current approach, provided the 
new models can also be formally represented as an Item-
Relationship-Item structure. Second, the required information 
granularity for implementing PMML elements in the PLM 
system, at different levels of abstraction, should be standardized, 
if possible, to avoid the unnecessarily high costs of data storage 
and data entry. Third, the current CRISP-DM reference model is 
complicated, and is also incomplete. It cannot be fully 
implemented in a PLM system without substantial efforts. The 
general authentications and authorizations of each activity as 
well as conditions to trigger/terminate iterations are not yet 
clearly defined. Processes for model revision and maintenance 
are not included in the current CRISP-DM specification. 
Another challenge is to determine the best practice of modeling 
the configuration rules for composition of models. We treat the 
configuration rules as a ruleset predictive model in this paper; 
however, this assumption requires validation with broader 
applications. These issues will be addressed in our future studies. 
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Fig. 12. The smart component implementation for a CNC machine 

 

Fig. 13. The XML-based response from the PLM system 

<Item type="Smart Component" id="519DEDD66380489095A59234A5C279C4">  
  <item_number>SC-20151001</item_number> 
  <name>CNC Machine</name> 
  <description>[…]</description> 
  <Relationships> 
    <Item type="SC Part" id="A23243F9A9D941098F92799E47B21768"> 
      <related_id type="Super Part"> 
        <Item type="Part" id="6300FE81F5534BC3BC30257B15D39C32"> 
          <item_number>CNC-ASY-000000</item_number> 
          <name>CNC Machine</name> 
          <description>[…]</description> 
          <state>Released</state> 

          […] 
        </Item> 
      </related_id> 
    </Item> 
    <Item type="SC Part" id="C9EDFB252A514BA38DCE58F6BC65A237"> 
      <related_id type="Super Part"> 
        <Item type="Predictive Model" id="E2C87ACE90E74940A462F904ABA43838"> 
          <item_number>PM-20150051</item_number> 
          <name>Turning Power Prediction - Aluminum</name> 
          <description>[…]</description> 
          <state>Deployment</state> 
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      </related_id> 
    </Item> 
    […] 
  </Relationships> 
</Item> 

Predictive Model

Information

Physical Component 

Information

Nested Item-Relationship-Item 

Elements: Physical Component’s 

and Predictive Model’s Structure 

Information

SP-512

Li, Yunpeng; Roy, Utpal; Shin, Seungjun; Lee, Yung-T. "A 'Smart Component' Data Model in PLM." Paper presented at the 2015 IEEE International Conference on Big Data, Santa Clara, CA, Oct 29-Nov 1, 2015./V. Lesson Learned and Discussion/Acknowledgments

Li, Yunpeng; Roy, Utpal; Shin, Seungjun; Lee, Yung-T. 
“A 'Smart Component' Data Model in PLM.” 

Paper presented at the 2015 IEEE International Conference on Big Data, Santa Clara, CA, Oct 29-Nov 1, 2015.



 

 

 

DISCLAIMERS 

No approval or endorsement of any commercial products by 
the National Institute of Standards and Technology (NIST) is 
intended or implied. Certain company names are identified in the 
paper to facilitate understanding. Such identification does not 
imply that their products are necessarily the best available for 
the purpose. The work described herein was funded by the 
United States Government and is not subject to copyright. 

 

REFERENCES 

[1] The Economist Intelligent Unit (EIU). (2015) Developing smart products. 
Survey Report. [online] http://www.economistinsights.com/technology-
innovation/analysis/developing-smart-products (Accessed September 15, 
2015) 

[2] Mühlhäuser, M. (2008) ‘Smart Products: An Introduction’, Constructing 
Ambient Intelligence, Vol. 11,  pp. 158-164. 

[3] McFarlane, D., Sarma, S., Chirn, J.L., Wong, C.Y. and Ashton, K. (2003) 
‘Auto ID systems and intelligent manufacturing control’, Engineering 
Applications of Artificial Intelligence, Vol. 16, No. 4, pp. 365-376. 

[4] Kärkkäinen, M., Holmström, J., Främling, K. and Artto, K. (2003) 
‘Intelligent products – a step towards a more effective project delivery 
chain’, Computers in Industry, Vol. 50, No. 2, pp. 141-151. 

[5] Ventä, O. (2007) Intelligent products and systems. Technical report, VTT. 

[6] Meyer, G.G., Främling, K. and Holmström, J. (2008) ‘Intelligent 
Products: A survey”, Computers in Industry, Vol. 60, No. 3, pp. 137-148. 

[7] IBM Software. (2013) Descriptive, predictive, prescriptive: Transforming 
asset and facilities management with analytics. White Paper. 
(TIW14162USEN) 

[8] Ameri, F. and Dutta, D. (2005) ‘Product Lifecycle Management: Closing 
the Knowledge Loops’, Computer-Aided Design and Applications, Vol. 
2, No. 5, pp. 577-590. 

[9] International Organization for Standardization (2014) ISO 10303-
242:2014: Industrial automation systems and integration -- Product data 
representation and exchange -- Part 242: Application protocol: Managed 
model-based 3D engeineering. Geneva, ISO. 

[10] Gifford, C., delaHostria, E., Noller, D., Childress, L. and Boyd, A. (2006) 
Related Manufacturing Integration Standards, A Survey. MESA 
International, ISA, GE Fanuc Automation, Rockwell Automation, and 
IBM Corporation. 

[11] Data Mining Group. [online] http://www.dmg.org/ (Accessed 
September 15, 2015) 

[12] Shearer, C. (2000) ‘The CRISP-DM Model: The New Blueprint for Data 
Mining’, Journal of Data Warehousing, Vol. 5, No. 4, pp. 13-22. 

[13] Assuncao, M.D., Calheiros, R.N., Bianchi, S., Netto, M.A.S. and Buyya, 
R. (2015) ‘Big Data computing and clouds: Trends and future directions’, 
Journal of Parallel and Distributed Computing, Vol. 79-80, pp. 3-15. 

[14] Kiritsis, D. (2011) ‘Closed-loop PLM for intelligent products in the era of 
the Internet of things’, Computer-Aided Design, Vol.43, No. 5, pp. 479-
501. 

[15] Jain, J., Ari, I. and Li, J. (2008) ‘Understanding the challenges faced 
during the management of data mining models’, in the Proceedings of the 
2nd ACM Symposium on Computer Human Interaction for Management 
of Information Technology, New York, NY, USA. 

[16] Li, Y., Roy, U., Lee, Y.T. and Rachuri, S. (2015) ‘Integrating Rule-based 
Systems and Data Analytics Tools Using Open Standard PMML’, in 
ASME IDETC/CIE 2015: the Proceedings of ASME 2015 International 
Design Engineering Technical Conferences & Computers and 
Information in Engineering Conference, Boston, Massachusetts, USA. 

[17] Kurgan, L.A. and Musilek, P. (2006) ‘A survey of Knowledge Discovery 
and Data Mining process models’, The Knowledge Engineering Review, 
Vol. 21, No. 1, pp. 1-24. 

[18] Marban, O., Mariscal, G. and Segovia, J. (2009) ‘A Data Mining & 
Knowledge Discovery Process Model’, in Ponce, J. and Karahoca, A. 
(Eds.), Data Mining and Knowledge Discovery in Real Life Applications, 
InTech, Vienna, Austria. 

[19] KDnuggets. (2014) CRISP-DM, still the top methodology for analytics, 
data mining, or data science projects. [online] 
http://www.kdnuggets.com/2014/10/crisp-dm-top-methodology-
analytics-data-mining-data-science-projects.html (Accessed September 
15, 2015) 

[20] Oracle. (2013) Information Management and Big Data: A Reference 
Architecture. White Paper. 

[21] Gericke, K. and Blessing, L. (2012) ‘An Analysis of Design Process 
Models across Disciplines’, in the Processings of the 12th International 
Design Conference, Dubrovnik, Croatia, pp. 171-180. 

[22] Bernstein, P.A., Halevy, A.Y. and Pottinger, R.A. (2000) ‘A vision for 
management of complex models’, ACM SIGMOD Record, Vol. 29, No. 
4, pp. 55-63. 

[23] Bernstein, P.A. (2003) ‘Applying Model Management to Classical Meta 
Data Problems’, in the Proceedings of the 2003 CIDR Conference, pp. 
209-220. 

[24] Aras Product Lifecycle Management. [online] http://www.aras.com/ 
(Accessed September 15, 2015) 

[25] CIMdata (2014) Aras Innovator: Redefining Customization & Upgrades. 
CIMdata Commentary. 

[26] Shin, S., Woo, J., Kim, D., Kumaraguru, S. and Rachuri, S. (2015) 
‘Developing a virtual machining model to generate MTConnect machine-
monitoring data from STEP-NC’, International Journal of Production 
Research. 

[online] http://dx.doi.org/10.1080/00207543.2015.1064182 (Accessed 
September 15, 2015) 

 

SP-513

Li, Yunpeng; Roy, Utpal; Shin, Seungjun; Lee, Yung-T. "A 'Smart Component' Data Model in PLM." Paper presented at the 2015 IEEE International Conference on Big Data, Santa Clara, CA, Oct 29-Nov 1, 2015./V. Lesson Learned and Discussion/Disclaimers

Li, Yunpeng; Roy, Utpal; Shin, Seungjun; Lee, Yung-T. 
“A 'Smart Component' Data Model in PLM.” 

Paper presented at the 2015 IEEE International Conference on Big Data, Santa Clara, CA, Oct 29-Nov 1, 2015.

http://www.economistinsights.com/technology-innovation/analysis/developing-smart-products
http://www.economistinsights.com/technology-innovation/analysis/developing-smart-products
http://www.dmg.org/
http://www.kdnuggets.com/2014/10/crisp-dm-top-methodology-analytics-data-mining-data-science-projects.html
http://www.kdnuggets.com/2014/10/crisp-dm-top-methodology-analytics-data-mining-data-science-projects.html
http://www.aras.com/
http://dx.doi.org/10.1080/00207543.2015.1064182


 
Proc. of the Eighth International Seminar on Fire & Explosion Hazards (ISFEH8), pp. xx‐xx 
Edited by J. Chao, V. Molkov, P. Sunderland, F. Tamanini and J. Torero 
Published by USTC Press 
ISBN: xxx‐xxx‐xx‐xxxx‐x :: doi: xx.xxxx/xxx‐xxx‐xx‐xxxx‐x_0x‐0x 

 

Extinguishment and Enhancement of Propane Cup-Burner Flames 
by Halon and Alternative Agents 

Takahashi, F.1*, Katta, V. R.2, Linteris, G. T.3, and Babushok, V. I.3 

1Case Western Reserve University, Department of Mechanical & Aerospace Engineering, 
Cleveland, Ohio, USA. 

2Innovative Scientific Solutions, Inc., Dayton, Ohio, USA. 
3National Institute of Standards and Technology, Gaithersburg, Maryland, USA. 

*Corresponding author email: fxt13@case.edu 

ABSTRACT 

Computations of cup-burner flames in normal gravity have been performed using propane as the fuel, 
in addition to a propane-ethanol-water mixture studied previously, to reveal the combustion inhibition 
and enhancement by the CF3Br (halon 1301) and potential alternative fire-extinguishing agents 
(C2HF5, C2HF3Cl2, and C3H2F3Br).  The time-dependent, two-dimensional numerical code, which 
includes a detailed kinetic model (up to 241 species and 3918 reactions), diffusive transport, and a 
gray-gas radiation model, reveals a unique two-zone flame structure.  For propane, general trends in 
the structure are similar to those of the fuel mixture.  The peak reactivity spot (i.e., reaction kernel) at 
the flame base stabilizes a trailing flame, which is inclined inwardly by a buoyancy-induced 
entrainment flow.  As the volume fraction of agent in the coflow increases gradually, the premixed-
like reaction kernel weakens, thus inducing the flame base detachment from the burner rim and 
blowoff-type extinguishment eventually.  The H2O in the inner zone is converted further, primarily in 
the outer zone, to HF and CF2O through exothermic reactions most significantly with the C2HF5 
addition.  Despite endothermic decomposition of the agent, exothermic reactions of the inhibitor 
fragments also contribute to the heat-release rate in the outer zone.  Although the rates of formation 
(and associated heat-release rates) of HF and CF2O are lower for propane, compared to the fuel 
mixture, two heat-release-rate peaks in the two-zone flame structure in the trailing flame are 
comparable for both fuels.  A main heat-release step to form CO2 in the hydrocarbon-O2 combustion 
takes place in-between the two zones.  The total heat release of the entire flame decreases (inhibiting) 
for CF3Br but increases (enhancing) for the halon alternative agents, particularly C2HF5 and C2HF3Cl2.  
Addition of C2HF5 resultes in unusual (non-chain branching) reactions and increases total heat release 
(combustion enhancement) primarily in the trailing diffusion flame. 
 
KEYWORDS: Aircraft cargo-bay fire suppression, Diffusion flame stabilization, Halon 1301 
replacement, Reaction kernel. 

INTRODUCTION 

In accordance with the Montreal Protocol to protect the stratospheric ozone layer, the use of the 
effective fire suppressant CF3Br (bromotrifluromethane, Halon 1301) has been discontinued 
except for certain critical applications such as the suppression of cargo-bay fires in aircraft.  
Halon alternative agents must pass a mandated Federal Aviation Administration (FAA) test [1, 
2], in which a simulated explosion of an aerosol can, caused by a fire, must be suppressed by the 
agent.  Unlike CF3Br, some replacement agents, including C2HF5 (pentafluoroethane, HFC-125) 
and C3H2F3Br (2-bromo-3,3,3-trifluoropropene, 2-BTP), when added at any concentration less 
than that required for inerting, created a higher over-pressure in the test chamber and thus failed 
the test. 

Recent work [3-5] employing thermodynamic equilibrium and perfectly stirred-reactor 
calculations (for premixed systems) revealed that higher overpressures in the FAA aerosol can 
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tests might be due to higher heat release from reaction of the inhibitor itself.  Nonetheless, the 
agents should still reduce the overall reaction rate and inhibit the reaction.  For diffusion flames, 
however, the flame structure, combustion inhibition, and enhancement processes are not yet fully 
understood.  In previous papers [6, 7], the authors reported the results of comprehensive 
numerical simulations for zero- and normal Earth-gravity cup-burner flames using the FAA 
aerosol can test [ACT] fuel mixture with CF3Br, C2HF5, C2HF3Cl2 (2,2-dichloro-1,1,1-
trifluoroethane, HCFC-123), and C3H2F3Br added to the coflowing air.  Additional numbers of 
carbon and fluorine atoms in the halon-replacement-agent molecules, compared to CF3Br, 
represent potential energy contributions at a fixed concentration if they burn to COF2 and HF. 
Nonetheless, the ACT fuel is somewhat unusual in that it contains a large portion of water (which 
is an important reactant with the halogenated species).  The objectives of this study are to 
investigate the effects of fire-extinguishing agents (with different numbers of carbon and types of 
halogen) on the diffusion flame and to determine if the enhanced heat release found for the 
previous simulations with the ACT fuel occur with a more typical hydrocarbon fuel (propane). 

COMPUTATIONAL METHOD 

A time-dependent, axisymmetric numerical code (UNICORN) [18, 19] is used for the simulation 
of coflow diffusion flames stabilized on the cup burner.  The code solves the axial and radial (z 
and r) full Navier-Stokes momentum equations, continuity equation, and enthalpy- and species-
conservation equations on a staggered-grid system.  A clustered mesh system is employed to 
trace the gradients in flow variables near the flame surface.  The thermo-physical properties such 
as enthalpy, viscosity, thermal conductivity, and binary molecular diffusion of all of the species 
are calculated from the polynomial curve fits developed for the temperature range 300 K to 
5000 K.  Mixture viscosity and thermal conductivity are then estimated using the Wilke and Kee 
expressions, respectively.  Molecular diffusion is assumed to be of the binary-diffusion type, and 
the diffusion velocity of a species is calculated using Fick's law and the effective-diffusion 
coefficient of that species in the mixture.  A simple radiation model [20] based on the optically 
thin-media and gray-gas assumptions was incorporated into the energy equation.  Radiation from 
CH4, CO, CO2, H2O, HF, COF2 and soot was considered in the present study.  The Plank-mean 
absorption coefficients are obtained from the literature for the first four species [20] and HF [21]; 
or calculated for COF2 [21] and soot [22].  The finite-difference forms of the momentum 
equations are obtained using an implicit QUICKEST scheme [18], and those of the species and 
energy equations are obtained using a hybrid scheme of upwind and central differencing. 

A comprehensive reaction mechanism was assembled for the simulation of propane or ACT fuel 
flames with CF3Br, C2HF5, C2HF3Cl2, or C3H2F3Br added to air from four mechanisms:  the four-
carbon hydrocarbon mechanism of Wang and co-workers [23, 24] (111 species and 1566 one-
way elementary reactions), detailed reactions of ethanol (5 species and 72 reactions) of Dryer and 
co-workers [25-27], the bromine and chlorine parts of the mechanism of Babushok et al. [28-31] 
(10 additional species and 148 reactions), and a subset (51 species and 1200 reactions) of the 
National Institute of Standards and Technology (NIST) HFC starting mechanism [32, 33].  The 
final chemical kinetics model (187 species, 3198 reactions for CF3Br, C2HF5, and C3H2F3Br; or 
241 species and 3918 reactions for C2HF3Cl2) and a soot model [22] are integrated into the 
UNICORN code.  Transport data for 139 species are available in the literature; for the remaining 
38 species, data are constructed by matching these species with the nearest species (based on 
molecular weight) with known transport data.   

The ACT fuel is a propane-ethanol-water mixture [1, 2] with the volume fractions of the 
components:  XC3H8 = 0.159, XC2H5OH = 0.454, and XH2O = 0.387.  Table 1 shows the minimum 
extinguishing concentrations (MECs) of fire-extinguishing agents for n-heptane and propane 
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fuels using the cup-burner method [8, 9] in the literature [8-16].  The calculated MEC obtained in 
this study are also listed and discussed in the results section. 

Table 1. Measured and calculated minimum extinguishing concentrations. 

Agent Chemical Formula 
Measured 
n-Heptane
MEC (%)

Measured 
Propane 

MEC (%) 

Calculated 
ACT Fuel 
MEC (%) 

Calculated 
Propane 

MEC (%) 
Halon 
1301 

Bromotrifluromethane CF3Br 
3.0 to 3.2 
[10-12] 

3.8 to 4.3 
[11,13,14] 

2.26 2.64

HFC-125 Pentafluoroethane C2HF5 
8.7 to 9.3 

[8-12] 
10.2 to10.4

[11,13] 
8.40 7.65

HCFC-
123 

2,2-dichloro-1,1,1-
Trifluoroethane 

C2HF3Cl2 
7.1 to7.4 

[15]
N/A (4.90b) (4.60b) 

2-BTP
2-bromo-3,3,3-
Trifluoropropene

C3H2F3Br 
2.6 [16] 
4.7 [17]a 

N/A (1.87b) (2.50b) 

aThe fuel temperature:  50 C. 
bA concentration above which the calculation was unable to obtain the solution. 

The boundary conditions are treated in the same way as reported in earlier papers [6, 7].  The 
computational domain is bounded by the axis of symmetry, a chimney wall, and the inflow and 
outflow boundaries.  The burner outer diameter is 28 mm and the chimney inner diameter is 
95 mm.  The burner wall (4-mm long and 1-mm thick tube) temperature is set at 600 K and the 
wall surface is under the no-slip velocity condition.  The mean fuel velocities for the ACT fuel 
and propane are 0.853 cm/s and 0.307 cm/s, respectively, and the mean velocity of the oxidizer 
(“air” [21 % O2 in nitrogen] with added agent) is 10.7 cm/s at 294 K. 

Validation of the code with the kinetic model was performed through the simulation of opposing-
jet diffusion flames.  The predicted extinction strain rates for propane-air flames (no agent) were 
within 7.5% of the measured values (with an error margin of 9 %) by Zegers et al. [34].  The 
predicted extinction agent concentrations for CF3Br and C2HF5 are within 4 % of the measured 
concentrations in weakly stretched flames and within 25 % in highly stretched flames.  Although 
cup-burner data using the ACT fuel are unavailable for a direct comparison, computation with 
the assembled reaction mechanism should provide insights into the detailed flame structure. 

RESULTS AND DISCUSSION 

The flame base supports a trailing flame and controls the flame attachment, detachment, and 
oscillation processes [35, 36].  Small variations in the agent volume fraction in the coflowing 
oxidizing stream (Xa) results in profound changes near the extinguishment limit.  Figure 1 shows 
the calculated structure of near-limit propane flames in air with added agent:  (a) CF3Br, 
Xa=0.0258; (b) C2HF5, Xa=0.0765; (c) C2HF3Cl2, Xa=0.0455; and (d) C3H2F3Br, Xa=0.0246.  The 
variables include the velocity vectors (v), isotherms (T), and heat-release rate ( q ).  The base of 
the agent-added flames are detached and drift inward a few mm away from the burner rim by the 
nearly horizontal entrainment flow.  In contrast to zero-gravity (0gn) flames [6], which are 
formed vertically, the normal gravity (1gn) flame inclines inwardly due to the streamline shrinkage 
in the accelerating buoyancy-induced flow.  The contours of the heat-release rate show a peak 
reactivity spot (i.e., the reaction kernel [35]) at a height from the burner rim, zk = 0.8 mm to 
1.8 mm.  The chain radical species (H, O, and OH) as well as heat diffuse back against the 
oxygen-rich flow at the flame base (edge), thus promoting vigorous reactions to form the reaction 
kernel.   
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Figure 1. Calculated structure of near-limit propane flames in air with added agent:  (a) CF3Br, 
Xa=0.0258; (b) C2HF5, Xa=0.0765; (c) C2HF3Cl2, Xa=0.0455; and (d) C3H2F3Br, Xa=0.0246. 

Unlike the flame with CF3Br (Fig.  1a), the heat-release rate contours for the other near-limit 
flames, particularly with C2HF5 (Fig. 1b) and C3H2F3Br (Fig. 1d), show distinct “two-zone” 
flame structure. 

Figure 2 shows the radial variations of the calculated temperature and heat-release rate in 
propane flames in air with agent:  (a) across a trailing flame (zk + 5 mm); (b) across the reaction 
kernel:  zk = 1.8 mm (CF3Br), 1.2 mm (C2HF5), 0.8 mm (C2HF3Cl2), and 1.4 mm (C3H2F3Br).  
The trailing flames (Fig. 2a) are characterized by the two-zone flame structure (inner and outer) 
as evident from two heat-release rate peaks most prominently for C2HF5 and least significantly 
for CF3Br.  Although the temperature peak is closer to the inner reaction zone, formed by the 
hydrocarbon-O2 combustion, the larger heat-release rate peak for C2HF5 is in the outer zone by 
highly exothermic reactions.  The temperature and heat-release-rate profiles in the propane flame 
with C2HF5 (Fig. 2a) are similar to those obtained previously [7] for the ACT fuel with C2HF5.  
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Figure 2. Calculated radial variations of the temperature and heat-release rate in propane flames in air 
with agent:  (a) across a trailing flame (at zk + 5 mm); (b) across the reaction kernel (at zk).  CF3Br, Xa = 

0.0258, zk = 1.8 mm; C2HF5, Xa = 0.0765, zk = 1.2 mm; C2HF3Cl2, Xa = 0.0455, zk = 0.8 mm; and 
C3H2F3Br, Xa = 0.0246, zk = 1.4 mm. 

The outer heat-release-rate peak in the trailing flame in 1gn (Fig. 2a) is more evident, compared 
to the 0gn case [6], due to increased convective fluxes of reactants (i.e., the blowing effect [35]) 
by the buoyancy-induced incoming flow. 

At the reaction kernel in the flame base region (Fig. 2b), the peak heat-release-rate for each agent 
slightly on the airside of each temperature peak is several times larger than that in the trailing 
flame.  The peak temperature for C3H2F3Br is much higher than other agents, suggesting that 
additional number of carbon in the agent molecule, compared to CF3Br, represent potential 
energy contributions at a fixed concentration.   

Figure 3 shows the radial variations of the species volume fractions (Xi) crossing the trailing 
flame with C2HF5 (added at Xa=0.0765) at z= 6.2 mm.  Oxygen penetrates through the outer zone 
and a pool of chain carrier radicals (H, O, and OH) is formed in the middle of the two zones at 
relatively high concentrations (Xa10-3), thus contributing to both reaction zones.  The initial 
hydrocarbon fuel (C3H8) diffuses from the fuel side, decomposes to fragments (CH4, C2H4, and 
C2H2) and reacts with the chain carrier radicals in the inner zone.  In the outer zone, the agent 
(C2HF5) from the air side decomposes to many fluorinated species (C2F6, CF2, CHF3, etc.), which 
react with the radicals.  The H2O (formed by hydrocarbon-O2 reaction) diffuses to the outer zone, 
where it is converted to HF through highly exothermic reactions.  The H2O nearly vanishes in the 
outer zone in the propane flame, whereas that in the ACT fuel flame with C2HF5, reported 
previously [7], remains at a Xa10-3 level even outside the outer zone due to its high content 
(XH2O = 0.387) in the fuel.  The CF2O peak (XCF2O = 0.031) in the outer zone in the propane flame 
is lower than that (XCF2O = 0.048) in the ACT fuel flame.  The final products (CO2, HF, and 
CF2O) are distributed radially in a wide range.  Low levels of C2HF5 on the fuel side and H2 on 
the air side in Fig. 3 are due to leakage in the opposite directions through the quenched zone 
below the flame base.  These species’ contributions to overall reactions in the opposite zones 
must be insignificant. 

SP-518

Linteris, Gregory; Takahashi, Fumiaki; Katta, Viswanath; Babushok, Valeri. "Extinguishment and Enhancement of Propane Cup-Burner Flames by Halon and Alternative Agents." Paper presented at the Eighth International Seminar on Fire & Explosion Hazards (ISFEH8), Hefei, China, Apr 25-Apr 28, 2016.

Linteris, Gregory; Takahashi, Fumiaki; Katta, Viswanath; Babushok, Valeri. 
“Extinguishment and Enhancement of Propane Cup-Burner Flames by Halon and Alternative Agents.” 

Paper presented at the Eighth International Seminar on Fire & Explosion Hazards (ISFEH8), Hefei, China, Apr 25-Apr 28, 2016.



Proc. of the Eighth International Seminar on Fire and Explosion Hazards (ISFEH8) 

Figure 3. Calculated structure of a propane flame in air with added C2HF5 at Xa = 0.076 and z = 5.8 mm. 

Figure 4 shows the radial variations of the calculated production (+) or consumption (-) rates 
(Fig. 4a) and heat-release rates (Fig. 4b) of species i crossing the trailing flame at z=5.8 mm in a 
propane flame in air with C2HF5 at Xa=0.076.  In the inner zone, H2, CO, and the chain carrier 
radicals (H, O, and OH) are formed and consumed, O2, and CF2O are consumed, and H2O, HF 
and CO2 are formed.  In the outer zone, C2HF5 and O2 are consumed and HF, CF2O, and CO are 
formed.  The major contributors to the overall heat-release rate (Fig. 4b) are the formation of 
H2O, CO, CO2 HF in the inner zone, with HF, CF2O and CO in the outer zone.  Although the 
production rates and heat-release rates of HF and CF2O in the propane flame are significantly less 
than those in the ACT fuel flame [7], the resultant heat-release rate profiles are very similar for 
the two flames.  The highly exothermic reactions with the heats of reactions in “( )” include:  

H2 + OH H + H2O (+61 kJ/mol) (R5) 

CO + OH  CO2 + H (+102 kJ/mol) (R61) 

H2O + F  OH + HF (+74 kJ/mol) (R1685) 

H2 + F  H + HF(+135 kJ/mol) (R1679) 

CF2 + OH  CF2O + H (+268 kJ/mol) (R1849) 

CF3 + OH  CF2O + HF (+493 kJ/mol) (R1669) 

CF2 + O  CFO + F (+150 kJ/mol) (R1849) 

CF3 + O  CF2O + F (+342 kJ/mol) (R1663) 

CF3 + H  CF2 + HF (+215 kJ/mol) (R1719) 

The reactions to form CF2O are particularly exothermic because of its exceptionally low 
(negative) heat of formation (-640 kJ/mol). 

Figure 5 shows the effects of the agent volume fraction in the coflowing oxidizer on the 
calculated axial (zk) and radial (rk) positions of the reaction kernel from the burner exit on the 
axis in propane flames.  In the present unsteady calculations, as Xa was increased incrementally, 
the flame-stabilizing reaction kernel in the flame base detached from the burner rim and moved 
downstream (i.e., the inward and upward direction) gradually and then more steeply as the 
extinguishment limit approached.  For each Xa, a stable stationary flame was obtained. 
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Figure 4. Calculated radial variations of the (a) species production rates, and (b) species and total heat-
release rates in a propane flame in air with C2HF5 at Xa=0.076 and z=5.8 mm. 

Figure 5. Calculated reaction kernel coordinates of propane flames in air with agent. 
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For CF3Br (and, to a lesser extent, C2HF5), the flame base oscillated, until finally, blowoff-type 
extinguishment occurred, whereas for C2HF3Cl2 and C3H2F3Br, the calculation abruptly diverged 
at Xa=0.046 and Xa=0.025, respectively.  The radial location of the reaction kernel decreased 
(inward) with Xa, thereby more premixing occurred over the standoff distance.  For propane, the 
MECs of CF3Br and C2HF5 (see Table 1) are:  Xa 0.04 and 0.1, respectively (measured); and 
Xa=0.0264 and 0.0765, respectively (calculated).  By considering technical difficulties, including 
the stiffness in the computation, complex combustion and inhibition chemistries, and transient 
blowoff phenomena with occasional flame-base oscillations, the calculated MECs are in fair 
agreement (30 %) with the measurements. 

Figure 6 shows the maximum temperature in the trailing diffusion flame and the total heat-
release rate ( q total) integrated over the entire flame and over the flame base region ( q <zk+3 mm).  
Thus, both the heat-release rate per unit volume along the flame and the flame size affect  .  
Unlike chemically passive agents [37, 38], which work thermally to reduce the flame temperature 
by dilution, the maximum flame temperatures in the present work are nearly constant (1800 K) 
for C2HF5 or mildly increased for CF3Br, C3H2F3Br and C2HF3Cl2 as Xa increased until 
extinguishment.  There is a striking difference in  over the entire flame between CF3Br and 
the other agents:   decreased (i.e., inhibition) with added CF3Br, whereas it increased (i.e., 
combustion enhancement) with C2HF5 or C2HF3Cl2.  It is neutral for C3H2F3Br.  In contrast, for 
all agents, 	  was nearly constant as Xa increased.  Thus, the combustion enhancement 
occurred only in the trailing flame.  In fact, the heat release in the trailing flame 
(  - 	 ) tripled with added C2HF5 (at Xa 0.08).  This enhancement is ≈1.5x larger 
than the zero-gravity flames studied previously [6], because of much higher incoming flow 
velocity in normal gravity, resulting in higher reactants (agent and oxygen) influx into the flame 
zone.  Although the volumetric heat-release rate in the trailing flame was an order-of-magnitude 
smaller than the peak , integration over the entire trailing flame zone made the total value 
much larger.  This result suggests the significant implication that even if the reaction kernel, with 
premixed-like flame structure, is weakened by halogenated agent addition toward the flame 
stability limit, the trailing diffusion flame can burn more reactants (including the agent itself) 
because of the additional heat release to form HF and CF2O in the aforementioned “two-zone” 
flame structure. 

Figure 6. Calculated maximum temperature and total heat release rate (integrated over the entire flame 
and the base region) in propane flames in air with agent. 
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CONCLUSIONS 

By using propane as the fuel, in addition to the ACT fuel studies previously, the physical and 
chemical effects of Halon 1301 (CF3Br) and halon-replacement fire-extinguishing agents (C2HF5, 
C2HF3Cl2, and C3H2F3Br) are studied numerically to gain better understanding of the flame 
structure, combustion inhibition/enhancement, and blowoff extinguishment of cup-burner flames. 
Addition of agent to the coflowing air weakens the flame attachment point (reaction kernel) at 
the flame base, thereby inducing the detachment, lifting, and blowout extinguishment.  With 
added agent, the calculated maximum flame temperature remains nearly constant (1800 K) for 
C2HF5 or mildly increases for CF3Br, C3H2F3Br, and C2HF3Cl2.  Moreover, the total heat release 
increases with agent addition for C2HF5 and C2HF3Cl2 (by up to a factor of 2.5).  In the trailing 
flame, H2 and H2O (from hydrocarbon combustion) are converted to HF and CF2O by exothermic 
reactions, enhancing an inner flame zone, while reactions of the inhibitor, also forming of HF and 
CF2O, created a large outer heat-release zone.  In contrast, CF3Br reduced the total heat release. 
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The effects of phosphorus-containing compounds (PCC) on the extinguishment and 
structure of methane-air co-flow diffusion flames, in the cup-burner configuration, have 
been studied computationally.  Dimethyl methylphosphonate (DMMP), trimethyl 
phosphate (TMP), or phosphoric acid was added to either the air or fuel flow.  Time-
dependent axisymmetric computation was performed with full gas-phase chemistry and 
transport to reveal the flame structure and inhibition process.  A detailed chemical-
kinetics model (77 species and 886 reactions) was constructed by combining the 
methane-oxygen combustion and phosphorus inhibition chemistry.  A simple model for 
radiation from CH4, CO, CO2, and H2O based on the optically thin-media assumption was 
incorporated into the energy equation.  The two-zone flame structure was formed for 
DMMP and, to a lesser extent, TMP, due to the heat release by the inhibitor itself.  The 
inhibitor effectiveness was calculated as the minimum extinguishing concentrations 
(MECs) of CO2 (added to the oxidizer) as a function of the PCC loading (added to the 
oxidizer or fuel stream).  The calculated MEC of CO2 without an inhibitor was in good 
agreement with the measured value.  For moderate DMMP loading to the air (<1 %), the 
measured value became significantly smaller, presumably due to particle formation in the 
experiment.  An inhibitor in the oxidizer flow was an-order-of-magnitude more effective 
compared to that in the fuel flow in gas-phase inhibition of co-flow diffusion flames.   

1. Introduction

Phosphorus-containing compounds (PCCs) are known to be effective at reducing flammability of 
polymers, with some ambiguity as to whether their effectiveness is due to gas phase reactions 
involving phosphorus intermediates, or a condensed-phase action [1].  The use of PCCs as fire 
retardant (FR) additives to plastics has increased dramatically in recent years [2-6].  In this 
application, the relative importance of gas phase chemistry and solid-phase effects such as char 
promotion has been debated, with recent work suggesting comparable importance for the two 
mechanisms, depending on the specific PCC chemistry [3, 7-9].  Due to environmental and 
health concerns on the most common gas-phase active FR formulations, bromine-containing 
compounds with antimony trioxide, PCCs are considered as the chemical systems of highest 
interest to polymer companies and fire retardant manufactures, and the subject of the most 
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intense recent investigations [10, 11].  While FRs added to polymers increase their ignition time 
and reduce their heat release rates when burning [1, 4, 12], PCCs have also been evaluated as 
potential halon replacements for fire suppression [13] using cup burner, streaming tests [14, 15] 
and opposed-jet diffusion flames [16].  Further understanding of how PCCs affect flames is 
important for their efficient use. 

A model for the gas-phase chemical kinetics of phosphorus compounds has been developed over 
the years.  The decomposition of PCCs is a relatively fast, complicated process in a flame 
reaction zone.  Once it has decomposed, PCC’s main products (PO2, PO, HOPO and HOPO2) 
participate in catalytic radical recombination cycles that inhibit the flame.  Simplified versions of 
the main cycles are shown in Figure 1.  Sensitivity and reaction pathway analyses show two 
main inhibition cycles involving reactions of PO2, HOPO and HOPO2 species (PO2  HOPO 
and PO2  HOPO2): 

(1) H + PO2 + M  HOPO + M (2) OH + PO2 + M  HOPO2+ M
OH + HOPO  H2O + PO2 H + HOPO2  H2O + PO2

H + HOPO  H2 + PO2

O + HOPO  OH + PO2

Each step of these cycling sequences involves scavenging of H, O, and OH radicals, decreasing 
their concentration, and correspondingly, the flame reaction rate. 

The effects of dimethylmethylphosphonate (DMMP, PO[CH3][OCH3]2) in methane-air co-
flow diffusion flames, in the cup-burner configuration, have recently been investigated 
experimentally [17] at the National Institute of Standards and Technology (NIST).  By using 
comprehensive numerical simulations, the present authors have studied the flame structure [18] 
and inhibition (or combustion enhancement) [19-21] processes in the cup-burner flames.  This 
paper reports the numerical results for three PCCs:  DMMP, tetramethylphosphate (PO[OCH3]3), 
and phosphoric acid (PO[OH]3).  As DMMP and TMP have a significant heating value (due to 
methyl groups attached to the phosphorus atom), phosphoric acid is also used for a comparison 
(since it provides the chemical inhibition without the fuel effect).  The additive affects the flame 
structure, which then changes the additive effectiveness.  The overall goal of the present work is 
to understand how the properties of flames interact with the gas-phase inhibition.  The 
knowledge of detailed flame structure that affects fire retardant effectiveness will help to 
understand the reasons for the variation of effectiveness for phosphorus with flame type. 

2. Computational Methods

A time-dependent, axisymmetric numerical code (UNICORN) [22, 23] is used for the simulation 
of diffusion flames stabilized on the cup burner.  A clustered mesh system is employed to trace 
the gradients in flow variables near the flame surface.  The thermo-physical properties such as 
enthalpy, viscosity, thermal conductivity, and binary molecular diffusion of all of the species are 
calculated from the polynomial curve fits developed for the temperature range 300 K to 5000 K. 
Mixture viscosity and thermal conductivity are estimated using the Wilke and Kee expressions, 
respectively.  A simple radiation model based on the optically thin-media assumption for CH4, 
CO, CO2, H2O and soot is considered.  A comprehensive reaction mechanism (77 species and 
886 elementary reactions) is assembled from a detailed reaction mechanism of GRI-V3.0 [24] for 
methane-oxygen combustion and a phosphorus mechanism [25]. 
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The finite-difference forms of the momentum equations are obtained using an implicit 
QUICKEST scheme [22], and those of the species and energy equations are obtained using a 
hybrid scheme of upwind and central differencing.  A physical domain of 200 mm by 47.5 mm is 
used with a 351 × 151 non-uniform grid system that yields 0.2 mm by 0.15 mm minimum grid 
spacing in the z and r directions, respectively, in the flame zone.  The outflow boundary in z 
direction is located sufficiently far from the burner exit ≈14 fuel-cup radii) such that propagation 
of boundary-induced disturbances into the region of interest is minimal.  The cup burner outer 
diameter is 28 mm and the chimney inner diameter is 95 mm.  The burner wall (1-mm long and 
1-mm thick tube) temperature is set at 600 K, and the wall surface is under the no-slip velocity
condition.  The mean gas velocities are set at 1.24 cm/s and 15.5 cm/s, respectively, for the fuel
(methane) and oxidizer streams and a temperature of 374 K.  The air velocity is in the middle of
the so-called “plateau region” [19], where the extinguishing agent concentration is independent
of the oxidizer velocity.

Validation of the UNICORN code has been performed for a variety of flame systems, fuels, and 
inhibitors with the kinetic model used.  The predicted global strain rates at extinction of 
methane-air opposing-jet flames at the reactant temperature of 373 K are 380 s-1 without the 
inhibitor, which is close to the measured value (360 s-1) [16], and those with DMMP added to the 
flames with different stretch rates are within a range of 10 % of the experiments. 

3. Results and Discussion

First, stable flames with an inhibitor were calculated by increasing incrementally (starting at 0) 
the loading of the inhibitor in the oxidizer or fuel stream.  Then, the flame extinguishing 
conditions were determined by increasing the CO2 volume fraction (XCO2) in the oxidizer 
(starting at 0; in increments of < 1 % of XCO2 as the limit approached) until the flame blew off. 
The process was repeated at different inhibitor loadings.  Figure 1 shows the calculated and 
measured [17] inhibitor effectiveness expressed as the MECs of CO2 added to the oxidizer as a 
function of the inhibitor loading: (a) added to the oxidizer or (b) fuel stream.  The calculated 
MEC without DMMP was XCO2 = 0.199, which was in reasonable agreement ( 7 %) with 
measurement (0.185 at 373 K) [17].  With an addition of DMMP to the oxidizer (Fig. 1a) at very 
low volume fractions (XDMMP-O <0.003), both measured and calculated MECs of CO2 decreased 
rapidly as a result of efficient chemical inhibition.  The calculated MEC of CO2 became 
significantly larger than the measured value, probably because of particle formation just outside 
the actual flames with DMMP [17].  Since the calculation did not take into account particle 
formation, the actual flame temperature could be much lower than the calculation due to the 
radiative heat loss from the high-temperature particles, formed on the air side of the flame zone 
[17], thus requiring much lower XCO2 at extinguishment.  As the DMMP volume fraction was 
increased further, the rate of decrease (slope) of the MEC curves decreased, particularly for the 
experiment, and thus the two curves crossed at XDMMP-O = 0.012. 

In the experiment [17], the marginal effectiveness of the DMMP diminished, and for XDMMP-O > 
0.07, the additional DMMP was essentially ineffective.  The behavior for DMMP was very 
similar to that observed for metallic compounds added to cup-burner flames [18].  The loss of 
effectiveness for the metals was believed to be due to particle formation (which acted as a sink 
for the active gas-phase intermediate species that catalytically recombined radicals).  Premixed 
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flame structure calculations [17] implied that DMMP addition reduced the concentrations of the 
chain-carrier radicals (H, O, and OH) to the equilibrium levels so that additional DMMP had 
little effect on the flame. 

The MEC curve for TMP followed closely that for DMMP as the concentrations profiles of the 
main decomposition products (PO2, HOPO and HOPO2) were nearly the same.  On the other 
hand, the inhibition effectiveness of phosphoric acid was higher than those of DMMP and TMP. 
Unlike DMMP and TMP, which have a significant heating value due to methyl groups attached 
to the phosphorus atom, phosphoric acid provides the chemical inhibition without the fuel effect. 

The inhibitor effectiveness of PCCs was reduced markedly when added to the fuel stream 
(Fig. 1b).  As the DMMP volume fraction was increased, the measured MEC of CO2 decreased 
rapidly and became nearly ineffective for XDMMP-F > 0.01.  The calculated MEC of CO2 for 
DMMP decreased linearly, showing no synergistic effect with CO2.  The volume fraction of 
DMMP required to extinguish without CO2 (XDMMP-F = 0.281) was an order of magnitude larger 
than that for the addition to the oxidizer (XDMMP-O = 0.0181). 

Figure 2 shows the calculated structure of methane cup-burner flames near extinguishment.  The 
flame with DMMP added to the oxidizer (Fig. 2a) shows the two-zone flame structure [21] due 
to the heat release by the inhibitor itself on the air side of the main flame zone.  There is no outer 
heat-release zone for DMMP added to the fuel (Fig. 2b).  The flame with TMP added to the 
oxidizer (Fig. 2c) also shows, to a lesser extent, the two-zone flame structure.  By contrast, the 
flame with phosphoric acid added to the oxidizer (Fig. 2d) shows the main flame zone only with 
relatively high flame temperature.  The maximum flame temperature was substantially higher 
(> 2100 K) for DMMP or TMP added to the oxidizer.  The radial distributions of the species 
volume fractions across the flame base (not shown) revealed that the maximum H-atom 
concentration decreased to constant values (XH  0.0002 for the PCC loading to the oxidizer, XH 
 0.00024 for the PCC loading to the fuel).  

Figure 1 Minimum extinguishing concentrations of CO2 in methane cup-burner flames:  (a) both CO2 and
DMMP added to the oxidizer and (b) CO2 added to the oxidizer and DMMP to the fuel flow. 

( a ) ( b ) 
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Conclusions 

The physical and chemical effects of the PCCs, acting in the gas phase, on the structure and 
inhibition of methane-air co-flow diffusion flames, in the cup-burner configuration, were studied 
computationally.  The inhibitor effectiveness was calculated as the MECs of CO2 (added to the 
oxidizer) as a function of the PCC loading (added to the oxidizer or fuel stream).  The 

Figure 2: Calculated structure of methane cup-burner flames with agents:  (a) DMMP added to the oxidizer at
XDMMP-O = 0.018, (b) DMMP added to the fuel at XDMMP-F = 0.28, (c) TMP added to the oxidizer at XTMP-O = 
0.016, and (d) phosphoric acid added to the oxidizer at XPA-O = 0.011. 

( a ) 

( c ) 

( b ) 

( d ) 
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effectiveness of PCCs added to the oxidizer was high.  The two-zone flame structure was 
predicted with the DMMP (or TMP) addition to the oxidizer due to the reactions of the inhibitor 
itself.  PCCs in the fuel stream were an-order-of-magnitude less effective in gas-phase inhibition 
of co-flow diffusion flames.  This result is a drawback for fire retardants added to solid materials, 
while it is beneficial to fire suppressants deployed into the surrounding air.  The inhibition 
processes in co-flow diffusion flames are influenced strongly by transport phenomena as well as 
chemical kinetics because of (1) a small stoichiometric mixture fraction (0.055 for methane), (2) 
which results in the flame location on the oxidizer side of the dividing streamline, and (3) thus, 
for the inhibitor added to the fuel, reducing the concentrations of active phosphorus intermediate 
species (PO2, HOPO, and HOPO2) in the flame stabilizing region so that the catalytic reactions 
to recombine the chain-carrier radicals (H, O, and OH) were relatively slow. 
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Abstract 

Computation has been performed for a methane-air co-flow diffusion flame, in the cup-
burner configuration, with a phosphorus-containing compound (PCC), dimethyl 
methylphosphonate (DMMP) or phosphoric acid, added to the oxidizer stream.  The time-
dependent axisymmetric numerical code, which includes a detailed kinetics model 
(77 species and 886 reactions), diffusive transport, and a gray-gas radiation model (for 
CH4, CO, CO2, H2O, and soot), has revealed the interaction of the gas-phase mechanisms 
of PCCs with the flame structure.  The PCCs behave similarly with regard to flame inhibi-
tion:  both raise the maximum temperature in the trailing flame, lower radical concentra-
tions, and lower the heat-release rate at the peak reactivity spot (i.e., reaction kernel) at the 
flame base where the flame is stabilized.  The mechanism of lowered radical concentra-
tions is primarily due to catalytic cycles involving phosphorus species in both regions of 
the flame.  For DMMP, which contains three methyl groups, the flame exhibited higher 
temperature and combustion enhancement in the trailing flame, with unique two-zone 
flame structure. 

Keywords 

Fire retardant • Fire suppression • Dimethyl methylphosphonate • Phosphoric acid • 
Diffusion flame structure 

1 Introduction 

Phosphorus-containing compounds (PCCs) are known to 
be effective at reducing flammability of polymers, with 
some ambiguity as to whether their effectiveness is due to 
gas phase reactions involving phosphorus intermediates, or 
a condensed-phase action [1].  The use of PCCs as fire re-
tardant (FR) additives to plastics has increased dramatically 
in recent years [2-6].  In this application, the relative im-
portance of gas phase chemistry and solid-phase effects 
such as char promotion has been debated, with recent work 

suggesting comparable importance for the two mecha-
nisms, depending on the specific PCC chemistry [3, 7-9]. 

Due to environmental and health concerns on the most 
common gas-phase active FR formulations, bromine-
containing compounds, with antimony trioxide usually 
added as a synergist, PCCs are considered as the chemical 
systems of highest interest to polymer companies and fire 
retardant manufactures, and the subject of the most intense 
recent investigations [10, 11]. 

While FRs increase their ignition time and reduce their 
heat release rates when burning [4, 12-13], PCCs have also 
been evaluated as potential halon replacements for fire 
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suppression using cup burner, streaming tests [14, 15], and 
opposed-jet diffusion flames [16].  Further understanding 
of how PCCs affect flames is important for their efficient 
use. 

A gas-phase chemical kinetics model of phosphorus 
compounds has been developed [17-22] over the years.  
Our calculations demonstrate that decomposition of 
DMMP (or other PCCs) is a relatively fast complicated 
process in a flame reaction zone.  Once it decomposed, its 
main products (PO2, PO, HOPO and HOPO2) participate in 
the cycling sequence of reactions leading to the inhibition 
influence on the reaction in a flame zone.  Figure 1 shows 
the simplified picture of the main inter-conversions of 
phosphorus-containing species. 
 

 
Fig. 1  The abbreviated inhibition reaction cycles of PCC agents. 
 

The sensitivity and reaction pathway analysis show two 
main inhibition cycles involving reactions of PO2, HOPO 
and HOPO2 species (PO2 ⇔ HOPO and PO2 ⇔ HOPO2): 
 
(1) H + PO2 + M  HOPO + M 
 OH + HOPO  H2O + PO2 
 H + HOPO  H2 + PO2 
 O + HOPO  OH + PO2 
 
(2) OH + PO2 + M  HOPO2+ M 
 H + HOPO2  H2O + PO2 
 

Each step of these cycling sequences involves a scav-
enging of H, O, and OH radicals, decreasing the concentra-
tion of radical pool, and, correspondingly, decreasing the 
flame reaction rate. 

This mechanism has been used [23-27] to model the in-
hibition of premixed and counterflow diffusion flames with 
reasonable results.  Nonetheless, no researchers have mod-
eled or extensively studied co-flow diffusion flames, for 
which poor performance has been observed [16]. 

The effectiveness of compounds in gaseous flame inhi-
bition is quite complex, depending upon the additive type 
as well as flame properties.  Different inhibitors can be 
more or less effective depending upon the flame type.  Di-
methyl methylphosphonate (DMMP, PO[CH3][OCH3]2) is 
about 141 times as effective as CO2 in a premixed flame 
[28], 30 times as effective in a counter-flow diffusion 
flame [16] but only 3 times as effective in a cup-burner 
flame [29].  For phosphorus, this large variation in effec-
tiveness with flame type has not been explained.  Since 
phosphorous is and will be used as a gas-phase active FR, 
it would be of great value to understand the conditions for 
which it is expected to work. 

The effects of DMMP in methane-air co-flow diffusion 
flames, in the cup-burner configuration, have recently been 
investigated experimentally [30] at the National Institute of 
Standards and Technology (NIST).  The inhibitor effec-
tiveness was measured as the minimum extinguishing con-
centrations (MECs) of CO2 (added to the oxidizer) as a 
function of the DMMP loading (added to the oxidizer or 
fuel stream), in a similar manner as reported [31] in the lit-
erature for n-heptane flames.  The particle formation in the 
flame with added DMMP was studied using the laser scat-
tering technique.  In addition, premixed flame simulations 
were used to approximate the flame chemistry (in the flame 
stabilization region) at the measured extinguishing condi-
tions [30]. 

By using comprehensive numerical simulations, the 
present authors [32, 33] have studied the flame structure 
and inhibition (or combustion enhancement) processes in 
the cup-burner flames and, more recently, extended the ef-
fort to DMMP [34].  As DMMP has a significant heating 
value (due to methyl groups attached to the phosphorus at-
om), phosphoric acid (PO[OH]3) is also used in this report 
for a comparison (since it provide the chemical inhibition 
without the fuel effect).  The effectiveness of the chemical 
additive affects the flame structure, which then changes the 
additive effectiveness, etc.  The overall goal of the present 
work is to understand how the properties of flames interact 
with the gas-phase inhibition, in support of the experi-
mental research at NIST.  The knowledge of detailed flame 
structure (temperature, species concentration, flow field, 
etc.) that affects fire retardant effectiveness will help to un-
derstand the reasons for the variation of effectiveness for 
phosphorus with flame type, and to shed light on how fire 
retardants which act in the gas phase actually retard igni-
tion or reduce heat release.  Ultimately, this work aims to 
aid in the development and application of new compounds 
that are likely to be used in flame-retarded high-volume 
thermoplastics to replace the widely used brominated re-
tardants (and their antimony synergist). 
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2 Computational Methods 

A time-dependent, axisymmetric numerical code 
(UNICORN) [35, 36] is used for the simulation of diffu-
sion flames stabilized on the cup burner.  The code solves 
the axial and radial (z and r) full Navier-Stokes momentum 
equations, continuity equation, and enthalpy- and species-
conservation equations on a staggered-grid system.  A clus-
tered mesh system is employed to trace the gradients in 
flow variables near the flame surface.  The thermo-physical 
properties such as enthalpy, viscosity, thermal conductivi-
ty, and binary molecular diffusion of all of the species are 
calculated from the polynomial curve fits developed for the 
temperature range 300 K to 5000 K.  Mixture viscosity and 
thermal conductivity are then estimated using the Wilke 
and Kee expressions, respectively.  Molecular diffusion is 
assumed to be of the binary-diffusion type, and the diffu-
sion velocity of a species is calculated using Fick's law and 
the effective-diffusion coefficient of that species in the 
mixture.  A simple radiation model based on the optically 
thin-media assumption is incorporated into the energy 
equation.  Radiation from CH4, CO, CO2, H2O and soot is 
considered in the present study. 

A comprehensive reaction mechanism (77 species and 
886 elementary reactions) is assembled and integrated into 
the UNICORN code for the simulation of methane flames 
with DMMP added to either the fuel or air stream.  A 
chemical-kinetics model is compiled from a detailed reac-
tion mechanism of GRI-V3.0 [37] for methane-oxygen 
combustion and a phosphorus mechanism [38] (41 addi-
tional species and 448 reactions). 

The finite-difference forms of the momentum equations 
are obtained using an implicit QUICKEST scheme [35], 
and those of the species and energy equations are obtained 
using a hybrid scheme of upwind and central differencing.  
At every time-step, the pressure field is accurately calculat-
ed by solving all the pressure Poisson equations simultane-
ously and using the LU (Lower and Upper diagonal) ma-
trix-decomposition technique.   

Unsteady axisymmetric calculations for the cup-burner 
flames are made on a physical domain of 200 mm by 
47.5 mm using a 351 × 151 non-uniform grid system that 
yields 0.2 mm by 0.15 mm minimum grid spacing in the z 
and r directions, respectively, in the flame zone.  The com-
putational domain is bounded by the axis of symmetry and 
a chimney wall boundary in the radial direction and by the 
inflow and outflow boundaries in the axial direction.  The 
outflow boundary in z direction is located sufficiently far 
from the burner exit (~14 fuel-cup radii) such that propaga-
tion of boundary-induced disturbances into the region of 
interest is minimal.  Flat velocity profiles are imposed at 
the fuel and air inflow boundaries, while an extrapolation 

procedure with weighted zero- and first-order terms is used 
to estimate the flow variables at the outflow boundary.  The 
cup burner outer diameter is 28 mm and the chimney inner 
diameter is 95 mm.  The burner wall (1-mm long and 
1-mm thick tube) temperature is set at 600 K, and the wall 
surface is under the no-slip velocity condition.  The mean 
gas velocities and temperature are set at 1.24 cm/s and 
15.5 cm/s, respectively, for the fuel (methane) and oxidizer 
streams and 374 K.  The low fuel velocity represents low 
momentum conditions typical of condensed material fires.  
The air velocity is in the middle of the so-called “plateau 
region” [32], where the extinguishing agent concentration 
is independent of the oxidizer velocity. 

Validation of the UNICORN code has been performed 
for a variety of flame systems, fuels, and inhibitors with the 
kinetic model used.  The predicted global strain rates at ex-
tinction of methane-air opposing-jet flames at the reactant 
temperature of 100 °C are 380 s-1 without the inhibitor, 
which is close to the measured value (360 s-1) [16], and 
those with DMMP added to the flames with different 
stretch rates are within a range of 10 % of the experiments. 

 
3 Results and Discussion 

The numerical simulations reported previously [39, 40] 
show that the flame-base region supports a trailing flame 
and controls the flame attachment, detachment, and oscilla-
tion processes.  Near the extinguishment limit, small varia-
tions in the agent volume fraction in the oxidizing stream 
result in profound changes in the flame structure.  The cal-
culated inner structure of the flame base region provides 
detailed physical and chemical insights into the flame sta-
bilizing mechanism and inhibition processes.   

Figure 2 shows the calculated structure of near-limit 
flames in air with (a) DMMP at XDMMP-O = 0.012 and CO2 
at XCO2 = 0.032 (Fig. 2a) and (b) PO(OH)3 at XPO(OH)3-O = 
0.011 (with no CO2 added) (Fig. 2b).  The variables include 
the velocity vectors (v), isotherms (T), and heat-release rate 
(�̇�).  Although unsteady code is used, the calculated flames 
are nearly steady state without flame flickering or base os-
cillations throughout the entire process because of the rela-
tively high oxidizer flow velocity and temperature.  The 
base of both flames is detached and lifted above the burner 
rim at the height from the burner rim, zk = 3.4 mm (Fig. 2a) 
and 4.2 mm (Fig. 2b) in the nearly horizontal entrainment 
flow.  The velocity vectors show longitudinal acceleration 
in the hot zone due to buoyancy.  As a result of the conti-
nuity of the fluid, surrounding air is entrained into the low-
er part of the flame.  The entrainment flow inclines inward-
ly as a result of the overall stream-tube (streamline 
spacing) shrinkage due to the significantly low velocity of 
the fuel compared to that of the oxidizer as well as the flow  
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  ( a ) 

 
  ( b ) 
Fig. 2  Calculated structure of methane cup-burner flames with agents 
added to the oxidizer:  (a) DMMP at XDMMP-O = 0.012, XCO2 = 0.032  
and (b) PO(OH)3 at XPO(OH)3-O = 0.011. 
 
acceleration downstream.  The heat-release rate contours 
show a peak reactivity spot (i.e., the reaction kernel [39]) at 
the flame base, where the chain-carrier radicals (H, O, and 
OH), as well as heat, diffuse back against the oxygen-rich 
incoming buoyancy-induced flow, thus promoting chain- 
 

 
Fig. 3  Calculated maximum temperature and reaction-kernel heat-
release rate in methane cup-burner flames with DMMP or PO(OH)3 
added to the oxidizer. 
 
branching (H + O2  OH + O) and subsequent vigorous 
reactions to form the reaction kernel. 

For DMMP (Fig. 2a), the heat-release rate contour 
shows a weak branch on the oxidizer side extending down-
stream from the reaction kernel.  This feature was similar 
to the two-zone flame structure for halon replacement fire-
extinguishing agents with fuel components, as found previ-
ously [33].  The two-zone flame structure is formed due to 
burning of the fuel component of DMMP, while for 
PO(OH)3, no outer branch is formed. 

Figure 3 shows the maximum temperature in the trail-
ing diffusion flame and the peak heat-release rate at the re-
action kernel in the flame with pure DMMP or PO(OH)3 in 
the oxidizer.  As DMMP or PO(OH)3 is added to the oxi-
dizer, Tmax increases, whereas the reaction kernel weakens 
(the heat-release rate decreases linearly).  Tmax in the trail-
ing flame with DMMP added to the oxidizer is higher than 
that with PO(OH)3 possibly due to combustion enhance-
ment by additional heat release. 

Figure 4 shows the radial variations of calculated tem-
perature and the heat-release rate crossing the reaction ker-
nel at zk = 3.4 mm and the trailing flame at z = 6.4 mm (zk 
+ 3 mm) in the near-limit flame with DMMP at XDMMP-O = 
0.012 and CO2 at XCO2 = 0.032 (see Fig. 2a).  At zk = 
3.4 mm, the heat-release rate peak resides slightly on the 
oxidizer side of the temperature peak, as the reaction kernel 
broadens as a result of fuel-air mixing in the region be-
tween the flame base and the burner rim.  At z = 6.4 mm, 
the trailing diffusion flame is characterized by “two-zone” 
structure [33] (inner and outer) as evident from two heat-
release rate peaks.  The inner zone (10 mm < r < 11.4 mm) 
is  formed  by  the  hydrocarbon-O2  combustion  with  the  
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Fig. 4  Calculated radial variations of the temperature and heat-
release rate at z = 3.4 mm and 6.4 mm in a methane cup-burner flame 
with DMMP and CO2 added to the oxidizer at XDMMP-O = 0.012 and 
XCO2 = 0.032, respectively. 
 
heat-release rate peak residing on the temperature peak.  
The outer zone (11.4 mm < r < 13 mm) is formed by exo-
thermic reactions of the retardant itself.   

Figure 5 shows the radial variations of the volume frac-
tions (Xi) of phosphorus-containing species and the chain-
carrier radicals (H, O, and OH) crossing the reaction kernel 
at zk = 3.4 mm (Fig. 5a) and the trailing flame at zk = 
6.4 mm (Fig. 5b) with DMMP added at XDMMP-O = 0.012 
and CO2 at XCO2 = 0.032.  In the region surrounding the re-
action kernel (Fig. 5a), DMMP in the oxidizer stream re-
acts with O2 and the radicals and is fragmented and dimin-
ished.  As a result, the concentration peaks of species such 
as PO(OH)3, CH3PO2, and P(OH)3 are formed in this pe-
ripheral region.  Relatively high concentrations (Xi in the 
order of 10-3) of active phosphorus intermediates (HOPO2, 
HOPO, and PO2) present in the high-temperature central 
region, where the peaks of the chain-carrier radicals (H, O, 
and OH) are formed.  Consequently, the afore-mentioned 
phosphorus inhibition reactions of radical recombination 
cycles are taking place vigorously at the reaction kernel.  In 
the trailing flame (Fig. 5b), as a result of the two-zone 
flame structure and higher temperature, the DMMP frag-
ments, active phosphorus intermediates, and radicals 
spread radially at higher concentrations. 

Figure 6 shows the radial variations of calculated tem-
perature and the heat-release rate crossing the reaction ker-
nel at zk = 4.2 mm and the trailing flame at z = 7.2 mm (zk 
+ 3 mm) in the near-limit flame with PO(OH)3 at XPO(OH)3-O 
= 0.011 (see Fig. 2b).  As described above, no outer zone 
with a significant heat-release rate peak is formed in the 
trailing flame. 

 
  ( a ) 

 
  ( b ) 
Fig. 5  Calculated radial variations of the volume fractions in a me-
thane cup-burner flame with DMMP and CO2 added to the oxidizer at 
XDMMP-O = 0.012 and XCO2 = 0.032, respectively, at (a) z = 3.4 mm and 
(b) z = 6.4 mm. 
 

Figure 7 shows the radial variations of the volume frac-
tions (Xi) of phosphorus-containing species and the chain-
carrier radicals (H, O, and OH) crossing the reaction kernel 
at zk = 4.2 mm (Fig. 7a) and the trailing flame at zk = 
7.2 mm (Fig. 7b) with PO(OH)3 added at XPO(OH)3-O = 
0.011.  At both zk = 4.2 mm and 7.2 mm, the volume frac-
tions  of  phosphorus  intermediates  on  the  air  side of the  
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Fig. 6  Calculated radial variations of the temperature and heat-
release rate at z = 4.2 mm and 7.2 mm in a methane cup-burner flame 
with PO(OH)3 added to the oxidizer at XPO(OH)3-O = 0.011. 
 
temperature peak are much smaller than the DMMP addi-
tion (Fig. 4). 

The effectiveness of phosphorus compounds in inhibi-
tion is quite complex, depending on the additive type and 
the flame structure, which depends on the region in the 
flame.  As shown in Fig. 3, the PCC addition to the oxidiz-
er results in higher Tmax, which would increase the radical 
concentrations.  On the other hand, the two-zone flame 
structure with DMMP generates more active phosphorus 
intermediates on the oxidizer side of the trailing flame, thus 
promoting the radical recombination cycles.  In the reaction 
kernel, there is good upstream mixing of fuel and oxidizer 
because the base is lifted.  Thus, the inhibition characteris-
tics in the reaction kernel must be closer to those in pre-
mixed flames, where the species for the catalytic cycles are 
more readily available. 
 
4 Conclusions 

The effects of the PCCs (DMMP and PO[OH]3) acting in 
the gas phase on the structure and inhibition of methane-air 
co-flow cup-burner flames have been studied computation-
ally.  The two-zone flame structure has been calculated 
with the DMMP addition to the oxidizer due to the reac-
tions of the retardant itself, whereas PO[OH]3 lacks it.  The 
effectiveness of PCCs added to the oxidizer is outstanding.  
Although the PCCs in the oxidizer increased the maximum 
flame temperature, particularly for DMMP, in the trailing 
diffusion flame, it weakened the flame attachment point 
(reaction kernel) at the flame base, thereby inducing the de-
tachment, lifting, and blowout extinguishment.   

 
  ( a ) 

 
  ( b ) 
Fig. 7  Calculated radial variations of the volume fractions in a me-
thane cup-burner flame with PO(OH)3 added to the oxidizer at 
XPO(OH)3-O = 0.011, at (a) z = 4.2 mm and (b) z = 7.2 mm. 
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Abstract: Modern-day attackers tend to use sophisticated multi-stage/multi-host attack 

techniques and anti-forensics tools to cover their attack traces. Due to the current limitations of 

intrusion detection systems (IDS) and forensic analysis tools, the evidence can be a false positive 

or missing. Besides, the number of security events is so large that finding an attack pattern is like 

finding a needle in a haystack. Under this situation, reconstructing the attack scenario that can 

hold the attacker accountable for their crime is very challenging. 

This paper describes a probabilistic model that applies Bayesian Network to constructed 

evidence graphs, systematically addressing how to resolve some of the above problems by 

detecting false positives, analyzing the reasons of the missing evidence and computing the 

probability for an entire attack scenario. We have also developed a software tool based on this 

model for network forensics analysis. Our system is based on a Prolog system using known 

vulnerability databases and an anti-forensics database that is similar to the NIST National 

Vulnerability Database (NVD). Our experimental results and case study show that such a system 

can be useful for constructing the most likely attack scenario and managing errors for network 

forensics analysis. 

Keywords:  Network forensic, Digital evidence, Logical evidence graphs, Bayesian Network 
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1. INTRODUCTION 

Digital forensics investigators use evidence and contextual facts to formulate attack 

hypotheses, and assess the probability that the facts support or refute their hypotheses on 

network attacks [7]. However, due to limitation of forensic tools and expert’s opinions, in an 

enterprise network, formalizing a hypothesis and providing quantitative measures to support the 

hypothesis on multi-step, multi-host attacks is a challenge. As a solution, we designed a method 

and developed a software tool to partially automate the process of constructing quantitatively 

supportable attack scenarios using the available evidence. We show its applicability with a case 

study. 

Our method uses Bayesian Network (BN) to estimate the likelihood and false positive 

rates of potential attack scenarios that fit discovered evidence. Although Bayesian Networks 

have been used for digital evidence modeling [5,6,7,12], to the best of our knowledge, the above 

contributions construct BNs in an ad hoc manner. In this paper, we show how our method 

automate the process of organizing evidence in a graph structure (that we call a logical evidence 

graph) and applying Bayesian analysis to the entire graph. By doing so, the system can: (1) 

provide us attack scenarios with acceptable false positive rates, and (2) dynamically update joint 

posterior attack probability and false positive rate of an attack path when new evidence along the 

attack path is presented. 

The rest of this paper is organized as follows. Section 2 provides background and related 

work. Section 3 describes Logical evidence Graphs. Section 4 describes our probabilistic 

analysis. Section 5 describes a case study. Section 6 concludes the paper. 

2. BACKGROUND AND RELATED WORK 

1
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Bayesian Networks have been used to facilitate the expression of opinions regarding legal 

determinations on the credibility and relative weight of non-digital evidence [5, 6, 7, 8, 12]. In 

criminal forensics, many researchers use BNs to model dependencies between hypothesis and 

evidence taken from crime scenes and use these models to update belief probability of newly 

found evidence given the previous ones [5, 6, 8, 10,11, 12]. Digital forensics researchers also 

have used BNs to reason about evidence in order to quantify their “strengths” in supporting 

hypotheses about reliability and traceability [7]. However, in the above work, BNs were custom-

built without using a uniform model. Also, tools that directly support automatically building a 

Bayesian Network from available evidence and estimating belief probabilities and corresponding 

potential error rate given the evidence have been minimal. 

Our system is based on a Prolog-based reasoning system MulVAL [13,14] using known 

vulnerability databases and an anti-forensics database that we plan to extend to a standardized 

database like the NIST National Vulnerability Database (NVD).  

3. LOGICAL EVIDENCE GRAPHS 

This section defines evidence graphs and shows how we design rules to correlate 

available evidence to attack scenarios. Because we use reasoning to link observed attack events 

and collected evidence, we call them logical evidence graphs. 

Definition 1 (Logical Evidence Graph- LEG): LEG=(Nr,Nf,Nc,E,L,G) is said to be a 

logical evidence graph (LEG), where Nf, Nr and Nc are three sets of disjoint nodes in the graph 

(called fact, rule, and consequence fact nodes respectively), E ⊆ ((Nf∪Nc)×Nr)∪( Nr ×Nc) ),	  and 

L is a mapping from a node to its labels. G⊆ Nc are the observed attack events. Every rule node 

has a consequence fact node as its single child and one or more fact or consequence fact nodes 

from prior attack steps as its parents .  Node labels consist of instantiations of rules or sets of 

2
 
SP-540

Liu, Changwei; Singhal, Anoop; Wijesekera, Duminda. "A Probabilistic Network Forensics Model for Evidence Analysis." Paper presented at the IFIP Advances in Information and Communication Technology, New Delhi, India, Jan 4-Jan 6, 2016.

Liu, Changwei; Singhal, Anoop; Wijesekera, Duminda. 
“A Probabilistic Network Forensics Model for Evidence Analysis.” 

Paper presented at the IFIP Advances in Information and Communication Technology, New Delhi, India, Jan 4-Jan 6, 2016.



	  

  

          

 

 

  

     

    

  

   

 

    

     

        

     

        

           

        

  

             

      

         

         

       

predicates specified as follows: 

1. A node in Nf is an instantiation of predicates that codify system state including access 

privileges, network topology consisting interconnectivity information, or known vulnerabilities 

associated with host computers in the system. We use the following predicates: 

a.	 “hasAccount(_principal, _host, _account)”, “canAccessFile(_host, _user, _access, 

_path)” and etc. to model access privileges. 

b.	 “attackerLocated(_host)” and “hacl(_src, _dst, _prot, _port)” to model network topology, 

namely, the attacker location and network reachability information. 

c.	 “vulExists(_host, _vulID, _program)” and “vulProperty(_vulID, _range, _consequence)” 

to model vulnerabilities exhibited by nodes. 

2. A node in Nc represents the predicate that codifies the post attack state as the consequence of 

an attack step. We use predicates “execCode(_host,_user)” and “netAccess(_machine,_protocol, 

_port)” to model the attacker’s capability after the attack step. Valid instantiations of these 

predicates after an attack will update valid instantiation of the predicates listed in (1). 

3. A node in Nr consists of a single rule of the form p⇐p1∧p2,.,∧pn, where p as the child node of 

Nr is an instantiation of predicates from Nc , and all pi for i∈{1,…n} as the parents nodes of Nr 

are the collection of all predicate instantiations of Nf from the current step and Nc from all prior 

attack steps. 

Figure 1 is an example LEG (the notation of all nodes is in the Table 1), where fact, rule 

and consequence fact nodes are represented as boxes, ellipses, and diamonds respectively. 

Consequence fact nodes (Node 1 and 3) codify attack status obtainable from event logs or other 

forensic tools recording the post-conditions of attack steps. Facts (Node 5, 6, 7 and 8) include 

software vulnerability (Node 8) extracted from a forensic tool by analyzing captured evidence, 

3
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computer configuration (Node 7) and network topology of a network (Node 5, 6). Rule nodes 

(node 4 and 2) represent specific rules that change the attack status based on attack steps. These 

rules have to be created from expert knowledge and are used to link chains of evidence as 

consequences of attack steps. Linking the chain of evidence using a rule forms an investigator’s 

hypothesis of an attack step given the evidence. 

Figure 1: An Example Logical Evidence Graph
 

Table 1: The notation of nodes in Figure 1
 

Node Notation Resource 

1 execCode(workStation1,user) Evidence obtained from event 
log 

2 THROUGH 3 (remote exploit of a server program) Rule 1 (hypothesis 1) 

3 netAccess(workStation1,tcp,4040) Evidence obtained from event 
log 

4 THROUGH 8 (direct network access) Rule 2 (hypothesis 2) 
5 hacl(internet,workStation1,tcp,4040) Network Setup 
6 attackerLocated(internet) Fact 
7 networkServiceInfo(workStation1,httpd,tcp,4040,user) Computer Setup 

8 vulExists(workStation1,'CVE-2009-1918', 
httpd,remoteExploit,privEscalation) 

Vulnerability obtained from IDS 
Alert 

Figure 2 lists the two rules, Rule 1 and Rule 2 in Table 1, between Line 9 and Line 17. 

Rules use the Prolog notation “: -“ to separate the head (consequence) and the body (facts). In 
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Figure 2, Line 1 to Line 8 identifies fact and consequence predicates of the two rules. Rule 1 

between Line 9 to Line 12 in Figure 2 represents an attack step that states: if (1) the attacker is 

located in a “Zone” such as internet (Line 10- attackerLocated(Zone)), and (2) if a host computer 

“H” can be accessed from the “Zone” by using “Protocol” at “Port”(Line 11-hacl(Zone, H, 

Protocol, Port)), then (3) the host “H” can be accessed from the “Zone” by using “Protocol” at 

“Port” (Line 9- netAccess(H, Protocol, Port)) by using (4) “direct network access” (Line 12--the 

description of the rule). Rule 2 between Line 13 to 17 states: (1) if a host has software 

vulnerability that can be remotely accessed (Line 14- vulExists(H, _, Software, remoteExploit, 

privEscalation), (2) the host can be reached by using “Protocol” at “Port” with privilege “Perm” ( 

Line 15- networkServiceInfo(H, Software, Protocol, Port, Perm) ), and (3) the attacker can 

access host by “Protocol” and “Port” (Line 16-netAccess(H, Protocol, Port) ), then the attacker 

can remotely exploit the host “H” and obtain the privilege “Perm”(Line 13- execCode(H, Perm) 

) by using “'remote exploit of a server program” technique (Line 17). 

//Rule Head--post attack status as derived fact obtained from forensic analysis on evidence 
1. Consequence:  execCode(_host, _user). 
2. Consequence: netAccess(_machine,_protocol,_port). 

// Rule body--access priviledge 
3. Fact:	  hacl(_src, _dst, _prot, _port). 

//Rule body--software vulnerability obtained from forensic tool 
4. Fact: vulExists(_host, _vulID, _program). 
5. Fact: vulProperty(_vulID, _range, _consequence). 

//Rule body--network topology 
6. Fact: hacl(_src, _dst, _prot, _port). 
7. Fact: attackerLocated(_host). 

//Rule body--computer configuration 
8. Fact: hasAccount(_principal, _host, _account). 

Rule 1: 
9.  (netAccess(H, Protocol, Port) :-

5
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10.  attackerLocated(Zone), 
11.      hacl(Zone, H, Protocol, Port)), 
12.  rule_desc('direct network access', 1.0). 

Rule 2: 
13.  (execCode(H, Perm) :-
14.  vulExists(H, _, Software, remoteExploit, privEscalation), 
15.  networkServiceInfo(H, Software, Protocol, Port, Perm), 
16.  netAccess(H, Protocol, Port)), 
17.   	 rule_desc('remote exploit of a server program', 1.0). 

Figure 2: The Example Rules Representing Attack Techniques 

4. COMPUTING PROBABILITIES USING BAYESIAN INFERENCE 

Bayesian	  networks [3] are an efficient	  graphical representation scheme, where the

nodes of a directed acyclic graph (DAG) represent random	   variables (RVs),	   events or

evidence,	   and arcs model direct dependencies	   between	   RVs, events	   or evidence. Every

node has a table (CPT) that provides	   the	   conditional probability	   of the	  node’s variable

given the combination of its	  parent variables’ states.

Definition 2 (Bayesian Network): Suppose random variables X1,X2,...,Xn are n random 

variables connected in a DAG, the joint probability distribution of X1,X2,...,Xn can be computed 

by using the Bayesian formula P(X1,X2,…,Xn) = 1 , in which 𝑃𝑎𝑟𝑒𝑛𝑡 𝑋𝑗 =1 𝑃 𝑋𝑗 

parent(Xj)= {Xi | arc (iàj) is in the graph}. 

Figure 3: Causal View of Evidence 

A BN can model and visualize dependencies between the hypothesis and evidence to 

calculate the revised probability when any evidence is presented [11]. Dependency probability of 

a hypothesis H about created scenarios on discovered evidence E can be modeled as shown in 

6
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Figure 3. Hence, Bayes’ theorem can be used to update an investigator’s belief about a 

hypothesis H when the evidence E is observed, using Equation (1): 

P H P(E|H)P(H|E)=P H P(E|H) = (1)
P(E) P(E|H)∗P(H) + P(E|n  )∗ (   ) 

In Equation (1), P(H|E) is the posterior probability of an investigators’ belief on 

hypothesis H given the evidence E. P(E|H) needs to come from experts’ knowledge, which is 

referred to as the likelihood function that assesses the probability of evidence assuming the truth 

of H. P(H) is the prior probability of H when the evidence has not been discovered, and P(E) = 

P(E|H)*P(H) + P(E| not H)*P(not H) is the probability of the evidence irrespective of the 

experts’ knowledge about H, which is  referred to as a normalizing constant [1,7]. 

4.1 Calculating P(H|E) in a Logical Evidence Graph 

An LEG is consists of a serial application of attack steps, which can be mapped to a 

Bayesian network as follows: (1) “Nc” as the child of the corresponding “Nr” shows that an 

attack step happened; (2) “Nr” is the hypothesis on the attack step, denoted by “H”; (3) “Nf” from 

the current attack step and “Nc ′ ” from last attack step as the parents of “Nr” are attack evidence, 

showing the exploited vulnerability and the attack privilege the attacker used to launch the attack 

step; (4) the current “Nc” (also used as the pre-condition of next attack step) propagates the 

dependency  between the current attack step and the subsequent one. 

4.1.1. Computing P(H|E) for a Consequence Fact Node 

Equation (1) can be used to compute P(H|E) for a consequence fact node of a single 

attack step when the prior attack step has not been considered, where the rule node provides the 

hypothesis H, both the fact node “Nf” and the consequence node from a prior attack step “Nc ′” 

provide evidence E. Because a hypothesis H is a rule node “Nr”, Bayes’ theorem implies 

Equation (2): 

7
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P Nr P(E|Nr)
P(H|E)=P(Nr|E)= (2) 

-(-) 

The fact nodes from current attack step and consequence fact node from a prior attack 

step are independent to each other. They provide the body of the rule, deriving the consequence 

fact node for current attack step as the head of the rule. Consequently, their logical conjunction 

provides the conditions that are used to arrive at the conclusion of rule. Accordingly, if a rule 

node has k many parents Np1, Np2, …, Npk that are independent, P(E)= P(Np1,Np2,…,Npk) = 

P(Np1∩Np2∩…∩Npk)=P(Np1).P(Np2)….P(Npk). Due to independence, given the rule Nr， 

P(E|Nr)= P(Np1, Np2,.., Npk|Nr)=P(Np1|Nr).P(Np2|Nr)…P(Npk|Nr). Hence, by applying Equation (2) 

where H is Nr and E is Np1∩Np2∩…∩Npk, we get Equation (3) that we use to compute P(H|E) 

for a consequence fact node. 

P Nr P(Nl |Nr).P(N2 |Nr)… P(Nk |Nr)
P(H|E) =P(Nr| Np1,Np2 ,…,Npk) = (3) 

P Nl P N2 …P(Nk) 

However, because P(E|Nr) is a forensic investigators’ subjective judgment, the 

investigator may directly assign P(E|Nr) instead of assigning P(Np1 |Nr), P(Np2 |Nr) … P(Npk |Nr) 

separately. We allow the investigators’ discretion of using Equations (2) or (3). 

4.1.2. Computing P(H|E) for the Entire Logical Evidence Graph 

Now we show how to compute P(H|E) for the whole evidence graph composing of attack 

paths. Any chosen attack path in a LEG consists of a serial application of attack steps. Suppose 

Si（i＝1 to n) represents the ith attack step in such a path. From the equation in Definition (2), we 

get Equation (4) as follows, where any attack step only depends on its direct parent attack step, 

but is independent from all other ancestor attack steps in the attack path. 

P(H|E) = P(H1,H2…Hn|E1,E2,E3…En) = P(S1)P(S2|S1)….P(Sn|Sn-1) (4)     

8
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Let Ni,f, Ni,r and Ni,c be the fact, rule and consequent fact node at the i-th attack step. 

Equation (4) can be written as Equation (5) as follows. 

P(H|E) = P(S1)P(S2|S1)…. P(Si|Si-1)… P(Sn|Sn-1) 

= P(N1,r|N1,f) P(N2,r| N1,c, N2,p) … P(Ni,r| Ni-1,c, Ni,p) … P(Nn,r| Nn-1,c, Nn,p) 

P 1,r P(1,,|l,r) P N,r P(N-1,c,N,,|N,r) P N,r P(N-1,c,N,,|N,r)
= … … (5) 

P(l,f) P(N-1,c,N,f) P(N-1,c,N,f) 

where “P(S1).P(S2|S1)…. P(Si|Si-1)” is the joint posterior hypothesis of the prior i attack steps 

(including attack step 1, 2,… i ) given all evidence from these attack steps (evidence for attack 

step 1 is N1,f ; evidence for attack step i includes Ni-1,c and Ni,f where i goes from 2 to n.). It is 

propagated to i+1-th attack step by the sequence fact node Ni,c that is used as the pre-condition of 

the i+1-th attack step. Algorithm 1 presents this description in the algorithmic format. 

ALGORITHM 1: 
Input: A logical evidence graph LEG=(Nr,Nf,Nc,E,L,G) that may have multiple attack 

paths, and P(Ni,r)(i=1 to n), P(N1,f|N1,r|), P(N1,f), P(Ni-1,c,Ni,f |Ni,r) ,P(Ni-1,c,Ni,f) (i=2 to n) from 
expert knowledge for each attack path([N1,f] and [Ni-1,c,Ni,f ](i>=2) are evidence E. P(Ni,r)(i>=1) 
is H). 

Output: The joint posterior probability of the hypothesis of every attach path, 
P(H|E)=P(H1,H2…Hn|E1,E2,E3…En) (P(H|E) is written as P in the algorithm) , given all evidence 
represented by fact nodes Ni,f and Ni,c(i=1 to n). 

Begin 
1. Qg ← Ø // set the Qg to empty 
2. For each node n ∈ LEG do 
3. color[n] ← WHITE // color every node in the graph to white 
4. End 
5. ENQUEUE(Qg, N1,f) // push all fact nodes from first attack steps to queue Qg 

6. j ←0 // use j to record which attack path we are computing 
7. While (Qg ≠ ) / when queue Qg is not empty 
8.	   Do n←DEQUEUE(Qg ) //take out a fact node n 
9. N1,r ← child[n] //find a rule node as the child node of n 
10. If color[N1,r] == WHITE // if this rule node is not traversed (white) 
11. Then j ← j+1 // it must be a new attack path 
12. P[j] ←PATH(N1,r ) // calculate joint posterior probability of the path 
13. color[N1,r] ←BLACK //mark this rule node as black 
14. End 

PATH(N1,r) //calculate the posterior probability of an attack path 

9
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15. N1,c ← child[N1,r] // the consequence fact node of first attack step 
16.  E ← parents [N1,r] // E is the evidence for the first attack step 

P l,r P(E|l,r)17. P[N1,c] ← // the probability for first attack step 
P(E) 

18. color[E] ← BLACK //mark all evidence to black color 
19.         P←P[N1,c]	 // use P to do cursive computation 
20. For i ← 2 to n do // from the second attack step to the last attack step 
21.	 Ni,r←child[Ni-1,c] // the rule node as H of ith attack step 
22.	 E ← parents[Ni,r] //the evidence for the ith attack step 
23.  	 Ni,c ← child[Ni,r] // the consequence fact node of ith attack step
 

// the posterior possibility for the ith attack step
 
P N,r P(E|N,r)24.	 P [Ni,c ] ←P(Ni,r| E) ← 

P(E) 
25.	 color[E] ← BLACK //mark all traversed evidence to black color 
26.     	 P← P. P(Ni,c) // joint posterior possibility of attack steps of (1 … i) 
27. End 
28.	 Return P //return the posterior attack possibility for this attack path 

Algorithm 1: Computing P(H|E) for the entire Logical Evidence Graph 

Because a logical evidence graph may have several attack paths, in order to compute each 

attack path’s posterior probability, we color all nodes as white (Line 2, 3, 4), and push all fact 

nodes at the first attack step of all attack paths to an empty queue (Line 1, Line 5). When the 

queue is not empty (Line 7), we take a fact node out of the queue (Line 8), and decide if its child 

that is a rule node is white (Line 9 to 10). If the rule node is white, it gives a new attack path 

(Line 11), upon which we recursively use Equation (5) to compute the joint posterior probability 

for the entire attack path (the function is between Line 15 to Line 28) and color the node BLACK 

(Line 13) after the computation performed in function “PATH(N1,r)” (Line 12). We keep 

repeating the above process until the queue holding the fact nodes from first attack steps of all 

attack paths is empty. 

4.2. Calculating the Cumulative False Positive of an Evidence Graph 

As in any statistical estimation, false positives and false negatives exist in LEGs. A false 

negative arises in a step when an investigator believes that the event was not caused by an attack, 

but was due to an attack. A false positive arises when an investigator believes that an event was 

10
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caused by the chosen attack, but was not. Therefore, we wish to estimate both. Because the 

logical evidence graph is constructed by using attack evidence chosen by the forensic 

investigator, that creates the possibility of false positive evidence, we quantify the cumulative 

false positive rate of the constructed attack path so that the investigator can estimate the false 

positive rate of an entire attack path. We do not estimate false negatives in this paper. 

The individual false positive estimate on an attack step is formalized as P(E|¬H), where 

¬H is the alternative hypothesis, usually written as “not H”, and the value of P(E|¬H) can be 

computed from prior forensic data using statistics. In order to show how to compute the 

cumulative false positive rate of an entire attach path, we let our notation Ni,f, Ni,r and Ni,c be the 

fact, rule and consequence fact node of the ith attack stack step. Then, the cumulative false 

positive rate of an entire attack path can be computed as follows (Notice that all evidence 

supporting an attack step is independent from evidence supporting other attack steps). 

P(E|¬H) = P( E1,E2,…,En|¬(H1,H2…Hn)) 
= P(En|¬Nn,r )∪P(E1,E2,… ,En-1 |¬Nn-1,r) 
=…… 
= P(En|¬Nn,r ) ∪ P(En-1|¬Nn-1,r ) ∪…∪ P(E1|¬N1,r ) 
= P(E1|¬N1,r ) ∪ ….∪P(En-1|¬Nn-1,r ) ∪ P(En|¬Nn,r ) 
=1-(  …… (1-(1- P(E2|¬N2,r ) .(1- P(E1|¬N1,r ) ) ).(1- P(En|¬Nn,r )) (6) 

As described earlier, in Equation (6), E1 is N1,f, and Ei includes Ni-1,c and Ni,f(i= 2 to n). 

The union symbol“∪” represents the disjunction “or”, which is observed to be equivalent to the 

noisy-OR operator [9]. For a serial connection, if any of the attack steps is a false positive, the 

whole attack path is considered false positive. Algorithm 2 presents the computation of P(E|¬H) 

for the entire evidence graph in the algorithmic form. 

ALGORITHM 2: 
Input: A logical evidence graph LEG=(Nr,Nf,Nc,E,L,G), and P(N1,f|N1,r) as P(E1|H1), 

P(Ni-1,c,Ni,f|Ni,r) as P(Ei|Hi)(i=2 to n) for every attack path. 
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Output: The cumulative false positive rate of each attach path P(E|¬H)= 
P(E1,E2,…,En|¬(H1,H2…Hn))( written as Pf). 

Begin 
1. Qg ← Ø // set the Qg to empty 
2. For each node n ∈ LEG do 
3. color[n] ← WHITE // color every node in the graph to white 
4. End 
5. ENQUEUE(Qg, N1,f) // push all fact nodes from first attack steps to queue Qg 

6. j ← 0 // use j to record which attack path we are computing 
7. While (Qg ≠ ) // when queue Qg is not empty 
8. Do ←DEQUEUE(Qg ) //take out a fact node n 
9. N1,r ← child[n] //find a rule node as the child node of n 
10. If color[N1,r] == WHITE // if this rule node is not traversed (white) 
11. Then j← j+1 // it must be a new attack path 
12. Pr[j] ←PATH(N1,r ) // calculate cumulative false positive rate of the path 
13. color[N1,r] ←BLACK //mark this rule node as black 
14. End 

PATH(N1,r) //calculate the cumulative false positive rate of an attack path 
15.   N1,c ← child[N1,r] // the consequence fact node of first attack step 
16.   E ← parents[N1,r] // E is the evidence for the first attack step 
17.  P[N1,c]← P(E |¬N1,r) // the false positive rate of the first attack step 
18. color[E] ← BLACK //mark all traversed evidence to black color 
19.  Pf ← P[N1,c] //use Pf to do recursive computation below 
20. For i ← 2 to n do // from attack step 2 to attack step n 
21. Ni,r←child[Ni-1,c] // the rule node of ith attack step 
22.  Ni,c ← child[Ni,r] // the consequence fact node of ith attack step 
23. E ← parents[Ni,r] //the evidence for the ith attack step 
24. Pf ← 1-(1- Pf).(1- P(E|¬Ni,r )) //the cumulative false positive rate 
25. color[E] ← BLACK // mark all traversed evidence to black color 
26. End 
27. Return Pf // return the cumulative false positive rate of the attack path 

Algorithm 2: Computing P(E|¬H) for the Entire Evidence Graph 

In Algorithm 2, Line 1 to Line 14 are the same as Algorithm 1, which is used to find a 

new attack path. Line 15 to Line 27 use Equation (6) to recursively compute cumulative false 

positive rate for an entire attack path. 

5. CASE STUDY 

In this Section, we show how to reconstruct probabilistic attack scenarios by building 

Bayesian Network analysis into our Prolog-based reasoning tool [4]. 
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5.1 The Experimental Network 

Figure 4 shows an experimental network from [4], which we used as a case study to show 

how to generate a logical evidence graph from post-attack evidence. In this network, the external 

Firewall 1 controls network access from the Internet to the network, where a webserver hosts two 

web services—Portal web service and product web service. The internal Firewall 2 controls the 

access to a SQL database server that can be accessed from webservers and workstations. The 

administrator has administrative privilege on the Portal webserver that has a forum for users to 

chat with the administrator. We used SNORT as the IDS and configured both web servers and 

the database server to log all accesses and queries as events. We use them as attack evidence. 

Figure 4: An Experimental Attack Network 

By exploiting vulnerabilities in a Windows workstation and a web server that have access 

to the database server, we, who simulated the attacker, were able to successfully launch two 

kinds of attacks on the database server and a Cross Site Scripting (XSS) attack towards the 

administrator’s computer. These attacks include (1) using a compromised workstation to access 

the database server (CVE-2009-1918), (2) exploiting the vulnerability on the web server 

application (CWE89) to attack the database server， and (3) exploiting XSS vulnerability on the 
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chat forum hosted by the portal web service to steal the administrator’s session ID, which 

allowed the attacker to send out phishing emails to the clients, tricking them to update their 

confidential information. 

Our IDS and the logging system in the network detected some attack activities. We pre-

processed them to data as shown in Table 2. The post attack status obtained by using forensic 

tools is also formalized to Table 3. 

Table	  2: Formalized Evidence of the Alerts and Log from	  Figure 4

Timestamp Source IP Destination IP Content/Observed Events Vulnerability 
08/13-
12:26:10 

129.174.124.122 
Attacker 

129.174.124.184 
Workstation1 SHELLCODE x86 inc ebx NOOP CVE-2009-1918 

08/13-
12:27:37 

129.174.124.122 
Attacker 

129.174.124.185 
Workstation2 SHELLCODE x86 inc ebx NOOP CVE-2009-1918 

08/13-
14:37:27 

129.174.124.122 
Attacker 

129.174.124.53 
Product Web Server SQL Injection Attempt CWE89 

08/13-
16:19:56 

129.174.124.122 
Attacker 

129.174.124.137 
Administrator Cross Site Scripting XSS 

08/13-
14:37:29 

129.174.124.53 
Product Web Server 

129.174.124.35 
Database Server name='Alice' AND password='alice' or '1'='1' CWE89 

… 

Table 3: Post Attack Status from Attacks in Figure 4 

Timestamp Attacked Computer Attack Event Post Attack Status 

08/13-14:37:29 129.174.124.35 
Database Server Information retrieved maliciously Malicious Access 

… … 

5.2 Constructing the Logical Evidence Graph 

To use our Prolog-based rules for evidence graph construction, we codified evidence and 

system state to instantiations of predicates used in these rules as listed in Figure 5, where Lines 

1, 2, 3 model evidence representing post attack status (Table 3); Lines 4 to 10 model network 

topology (system setup); Line 11 to 14 model system configurations and Lines 15 to 21 mode 

vulnerabilities obtained from captured evidence (Table 2). 
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//Observed Attack Events 
1. attackGoal(execCode(workStation1,_)). 
2. attackGoal(execCode(dbServer,user)). 
3. attackGoal(execCode(clients,user)). 

//Network Topology 
4. attackerLocated(internet). 
5. hacl(internet, webServer, tcp, 80). 
6. hacl(internet, workStation1,tcp,_). 
7. hacl(webServer, dbServer,tcp,3660). 
8. hacl(internet,admin,_,_). 
9. hacl(admin,clients,_,_). 
10. hacl(workStation1,dbServer,_,_). 

//Computer Configuration 
11. hasAccount(employee, workStation1, user). 
12. networkServiceInfo(webServer , httpd, tcp , 80 , user). 
13. networkServiceInfo(dbServer , httpd, tcp , 3660 , user). 
14. networkServiceInfo(workStation1 , httpd, tcp , 4040 , user). 

/* Information From Table 1---software vulnearbility */ 
15. vulExists(webServer, 'CWE89', httpd). 
16. vulProperty('CWE89', remoteExploit, privEscalation). 

17. vulExists(dbServer, 'CWE89', httpd). 
18. vulProperty('CWE89', remoteExploit, privEscalation). 

19. vulExists(workStation1, 'CVE-2009-1918', httpd). 
20. vulProperty('CVE-2009-1918', remoteExploit, privEscalation). 
21. timeOrder(webServer,dbServer,14.3727,14.3729). 
… 

Figure 5: The Input File for Logical Evidence Graph Generation 
We ran the input file on rules that represent generic attack techniques in our reasoning 

system with two databases, an anti-forensic and MITRE’s OVAL [2], to remove irrelevant 

evidence and find explanations for missing evidence. They are: (1) According to MITRE OVAL 

database, the “Workstation 2” is a Linux machine that uses Firefox as the web browser, which 

does not support a successful attack by using “CVE-2009-1918” that only succeeds on Windows 

Internet Explorer; (2) a new attack path representing that the attacker launched a phishing attack 

towards the clients by using the compromised administrators session ID has been found; (3) an 

attack path between the compromised workstation1 and the database server has been found. 
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Figure 6: the Constructed Evidence Graph 

The output of our tool created the logical evidence graphs shown in Figure 6. In order to 

limit the graph size, the notation of nodes in Figure 6 is shown in Column 2 in Table 4. In the 

same table, Column 3 is the logic operators used to distinguish fact nodes, rule nodes and 

consequence fact nodes, where all fact nodes are marked as “LEAF”; all rule nodes are marked 

as “OR”; and all consequence nodes are marked as “AND”. There are three attack paths in 

Figure 6, which are: (1) the attacker used a XSS attack to steal the administrator’s session ID and 

therefore obtain the administrator’s privilege to send out phishing emails to clients (11→ 9 → 8 

→ 7 → 6→ 4→ 3→ 2→ 1)(left); (2) the attacker used a buffer overflow vulnerability (CVE-

2009-1918) to compromise the workstation, then obtained access to the database 
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(34→33→32→31→30→28→18→17→16) (Middle); and (3) the attacker used a web 

application that does not sanitize users’ input (CWE89) to launch a SQL injection attack toward 

the database (11→24→23→22→21→19→18→17→16) (right). 

Table 4: the Notation of Nodes in Figure 6 
Node Notation Relation 

1 execCode(clients,user) OR 
2 THROUGH 3 (remote exploit of a server program) AND 
3 netAccess(clients,tcp,_) OR 
4 THROUGH 7 (multi-hop access) AND 
5 hacl(admin,clients,tcp,_) LEAF 
6 execCode(admin,apache) OR 
7 THROUGH 3 (remote exploit of a server program) AND 
8 netAccess(admin,tcp,80) OR 
9 THROUGH 8 (direct network access) AND 

10 hacl(internet,admin,tcp,80) LEAF 
11 attackerLocated(internet) LEAF 
12 networkServiceInfo(admin,httpd,tcp,80,apache) LEAF 
13 vulExists(admin,'XSS',httpd,remoteExploit,privEscalation) LEAF 
14 networkServiceInfo(clients,httpd,tcp,_,user) LEAF 
15 vulExists(clients,'Phishing',httpd,remoteExploit,privEscalation) LEAF 
16 execCode(dbServer,user) OR 
17 THROUGH 3 (remote exploit of a server program) AND 
18 netAccess(dbServer,tcp,3660) OR 
19 THROUGH 7 (multi-hop access) AND 
20 hacl(webServer,dbServer,tcp,3660) LEAF 
21 execCode(webServer,user) OR 
22 THROUGH 3 (remote exploit of a server program) AND 
23 netAccess(webServer,tcp,80) OR 
24 THROUGH 8 (direct network access) AND 
25 hacl(internet,webServer,tcp,80) LEAF 
26 networkServiceInfo(webServer,httpd,tcp,80,user) LEAF 
27 vulExists(webServer,'CWE89',httpd,remoteExploit, LEAF 
28 THROUGH 7 (multi-hop access) AND 
29 hacl(workStation1,dbServer,tcp,3660) LEAF 
30 execCode(workStation1,user) OR 
31 THROUGH 3 (remote exploit of a server program) AND 
32 netAccess(workStation1,tcp,4040) OR 
33 THROUGH 8 (direct network access) AND 
34 hacl(internet,workStation1,tcp,4040) LEAF 
35 networkServiceInfo(workStation1,httpd,tcp,4040,user) LEAF 
36 vulExists(workStation1,'CVE-2009-1918',httpd,remoteExploit,privEscalation) LEAF 
37 networkServiceInfo(dbServer,httpd,tcp,3660,user) LEAF 
38 vulExists(dbServer,'CWE89',httpd,remoteExploit,privEscalation) LEAF 

5.3 Calculate Conditional Posterior Probabilities and False Positives 
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In this Section, we use Algorithm 1 and Algorithm 2 to calculate P(H|E1,E2..En) and 

P(E1,E2..En |¬H) for attack paths in Figure 6. 

5.3.1 Using Algorithm 1 to Calculate P(H|E1,E2..En) 

Algorithm 1 requires [ P(N1,r), P(N1,f ), P(N1,f | N1,r) ], [P(Ni,r), P(Ni-1,c, Ni,f | Ni,r), P(Ni-1,c , 

Ni,f) (i>1)]. All these probabilities are obtained from expert knowledge. To minimize the 

subjectivity of the impact, we suggest using the average number from many forensic experts’ 

judgments [7]. Because the case study mainly focuses on how to do the computation, for 

simplicity, we let all P(Hi) = P(¬Hi) = 50%, P(Ei) = k(k is between 0 and 1. In real scenario, “k” 

differs for different evidence.), and assigned P(Ei|Hi) from our judgments on those attack steps as 

shown in Table 5. Thus, the P(Hi|Ei) for every attack step without considering about other attack 

0.5..(E|H) P(E|H)steps is P H P(E|H)= = =c.P(Ei|Hi) ( let c=1/(2k)). By using Algorithm 1, we 
P(E) k 2k 

obtained P(H|E1,E2..En) as shown in the last column of Table 5. 

Table 5: Use Algorithm 1 to Compute P(H|E1…En) for Attack Paths in Figure 6 

Attack Path 
Attack Step 1 Attack Step 2 

H1 P(E1|H1) P(H1|E1) P(H|E1) H2 P(E2|H2) P(H2|E2) P(H|E1,E2) 

Left Node 9 0.9 0.9c 0.9c Node 7 0.8 0.8c 0.72c^2 
Middle Node 33 0.99 0.99c 0.99c Node 31 0.87 0.87c 0.861c^2 
Right Node 24 0.99 0.99c 0.99c Node 22 0.85 0.85c 0.842c^2 

Attack Path
Attack Step 3 Attack Step 4 

H3 P(E3|H3) P(H3|E3) P(H|E1,E2,E3) H4 P(E4|H4) P(H4|E4) P(H|E1,E2,E3,E4) 

Left Node 4 0.9 0.9c 0.648c^3 Node 2 0.75 0.75c 0.486c^4 
Middle Node 28 0.87 0.87c 0.75c^3 Node 17 0.75 0.75c 0.563c^4 
Right Node 19 0.97 0.97c 0.817c^3 Node 17 0.95 0.95c 0.776c^4 

Notice Node 17 has two joint posterior conditional probabilities, which are from middle 

path and right path respectively. We can notice that the attack path from the former has smaller 

probability than the latter. That is because the evidence from middle path that involves using a 

compromised workstation to get access to the databases was hard to be found. Correspondingly, 
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the P(Ei|Hi) is smaller. Therefore, the corresponding hypothesized attack path has a much smaller 

probability P(H|E1,E2..En)(H is H1∩…Hn). In reality, it is almost impossible for the same attacker 

to try a different attack path to attack the same target if he already succeeded. A possible 

scenario would be that if the first attack path did not succeeded, the attacker would try the second 

attack path to launch the attack. The joint posterior conditional probability P(H|E1,E2..En) could 

help investigator to judge which attack path is the one that is most possibly used. 

5.3.2 Using Algorithm 2 to Calculate P(E1,E2..En |¬H ) 

Algorithm 2 requires P(N1,f|N1,r) as P(E1|¬H1), P(Ni-1,c,Ni,f |Ni,r) as P(Ei|¬Hi)(i=2 to n) to 

recursively compute P(E1,E2..En |¬H) (H is H1∩…Hn ). As an example, we assigned P(Ei|¬ Hi) 

for different attack step in the three attack paths in Table 6 and calculated P(E1,E2..En |¬H), 

showing that the right attack path has the smallest cumulative false positive estimate. 

Table 6: Use Algorithm 2 to Calculate P(E1,E2..En |¬H ) 

Attack Path 
Attack Step 1 Attack Step2 

H1 P(E1|¬H1) P(E1|¬H1) H2 P(E2|¬H2) P(E1,E2|¬H) 
Left Node 9 0.002 0.002 Node 7 0.001 0.003 

Middle Node 33 0.002 0.002 Node 31 0.003 0.005 
Right Node 24 0.002 0.002 Node 22 0.001 0.003 

Attack path 
Attack Step3 Attack Step4 

H3 P(E3|¬H3) P(E1,E2,E3|¬H) H P(E4|¬H4) P(E1,E2,E3,E4|¬H) 
Left Node 4 0.004 0.007 Node 2 0.03 0.0368 

Middle Node 28 0.003 0.008 Node 17 0.04 0.0477 
Right Node 19 0.002 0.005 Node 17 0.007 0.012 

Values computed for P(H|E1,E2..En) and P(E1,E2..En |¬H) show that the right attack path 

(11→24→23→22→21→19→18→17→16) is a better attack path to be chosen by an 

investigator because it has the largest P(H|E) and smallest P(E|¬H); the left path is not 

convincing, because its joint posterior probability is less than 0.5c^4; and the middle path has a 
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bigger cumulative false positive rate, in which the evidence should be re-evaluated to see if the 

attack path reflects the real attack scenario. 

6. CONCLUSION 

In this paper, we have described a method that uses rules to construct a logical evidence 

graph and maps it to a Bayesian Network so that the joint likelihood or false positive rate for the 

constructed attach paths could be computed automatically. By using a case study, we showed 

how our method could guide forensic investigators to choose the most likely attack scenarios that 

fit the available evidence. Our case study showed that our methodology and the accompany tool 

could be useful for network forensics investigation and analysis. 

DISCLAIMER 

This paper is not subject to copyright in the United States. Commercial products are 

identified in order to adequately specify certain procedures. In no case does such identification 

imply recommendation or endorsement by the National Institute of Standards and Technology, 
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REFERENCES:

[1] Bruno Olshausen, “Bayesian probability theory” March 1, 2004. 

[2] https://oval.mitre.org/. 
[3] Pearl, J. (1986). Fusion, propagation and structuring in belief networks. Artificial 
Intelligence, 29, 241-288. 
[4] C. Liu, A. Singhal, D. Wijesekera: A Logic Based Network Forensics Model for Evidence 
Analysis. IFIP Int. Conf. Digital Forensics 2015. 
[5] A. Darwiche, Modeling and Reasoning with Bayesian Networks, Cambridge University 
Press, April 06, 2009. 
[6] F. Taroni, A. Biedermann, P. Garbolino, C.G. Aitken, A general approach to Bayesian 
networks for the interpretation of evidence Forensic Sci. Int., 139 (2004), pp. 5–16. 

20
 
SP-558

Liu, Changwei; Singhal, Anoop; Wijesekera, Duminda. "A Probabilistic Network Forensics Model for Evidence Analysis." Paper presented at the IFIP Advances in Information and Communication Technology, New Delhi, India, Jan 4-Jan 6, 2016.

Liu, Changwei; Singhal, Anoop; Wijesekera, Duminda. 
“A Probabilistic Network Forensics Model for Evidence Analysis.” 

Paper presented at the IFIP Advances in Information and Communication Technology, New Delhi, India, Jan 4-Jan 6, 2016.

http:https://oval.mitre.org


	  

        
    

 
    

 
 

       
 

    
       

 
       

 
  

 
     

 
    

 

[7] M Kwan, K P Chow, F Law and P Lai. Reasoning About Evidence using Bayesian Network, 
Advances in Digital Forensics IV, International Federation for Information Processing (IFIP) 
January 2008, Tokyo, pp.141-155. 
[8] B. Carrier, A Hypothesis-Based Approach to Digital Forensic Investigations (Ph.D. Thesis), 
2006,West Lafayette: Purdue University. 
[9] Y. Liu and H. Man, Network vulnerability assessment using Bayesian Networks, In 
Proceedings of SPIE - Data Mining, Intrusion Detection, Information Assurance and Data 
Networks Security (SPIE’05), pages 61–71, 2005. 

[10] C. Vlek, H. Prakken, S. Renooij and B. Verheij(2013), Modeling crime scenarios in a 
Bayesian Network, the 14th International Conference on Artificial Intelligence and Law (ICAIL 
2013), Proceedings of the Conference, 150–159, ACM Press, New York. 
[11] Fenton, N., Neil, M., & Lagnado, D.A. (2012), A general structure for legal arguments 
about evidence using Bayesian networks, Cognitive Science, 37, 61–102. 
[12] F. Taroni, S. Bozza, A. Biedermann, G. Garbolino, C.G.G. Aitken, Data Analysis in 
Forensic Science: A Bayesian Decision Perspective, John Wiley & Sons, Chichester (2010). 
[13] X Ou, W. F. Boyer, M. A. McQueen, “A scalable approach to attack graph generation,” In: 
13th ACM Conference on Computer and Communications Security (CCS), pp. 336–345 (2006). 
[14] MulVAL: A logic-based enterprise network security analyzer, retrieved from 
http://www.arguslab.org/mulval.html. 

21
 
SP-559

Liu, Changwei; Singhal, Anoop; Wijesekera, Duminda. "A Probabilistic Network Forensics Model for Evidence Analysis." Paper presented at the IFIP Advances in Information and Communication Technology, New Delhi, India, Jan 4-Jan 6, 2016.

Liu, Changwei; Singhal, Anoop; Wijesekera, Duminda. 
“A Probabilistic Network Forensics Model for Evidence Analysis.” 

Paper presented at the IFIP Advances in Information and Communication Technology, New Delhi, India, Jan 4-Jan 6, 2016.

http://www.arguslab.org/mulval.html


1

A Simulation Framework for Industrial Wireless
Networks and Process Control Systems

Yongkang Liu, Richard Candell, Senior Member, IEEE, Kang Lee, Fellow, IEEE, and Nader Moayeri, Senior
Member, IEEE

Abstract—Factory and process automation systems are increas-
ingly employing information and communications technologies
to facilitate data sharing and analysis in integrated control
operations. Wireless connections provide flexible access to a
variety of field instruments and reduce network installation and
maintenance costs. This serves as an incentive for the adoption
of industrial wireless networks based on standards such as
the WirelessHART and ISA100.11a in factory control systems.
However, process control systems vary greatly and have diverse
wireless networking requirements in different applications. These
requirements include deterministic transmissions in the shared
wireless bandwidth, low-cost operation, long-term durability, and
high reliability in the harsh radio propagation environment.
It is an open question whether a generic wireless technology
would meet the requirements of industrial process control.
In this paper, we propose a novel simulation framework for
performance evaluation of wireless networks in factory and
process automation systems. We select a typical process control
plant model, specifically the Tennessee Eastman Challenge (TE)
Model, and define the interfaces between the process simulator
and the wireless network simulator. We develop a model of
the protocol stack of the WirelessHART specification in the
OMNET++ simulation engine as a typical industrial wireless
network. We present simulation results that validate the prospect
of using WirelessHART in the TE plant, and we evaluate the
impact of various wireless network configurations on the plant
operation. Given its modular design, the proposed simulation
framework can be easily used to evaluate the performance of
other industrial wireless networks in conjunction with a variety
of process control systems.

Index Terms—industrial wireless networks, sensor networks,
factory and process automation networks, WirelessHART, net-
work simulation.

I. INTRODUCTION

Cyber-physical systems (CPS) represent a paradigm shift
that enables co-design of physical systems and advanced in-
formation and communications technology components to im-
prove the effectiveness of physical systems through exchange,
in-depth understanding, and exploitation of the data generated
in the operations [1]. The process control and automation
industry is one of the prominent application domains for CPS
to improve production efficiency and eliminate potential risks
and safety issues in plant operations [2]. An industrial process

Y. Liu and N. Moayeri are with Advanced Network Technologies Di-
vision, Information Technology Laboratory, National Institute of Standards
and Technology, Gaithersburg, MD, USA 20899 (e-mail: {yongkang.liu,
nader.moayeri}@nist.gov).

R. Candell and K. Lee are with Intelligent Systems Division, Engineering
Laboratory, National Institute of Standards and Technology, Gaithersburg,
MD, USA 20899 (e-mail: {richard.candell, kang.lee}@nist.gov).

usually requires continuous status monitoring and timely re-
sponse to any deviation from setpoints and key performance
metrics. Therefore, a large number of sensors and actuators
are employed by the process controller for control purposes.
How to network these field instruments efficiently for process
measurement and manipulation in the control system is still
an ongoing research topic [3].

Wired connections are effective in supporting reliable, point-
to-point communications between the controller and the field
instruments. Hence, they were adopted early for process
control communications, as exemplified by the HART stan-
dard [4]. However, wired connections cannot accommodate
the growing demands for support of adaptive network topol-
ogy and fast reconfiguration encountered in many process
control systems. Instead of having to lay down miles of
cables to connect hundreds of field instruments, industrial
wireless communication networks provide wireless connec-
tions with customized network topology, enable plug-and-
play configuration, and lower installation and maintenance
costs [5]. Recently, many new industrial wireless protocols and
mechanisms, such as WirelessHART [6] and ISA100.11a [7],
have been proposed.

The study of industrial wireless networks is still in its
infancy. Compared with Internet data services, process con-
trol operations have more rigid quality of service (QoS)
requirements, including tighter message latency, lower power
consumption, highly reliable transmissions in usage scenarios
involving mobility and centralized data analytics [8]. As pro-
cess control performance and network performance are closely
coupled, a common evaluation framework for joint system
design is essential and still missing. Although there exists a
large and rich body of literature on control theory [9] and
wireless networking [10], resulting from decades of research
and development, a joint performance analysis of a system
comprised of both components turns out to be difficult. On
the other hand, simulation has proven to be a practical and
economic approach to study the behavior of complex systems
and evaluate competing solutions before field deployment [11].
The simulation-based approach has been adopted in several
CPS studies dealing with smart grid systems [12] and vehicular
ad hoc networks [13]. However, there is still a lack of a good
simulation framework for the evaluation of industrial wireless
networks in process control systems that could accommodate
the diverse application domains and the unique QoS require-
ments encountered in this field.

This paper is among the first attempts to design industrial
wireless networks in a CPS setting. We propose a simulationU.S. Government work not protected by U.S. copyright

SP-560

Liu, Yongkang; Candell, Richard; Moayeri, Nader; Lee, Kang. "A Simulation Framework for Industrial Wireless Networks and Process Control Systems." Paper presented at the 12th IEEE World conference on Factory Communication Systems - IEEE Transactions on Industrial Informatics, Aveiro, Portugal, May 3-May 6, 2016.

Liu, Yongkang; Candell, Richard; Moayeri, Nader; Lee, Kang. 
“A Simulation Framework for Industrial Wireless Networks and Process Control Systems.” 

Paper presented at the 12th IEEE World conference on Factory Communication Systems - IEEE Transactions on Industrial Informatics, Aveiro, Portugal, May 3-May 6, 2016.



2

framework that integrates the process control system model
and the wireless network model into a unified discrete-event
simulator to study the interactions between the two compo-
nents and evaluate the performance under joint system design.
Specifically, we select a typical chemical production plant,
i.e., the Tennessee Eastman Challenge (TE) Model, as the
process system model. A widely used distributed controller
proposed by Ricker is employed to operate the TE plant [14].
The control process requires the transmission of a variety
of process variables (PVs) between the controller and the
sensors/actuators on an ongoing basis. Accordingly, a protocol
stack of an industrial wireless network based on the widely
used WirelessHART standard is developed to model the wire-
less connections in the TE plant. The interactions between the
process control system, i.e., the TE process and the controller,
and the industrial wireless network are coordinated by the
scheduling of periodic packet transmissions that carry the
PV update information. Developed in the OMNET++ simu-
lation platform [15], the simulation framework also supports
extension with the external function modules developed in
other OMNET++ simulation packages. We perform a case
study using the TE model to evaluate the effects of imperfect
wireless transmissions on the control system performance
and develop link budgets and network-assisted control. The
findings of this research help engineers to identify and mitigate
the weaknesses of a wirelessly networked process control
system.

The remainder of the paper is organized as follows. The
related work is presented in Section II. The system model is
introduced in Section III. A design for the simulation frame-
work is proposed in Section IV. A performance evaluation
based on the proposed framework along with issues related to
wireless network design and implementation in process control
systems are presented in Section V. Concluding remarks are
given in Section VI.

II. RELATED WORK

Wireless links in the harsh process control environment
suffer from severe signal propagation loss and radio frequency
(RF) interference. Remley et al. measured the wireless envi-
ronment in a manufacturing plant and reported the significant
differences compared to the indoor office environment [16].
Also based on field measurements, other research teams re-
port vastly different radio wave propagation characteristics
in different industrial applications depending on operating
frequency [17] and factory topography [18]. Based on these
findings, wireless solutions providing highly reliable and
deterministic transmissions in wireless links for industrial
control applications are proposed. To combat the uncertainty
in wireless transmissions, reliable routing is proposed that
introduces redundancy by using multiple paths for each traffic
flow [19]. Since most industrial wireless networks coexist in
the unlicensed 2.4 GHz Industrial, Scientific, and Medical
(ISM) frequency band with other wireless technologies, such
as Wi-Fi, co-channel interference is another major concern
in network deployment [20]. Various interference mitigation
techniques proposed include employing advanced schedul-
ing schemes to reduce the intra-system interference [21]

and probing multiple channels for transmission opportuni-
ties [22]. Industrial wireless network standards, such as Wire-
lessHART [6], [23] and ISA100.11a [7], incorporate a variety
of wireless technologies at different layers of their protocol
stacks to guarantee deterministic control data delivery. These
technologies include multi-channel hopping, blacklisting, and
mesh networking with multi-path routing. It is of great interest
to decide which one to select in deploying an industrial wire-
less network that would also take into account constraints such
as transmission power, power consumption in case of battery-
operated field instruments, plant layout, and other application-
specific requirements. Our design of a simulation framework to
analyze the behavior and performance of an industrial wireless
network in conjunction with the underlying process control
problem addresses many of these issues.

Computer-based simulations have been widely used in net-
work design and analysis, which requires repeatable com-
parisons among various network scenarios and alternative
solutions [24]. Simulations are also widely used to evaluate
complex systems, such as cyber-physical systems, by co-
simulating behaviors of component systems/networks in a
hierarchical High-Level Architecture (HLA) [25], [26]. Event-
driven simulators, such as NS2/NS3, OPNET and OMNET++,
are developed for such purposes [28], [27]. As an open
source software, the OMNET++ simulator provides a flex-
ible language to depict various network behaviors and an
extensible, modular, component-based framework to support
different simulation projects [15]. Based on this powerful
simulation engine, two frameworks named INET and MiXiM
are proposed. While INET focuses on the modular simulation
of the Internet protocol functions [29], MiXiM provides wire-
less and mobile simulation modules [30]. However, there are
no existing simulation frameworks or functional modules for
industrial wireless networks in OMNET++, just as there is no
framework supporting simulation of process control systems
and wireless networks together. In this paper, we develop an
industrial network protocol stack with the OMNET++ engine
and link it with the external functional modules, including
the address resolution protocol (ARP) module in the INET
library and the stochastic wireless channel model template
in the MiXiM library, to provide comprehensive network
simulations.

A well-designed process control application model can
help the wireless engineer to better understand the needs
of industrial wireless communications and validate the net-
work design before deployment. Downs and Vogel developed
the TE process model as a virtual chemical plant that has
many attractive features in process control study, such as
centralized control, networked sensors and actuators, multi-
variable optimization, and performance metrics (mainly from
the economic perspective) for scenarios with programmable
setpoints [31]. It has been widely used in the verification of
various plant control mechanisms and plant security discus-
sions [32]. Ricker proposed several controllers for the TE
model with objectives such as product rate control, quality
control, and safety control [14], [33]. In these controller
designs, the network connecting the controller with remote
field instruments was assumed to be error-free and without
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Fig. 1: A possible floor plan for the Tennessee Eastman Plant

any delay. When a wireless network is introduced in the plant
operation, it becomes necessary to characterize the control data
transmissions in the wireless links. In this paper, we adopt the
TE model and Ricker’s controller implemented in a wireless
network setting and use the simulation approach to evaluate
the effects of the wireless network on controller performance.

III. SYSTEM MODEL

A. Factory Process Control Model

We choose the TE Model as the factory process control
model in this paper [31]. Specifically, in the TE plant model,
two liquid chemical products, denoted by G and H, are
produced from four gaseous reactant inputs, denoted by A,
C, D and E. There are one inert B and one byproduct F in the
production process, both of which are also gaseous. As shown
in Fig. 1, there are five operational units in the process, namely
a reactor, a condenser, a vapor-liquid separator, a product
stripper, and a recycle compressor. There are a total of 53
PVs available in the process, 41 of which are sensor measure-
ments and 12 of which are manipulated variables, denoted
by XMEASs and XMVs, respectively. The XMEASs indicate
the instantaneous state of the process, such as temperatures,
pressures, liquid levels, and chemical composition metrics.
The PVs represent the control commands to various actuators,
such as valve settings and coolant rates. The controller requires
updates of the PV values in the plant operation on an ongoing
basis to meet the production and safety requirements.

The selection of optimal controller for the TE plant is out
of the scope of this paper. We choose one typical distributed
controller model proposed by Ricker that uses the Euclidean
solver for the TE plant control with non-linear differential
equations. Interested readers are referred to [31] for the details
of the reactions in this chemical process model and [14] for
the controller design used in this paper.

Fig. 2: Data flows in the simulation framework

B. Network Model in the TE Plant

As shown in Fig. 2, our industrial wireless network model
consists of a gateway and several wireless access points
and wireless nodes (i.e., sensors and actuators equipped with
wireless adaptors). Beyond the gateway, the process control
network and other network entities, e.g., security, office and
asset management servers, that form the entire factory network
are beyond the scope of this paper.

The gateway runs as the network manager that sets up the
wireless links between the controller and the individual field
instruments. The controller of the TE plant is running at the
gateway and it is directly connected with all wireless access
points (APs) through wired connections. The wireless nodes
are distributed over the plant, either attached to the surfaces
of the measured/manipulated objects or mounted on the pipes
connected to them. Each wireless node is equipped with a half-
duplex radio and associated with one or multiple PVs. For
example, as shown in Fig. 1, the stripper-related XMEASs
(XMEAS 15-19) share one wireless node at the same spot.
However, each PV is allocated its own wireless bandwidth
in a periodic manner to guarantee deterministic transmission
within the network.

The controller requires periodic communications with the
field instruments for the exchange of XMEAS and XMV PVs.
To better identify different PV flows, each one carrying the
XMEAS value from a sensor to the controller is denoted as
a sensing flow and each one carrying the XMV value to an
actuator is denoted as an actuation flow. The transmissions of
PV flows in the wireless links are centrally coordinated by the
gateway in such a manner that there is no interference between
the wireless links in the industrial wireless network. However,
alien systems may still interfere with the links of the industrial
wireless network. The long-term ambient interference is incor-
porated in the noise level of the wireless channel model for the
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industrial environment. Other intermittent interference from
nearby wireless nodes can be traced and mitigated through
the co-existence solutions provided for example in [21], [22].
Additional information on wireless channel characterizations
in the industrial plant environments can be found in [17], [18],
[34].

IV. DESIGN OF THE SIMULATION FRAMEWORK

A. Overview

We choose the OMNET++ simulation library (written in
C++) to build the simulation framework as a unified discrete-
event simulator. The simulation framework incorporates the
process control system and the industrial wireless network in
the same OMNET++ project. As shown in Fig. 2, the frame-
work is functionally divided into a process system simulator
and a network simulator. As a global function module, the
process system component can be further divided into two
detached modules, the TE plant and controller, respectively.
The former simulates the temporal evolution of the TE process.
The latter computes the control decision based on the collected
XMEAS PVs. These two modules don’t connect directly to
exchange PV values but through their respective interfaces
to the wireless network simulator. In the wireless network
simulator, the wireless node (the gateway) regularly checks
the memory that stores the latest XMEAS (XMV) values from
the TE plant (the controller) and updates the corresponding
XMEAS (XMV) values at a separate memory at the controller
(the TE plant). Each time an XMEAS (XMV) is updated and
its new value is transmitted via the wireless network to the
controller (the TE plant), the value of the corresponding PV at
the destination is updated, if the network simulator indicates
that the transmission was successful. Otherwise, i.e., if the
transmission does not go through due to packet loss in the
wireless link, long delay caused by retransmission or rerouting
along different paths, the value of the PV is not updated
and remains the same at the destination. The simulation
framework makes it possible to (i) evaluate the effectiveness
of the controller when imperfect wireless links are used for
communicating PV values, and (ii) determine which wireless
technologies, if any, can support control schemes used in
delay-sensitive process control applications.

There are always some challenges in integrating a
continuous-time process simulation, such as TESim, with a
discrete-event network simulator, particularly when the time
constants for one is in the order of hours and for the other in
the order of milliseconds. We integrated the two simulations
at the application layer. There are three options for the
integration, namely, use of socket communications, direct call
of an external C++ library, and use of embedded function
modules. We opted for the third option. To maximize the
overall simulation efficiency and speed, given the differences
in time granularity between the two component simulations,
we converted the TE Model into a global C++ function
module and used the application layer of each communication
node (sensor, actuator, or controller) as the interface to TE
Model. Another challenge was that there were no models for
the time division multiple access (TDMA) medium access

control (MAC) protocol used in WirelessHART or PHY layer
model based on appropriate channel propagation models in the
OMNET++ library. To mitigate these issues, we implemented
the WirelessHART MAC protocol and we used an appropriate
IEEE reference channel model in OMNET++, as described in
Sections IV-D and IV-E, respectively.

We had to make some tradeoffs in developing our simulation
framework. Given that our focus was on studying the effects
of wireless communications on the process control system,
we had to make compromises on how we modeled timing and
synchronization issues. For example, any transmitted process
variable is assumed to be the instantaneous value acquired
from the plant. Therefore, we did not consider sampling
delay or quantization error in the acquisition process. In
addition, the nodes in the wireless network are assumed to be
synchronized all the time, which does not model collisions or
missed messages due to asynchronous wake-up of field nodes.
Furthermore, one can get more realistic simulation results
by using a ray tracing engine to compute the RF channel
impulse response between any pair of communicating nodes
at any given time. However, that would have slowed down
the simulations by orders of magnitude. As a compromise, we
used the IEEE channel model mentioned above, but we took
into account the distance between the two nodes and whether
there was a line-of-sight (LOS) or non-line-of-sight (NLOS)
propagation path between them.

In the following subsections, we discuss the details of the
design of the simulation framework.

B. Coordination between Process and Network Simulations

The simulation of process events, which are mainly the fixed
step updates of the PV values for the plant and the controller,
is independent of the network simulation. The coordination
between the two components is through management of the
PV memories shared between the plant (controller) and the
wireless node (gateway). For example, consider XMEASp,i,
the sensing flow of the i-th XMEAS in the TE plant shown
in Fig. 2. At each sensing moment, the plant module updates
the value of XMEASp,i and stores it in the memory shared
with the network. In the timeslot allocated for the transmission
of XMEASp,i, the wireless node fetches the updated value
of XMEASp,i from the shared memory, incorporates it as
the payload into an application layer message, and passes it
down to the physical radio module that in turn passes it to the
gateway wirelessly. Upon reception at the application layer,
the gateway updates the value of XMEASc,i in the memory
shared with the controller. Similar operations take place for
the actuation flow from XMVc,j at the gateway to XMVp,j at
the actuator.

The simulation modules are all synchronized to the simula-
tion clock driven by the central event queue in the simulator
core. The simulator core processes one event with the current
timestamp from the event queue at a time and inserts new
events with present or future timestamps into the queue.
The fixed step process and control updates are managed by
two separate timers, each of which is reloaded to the next
update moment after the latest update, as shown in Fig. 3.
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Fig. 3: Coordinations between slotted packet transmissions and
PV updates

Fig. 4: WirelessHART protocol stack and inter-layer message
frame structures with overhead counts

As suggested by Ricker, each PV gets one update every 1.8
second [14]. On the other hand, the network events are sorted
by the timeslots and superframes along the timeline. The
timeslot is the basic scheduling unit of length of 10 ms in the
WirelessHART specification. One packet can be transmitted
in one timeslot over a wireless link. The superframe, which
is of the same length as the controller update period, i.e.,
1.8 second, consists of multiple adjacent timeslots and it
gets repeated periodically over time. The TDMA framing and
scheduling in the WirelessHART network simulation will be
discussed in more depth in Subsection IV-D.

C. WirelessHART Network Simulation

The wireless network simulator is based on the Wire-
lessHART standard. As shown in Fig. 4, the WirelessHART
protocol stack resembles the standard open systems intercon-
nection (OSI) 7-layer protocol stack, but it consists of five
layers, namely the application layer, the transport layer, the
network layer, the data link layer (DLL), and the physical
(PHY) layer. The detailed functional descriptions of these
layers can be found in [6] and [35].

To facilitate performance evaluations, the network sim-
ulator enables key functions in individual layer modules
and leaves open interfaces for future extensions. Specifically,
the application layer module mainly serves as the interface
with the TE process and controller modules. Command 33
(Read Variable Command) and Command 79 (Write Variable
Command) of the HART communication commands are used
in the simulations as the application layer messages in the
update of PVs [4]. At the transport layer, multiple commands
can be concatenated into one payload to reduce the control
overhead and conserve bandwidth. At the network layer, the
source node maintains the primary and alternative backup
paths to the destination node in the routing table identified
by the PV number. The mapping between the network ID
and the node’s MAC ID in the DLL is performed by the
third party ARP module from the INET simulation package
as a global function module [29]. The TDMA MAC design
in the DLL module is presented in Subsection IV-D. The
physical radio module is designed based on the template
provided in the MiXiM wireless simulator package [30]. We
have the capability to introduce new wireless channel models
based on field measurement in a real plant environment. The
modular design of the network simulator masks the details
of the layer functions in individual protocols and encourages
interchangeable reuse of the layer modules, which facilitates
comparisons of various network designs using any of a number
of choices at each protocol stack layer.

The information exchange between adjacent layers in the
protocol stack is through messages with packet formats shown
in Fig. 4. At the transmitter, e.g., the AP for the actuation
flow in Fig. 2, each layer module treats the upper layer
message as the payload and encapsulates it with its own
control information as header to form the message packet and
sends it down to the next lower layer. At the receiver, e.g.,
the actuator with the same flow in Fig. 2, in a bottom-up
manner, each layer module acquires the information from the
packet header sent by its peer layer in the AP and forwards
the payload to the upper layer. Between the peer layers of two
wireless nodes, the control information in the packet header,
such as the routing information in the network layer and the
MAC address in the DLL as shown in Fig. 4, are interpreted
and used for the specific layer functions.

D. TDMA MAC Layer Design

The main function of the WirelessHART DLL is the MAC
protocol which allocates the radio resources to the transmis-
sions in wireless links. The radio resources spread over time
and frequency domains.

In the time domain, WirelessHART adopts the time division
multiple access (TDMA) scheme to provide timely transmis-
sions. Other industrial wireless networks, such as ISA100.11a,
use the same approach. A timeslot, of duration 10 ms, is the
smallest allocation of time in the TDMA MAC that supports
one handshake in a wireless link including the transmission of
one MAC packet and its ACK/NACK reply. As explained in
Subsection IV-B, each PV update will get its own exclusive
timeslot for each of the links along the end-to-end path. Each
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Fig. 5: Transmitter and receiver simulation events in a Wire-
lessHART timeslot

Fig. 6: Finite State Machine (FSM) representation of the
WirelessHART TDMA MAC

transmission over the link is mapped to a unique timeslot with
the same offset to the beginning of each superframe, which
is maintained by a global schedule at the network manager.
At the beginning of a timeslot, every wireless node checks
the schedule. During each timeslot only the radios at the
transmitting and receiving nodes are activated and they follow
the procedures shown in Fig. 5. The MAC layer carries out
certain tasks according to radio state and PHY layer framing
and it responds to various events at different time instances.
For example, consider transmission of a packet from node
A to node B. At the time instance labeled 2 in Fig. 5, the
transceivers at both A and B switch to the receiving state.
The transceiver at A is performing carrier sensing in the clear
channel assessment (CCA) state. The transceiver at B switches
to the WAIT DATA state to receive the signal carrying the data
packet. At the time instance labeled 6, i.e., at the completion
of the data packet transmission, the transceiver at A switches
to the receiving state to wait for the ACK packet and it
enables the idling timer. Meanwhile, the transceiver at B stops
its idling timer for the data packet and switches to transmit
state to send the ACK/NACK packet. The transceiver at A
will go to sleep to save energy if the idling timer expires

before it is disabled by any expected packet arrival and the
scheduled event of sending an ACK by B will be removed from
the schedule. To depict various events and actions associated
with the transceiver states and the roles various nodes play,
a finite state machine for the WirelessHART MAC module is
developed and shown in Fig. 6.

In the frequency domain, WirelessHART nodes work in
the 2.4 GHz ISM band using the IEEE 802.15.4 radio. The
WirelessHART network can employ up to 15 non-overlapping
wireless channels, each with a 2 MHz bandwidth and separated
from adjacent channels by a 5 MHz spacing. WirelessHART
not only allocates timeslots to a given link in a periodic
manner using the superframe structure, but it also uses channel
hopping by assigning various channels to the same link to
provide channel diversity. Specifically, the channel assigned
to link l at timeslot t is given by

cl(t) = Thop((ASNt + cl) mod |Ca|) (1)

where |Ca| is the size of the active channel set, cl is the
original channel offset for link l, and ASNt is the absolute
slot number (ASN) of the current timeslot t since ASN 0
when the network was created. Thop(i) is the lookup table
for channel hopping sequence with a static pseudo-random
mapping between the inputs from 0 to |C| [36]. Note that the
set of active channels may be a proper subset of all 15 possible
channels, due to the blacklisting rules that prohibit the use of
some severely interfered channels.

E. Empirical Industrial Wireless Channel Model

To simulate the transmissions in the industrial environment,
we employ an empirical industrial wireless channel model in
the physical layer. Generally, the channel model consists of a
large scale path loss model, a shadow fading component, and a
small scale fading component. Specifically, as a function of the
distance d between the transmitter and the receiver, the signal
power Pr at the receiver can be written in the logarithmic form
as

Pr = Pt + PL(d) (2)

where Pt is the transmit power level, and PL is the path loss
model, which can be modeled as

PL = PL0 + 10n log10(d/d0) +X (3)

where PL0 is the path loss at the reference distance d0, n is
the path loss exponent, and the shadow fading component X
is a Gaussian random variable in decibel, X ∼ N(0, σ2). As
noted in [34], depending on whether the link is Line-of-Sight
(LOS) or Non-Line-of-Sight (NLOS), different values are used
for n, σ2 and different lookup tables are used to obtain packet
error rate (PER) as a function of signal-to-noise-ratio (SNR).

We use Eb/N0 as the link quality metric given by

Eb

N0
=

C

N
· B
R

(4)

where C is the carrier signal power after the receiver filter but
before detection including the noise figure of the receiver, N
is the noise power at the receiver, B is the bandwidth and R
is the channel data rate.
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TABLE I: LOS/NLOS PER Table (Packet size: 64 Bytes)

Eb/N0 Pe,nlos Pe,los Eb/N0 Pe,nlos Pe,los

0 dB 1.0000 1.0000 22 dB 0.5102 0.0606
2 dB 1.0000 1.0000 24 dB 0.4348 0.0420
4 dB 1.0000 1.0000 26 dB 0.2488 0.0308
6 dB 1.0000 1.0000 28 dB 0.1786 0.0163
8 dB 1.0000 1.0000 30 dB 0.1196 0.0106
10 dB 1.0000 0.9615 32 dB 0.0627 0.0073
12 dB 1.0000 0.7246 34 dB 0.0452 0.0041
14 dB 1.0000 0.4545 36 dB 0.0284 0.0024
16 dB 0.9804 0.3623 38 dB 0.0174 0.0016
18 dB 0.8475 0.1923 40 dB 0.0106 0.0012
20 dB 0.6667 0.1121 42 dB 0.0096 0.0000

TABLE II: Simulation Parameters

Number of XMEASs 41
Number of XMVs 12
Plant update period 1.8 s
Controller update period 1.8 s
Plant simulation time 72 hrs
Number of APs 2
timeslot 10 ms
Superframe size 180 timeslots
Number of channels 15
Per channel bandwidth 2 MHz
data rate 250 kbps
PHY Data packet size 64 Bytes
PHY ACK packet size 20 Bytes
Transmitter power -10 dBm
Receiver noise figure 11 dB
Path loss model IEEE industrial [34]
CCA length 192 µs
Radio wakeup time 684 µs
SIFS 192 µs

Each time a packet is transmitted, the physical layer module
in the receiver calculates the value of Eb/N0 using the link
length, link type, and packet size, and then maps this value to
the corresponding PER value and decides whether the packet
has been received correctly or not by flipping a coin. Table I
shows the PER table used in the simulator for both LOS and
NLOS links.

V. PERFORMANCE EVALUATION

A. General Simulation Setting

We design three sets of experiments to evaluate the impact
of the wireless channel on the process control system, the
wireless network setup/configuration, and the coordination
between wireless network and the process control system.
In these experiments, the TE controller manages the plant
to operate at the optimal setpoints in Mode 1, where the
production rates for products G and H are the same [31].
Table II enumerates the parameters for the simulation and the
typical values used in these experiments. The TE plant library

Fig. 7: Performance deviation under different packet error rates
in IID channel model

and the simulation framework are maintained in the GitHub
repositories [37] and [38].

B. Effects of Packet Errors on the TE Plant

We start by studying the impact of wireless packet trans-
mission errors on the process control performance before
considering the networking issues. We assume that each field
instrument is connected to the controller through a direct
wireless link. Two stochastic channel models are used to
model random link failures, i.e., the independent and iden-
tically distributed (IID) packet loss model and the two-state
Gilbert-Elliot (GE) channel model [39], [40]. Among the many
operational objectives for the TE plant, we select the reactor
pressure as the performance metric because it is particularly
vulnerable to imperfect control command communications.
Although a higher reactor pressure is preferred because it
accelerates the reactions for the products, the TE process will
shut down the plant for safety reasons if the reactor pressure
exceeds 3000 kPa. The setpoint for the reactor pressure is set
at 2800 kPa as suggested by [14].

With the IID channel model, the wireless PV updates are
statistically independent of each other and the packet error
rate is the same at all times. As each PV gets updated in
a superframe, a larger PER Pe,iid makes it more likely for
the packets to get impaired and dropped, which causes the
controller to take more time to acquire the process status
and respond to any disturbances. Fig. 7 shows the mean and
standard deviation of reactor pressure from its setpoint as a
function of Pe,iid. Each point in Fig. 7 represents 100 repeated
experiments with random seeds. The results indicate that the
reactor pressure control deviates more from the setpoint as the
communication channel gets less reliable, which may result in
a plant shutdown.

Next we look at the GE channel model, which is designed
to model bursty losses in wireless links with two recurring
states [39], [40]. In this paper, we assume that each wireless
link in the experiment follows the GE model and jumps
between the good state and the bad state with the transition
probabilities p and q, respectively. We assume that in the
good state a packet gets transmitted over the channel without
any errors with 100% probability and in the bad state it gets
blocked with 100% probability. Therefore, the average PER in
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(a) Performance deviation

(b) CDF of plant survival time

Fig. 8: Performance of TE plant under different bursty packet
losses in GE channel model (Pe,GE = 0.6)

the GE model is Pe,GE = p/(p+ q) and the average sojourn
time in the good (bad) state is T/p (T/q), where T is the PV
update period, i.e., 1.8 second in the Ricker’s controller. A
smaller q means a longer interval between successive updates
over a wireless link, which reduces the agility of the controller
and postpones the manipulation effort. Fig. 8a illustrates
the mean and standard deviation of pressure deviation as a
function of q while the average PER is kept at 0.6. Meanwhile,
as there is a significant deviation of the reactor pressure when
q < 0.1, the plant shuts down rapidly within a few hours. The
smaller q is, the faster the shutdown happens. Fig. 8b verifies
this with the cumulative distribution function (CDF) of the
plant survival time, i.e., the time until shutdown, for different
q at the same average PER of 0.6.

C. Industrial Wireless Network Setup and Configuration

In the second experiment, we evaluate the simulation frame-
work as a supporting tool for network setup and configuration.
The installation and maintenance of the wireless network in an
industrial plant is usually managed by the plant information
technology (IT) engineers. In case of a WirelessHART net-
work, each wireless node is manually configured through the
WirelessHART handheld field communicator [6]. Therefore, a
study of the procedures in the installation and maintenance of
industrial wireless networks is of special interest.

AP Site Selection

The radios of field instruments are normally installed next
to the sensing/actuation parts that are typically placed at fixed
locations. As the wireless links are established between the
field nodes and the APs, the APs can better serve the areas
they cover if their sites are carefully selected during network
deployment. In this experiment, we probe for the possibility
of link improvement in the simulation platform. As shown
in Fig. 1, the total TE plant area can be divided into three
major sectors, namely, the reaction sector (the upper left
half), the product separation sector (the right half), and the
office area (the lower left half). Two APs, AP1 and AP2,
are deployed to serve the reaction sector and the separation
sector, respectively. Each AP is associated with the wireless
field instruments placed in its serving sector. Considering the
availability of wired network docks and power grid supply,
AP1 is mounted on the wall between the reaction sector and
the office area with coordinate range ([2.5 m:11.60 m], 7 m,
[1.6 m:6.5 m]) in Fig. 1, and AP2 is mounted on the wall
between the reaction sector and the separation sector with
coordinate range (11.75 m, [7 m:16.5 m], [1.6 m:6.5 m]).
Therefore, the locations of the antennas on the mounting walls
are programmable in the AP site selection procedure.

We measure the impact of the AP site on the wireless links
it serves by finding the worst PER link in the coverage area
as given by

Pe,j = max
l∈Lj

Pe,l for j ∈ Θ, (5)

where Θ is the set of all possible AP positions, Lj is the set
of links between the AP at a site j and its wireless nodes, and
Pe,l is the PER for link l.

To optimize the AP placement, the objective can be written
as

argmin
j∈Θ

Pe,j (6)

At each candidate position, the AP broadcasts 1000 mes-
sages at the regular transmission power and each wireless node
counts the number of successful receptions, from which Pe,l

for various links are computed and reported to the network
manager, which collects the Pe,j measured at each site and
decides the best AP sites in both sectors. Fig. 9 illustrates the
distribution of Pe,j for AP1and AP2 in the reaction sector and
the separation sector, respectively. It is observed that the floor
plan of the plant has a significant effect on the wireless links
and the network performance. In the reaction sector, there is
a huge reactor tank that introduces significant shadow fading
in some links and causes higher PER in the links no matter
where AP1 is placed on the mounting wall. The separation
sector, on the other hand, houses smaller sized equipment.
Hence, if AP2 is placed at certain locations, it can connect with
every field instrument with a good link. As shown in Fig. 9b,
when AP2 is positioned at (11.75 m, 11.5125 m, 4.54 m),
it can achieve the minimum Pe,j of 0.225. As mentioned in
previous experiments, if the link PER is 0.225 or lower, the
TE controller can easily manage the process and meet the
objectives.
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(a) Reaction sector AP1 placement

(b) Product separation sector AP2 placement

Fig. 9: Distribution of Pe,j in the TE plant with AP placement

Link Improvements

Once the APs have been installed, “softer” mechanisms can
be used in the wireless network to further enhance the links. In
many cases, the link between an AP and a field instrument is
NLOS, which results in higher PER and potentially requiring
a number of retransmissions. Multi-hop transmissions can
be enabled at the network layer by the routing function to
detour the heavily faded areas. In addition, link redundancy
can be introduced at the DLL by allocating retransmissions
for any PV update. Specifically, a routing metric, e.g., the
expected transmission count (ETX), is used to determine the
best path between the wireless node and the associated AP
in the sense of minimizing ETX [41]. The PV update is then
transmitted to the AP along that best path. For example, in
the reaction sector in Fig. 1, the feed flows, XMEAS 1-6,
have poor NLOS links with AP1, and the average PER for
direct connections is 0.759. Accordingly, the ETX value is
1/(1 − Pe) = 4.419, implying that on the average the direct
link requires 4.419 transmissions over that many timeslots to
transmit one PV update successfully. When the ETX routing
is applied, the feed flows can reach AP1 via the relay at the

Fig. 10: Fraction PVs (out of a total of 53) for which
probability of end-to-end transmission failure is smaller than
or equal to Pe

wireless node that can carry the transmissions of XMEAS
23-28 and XMV 10. The ETX in the 2-hop path turns out
to be 2.642. The resources allocated for each PV flow for
the (re-)transmission along the path are scheduled in adjacent
timeslots in each superframe using a scheduling scheme such
as [42]. Fig. 10 illustrates the improvements in the PV update
process by introducing retransmissions and multi-hop routing
in the industrial wireless network. Therefore, full mesh-like
topology in the WirelessHART network and retransmissions
in the wireless links can improve the PV update performance
in the TE process. When retransmissions are not used, the
method of sending PV updates over direct links require 53
timeslots in each superframe and the method using multi-hop
transmissions requires 63 timeslots to allow some 2-hop relay
links in each transmission round. Naturally, retransmissions
increase the total amount of resources required to update the
PVs.

D. Effects of Network Operation on the TE Plant Performance

The developed simulation enables the interdisciplinary study
of the physical process and the network. In the final experi-
ment, we evaluate the impact of the response time to wireless
network failures on the control performance. We simulate the
case where a wireless link is lost due to battery problems
or radio failure, which delays PV updates and in turn results
in the deviation of the process from the control setpoints.
Fig. 11 illustrates the simulation results in one possible case
that the primary radio of the wireless node in charge of
updating the feed rates, i.e., XMEAS 1-6, goes down one
hour into the simulation. Several options are available to detect
and fix this link problem. In the WirelessHART standard, the
network manager can routinely check the field devices through
Command 41 (Perform Self Test) messages. If the node does
not respond to this message, the communication link may be
lost. In the TE plant, such polling can be performed every
minute or less frequently. The network manager can count
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(a) D feed rate (b) E feed rate

(c) Product G composition (d) Product H composition

(e) Stripper underflow rate (f) Purge rate

(g) Purge valve (h) Reactor pressure

Fig. 11: PV variations in the simulations of link failure and
recovery for the feed flow rate updates (XMEAS 1-6)

the non-responses over a sliding time window, e.g., 5 min,
to identify the failure in the wireless link and take action
to mitigate the problem by invoking the backup radio, for
example.

As shown in Fig. 11, when dual radios are installed in each
wireless node, the network-based link monitoring scheme can
invoke the backup radio and bring the PV update back to
the schedule in a few minutes. The performance degradation
with respect to regular operation is minor. Compared with
this embedded network solution, the alternative control-based
solution needs to continuously monitor the process and send
alerts upon detection of abnormal PV variations. However, as
many inherent process disturbances or control system failures
may also cause similar variations in the process, it usually
takes longer for the plant staff to locate the problem and fix
it. In the TE plant, extended absence of updated feed rates
causes the TE plant to suffer from significant variation in
the production, as shown in Fig. 11e, changes in product
compositions, as shown in Fig. 11c and Fig. 11d, or increasing

the risk that the controller shuts down the process due to high
reactor pressures, as shown in Fig. 11h.

VI. CONCLUSIONS

In this paper, we have proposed a novel simulation-based
evaluation framework for industrial wireless networks intended
for use in process control systems. Focusing on the control-
centric data flows, the framework coordinates the simulations
on both sides and serves as a powerful tool in the study of
the process control systems, network configuration, and the
joint system design. In future work, we will study generic
interface design in the framework to integrate other physical
systems, such as robot control, with the wireless network for
performance and safety improvements.

DISCLAIMER

Certain commercial equipment, instruments, or materials are
identified in this paper in order to specify the experimental
procedure adequately. Such identification is not intended to
imply recommendation or endorsement by the National Insti-
tute of Standards and Technology, nor is it intended to imply
that the materials or equipment identified are necessarily the
best available for the purpose.
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Abstract — Timely and reliable sensing and actuation control are essential in networked 

control.  This depends on not only the precision/quality of the sensors and actuators used 

but also on how well the communications links between the field instruments and the 

controller have been designed. Wireless networking offers simple deployment, 

reconfigurability, scalability, and reduced operational expenditure, and is easier to upgrade 

than wired solutions. However, the adoption of wireless networking has been slow in 

industrial process control due to the stochastic and less than 100 % reliable nature of 

wireless communications and lack of a model to evaluate the effects of such 

communications imperfections on the overall control performance. In this paper, we study 

how control performance is affected by wireless link quality, which in turn is adversely 

affected by severe propagation loss in harsh industrial environments, co-channel 

interference, and unintended interference from other devices. We select the Tennessee 

Eastman Challenge Model (TE) for our study. A decentralized process control system, first 

proposed by N. Ricker, is adopted that employs 41 sensors and 12 actuators to manage the 

production process in the TE plant.  We consider the scenario where wireless links are used 

to periodically transmit essential sensor measurement data, such as pressure, temperature 

and chemical composition to the controller as well as control commands to manipulate the 

actuators according to predetermined setpoints. We consider two models for packet loss in 

the wireless links, namely, an independent and identically distributed (IID) packet loss 

model and the two-state Gilbert-Elliot (GE) channel model.  While the former is a random 

loss model, the latter can model bursty losses.  With each channel model, the performance 

of the simulated decentralized controller using wireless links is compared with the one 

using wired links providing instant and 100 % reliable communications.  The sensitivity of 

the controller to the burstiness of packet loss is also characterized in different process 

stages. The performance results indicate that wireless links with redundant bandwidth 

reservation can meet the requirements of the TE process model under normal operational 

conditions.  When disturbances are introduced in the TE plant model, wireless packet loss 

during transitions between process stages need further protection in severely impaired 

links. Techniques such as retransmission scheduling, multipath routing and enhanced 

physical layer design are discussed and the latest industrial wireless protocols are 

compared. 

 

Keywords — industrial control systems, chemical process control, process 

resilience, process performance, measurement science, testbed, safety 
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I. Introduction 

 

Industrial process control is a control problem where various sensing and automation 

technologies are used to supervise the production activities in a plant. In the past few 

decades, the use of process control has been growing rapidly in conjunction with various 

plant management systems, such as inventory management, product quality check, plant 

safety monitoring and environmental control, for optimizing the entire plant operation [1]. 

In industrial process control, control strategies are generally built around organizing 

sensing and actuation to serve comprehensive and complicated control tasks. The control 

data in process control mainly consists of process variables (PVs) and manipulated 

variables (MVs), the former being the data acquired from field sensors and the latter the 

commands that need to be applied to actuation devices. In order to achieve the control 

objectives, the control data needs to be reliably communicated over secure communications 

links.  

 

Wired communications has been traditionally adopted for use in control systems, because 

it provides direct, reliable connections between field instruments and control units by 

wires/cables, multiplexers and fieldbus protocols. However, wired communications has its 

own limitations.  For example, wired connections do not scale well or support network 

reconfiguration as the process control evolves, larger networks need to be supported, or 

more data is generated. As an alternative solution, field instruments equipped with wireless 

adaptors can communicate with each other and the process controller over the air [2]. 

Wireless networking offers simple deployment, reconfigurability, scalability, and reduced 

operational expenditure, and is easier to upgrade than wired solutions. Moreover, it 

supports flexible communication bandwidth allocation to meet the needs of the control 

system. Therefore, wireless communications is becoming popular in plants for either 

reducing the deployment cost to reach the remote nodes in a sparse network or increasing 

the access capability in a limited space in comparison with cable connectors [3]. 

Accordingly, a number of wireless industrial communication protocols have been 

standardized, such as ISA100.11a [4] and WirelessHART [5].  

 

Despite these advantages over their wired peers, the adoption rate of wireless networking 

has been slow. One popular concern is that the stochastic nature and the less than 100 % 

reliability of wireless links would impair the control performance [6]. A typical industrial 

plant is normally built with steel beams and concrete walls and it houses numerous bulky 

metallic machines, rails and piles of products that make it hard to establish a line-of-sight 

link between two nodes that need to communicate. The radio signal experiences significant 

attenuation as it propagates in such a harsh environment. Besides the intrinsic propagation 

loss, strong co-channel interference is another issue as wireless field instruments, such as 

Wi-Fi and ZigBee devices, operate in unlicensed spectrum bands, e.g., the 2.4 GHz 

industrial, scientific and medical (ISM) radio band, and compete for the same scarce 

spectrum. A number of field studies have been done to verify these concerns. Remley et 

al. carried out RF channel measurements in industrial plants and reported that the unique 

propagation features and radio spectrum activities are strongly shaped by the plant 

architecture and production schedule [7]. Tanghe et al. proposed a channel model for large-
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scale and temporal fading in industrial indoor environments based on their RF 

measurement work [8]. The majority of the existing work is still focused on evaluating the 

wireless channel effects using conventional network performance metrics, such as bit error 

rate and network throughput. For the plant owners, the real concern is how well the 

controller behaves when wireless communications are introduced to replace wired 

connections as well as the installation and operation cost of wireless networks. Therefore, 

an evaluation of wireless channel effects on the controller performance is sorely needed in 

order to promote the use of wireless technologies in industrial process control. Currently, 

this is still an open problem. 

 

In this paper, we study how the control performance is affected by transmissions through 

wireless links, which are adversely affected by severe propagation loss in harsh industrial 

environments, co-channel interference, and unintended interference from other devices. 

These phenomena may result in significant and possibly bursty packet loss, which prevents 

the controller from tracking the critical performance metrics of the process under control 

and responding appropriately. We select a chemical process plant as the control process 

model and identify its communications requirements of connecting various field 

instruments with the controller through wireless links. We propose two wireless channel 

models to characterize packet loss patterns in the sensing and actuation links. The process 

model and the channel model are co-simulated to evaluate the impact of different types of 

wireless packet loss models on the control performance in various plant operations, such 

as setpoint change and disturbed operations. Based upon the results, we discuss the 

adoption of different wireless technologies in process control. 

 

The remainder of the paper is organized as follows. In Section II, the studied process 

control model is introduced. Two types of wireless channel models are proposed in Section 

III. The effects of wireless transmissions on control performance are evaluated in Section 

IV in three different operational scenarios. Finally, we conclude the paper in Section V and 

discuss possible solutions to improve wireless links in support of control performance. 

 

II. Industrial Process Control Model 

 

We select the Tennessee Eastman Challenge Model (TE) as the model for industrial process 

control in this paper. The TE process model was first proposed as a simulated chemical 

plant by Downs and Vogel in 1993 [9]. We chose the TE model for a number of reasons.  

First, it is a well-known, real-world simulated chemical process model that has many 

characteristics of a typical dynamic process control study, such as centralized control, 

networked sensors and actuators, multi-variable optimization, and performance metrics 

(mainly from the cost perspective) for scenarios with changeable setpoints. The field 

instruments, being distributed over the plant, need to communicate with the controller over 

wired or wireless links. Second, the TE model is open-loop unstable, which makes it 

necessary to periodically update the process variables through the communications links. 

The adverse effects of the wireless links, in terms of loss or delayed delivery of control 

data, can significantly degrade the control performance, workplace safety, and economic 

sustainability. Third, the simulations of the TE process have been well developed so that 
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we can focus on the communications modeling aspect by reusing an existing plant 

simulation model.  

 

 
Figure 1. Tennessee Eastman process control problem [9] 

 

The TE plant, shown in Figure 1, is designed for producing two liquid products, G and H, 

from four gaseous reactant inputs, denoted by A, C, D and E. At the same time, two gaseous 

byproducts, B and F, are also generated within the process. Note that B, F, G, and H are 

not explicitly shown in the figure. And instead of revealing the actual chemical process in 

the plant, generic identifiers are used to represent the substances. The total process is 

irreversible and divided into five operation stages including a reactor, a product condenser, 

a vapor-liquid separator, a product stripper, and a recycle compressor. The details of the 

TE process are described in [9]. 

 

For plant process control, the TE model provides a number of measurable process variables 

(XMEAS) and manipulated variables (XMV) for the controller to probe the health of the 

process and adjust the production according to the programmed setpoints. The forty-one 

XMEAS variables are of various types including feed flow rate, container status metric 

(e.g., temperature, pressure and liquid level indicators), and chemical composition metrics 

at different process steps. The twelve XMV variables, on the other hand, deal with valve 

control, temperature control and feed/purge control. The process has a total of six operation 

modes which control the G/H mass ratio (i.e., XMEAS 40 and XMEAS 41 of stream 11) 
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and the production rate from the stripper underflow (i.e., XMEAS 17 through stream 11). 

In our study, the primary use case is Mode 1, which is also called the base case.  

 

We choose the decentralized TE controller model proposed by N. Ricker [10] with the heat 

and material balance data for Mode 1 case in [9] due to its multi-loop distributed control 

architecture and its wide acceptance as the foundation for viable advanced controller 

design. In the rest of this paper, whenever we mention the TE process model or the TE 

model, we mean the TE simulated plant model combined with Ricker’s controller model.  

 

III. Communications Channel Model 

 

Controller

TE Model

Channel Model

Plant

XMEASp XMEASc

XMVp XMVc

(Upstream)

(downstream)

 
Figure 2. Integrated TE model with communications channel model 

 

In the TE process model, there are two types of communications links depending on the 

transmission direction. In the upstream links, XMEAS variables, e.g., temperature, 

pressure and flow rate, acquired from field sensors are transmitted to the controller as 

shown in Fig. 2. The downstream links, on the other hand, carry the control commands in 

terms of updates of XMV variables to the field actuation devices. Individual XMEAS and 

XMV variables will be updated once every T second. In this paper, T is set to 1.8 seconds, 

consistent with Ricker’s Simulink settings [11]. It is assumed that each update will be 

packed into a separate data packet containing a double variable plus the sampled 

timestamp. If a data packet gets lost in the communications channel, the receiver will treat 

that process variable unchanged in the current update and keep using the previous value. 

Therefore, when wireless communications is used, the packet loss in the wireless channel 

will have an impact on the process control performance.  

 

The updates through wireless links in both directions are modeled by the following 

equations, 

𝑋𝑀𝐸𝐴𝑆𝐶(𝑛 + 1) = 𝑋𝑀𝐸𝐴𝑆𝑃(𝑛 + 1) ∗ (1 − 𝐸(𝑛 + 1)) + 𝑋𝑀𝐸𝐴𝑆𝐶(𝑛) ∗ 𝐸(𝑛 + 1)    (1) 

𝑋𝑀𝑉𝑃(𝑛 + 1) = 𝑋𝑀𝑉𝐶(𝑛 + 1) ∗ (1 − 𝐸(𝑛 + 1)) + 𝑋𝑀𝑉𝑃(𝑛) ∗ 𝐸(𝑛 + 1)                   (2) 

where the subscript C or P for each process variable denotes whether the variable is 

associated with the controller or the field instrument in the plant, respectively. 𝐸(𝑛) is the 

indicator random variable for the event that a packet loss occurs at the n-th update through 
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the wireless channel. . 𝐸(𝑛) is equal to 0 when the packet reaches the destination without 

error; it is equal to 1 otherwise.  

 

In this paper, we introduce two statistical models to characterize the randomness of the 

packet loss caused by the wireless channel, namely, an independent and identically 

distributed (IID) packet loss model and the two-state Gilbert-Elliot (GE) channel model.  

 

A. IID Channel Model 

 

In the IID model, each wireless transmission of a process variable is statistically 

independent of all others and the probability of a packet not going through is the same at 

all times. Specifically, the random variables E(n), n = 1, 2, 3, …, are statistically 

independent and they all have the following probability distribution: 

                           
𝑃{𝐸(𝑛) = 1} = 𝑃𝑒,𝑖𝑖𝑑     

   𝑃{𝐸(𝑛) = 0} = 1 − 𝑃𝑒,𝑖𝑖𝑑
.                                                                  (3) 

 

A larger 𝑃𝑒,𝑖𝑖𝑑 indicates a worse wireless channel so that packets are more likely to get 

impaired and dropped, which forces the controller to take more time to acquire the process 

status and respond to any disturbances.  

 

B. Gilbert-Elliott (GE) Channel Model 

 

Good Bad

p

q

1-p

1-q

 
Figure 3. The two-state GE channel model 

 

The GE model is appropriate for modelling bursty losses in wireless links [12-14]. As 

shown in Fig. 3, the GE model has two states, “good” and “bad”, with 𝑃𝑒,𝐺 and 𝑃𝑒,𝐵 

denoting the packet error rate (PER) associated with the good and the bad states, 

respectively. For any two consecutive observation steps, the channel can stay in the same 

state or jump from one state to the other according to the transition probabilities, p and q, 

which characterize the burstiness of the good and bad channel conditions. Since the GE 

model is mathematically a two-state Markov chain, its stationary distribution of channel 

states, (𝜋𝐺 , 𝜋𝐵), can be calculated by the following equations, 

                                           [
𝜋𝐺

𝜋𝐵
] = [

1 − 𝑝 𝑞
𝑝 1 − 𝑞

] × [
𝜋𝐺

𝜋𝐵
],                                                  (4) 

                                       𝜋𝐺 + 𝜋𝐵 = 1,                                                                            (5) 

whose solution is (𝜋𝐺 , 𝜋𝐵)= (
𝑞

𝑝+𝑞
,

𝑝

𝑝+𝑞
).  
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The average PER of the GE model is obtained by 

                                 𝑃𝑒,𝐺𝐸 = 𝑃𝑒,𝐺 ∗ 𝜋𝐺 + 𝑃𝑒,𝐵 ∗ 𝜋𝐵 =
𝑃𝑒,𝐺∗𝑞+𝑃𝑒,𝐵∗𝑝

𝑝+𝑞
.                               (6) 

 

Note that the IID model is a special case of the GE model with 𝑃𝑒,𝐺 = 𝑃𝑒,𝐵 = 𝑃𝑒,𝑖𝑖𝑑,. 

 

For the rest of this paper we assume that 𝑃𝑒,𝐺 = 0 and 𝑃𝑒,𝐵 = 1 in the GE model. In other 

words, the good channel, or the “all-pass” channel, allows the packet to pass through the 

wireless link without any errors so that 𝐸(𝑛) = 0. On the contrary, the bad channel totally 

blocks the packet transmission and results in the packet being dropped, i.e., 𝐸(𝑛) = 1. 

Therefore, the temporal dynamics of whether packets go through or get dropped in the GE 

model are governed by the following equations: 

 

                                       
𝑃{𝐸(𝑛 + 1) = 1|𝐸(𝑛) = 0} = 𝑝

       𝑃{𝐸(𝑛 + 1) = 0|𝐸(𝑛) = 0} = 1 − 𝑝
                              (7)             

𝑃{𝐸(𝑛 + 1) = 0|𝐸(𝑛) = 1} = 𝑞

        𝑃{𝐸(𝑛 + 1) = 1|𝐸(𝑛) = 1} = 1 − 𝑞.
 

 

 
Figure 4. Average PER under different p and q values in GE model (𝐏𝐞,𝐆 = 𝟎, 𝐏𝐞,𝐁 = 𝟏) 

 

The average PER of (6) can be simplified as  

 

                                             𝑃𝑒,𝐺𝐸 = 0 ∗ 𝜋𝐺 + 1 ∗ 𝜋𝐵 =
𝑝

𝑝+𝑞
.                                       (8) 

 

The cause of packet loss in wireless channel ranges from strong co-channel interference to 

overloaded network device in which packets are delayed so much by the device that they 

are discarded. As shown in Fig. 4, the GE model depicts the impacts of the wireless channel 

on the transmission with more details than the IID model does. A single 𝑃𝑒,𝐺𝐸  value may 

be associated with multiple (p, q) pairs as illustrated in (8). The average run-length for the 

good and bad states, i.e. the average number of successive number of times the channel 
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stays in the good and bad states turns out to be 1/p and 1/q, respectively. Table 1 illustrates 

some examples of channel statistics in the GE model. 

 

Table 1. Examples of statistics in GE model (T = 1.8 sec) 

p q Average PER 

(𝑃𝑒,𝐺𝐸) 

Average sojourn 

time in the good 

channel 

(T/p, unit: sec) 

Average sojourn 

time in the bad 

channel 

(T/q, unit: sec) 

0.10 0.10 0.5 18  18 

0.10 0.50 0.1667 18 3.6 

0.10 0.90 0.1 18 2 

0.50 0.10 0.8333 3.6 18 

0.50 0.50 0.5 3.6 3.6 

0.50 0.90 0.3571 3.6 2 

0.90 0.10 0.9 2 18 

0.90 0.50 0.6429 2 3.6 

0.90 0.90 0.5 2 2 

 

We assume the GE channel models for transmission of various XMEAS or XMV variables 

are statistically independent of each other but they all have the same p and q values for the 

state transition probabilities. When the GE channel is in the bad state, the controller will 

use the last XMEAS value available to it. By varying (p, q), we can evaluate the effects of 

the wireless channel model on the communications performance and then extend the 

discussion to the control performance. 

 

IV. Evaluation of the Wireless Channel Effects 

 

The main control objective of the TE plant is to maintain process variables within 

prescribed tolerances. When wireless technology is used to communicate the XMEAS and 

XMV variables, we need to determine whether the control performance would degrade 

compared with the baseline case of using near perfect wired communications. The major 

control performance metrics to be used in such a comparison include production flow rate, 

product mole fractions, and reactor pressure. 

 

We implemented the TE plant model and Ricker’s controller design in a C++ simulator 

along with the two channel models described earlier. The evaluation is performed in three 

major operation scenarios: fixed optimal setpoint operation, online changed setpoint 

operation and disturbance-enabled operation. The aforementioned IID and GE channel 

models are used in the fixed setpoint case so that the sensitivity of the controller to the 

average PER and channel burstiness is evaluated. Our results for the first scenario indicate 

that channel burstiness has a negative impact on the control performance, given the same 

average PER as in the IID model. Therefore, in the following scenarios, the discussions are 

focused on the control performance variation with the average PER set to the 𝑃𝑒,𝑖𝑖𝑑 value 

in the IID model.  
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A. Fixed Setpoint Operation with the IID Channel Model 

 

We first study wireless channel impact on the TE process operating at the optimal setpoints 

in Mode 1. To assess the impact of wireless packet loss, we select different values of 𝑃𝑒,𝑖𝑖𝑑 

in our simulations. In each simulation run, the same value of 𝑃𝑒,𝑖𝑖𝑑 is used in the model for 

every wireless link between a field instrument and its associated gateway. The gateway is 

assumed to be connected to the controller without causing any further transmission delays 

or error. After initializing the plant with the optimal setpoint values from Tables 1 and 3 in 

[9], each simulation scenario is run for 72 hours of plant operation. Even though every 

XMEAS and XMV variable gets updated and transmitted once every 1.8 seconds, we 

record these variables once every 36 seconds (i.e., one out of every 20 samples) for the 

purposes of analyzing and plotting various performance metrics of the process control 

problem. We run each simulation scenario once assuming wireless channels are used and 

once assuming wired channels as the baseline. If any violation of the plant constraints 

occurs, e.g., the reactor pressure exceeding the prescribed limit, the simulator will 

automatically pause and record the plant shutdown event in the simulation log.  

 
Figure 5. Production rate and product mole fractions in fixed setpoint operation using an IID 

channel model with (𝐏𝐞,𝐢𝐢𝐝 = 𝟎. 𝟔) 
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Figure 6. Selected process variables in fixed setpoint operation using IID channel model with (𝐏𝐞,𝐢𝐢𝐝 =

𝟎. 𝟔) 

 

The production rate for the plant products should be kept within prescribed limits as well.  

For example, the stripper underflow (XMEAS 17 in stream 11), should be kept around the 

optimal setpoint of 22.848 m3h-1. Meanwhile, the rate variation is expected to remain 

within 5 % of the setpoint. Besides, as Mode 1 (base case) aims to produce G and H in 

equal amounts, the mole fractions of G (XMEAS 40) and H (XMEAS 41) in stream 11 

should, respectively, be kept at the suggested setpoints of 53.724 % and 43.828±5 𝑚𝑜𝑙 %. 

As suggested by [15], the process control works as expected even when a packet loss rate 
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of up to 50-60 % is experienced. Fig. 5 illustrates the variations of the production rate and 

mol % of the product over a 72-hour period under an IID wireless channel model with 

𝑃𝑒,𝑖𝑖𝑑 = 0.6. It is observed that the production rates and mole fractions of products G and 

H fall within the required reliability range. The mole fractions of the other chemicals 

contained in the under flow, i.e., D, E and F, are negligible after the processing in the 

separator and the stripper.  

 

Fig. 6 provides more details on the 72-hour plant operation simulation run. When wireless 

links with (Pe,iid = 0.6) are used, as suggested by [15], the TE process maintains similar 

performance as in the baseline case. This is mainly due to the fact that Ricker’s controller 

design has already incorporated sufficient redundancy to guard against potential data 

delays/losses. The process update setting of 1.8 seconds is fast enough to detect the slow 

chemical process variations even if a number of packets are lost. The controller can still 

rely on the remaining successful updates to avoid missing the important state changes in 

the plant. 

 

 
Figure 7. Statistics variation of reaction pressure deviation from the setpoint under different 𝐏𝐞,𝐢𝐢𝐝 

 

To probe for the limits of the controller in use, we investigate the control performance over 

a wider PER range. We select the reactor pressure as the performance metric, because it is 

particularly vulnerable to imperfect control command communications. At the controller, 

reactor pressure is intended to be driven as high as possible because the reaction efficiency 

improves as reactor pressure increases [16]. However, the TE process will shut down the 

plant for safety if the reactor pressure exceeds the safety threshold of 3000 kPa. Therefore, 

the optimal setpoint of reactor pressure is suggested at 2800 kPa in Mode 1 [9]. When 

wireless communications is used, as the PER increases, the expected length of the interval 

between two successful updates increases, which prohibits the controller from quickly 

responding to the deviation of the reactor pressure from the setpoint. Fig. 7 illustrates the 

mean and standard deviation of pressure from the setpoint. Each point in Figure 7 

represents 100 independent simulation runs with random seeds. It is observed that the 

reactor pressure control deviates more from the setpoint as the communication channel gets 

less reliable, which may result in a plant shutdown. 
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B. Fixed Setpoint Operation with the GE Channel Model 

 

We continue with the fixed setpoint operation scenario, but we change the channel model 

from IID to GE.  While in the case of the IID channel model we mainly focused on the 

probability of packet loss, which is the same as PER, the evaluation in the GE model case 

will be focused on the impact of the channel burstiness. The channel burstiness is controlled 

by the values of p and q. As the value of p (q) decreases, the channel becomes more bursty. 

In a bursty channel with a small q, when the link experiences one bad transmission, it is 

highly likely to have another bad transmission during the next update, which impairs the 

control process. We select different (p, q) pairs in the sample space (0, 1)2, while keeping 

𝑃𝑒,𝐺𝐸 =
𝑝

𝑝+𝑞
 constant. We repeat the simulation at each q for 500 times.  

 

 
 

Figure 8. The statistics of reactor pressure deviation from the setpoint vs. 𝐪 in the GE model with 

𝐏𝐞,𝐆𝐄 = 𝟎. 𝟔 

 

Fig. 8 illustrates the mean and standard deviation of pressure deviation as a function of q 

while Pe,GE = 0.6. As shown in Table 1, a smaller q leads to a longer interval between 

successive updates over a wireless link, which reduces the agility of the controller and 

postpones the manipulation effort. As it can be seen from Figure 7, when the average burst 

duration for the bad channel is longer than 18 seconds (q<0.1), the TE controller quickly 

loses pace and deviates away from the desired setpoint. Since the transmission over the 

wireless channel starts at the beginning of the simulation, it is of interest to determine how 

long the plant continues to operate until it shuts down.  

 

Fig. 9 illustrates the cumulative distribution function (CDF) of the plant survival time for 

different q at 𝑃𝑒,𝐺𝐸 = 0.6. Just as there is a significant deviation of the reactor pressure 

when q<0.1, the plant shuts down rapidly within a few hours. The smaller q is, the faster 

the shutdown happens. 
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Figure 9. The CDF of plant operation time under different 𝐪 in the GE model with 𝐏𝐞,𝐆𝐄 = 𝟎. 𝟔 

 

 

 

C. Changed Setpoint Operation with the IID Channel Model 

 

When a setpoint is intentionally changed during the operation of the plant, the control 

strategy is designed to manipulate the process to transition to the new stable state 

gracefully. There are many setpoints that can be changed in the TE model. We study 

changing the reactor pressure setpoint consistent with previous studies presented earlier in 

this section. The setpoint for the reactor pressure is tuned from the original value of 2800 

kPa to 2500 kPa while other setpoints stay unchanged. The update rate of once every 1.8 

seconds is also unchanged in the transition.  

 

As shown in Fig. 10(c), the controller takes multiple discrete time steps to ramp the reactor 

pressure down, and one undershoot is observed which is due to the control strategy. 

Similarly, the other process variables experience adjustments and converge to the new 

stable state. The total adjustment period lasts around 15~20 hours in the simulation. Under 

the same controller, the control performance with an IID channel model with Pe,iid = 0.6 

in use is comparable with the baseline case of using wired links. We note that the relative 

difference between any pair of time sequences, one pair for each key performance metric 

illustrated in Fig. 10, is smaller than 1 % at any time in the simulation.  
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Figure 10. The effects of a change in the reactor pressure setpoint on select process variables using 

the IID channel model with (𝐏𝐞,𝐢𝐢𝐝 = 𝟎. 𝟔) 

 

D. Disturbed Operation with the IID Channel Model 

 

Downs and Vogel [9] suggest 20 different disturbances in the TE model to test the 

controller performance. We simulate one of their disturbed operation scenarios to evaluate 

the control performance with wired and wireless links in use.  
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Figures 11 and 12 illustrate the process performance when random disturbance (IDV 8 in 

Table 8 [9]) is enabled in the A, B and C feed composition (stream 4). The performance of 

the controller is excellent in both the baseline links and the wireless IID channel (with 

Pe,iid = 0.6). The production rate and the mole fractions of the products are maintained 

within the specified bounds as shown in Fig. 11. The temperature controller keeps the 

reactor temperature almost constant at the setpoint even under the disturbance (as shown 

in Fig. 12(g)), and it also keeps the temperature variations at the separator and stripper (as 

shown in Fig. 12(b) and 12(h), respectively) at a low frequency (less than 8~10 h-1) 

although they vary significantly compared with the scenario without the disturbance as 

shown in Fig. 6. During the whole operation, the controller performs the same whether 

wireless or wired links are used for communications, which suggests that wireless links 

can support robust process control even under disturbances. 

 

 

 

 

Figure 11. Production rate and product mole fractions using IID model in disturbed operation 

(𝐏𝐞,𝐢𝐢𝐝 = 𝟎. 𝟔, IDV 8 enabled) 
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Figure 12. Selected process variables using IID model in disturbed operation 

 (𝐏𝐞,𝐢𝐢𝐝 = 𝟎. 𝟔, IDV 8 enabled) 

 

V. Conclusions 

 

In this paper we have evaluated the effects of using wireless communications, mainly the 

random packet loss, on the industrial process control performance in a simulated chemical 

process model. Two wireless channel models have been studied in conjunction with three 
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major process operation scenarios. The results indicate that 1) different wireless channels 

have different effects on the control performance; 2) wireless channels at normal packet 

loss levels in an industrial environment can support the controller working in fixed setpoint, 

changed setpoint and the cases where there is a disturbance; and 3) when the wireless links 

are severely impaired, the controller suffers from large packet loss or long delay, which 

drives the control process off track and it may cause the plant to shut down. Therefore, it 

is important to have a good understanding of the RF propagation environment in a given 

plant before using wireless technology in control operations. Nevertheless, the emerging 

wireless technologies for industrial control applications can meet the control requirements 

with careful network provisioning and configuration. 

 

The ISA 100.11a standard provides one viable solution to build a wireless network to 

support industrial process control systems. Consider the TE process control problem as an 

example: 

1. The ISA100.11a standard provides programmable time slots and a repeatable 

frame structure for periodic process variable updates. For the TE model, with 

the time slot duration set to 10 milliseconds, a frame containing 180 time slots, 

corresponding to one update every 1.8 s, can easily serve the control update task 

by accommodating 53 direct communications links between the gateway and 

the field instruments by allocating one time slot to each update packet. The 

remaining time slots can be used for packet retransmissions, which further 

improves the success of the process update operation. 

2. Frequency hopping employed in the ISA100.11a standard can greatly improve 

the wireless link performance in the plant environment under severe RF 

interference conditions. As there are a total of 16 non-overlapping wireless 

channels available in the 2.4 GHz ISM frequency band, per-slot channel 

hopping prevents a given link from always suffering from strong interference 

in the same channel. The ISA100.11a standard also supports black listing of 

channels that are detected to be suffering from being in bad state for a long 

period of time.  

3. The PHY layer protocol of the ISA100.11a standard is based on the IEEE 

802.15.4 standard, which uses the direct sequence spread spectrum (DSSS) 

technology to reduce the noise/interference in the received signal for better link 

performance. Moreover, ISA100.11a increases the maximum transmission 

power to 10 dBm in comparison with the standard IEEE 802.15.4 radios.  This 

improves the quality of the received radio, which would prove useful in the 

harsh industrial plant RF propagation environment. 

 

In future work we will study the implementation of an ISA100.11a network for the TE 

process problem based on the lessons learned from this paper. A joint modeling and co-

simulation of the process control problem and the wireless network behavior will be 

studied. In addition, we will evaluate various techniques, such as multi-path routing, multi-

channel hopping, and scheduling for prioritized emergency control messaging, for 

improving wireless link performance in support of industrial control applications. 
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DISCLAIMER 

Certain commercial equipment, instruments, or materials are identified in this paper 

in order to specify the experimental procedure adequately. Such identification is not 

intended to imply recommendation or endorsement by the National Institute of Standards 

and Technology, nor is it intended to imply that the materials or equipment identified are 

necessarily the best available for the purpose. 
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Abstract 
 

This paper describes a markup-based approach for synthesizing disparate information sources and discusses a 

software implementation of the approach. The implementation makes it easier for people to use two complementary, 

but differently structured, guidance specifications together: the (top-down) Cybersecurity Framework and the 

(bottom-up) National Institute of Standards and Technology Special Publication 800-53 security control catalog. 

An example scenario demonstrates how the software implementation can help a security professional select the 

appropriate safeguards for restricting unauthorized access to an Industrial Control System. The implementation 

and example show the benefits of this approach and suggest its potential application to disciplines other than 

cybersecurity. 
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1.  Introduction 

The Cybersecurity Framework [CSF] and National Institute of Standards and Technology (NIST) Special 

Publication (SP) 800-53 [SP800-53] are complementary cybersecurity guidance specifications. The 

Cybersecurity Framework helps practitioners raise awareness within an organization and communicate 

assessments and objectives to stakeholders. SP 800-53 provides a rigorous methodology for tailoring 

a comprehensive catalog of security controls to meet an organization’s risk management needs. The 

Cybersecurity Framework facilitates top-down decision-making, whereas NIST SP 800-53 enables a more 

bottom-up approach to managing cyber-risk. 

 

Because the Cybersecurity Framework and NIST SP 800-53 are complementary, using the two together can 

provide a greater benefit than using either alone. But combining the top-down, mission-focused guidance 

in the Cybersecurity Framework with the bottom-up risk management guidance in NIST SP 800-53 is a 

challenge. Markup technologies can synthesize the security guidance from the Cybersecurity Framework 

and NIST SP 800-53 into a coherent whole. 

 

This paper presents research demonstrating that software implemented entirely in the Extensible Markup 

Language (XML) [XML] can effectively make it easier for security professionals to use the Cybersecurity 

SP-589

Lubell, Joshua. "Integrating Top-down and Bottom-up Cybersecurity Guidance using XML." Paper presented at the Balisage Series on Markup Technologies, Washington, DC, Aug 2-Aug 5, 2016./1.  Introduction

Lubell, Joshua. 
“Integrating Top-down and Bottom-up Cybersecurity Guidance using XML.” 

Paper presented at the Balisage Series on Markup Technologies, Washington, DC, Aug 2-Aug 5, 2016.



2 

Integrating Top-down and Bottom-up 

Cybersecurity Guidance using XML 

 

 

 

Framework and NIST SP 800-53 together. The research also suggests that the approach presented can 

be successful in solving the more general problem of developing a user interface (UI) to integrate and 

synthesize information from disparate sources, provided that the quantity of information and number of 

sources are small enough to not overwhelm limited computational or software development resources. In 

other words, this approach is intended to enable a developer whose day job does not primarily involve 

coding to write platform-independent software that is easy and inexpensive to deploy. 

 

The rest of this paper proceeds as follows. Section 2 provides an overview of NIST SP 800-53 and the 

Cybersecurity Framework. Section 3 presents the technical approach: first in general terms applicable to 

any scenario involving integration of disparate guidance sources, and then as applied to the implementation 

discussed in Section 4. Section 4 introduces Baseline Tailor, a software application, implemented using 

the approach discussed in Section 3, that makes it easier for people to use the Cybersecurity Framework 

and NIST SP 800-53 security control catalog together. Section 5 presents an example usage scenario 

demonstrating how Baseline Tailor can help a security professional select the appropriate safeguards for 

restricting unauthorized access to an Industrial Control System (ICS). Section 6 summarizes some previous 

third-party research efforts that influenced this work. Section 7 concludes the paper. 

 

2.  Background: NIST SP 800-53 and the 
Cybersecurity Framework 

NIST SP 800-53 provides guidance for selecting and tailoring security controls for information systems. 

The security controls defined in NIST SP 800-53 should be applied as part of a rigorous risk management 

process. NIST SP 800-53 organizes its catalog of security controls into eighteen families with each family 

representing a general security topic. A two-character identifier uniquely identifies the family. Each control 

has zero or more control enhancements, each of which adds additional functionality to or increases the 

strength of the control. The catalog specifies three security control baselines: for low, moderate, and 

high impact information systems. NIST recommends the baselines as starting points for security control 

selection. For example, an organization looking to select security controls for a low impact system (where 

the consequences of compromised confidentiality, integrity, and availability of information are low) might 

begin with the controls in the baseline for the low impact level (or more succinctly, the low baseline) and 

tailor them as appropriate. 

 

Table 1 shows the low, moderate, and high baselines for the first six controls in the Access Control (AC) 

family. In most cases, the moderate baseline is a superset of the low baseline, and the high baseline is 

a superset of the moderate baseline. The numbers in parentheses in the two rightmost columns denote 

control enhancements, which are declarations of security capability to increase the control's functionality 

and/or strength. For example, AC-2 (1), which identifies control enhancement (1) of AC-2 (Account 

Management), states a set of capabilities specific to automated system account management. These 

capabilities enhance the more general capabilities stated for AC-2, which apply to all types of account 

management. This paper discusses security control AC-2 in further detail in Section 4, where Figure 6 

shows AC-2's XML representation in Baseline Tailor, and in the usage scenario in Section 5. 

 

NIST SP 800-53 also contains guidance for creating and documenting overlays to encourage the sharing of 

best security practices. An overlay is a set of control customizations applicable to a group of organizations 

with common security requirements. For example, NIST SP 800-82 (Guide to ICS Security) [SP800-82] 

specifies an overlay for Industrial Control Systems, which are common in the utility, transportation, 

chemical, pharmaceutical, process, and durable goods manufacturing industries. An ICS is vulnerable to 

many of the same security threats that affect traditional information systems, yet has unique needs requiring 

additional guidance beyond that offered by NIST SP 800-53. 

 

The Cybersecurity Framework provides a way for organizations to describe their current security posture 

and target state, and to communicate and assess progress toward meeting goals. The Cybersecurity 
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Framework is organized in a hierarchical fashion, which allows for high-level as well as detailed 

descriptions of security outcomes. It can facilitate communication not only between different categories 

of stakeholders but also between different levels of management within an organization, for example, 

between a chief executive and cybersecurity professionals responsible for implementation. In addition, the 

Cybersecurity Framework links desired security outcomes to specific NIST SP 800-53 security controls, 

as well as to sections of other standards, guidelines, and best practices offering guidance on how to achieve 

desired cybersecurity outcomes. This paper focuses specifically on the links to NIST SP 800-53. 

 

Table 1. 

 
Low, moderate, and high baselines for the first six controls in the Access Control 

(AC) family. 
 

ID NAME LOW MODERATE HIGH 

AC-1 Access Control 

Policy and 

Procedures 

AC-1 AC-1 AC-1 

AC-2 Account 

Management 

AC-2 AC-2 (1) (2) (3) (4) AC-2 (1) (2) (3) (4) 

(5) (11) (12) (13) 

AC-3 Access 

Enforcement 

AC-3 AC-3 AC-3 

AC-4 Information Flow 

Enforcement 

Not Selected AC-4 AC-4 

AC-5 Separation of 

Duties 

Not Selected AC-5 AC-5 

AC-6 Least Privilege Not Selected AC-6 (1) (2) (5) (9) 

(10) 

AC-6 (1) (2) (3) (5) 

(9) (10) 

 

A major component of the Cybersecurity Framework is the Framework Core, a taxonomy of cybersecurity 

outcomes common across critical infrastructure sectors. The highest level of the Framework Core consists 

of five overarching cybersecurity functions: “Identify”, “Protect”, “Detect”, “Respond”, and “Recover”. 

Each function has a two-character identifier: ID for “Identify”, PR for “Protect”, DE for “Detect”, RS 

for “Respond”, and RC for “Recover”. Each function is subdivided into categories, which are high-level 

outcomes. Each category's identifier consists of its function identifier, followed by a period, followed by 

two more characters such that the category identifier uniquely identifies the category. Each category in turn 

contains a set of subcategories, which are specific lower-level outcomes that support the category’s higher- 

level outcome. Subcategories are identified numerically in a manner similar to that of security controls 

within a control family. Each subcategory has informative references providing guidance for achieving the 

subcategory’s outcome, including references to NIST SP 800-53 security control definitions. The NIST 

SP 800-53 informative references are essential for synthesizing the Cybersecurity Framework and NIST 

SP 800-53 guidance, as will be shown in Section 4. 

 

Figure 1 shows the Framework Core functions and categories, with the “Protect” function's “Access 

Control” category (PR.AC) expanded to show all five of its subcategories. The Informative References 

column on the right only shows references to NIST SP 800-53. References to other standards, guidelines, 

and best practices are excluded because they are out of scope for this paper. As this column shows, the 

Cybersecurity Framework is less granular than NIST SP 800-53. References are to controls in their entirety, 

and do not distinguish between control enhancements or baselines. 
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Figure 1. 
 

 
 

Cybersecurity Framework Core with expansion of category PR.AC. 
 

A Framework Profile is a subset of the outcomes in the Framework Core representing either an 

organization’s current or target security posture. The Cybersecurity Framework is not prescriptive with 

respect to how an organization should create a Profile, or how much information a Profile should include 

beyond an enumeration of the Framework Core subcategories it includes. However, the Cybersecurity 

Framework suggests that an organization consider basing a Profile on business drivers and an assessment 

of and tolerance for risk. The Baseline Tailor usage scenario discussed in Section 5 involves use of a 

Framework Profile to support the selection of NIST SP 800-53 security controls. This scenario specifically 

illustrates how a Framework Profile focusing on category PR.AC (Access Control) can support selection 

of security control AC-2 (Account Management). 

3.  An XML-based Integration Approach 

For a general integration approach, applicable for other disciplines besides cybersecurity, consider a 

generic scenario where multiple information sources need to be combined such that the combined 

information can be efficiently viewed and manipulated using a common UI. These information sources 

may or may not be structured XML data. For example, they may be in the form of tables in a document, 

or as spreadsheets. These information sources can be thought of as Small Arcane Nontrivial Datasets 

[Lubell2014]. Although not large enough to justify a heavyweight, server-based database application, a 

Small Arcane Nontrivial Dataset is complex enough to benefit from specialized software for manipulation 

and access, and important enough to justify the development of such software. Let us further assume a 

requirement that any results of manipulating the data be presented to the user as structured XML. The 

following general approach for developing such software that meets the aforementioned requirements uses 

three XML technologies: XForms, Extensible Stylesheet Language Transformations (XSLT), and the XML 

Path Language (XPath). 
 

XForms [XForms], an XML application for specifying forms for the Web, is well-suited for implementing 

UIs for Small Arcane Nontrivial Datasets. XForms adopts the model-view-controller software pattern, 

making it a good fit for lightweight, data-driven applications. The XForms model consists of a set of 

instances and a set of bindings. The instances are well-formed XML documents, some static and some 

dynamic. The bindings define UI constraints, compute dynamic instance data values from other instance 
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data, and manage the display of UI widgets. Because XForms is an XML language, XForms is a good 

choice for implementations where data is already available as XML, or when XML output is desired. 

XForms provides a platform-independent set of UI widgets, enabling the same XForms-valid source code 

to run in multiple browser environments and on multiple operating systems. 
 

Since XForms requires model instances to be well-formed XML, the original information sources may 

need to be converted to XML from their native formats. XSLT [XSLT] is particularly well-suited for such 

a task, even if the source data is non-XML or semi-structured as is the case with Small Arcane Nontrivial 

Datasets that are spreadsheets or tabular data extracted from documents. If the source is poorly structured, 

a semi-automated approach combining XSLT with hand-editing may be needed. XSLT is also useful for 

making flat data hierarchical or vice versa. Additionally, XSLT can be used to create multiple alternatively- 

structured XForms instances in order to speed up UI operations (at the expense of memory requirements 

— a space-time tradeoff). 
 

XForms and XSLT both depend on XPath [XPath]. XForms uses XPath for bindings within the model 

as well as for specifying interactions between the UI widgets and the model. XSLT uses the XPath data 

model and XPath's library of functions and operators. 
 

Figure 2 shows a generic pipeline for producing static XForms model instances from native information 

sources. The pipeline uses XSLT to up-convert an unstructured or semi-structured information source into 

a well-formed, well-structured instance. XSLT is also used to create additional static instances optimized 

for specific UI operations. 

 

Figure 2. 
 

 
 

Generic XML transformation pipeline to produce XForms static model instances. 
 

In the event that the native information source is too poorly structured to support transformation without 

human intervention, the following semi-automated procedure for extracting tabular data from a semi- 

structured documentary source can be used: 
 

1. If the document is not in an Office Open XML [ISO29500] Spreadsheet (.xlsx) format, save it in 

.xlsx form (see Disclaimer). 
 

2. Determine how the information should be represented as structured XML. This is primarily a data 

modeling exercise. 
 

3. Open up the result in a spreadsheet authoring software application and, using copy/paste, partition the 

file into separate Office Open XML Spreadsheet documents such that each document contains a simple 

tabular spreadsheet with no split cells or cells spanning multiple rows or columns. 
 

4. For each tabular spreadsheet document, create a mapping from columns to XML elements and, using 

the map, convert the spreadsheet to structured XML. 
 

5. Using XSLT, combine the XML documents as desired, and up-convert ill-structured data within cells 

as required. 
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4.  Baseline Tailor Overview and 
Implementation 

The generic recipe described in the previous section was applied to develop Baseline Tailor, a freely 

available and open source software tool specifically for users of the Cybersecurity Framework and NIST 

SP 800-53 security controls. The Baseline Tailor User Guide [Lubell2016] describes this software, and 

multiple usage scenarios, in detail. [Lubell2015] provides some implementation details, not discussed 

in this paper, that are specific to Baseline Tailor's UI for tailoring security controls. Section 5 describes 

a specific Baseline Tailor usage scenario: synthesizing into a coherent whole the security guidance 

from NIST SP 800-53, the Cybersecurity Framework, and the NIST SP 800-82 ICS overlay. Without 

Baseline Tailor, an individual wishing to use these specifications together would have to deal with three 

separate information sources, each organized differently. Baseline Tailor’s UI makes it easier to use the 

specifications together. Additionally, Baseline Tailor provides new information derived through integrating 

the disparate information sources – information not obvious from studying each specification in isolation. 

A Baseline Tailor user utilizes the Cybersecurity Framework to determine an organization’s desired 

security posture, and then tailors an appropriate subset of SP 800-53 security controls needed to make 

that desire a reality. The Baseline Tailor UI lets users see how Cybersecurity Framework core functions, 

outcomes and SP 800-53 security controls all relate to one another. It also automatically enforces SP 

800-53 tailoring rules. Additionally, the UI produces output in XML so results can be fed directly to 

other software tools to generate reports, share requirements, or establish assurance. [Lubell2016] discusses 

Baseline Tailor's XML format for tailored controls, UI support for tailoring controls, and automated SP 

800-53 enforcement in detail. 

The Baseline Tailor UI, shown in Figure 3, has four tabs: 
 

• A Security Control Editor tab for navigating the NIST SP 800-53 security control catalog and tailoring 

controls. 

• A Cyber Framework Browser tab for navigating the Framework Core and modifying a Framework 

Profile, the active tab in Figure 3. 

• A Cross References tab showing all references from the Framework Core to a particular security control. 
 

• A Framework Profile tab for modifying a Framework Profile and showing the currently-selected subset 

of Framework Core outcomes. 
 

Figure 3. 
 

 

Cyber Framework Browser tab. 
 

Figure 4 shows the transformation pipeline used to produce the Baseline Tailor XForms static model 

instances. This pipeline is a specialization of the pipeline in Figure 2. The pipeline transformed the 

following native information sources, enclosed by a coarsely dashed border in Figure 4: 
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• A tag-delimited tabular representation of the Framework Core, obtained from a Filemaker Pro runtime 

database (see Disclaimer) available from the Cybersecurity Framework website [CSFTool]. 

 

• catalog.xml: the structured XML representation of the NIST SP 800-53 security control catalog 

available from the NIST SP 800-53 database [NVD]. Since the security catalog's native format is 

structured XML, it is usable as-is as an XForms model instance.
1 

Therefore, Figure 4 shows 

catalog.xml as enclosed within both the coarsely-dashed border surrounding the information 

sources and the finely-dashed border surrounding the XForms static instances. Baseline Tailor uses the 

data in catalog.xml to generate the portion of the UI in the Security Control Editor tab for tailoring a 

security control and its control enhancements. Figure 11 shows this portion of the UI when a user has 

selected security control AC-2 for tailoring. 

 

The XSLT stylesheet core.xsl up-converted the semi-structured Framework Core data into a 

hierarchically structured XForms static instance core.xml. Baseline Tailor uses the data in core.xml 

to generate the “Framework core function” radio buttons, “Category” and “Subcategory” drop-down lists, 

and “Informative References” buttons shown in Figure 3. 

 

The XSLT stylesheet families.xsl generated a static instance families.xml using the data in 

catalog.xml and core.xml. families.xml is optimized to facilitate retrieval of security controls 

belonging to a family, and adds for each security control the identifiers from core.xml identifying the 

Framework Core subcategories that reference the control. The subcategory identifiers are vital to Baseline 

Tailor for integrating the Cybersecurity Framework and NIST SP 800-53 guidance. Baseline Tailor uses the 

subcategory information in families.xml to generate the information shown in the Cross References 

tab. Figure 12 shows the Cross References tab after a user has requested the cross references for security 

control AC-2. 

 

Figure 4. 
 

 

 
XML transformation pipeline used to produce Baseline Tailor XForms static model instances. 

 

The XML shown in Figure 5 and Figure 6 illustrates how the Baseline Tailor XForms model represents 

security controls, subcategories, and their inter-relationships. Figure 5 shows how core.xml 

represents the category PR.AC (shown earlier as a table in Figure 1). Each category element has 

an id attribute and contains subcategory elements representing the category's subcategories. To reduce 

Figure 5's verbosity, only the subcategories with informative references to security control AC-2 — 

PR.AC-1 and PR.AC-4 — are shown in full detail. 
 

 

1Actually, Baseline Tailor does not use the original catalog XML as-is. The original source contains detailed prose text statements from the NIST 

SP 800-53 Revision 4 document describing each security control in the catalog. Baseline Tailor's UI does not need these descriptions, so they were 

stripped from Baseline Tailor's catalog.xml model instance for efficiency reasons. However, it is fair to say that Baseline Tailor could — at 

least in theory — use the original XML as-is. 
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Figure 5. 

 
<category id="PR.AC"> 

<name>Access Control</name> 

<description>Access to assets…</description> 

<subcategory id="PR.AC-1"> 

<description>Identities and credentials…</description> 

<sp800-53> 

<control>AC-2</control><family>IA</family> 

</sp800-53> 

</subcategory> 

<subcategory id="PR.AC-2">…</subcategory> 

<subcategory id="PR.AC-3">…</subcategory> 

<subcategory id="PR.AC-4"> 

<description>Access permissions are…</description> 

<sp800-53> 

<control>AC-2</control><control>AC-3</control> 

<control>AC-5</control><control>AC-6</control> 

<control>AC-16</control> 

</sp800-53> 

</subcategory> 

<subcategory id="PR.AC-5">…</subcategory> 

</category> 

 

XML representation of category PR.AC in core.xml showing informative references to security 

control AC-2. Ellipsis symbols indicate content not relevant to the example. 

 

Figure 6 shows how families.xml represents security control AC-2. Baseline Tailor uses the 

family element's name attribute to populate the UI's “Control family” drop-down list, shown in Figure 9. 

After the user selects a family from the list, Baseline Tailor uses the control element’s number 

attribute and title element to populate the UI's Control drop-down list, shown in Figure 10. The 

default element represents a security control's baseline impact level (“1” for low, “2” for moderate, 

“3” for high, and “4” if the control is not in one of the NIST SP 800-53 baselines). The priority 

element represents a security control's priority code. NIST SP 800-53 recommends that Priority 1 controls 

should be implemented first, followed by priority 2, and finally priority 3. Baseline tailor uses a control's 

default and priority sub-elements, in conjunction with the user's “Baselines” and “Priorities” 

checkbox selections (as shown in Figure 10), to determine whether to include the control in the 

“Control” drop-down list. 

 

The control's subcategory elements reference all Framework Core subcategories that informatively 

reference the control. The number attributes provide these reverse references. The reverse references to 

PR.AC-1 and PR.AC-4 correspond to the informative references shown in Figure 5. 
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Figure 6. 

 
<family name="ACCESS CONTROL"> 

<control number="AC-1">…</control> 

<control number="AC-2"> 

<title>ACCOUNT MANAGEMENT</title> 

<default>1</default> 

<priority>1</priority> 

<subcategory number="PR.AC-1"/> 

<subcategory number="PR.AC-4"/> 

<subcategory number="DE.CM-1"/> 

<subcategory number="DE.CM-3"/> 

</control> 

… 

</family> 

 

XML representation of “Access Control” family in families.xml showing cross references 

from security control AC-2 to Framework Core subcategories shown. Ellipsis symbols indicate 

content not relevant to example. 

 

5.  Baseline Tailor Usage Scenario 

The flowchart in Figure 7 shows a suggested workflow for the Baseline Tailor usage scenario of using a 

Framework Profile and NIST SP 800-82 to support selection of NIST SP 800-53 security controls. The 

user begins by creating a Profile containing a set of Framework Core subcategories needed to meet a 

cybersecurity requirement. Next, the user considers each of the Profile’s informative references. For each 

security control referenced, the user performs the following actions to determine how critical the security 

control is to achieving the Profile’s outcomes: 

 

• Checks how many of the Profile’s subcategories reference the security control. 

 
• Views the security control’s NIST SP 800-53 online database definition to determine relevance. 

 
If the user deems the security control to be critical for meeting the cybersecurity requirement, the user 

then proceeds to tailor the security control. The user may apply the NIST SP 800-82 ICS overlay tailoring 

guidance, if applicable, as a starting point. 

 

As a concrete example of the workflow in Figure 7, suppose a cybersecurity analyst wants to protect an 

ICS. The analyst decides to use Baseline Tailor to help determine which security controls should be 

selected and tailored for implementation. The analyst begins by choosing the “Protect” (PR) core function 

and “Access Control” (PR.AC) category in the Cyber Framework Browser tab (as shown in Figure 3). 

Using the Subcategory drop-down list, the analyst next looks at PR.AC’s five subcategories and decides 

to create a Profile containing all of them. To do so, the analyst switches to the Framework Profile tab and 

makes the checkbox selections shown in Figure 8. Baseline Tailor creates a simple XML representation of 

the Profile on the fly. The Profile, a dynamic XForms model instance, is used to generate (also on the fly) 

XML output shown in non-editable text field at the bottom of the figure. This XML may be copy- pasted 

into a third-party XML authoring tool.
2
 

 

 

 
 

2Baseline Tailor's Security Control Editor tab also creates XML output on the fly. This output is generated from another dynamic model instance that 

encodes how the user has tailored a security control. The XML format for tailored security controls, discussed in [Lubell2015] and [Lubell2016], 

is both more complex and representationally richer than the simple Profile format shown in Figure 8. 
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Figure 7. 
 

 

 
Workflow synthesizing Framework Core, NIST SP 800-53, and NIST SP 800-82 guidance. 

 
Figure 8. 

 

 

 
Framework Profile tab. 

 

The analyst now switches to the Security Control Editor tab and checks a box restricting control choices 

to only those that are referenced by subcategories of PR.AC. As shown in Figure 9, the PR.AC 

subcategories reference only four of the eighteen NIST SP 800-53 control families. Now suppose the 

analyst selects ACCESS CONTROL from the “Control family” drop-down list, and then chooses “AC-2 – 

ACCOUNT MANAGEMENT” from the “Control” drop-down list populated with the subset of the Access 

Control family that the Profile references (Figure 10). The Security Control Editor tab now displays the 

UI for tailoring AC-2, the upper portion of which is shown in Figure 11.
3
 

 
 

 

3[Lubell2016] discusses in detail the lower portion of the tailoring UI, which has editable text fields for adding supplemental guidance and rationale, 

and a non-editable text field providing XML output representing the tailored control. 

SP-598

Lubell, Joshua. "Integrating Top-down and Bottom-up Cybersecurity Guidance using XML." Paper presented at the Balisage Series on Markup Technologies, Washington, DC, Aug 2-Aug 5, 2016./5.  Baseline Tailor Usage Scenario/Figure 8.

Lubell, Joshua. 
“Integrating Top-down and Bottom-up Cybersecurity Guidance using XML.” 

Paper presented at the Balisage Series on Markup Technologies, Washington, DC, Aug 2-Aug 5, 2016.



11 

Integrating Top-down and Bottom-up 

Cybersecurity Guidance using XML 

 

 

 

Figure 9. 
 

 
 

Control families referenced by PR.AC subcategories. 

 

Figure 10. 
 

 
 

Controls belonging to Access Control family that are referenced by PR.AC subcategories. 

 

Figure 11. 
 

 
 

Security control AC-2. 
 

At this point, the analyst wishes to determine security control AC-2’s criticality with respect to Framework 

Core category PR.AC. Clicking the “Framework Core Subcategories Referencing AC-2” button in 

Figure 9 switches to the Cross References tab, revealing that two of the five PR.AC subcategories 

– PR.AC-1 and PR.AC-4 – reference AC-2 (shown in Figure 12). Concluding that security control 

AC-2 should be selected for implementation, the analyst clicks the AC-2 button shown in the upper left of 
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Figure 11 to look up AC-2’s definition in the NIST SP 800-53 online database. Items d, i, and k in the AC-

2 Control Description (Figure 13) are relevant to category PR.AC. The analyst therefore decides to go 

ahead and tailor AC-2 for the ICS. 

 

Figure 12. 
 

 
 

Subcategories referencing AC-2. 

 

Figure 13. 
 

 
 

NIST SP 800-53 online database: AC-2 description. 
 

The analyst now clicks on the button with the factory image in Figure 11, to the right of the AC-2 

button, to view AC-2’s tailoring guidance in the NIST SP 800-82 ICS overlay. The overlay guidance 

(Figure 14) retains the same baseline allocation as NIST SP 800-53, but adds ICS-specific supplemental 

guidance suggesting compensating controls. Compensating controls are alternatives, for when the NIST SP 

800-53 recommendations are not feasible, that provide comparable protection. The compensating controls 

mentioned in Figure 14 meet requirements specific to ICS. For example, an ICS may have limited 

network connectivity and only a small number of potential users, making physical security measures 

possibly more cost-effective than account management (where information processing overhead might 

impact performance). Using the NIST SP 800-82 guidance as a starting point, the analyst proceeds to tailor 

AC-2 using Baseline Tailor’s Security Control Editor tab. 
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Figure 14. 
 

 
 

NIST SP 800-82 ICS Overlay definition: AC-2. 
 

To summarize, the scenario discussed in this section shows how a UI implemented solely with XML 

technologies can increase the utility of the Framework Core, NIST SP 800-53 database, and NIST SP 

800-82 ICS overlay. Baseline Tailor not only provides a common UI bringing them all together, but also 

derives important inter-relationships. As the example showed, a Framework Profile can be used to limit 

the Security Control Editor tab’s “Control family” and “Control” drop-down choices to the subset of NIST 

SP 800-53 security controls likely to be most relevant to the Profile. In addition, the Cross References tab 

can be used as a metric for a security control’s importance with respect to the Framework Core. 
 

6.  Related Research 

Previous research efforts in the areas of risk management, quality and comprehension of spreadsheet data, 

and the use of XPath for data integration influenced the approach described in this paper. 
 

Linkov et al. [Linkov] studied existing risk-based guidance in the nuclear power regulation, 

nanotechnology, and cybersecurity fields. Defining risk as the product threat×vulnerability×consequence, 

they found that in all three cases a traditional bottom-up approach was insufficient for quantifying these 

three variables. Reasons why included uncertainty regarding emerging threats, lack of clear guidance for 

risk mitigation and determining risk tolerance, and a poor understanding of stakeholders' socio-political 

concerns. Linkov et al. concluded that a hybrid approach combining top-down decision making with 

bottom-up risk analysis can make it easier for organizations to determine and manage risk. With respect to 

cybersecurity, Linkov et. al observed that NIST's “Guide for Conducting Risk Assessments” [SP800-30] 

recommends taking an organization's risk tolerance into account when assessing risk. The Framework 

Profile part of the Cybersecurity Framework helps in fulfilling this recommendation by providing a means 

for ensuring that an organization's cybersecurity strategy, risk tolerance, and mission/business objectives 

are all aligned. 
 

Numerous research efforts focused on issues with spreadsheets as a means of representing and 

disseminating information, a common thread being the inability of spreadsheets to capture context. Context 

includes information such as why content was created and how it relates to other content [OAIS]. Durusau 

and Hunting [Durusau], citing news reports of business calamities that were caused by errors in spreadsheet 

data, enumerated root causes of the errors and suggested that topic maps could help in providing the 

missing context information. Kohlhase et al. [Kohlhase] conducted experiments that confirmed lack of 
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context information as a major cause of semantic misunderstandings of data in spreadsheets. Hung et 

al. [Hung] developed a spreadsheet-like formula language to map spreadsheet data to a target schema 

and implemented the language as an Excel plug-in. Cunha et al. [Cunha2009a],[Cunha2009b], employing 

methods for automatically detecting functional dependencies, developed and implemented formalized 

approaches for improving spreadsheet quality. 

 

Recent advances in cloud computing and web technologies have motivated researchers to investigate 

XPath and XPath-based languages as a means for integration of information from distributed sources. 

Pedersen et al. [Pedersen] used XPath as part of a formal semantic foundation for on-the-fly 

multidimensional data integration. The formalism uses XPath combined with a subset of the Structured 

Query Language (SQL) [Date]. Rennau and Grün [Rennau] determined that XQuery [XQuery] is a highly 

useful integration language for heterogeneous information sources, with the caveat that enhancements to 

XQuery and related standards are needed to improve navigational abilities for some non-XML sources. 

 

7.  Concluding Remarks 

This paper presented a technical approach employing XSLT and XForms for developing a UI that 

integrates information from multiple sources. The original information sources may or may not be 

XML, and the original presentation may be either top-down or bottom-up. The Baseline Tailor software 

application validates the technical approach, adding value for cybersecurity professionals wishing to use 

the Cybersecurity Framework and NIST SP 800-53 guidance together. The core.xml static XForms 

model instance that provides the information displayed in the Cyber Framework Browser tab (Figure 3) 

a useful contribution in its own right since the current edition of the Cybersecurity Framework lacks 

a structured XML representation of the Framework Core. The Baseline Tailor software application, 

core.xml, and related XML resources are available at http://www.nist.gov/el/msid/baselinetailor.cfm. 

 

Interestingly, Baseline Tailor was originally conceived as software only for tailoring the SP 800-53 security 

controls. A later version added the ability to browse the Cybersecurity Framework Core, but did not support 

bidirectional traversal of links between subcategories and security controls. Full integration came later, 

after the author began working with a team developing a Framework Profile for manufacturing systems. To 

incorporate guidance from the NIST SP 800-53 security control catalog and NIST SP 800-82 ICS overlay 

into the Manufacturing Profile, the team frequently needed to trace backwards from security controls to 

subcategories. This was cumbersome using the tables in the Cybersecurity Framework and NIST SP 800-53 

documents. Baseline Tailor's Cross References tab made the task much easier. The team's experience before 

versus after the Cross References tab was added to Baseline Tailor validates the hybrid approach to risk 

management advocated in [Linkov]. 

 

A major limitation of the technical approach described in Section 3 is its reliance on hand-editing for semi- 

automated conversion of spreadsheet data to XML. It might be feasible to implement a more automated 

solution using the mapping language developed by Hung et al., or functional dependency detection 

methods from Cunha et al. A challenge with either automation approach would be getting spreadsheet 

authors to cooperate. A big attraction of spreadsheets as a medium for disseminating information is 

that authoring them is easy. Requiring authors to encode transformation logic as formulas or to think 

about functional dependencies makes spreadsheet production harder, although it may make life easier for 

spreadsheet consumers. 
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ABSTRACT 

The fields of risk analysis and prognostics and health 

management (PHM) have developed in a largely 

independent fashion.  However, both fields share a common 

core goal. They aspire to manage future adverse 

consequences associated with prospective dysfunctions of 

the systems under consideration due to internal or external 

forces. This paper describes how two prominent risk 

analysis theories and methodologies – Hierarchical 

Holographic Modeling (HHM) and Risk Filtering, Ranking, 

and Management (RFRM) – can be adapted to support the 

design of PHM systems in the context of smart 

manufacturing processes. Specifically, the proposed 

methodologies will be used to identify targets – 

components, subsystems, or systems – that would most 

benefit from a PHM system in regards to achieving the 

following objectives: minimizing cost, minimizing 

production/maintenance time, maximizing system remaining 

usable life (RUL), maximizing product quality, and 

maximizing product output. 

HHM is a comprehensive modeling theory and 

methodology that is grounded on the premise that no system 

can be modeled effectively from a single perspective. It can 

also be used as an inductive method for scenario structuring 

to identify emergent forced changes (EFCs) in a system. 

EFCs connote trends in external or internal sources of risk 

to a system that may adversely affect specific states of the 

system. An important aspect of proactive risk management 

includes bolstering the resilience of the system for specific 

EFCs by appropriately controlling the states. Risk scenarios 

for specific EFCs can be the basis for the design of 

prognostic and diagnostic systems that provide real-time 

predictions and recognition of scenario changes. The HHM 

methodology includes visual modeling techniques that can 

enhance stakeholders’ understanding of shared states, 

resources, objectives and constraints among the 

interdependent and interconnected subsystems of smart 

manufacturing systems. In risk analysis, HHM is often 

paired with Risk Filtering, Ranking, and Management 

(RFRM). The RFRM process provides the users, (e.g., 

technology developers, original equipment manufacturers 

(OEMs), technology integrators, manufacturers), with the 

most critical risks to the objectives, which can be used to 

identify the most critical components and subsystems that 

would most benefit from a PHM system. 

A case study is presented in which HHM and RFRM are 

adapted for PHM in the context of an active manufacturing 

facility located in the United States. The methodologies help 

to identify the critical risks to the manufacturing process, 

and the major components and subsystems that would most 

benefit from a developed PHM system. 

1. INTRODUCTION

Smart Manufacturing Systems require advanced 

technologies that facilitate widespread information flow 

within the system’s components and subsystems. This 

information can include the health, performance, and risk of 

the system in failing to meet an objective (Jung, Morris, 

Lyons, Leong, & Cho, 2015). The engineering focus of 

Prognostics and Health Management (PHM) is coupled with 

smart manufacturing. The term “prognostics” refers to the 

prediction of the future status, health, or performance of 

components and systems. A commonly used metric within 

Michael Malinowski et al. This is an open-access article distributed 

under the terms of the Creative Commons Attribution 3.0 United States 
License, which permits unrestricted use, distribution, and reproduction 

in any medium, provided the original author and source are credited. 
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engineering prognostics is the remaining usable life (RUL) 

of a machine or system (National Institute of Standards and 

Technology, 2014). The term “health management” on the 

other hand refers to the process of making maintenance and 

logistics decisions from the prognostics information, 

available resources, and operational demand (Barajas & 

Srinivasa, 2008). The focus of health management is to 

minimize operational loss and to maximize the objectives 

established by the facility (Lee, Wu, Zhao, Ghaffari, Liao, 

& Siegel, 2014). 

The use of PHM models to improve manufacturing 

performance has been demonstrated in numerous case 

studies within automotive (Holland, Barajas, Salman, & 

Zhang, 2010), aerospace (Batzel & Swanson, 2009), 

machine tool (Biehl, Staufenbiel, Recknagel, Denkena, & 

Bertram, 2012), and power generation (Hofmeister, 

Wagoner, & Goodman, 2013) industries. However, as 

manufacturing processes increase in size and complexity, it 

can become exceedingly difficult to determine which 

components or subsystems can most benefit from a PHM 

system model. Even data-driven approaches, which rely on 

historical data and mathematical models, lose accuracy and 

become less predictive as complexity increases (Bai, Wang, 

& Hu, 2015). 

When available resources for PHM efforts are limited, 

designers and implementers of PHM systems face a difficult 

problem in deciding where to deploy these scarce resources 

to maximize benefit. A smart manufacturing system may 

involve multiple subsystems or processes that present 

reasonable targets for the development of PHM systems 

(Barajas & Srinivasa, 2008).  This selection problem is 

made more difficult because the potential costs and benefits 

of those potential PHM systems are subject to random and 

known uncertainty (Feldman, Jazouli, & Sandborn, 2009) 

(Hou-bo, & Jian-min, 2011). 

Numerous systems-based risk analysis methodologies 

designed to support decision-makers within manufacturing 

industries have successfully been developed and deployed 

(Lee, Lv, & Hong, 2013) (Fernández, & Pérez, 2015), 

including Hierarchical Holographic Modeling (HHM) 

(Haimes, 2009) and Risk Filtering, Ranking, and 

Management (RFRM) (Haimes, Kaplan, & Lambert, 2002) 

(Haimes, 2009). The original purpose of these methods 

(within the field of risk analysis) was to identify the most 

critical sources of risks to a system and to provide risk 

assessment, risk management, and risk communication 

(Haimes, 2012). With a few modifications, the critical risks 

identified in the HHM and RFRM processes can be used to 

identify the most critical components and subsystems that 

would most benefit from a PHM system or model. 

The contribution of this paper is to introduce HHM and 

RFRM as methodologies to provide scope and direction for 

the PHM system designer. The proposed methodologies will 

be used to identify targets – components, subsystems, or 

systems – that would most benefit from a PHM system in 

regards to achieving the following objectives: minimizing 

cost, minimizing production/maintenance time, maximizing 

system remaining usable life (RUL), maximizing product 

quality, and maximizing product output. There currently 

exist multiple methods to determine the major failure modes 

of a system after an accident or catastrophe (Cocheteux, 

Voisin, Levrat, & Iung, 2009) (Lee et al., 2014) (Vykydal, 

Plura, Halfarová, & Klaput, 2015). The proposed 

methodology allows for a thorough analysis to be conducted 

even before a failure occurs in a manufacturing 

environment. 

The remainder of the paper is organized as follows. Section 

2 summarizes and explores the general HHM methodology.  

Section 3 explains the additional benefit of applying RFRM 

to the models developed using HHM. Section 4 discusses 

PHM-specific modifications to the RFRM method. Section 

5 provides a specific case study of the application of HHM 

and RFRM to a major manufacturing facility. Section 6 

concludes the paper. 

2. HIERARCHICAL HOLOGRAPHIC MODELING, RISK

ANALYSIS, AND PHM

Risk is a combined measure of the probability and severity 

of adverse effects (Andretta, 2014), which necessitates 

knowledge and understanding of future probable adverse 

events and their likely consequences (Haimes, 2009). To 

answer the basic question in risk analysis: “what can go 

wrong?” it is imperative that all conceivable and likely risk 

scenarios be identified. This is a daunting task, but can be 

accomplished by integrating knowledge and experience 

from multiple experts across different disciplines. The HHM 

methodology facilitates this collaboration between experts.  

HHM has been successfully utilized in numerous projects 

and for multiple agencies, including the President's 

Commission on Critical Infrastructure Protection (PCCIP), 

the Federal Bureau of Investigation (FBI), the National 

Aeronautics and Space Administration (NASA), the 

Virginia Department of Transportation (VDOT), and the 

U.S. Army National Ground Intelligence Center (NGIC) 

(Haimes, 2009) (Lambert, Haimes, Li, Schooff, & Tulsiani, 

2001). The PCCIP utilized HHM to determine the major 

hardware, software, human, and environmental risks to a 

supervisory control and data acquisition system (Chittester, 

& Haimes, 2004). The FBI developed an HHM model to 

identify varying perspectives, motives, and weaknesses 

between homeland defenders and terrorist networks 

(Haimes, & Horowitz, 2004). For VDOT, the HHM method 

identified major interdependencies within Virginia’s 

transportation infrastructure and outlined critical sectors that 

were most sensitive to disruptions (Crowther, Dicdican, 

Leung, Lian, & Williams, 2004). Finally for the Army 

NGIC, HHM was used prior to a major deployment to 

identify the critical state variables of the target host country, 
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U.S. forces, and U.S. allies (Dombroski, Haimes, Lambert, 

Schlussel, & Sulcoski, 2002). 

Haimes (2009) defines HHM as a holistic philosophy and 

methodology aimed at capturing and representing the 

essence of the inherent diverse characteristics and attributes 

of a system. These system attributes include, but are not 

limited to, the multiple aspects, perspectives, facets, views, 

dimensions, and hierarchies. The mathematical and systems 

approach to holographic modeling reveals the 

interconnectedness, and the interdependencies among the 

system’s objective functions, constraints, decision variables, 

and inputs/outputs (Haimes, 2009). The term holographic 

refers to the desire to have a multi-view image of a system 

(Crowther et al., 2004). For example, the risk to a system 

due to emergent forced changes (EFCs) can be represented 

from its multiple perspectives, which are related to time and 

geography, and include, but are not limited to: (1) 

economic, (2) health, (3) technical, (4) political, and (5) 

social perspectives. To capture a holographic outcome, the 

modeling team that performs the analysis must represent a 

broad array of experience and knowledge (Haimes, 2009). 

The HHM process considers risks at both the macroscopic 

(management) and microscopic (component) levels. Most 

organizational and technology-based manufacturing systems 

are hierarchical in nature (Alvandi, Bienert, Li, & Kara, 

2015) (He, Zhang, & Li, 2014), and the deployments of 

HHM have effectively addressed the risks at these multiple 

levels (Haimes, Kaplan, & Lambert, 2002). HHM is 

especially useful in determining the reliability and 

maintainability of infrastructures that feature a large number 

of components and subsystems. From a mathematical 

standpoint, reliability refers to the probability that a system 

is operational in a given time period, while maintainability 

is defined as the probability that a failed system can be 

restored to an operational state within a specified period of 

time (Haimes, 2009). Both of these metrics are essential to 

holistic risk assessment and management. 

The HHM methodology produces a multilevel 

decomposition of a system into its many subsystems and 

components. This breakdown is essential to revealing the 

complexity and internal hierarchical nature of large-scale 

systems (He et al., 2014). Decomposition also allows for 

trade-off analyses and studies to be performed at the 

component, subsystem, or total system level. Applying the 

HHM methodology requires an organized team of experts 

with varied experience and knowledge bases to develop a 

holographic view of a system with its multiple levels and 

hierarchies. Although it is possible for individual experts to 

create different decompositions, the aggregate will yield the 

same optimal solution. Each expert will provide their own 

perspective to enforce the desired multi-view image of the 

system and reveal unique vulnerabilities (Kaplan, Haimes, 

& Garrick, 2001). Two major types of risks and 

uncertainties will ultimately come to light: those resulting 

from 1) exogenous events such as new legislation or natural 

disasters, and 2) endogenous events such as hardware, 

software, organizational, and human failures (Haimes, 

2009). While knowledge of both types of events is crucial to 

understanding the entire system, a PHM system will focus 

more heavily on potential endogenous events which can 

take the form of critical EFCs. 

At their cores, both PHM and risk analysis share two 

common goals: (1) to ensure that the systems under 

consideration perform their intended functions and meet 

their objectives at acceptable tradeoffs and within an 

acceptable time frame, and (2) to inform decision-makers so 

they can better predict and respond to faults and failures 

(Haimes, 2009) (NIST, 2015). Additionally, both practices 

utilize systemic risk modeling, assessment, management, 

and communication to achieve their goals (Ahmad & 

Kamaruddin, 2012) (Al-Habaibeh & Gindy, 2000). Due to 

these commonalities, the risk analysis theory and 

methodology of HHM was utilized in a case study to 

determine the conceivable sources of risk to a system, and 

finally to help decide where to apply a PHM model within a 

smart manufacturing facility. 

3. RISK FILTERING, RANKING, AND MANAGEMENT

In total risk management, it is necessary to identify, 

prioritize, assess, and manage potential risk scenarios to a 

large-scale system. Stakeholders and decision-makers must 

consider the likelihoods and consequences of each risk to 

produce acceptable mitigation options. The Risk Filtering, 

Ranking, and Management (RFRM) methodology offers 

eight major phases to guide total risk management in an 

HHM system (Haimes, 2002). The eight phases are: 1 – 

Scenario Identification, 2 – Scenario Filtering, 3 – Bi-

criteria filtering, 4 – Multi-criteria Evaluation, 5 – 

Quantitative Ranking, 6 – Risk Management, 7 – 

Safeguarding Against Missing Critical Items, and 8 – 

Operational Feedback. Details on these eight phases can be 

found in (Haimes, 2002). 

The guiding force behind RFRM is the identification of 

head topics, which represent major concepts or perspectives 

of success, and subtopics, which provide detailed 

requirements or sources of risk (Haimes, 2009). However, it 

is often impractical to evaluate hundreds of sources of risk 

when evaluating a large system. Therefore, the risk 

scenarios and sources should be filtered based on 

professional experience, expert knowledge, and statistical 

data.  It is also important to consider a variety of risks such 

as those related to hardware, software, organizational 

failure, human error, budget, schedule slip, and performance 

criteria (Haimes, 2002). 

The RFRM methodology has been successfully deployed on 

numerous systems for multiple agencies, including the 

NASA, the Federal Aviation Administration (FAA), the 

VDOT, the National Ground Intelligence Center (NGIC), 
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and the Department of Homeland Security (DHS) (Haimes, 

2009). NASA used RFRM to identify the most common risk 

scenarios facing future space missions (e.g., inadequate 

oversight teams), and to compare management strategies to 

mitigate those risks (e.g., restructure existing teams or hire 

external consultants) (Haimes, 2009). For VDOT, the 

RFRM method ranked and prioritized the potential 

shutdowns of various transportation infrastructure assets 

(e.g., roads, highways, or bridges) according to their impacts 

on state transportation inoperability and economic loss 

(Crowther et al., 2004). Finally, the Army NGIC used the 

RFRM method to identify the risk scenarios that allied 

forces might encounter in a foreign country that occurred 

with the highest likelihood probability and produced the 

most severe results (e.g., loss of life or major asset) 

(Dombroski et al., 2002). 

The risk assessment portion of RFRM can be summed up by 

four major questions (Haimes, 2002):  

1) What can go wrong?

2) What is the likelihood of that happening?

3) What are the consequences?

4) What is the time frame?

The risk management portion on the other hand 

encompasses three complementary questions (Haimes, 

2009):  

1) What can be done and what are the available

options?

2) What are the associated trade-offs in terms of costs,

benefits, and risks?

3) What are the impacts of current decisions on future

options?

After all relevant and potential risks have been identified as 

either head topics or subtopics they must be evaluated by 

three major criteria: resilience, robustness, and redundancy. 

Resilience refers to the ability of a system to recover after an 

emergency, and can be evaluated by time and resources 

needed. Robustness is the insensitivity of system 

performance to external stresses, so the ability to resist 

potential risks. Redundancy refers to the ability of extra 

components or subsystems to take over the functions of 

failed components or subsystems (Haimes, 2009). 

The three categories of resilience, robustness, and 

redundancy are then further broken down into eleven 

essential criteria for evaluating risk scenarios (refer to 

Figure 1).   

Figure 1. Risk factors with eleven criteria. 

The eleven criteria relating the ability of a risk scenario to 

defeat the defenses of a system are formally defined as 

follows (Haimes, 2009): 

1. Undetectability – the absence of modes by which

the initial events of a scenario can be discovered

before harm occurs

2. Uncontrollability – the absence of control modes

that make it possible to take action or make an

adjustment to prevent harm

3. Multiple paths to failure – multiple and possibly

unknown ways for the events of a scenario to harm

the system

4. Irreversibility – a scenario in which the adverse

condition cannot be returned to the initial,

operational (pre-event) condition

5. Duration of effects – a scenario that would have a

long duration of adverse consequences

6. Cascading effects – a scenario where the effects of

an adverse condition propagate to other systems or

subsystems (cannot be contained)

7. Operating environment – a scenario that results

from external stressors

8. Wear and tear – a scenario that results from use,

leading to degraded performance

9. Hardware, software, human, and organizational

interfaces – a scenario in which the adverse

outcome is magnified by interfaces among one or

more these subsystems

10. Complexity/emergent behaviors – a scenario in

which there is a potential for system-level

behaviors that are not anticipated even with

knowledge of components and their interactions

11. Design immaturity – a scenario in which the

adverse consequences are related to the newness of

the system design or other lack of a proven concept

Each identified risk scenario must be rated as “high”, 

“medium”, “low”, or “not applicable” against each criterion. 

SP-608

Malinowski, M; Beling, Peter; LaViers, Amy; Marvel, Jeremy; Weiss, Brian. "System Interdependency Modeling in the Design of Prognostic and Health Management Systems in Smart Manufacturing." Paper presented at the Annual Conference of the Prognostics and Health Management Society, San Diego, CA, Oct 19-Oct 24, 2015./3. Risk Filtering, Ranking, and Management

Malinowski, M; Beling, Peter; LaViers, Amy; Marvel, Jeremy; Weiss, Brian. 
“System Interdependency Modeling in the Design of Prognostic and Health Management 

 Systems in Smart Manufacturing.” Paper presented at the Annual Conference  
of the Prognostics and Health Management Society, San Diego, CA, Oct 19-Oct 24, 2015.



ANNUAL CONFERENCE OF THE PROGNOSTICS AND HEALTH MANAGEMENT SOCIETY 2015 

5 

Scenarios with more “high” ratings must be considered 

further in the RFRM process. Risk scenarios that score 

mostly “low” or “not applicable” in the eleven categories 

can be filtered out unless an emergent change drives it 

towards a higher level of risk. Alternative rating scales and 

filtering criteria could also be used with the same goal: 

reduction of the number of scenarios under consideration. 

4. PHM-SPECIFIC MODIFICATIONS TO RISK FILTERING,

RANKING, AND MANAGEMENT

The RFRM process is essential because it limits the number 

of risk scenarios for a manufacturing facility to a 

manageable quantity. However, the process must be 

modified to identify the risks that are applicable to realistic 

and practical PHM strategies. Risks that cannot be handled 

through PHM should still be considered at a higher system 

level, but will not be useful to the process described in this 

paper. The modifications to the standard RFRM filtering 

process are as follows: 

M1. Risks that are rated “high” for undetectability 

should be filtered out during RFRM, unless there 

exists the potential to add a detection method (such 

as a sensor to a robot). 

M2. Risks that are rated “high” for uncontrollability 

should be filtered out during RFRM, unless there 

exists potential to insert control modes to the 

process or subsystem. 

M3. Risks that are directly related to only the operating 

environment and thus cannot be mitigated on a 

day-to-day basis should be filtered out during the 

RFRM. 

M4. Risks that can be directly classified as either 

“human” or “organizational” should be filtered out 

during RFRM. 

M5. Risks that are only rated “high” in the category of 

design immaturity should be filtered out during 

RFRM. 

The purpose of the M1 modification is to ensure that only 

risks that can be detected, identified, and diagnosed will 

remain after the filtering process. This is because PHM 

systems rely on prognostics, and thus require predictive 

capabilities of future health, performance, or RUL of 

subsystems. They must have a means to detect or sense in 

order to provide effective health management. However, it 

should be noted that if it is possible to add a detection 

method or even a reliability model to the risk in question, 

then it should not be filtered out on the basis of the M1 

modification. 

The M2 modification seeks to eliminate risks that have no 

existing control channels. The purpose of a PHM system is 

to modify decision variables or inputs to a system in order 

to create a desired outcome. However, even if the optimal 

modifications to the variables can be identified, if there is no 

way to implement them, then there is no benefit to the 

system. It was additionally noted that if it is possible to add 

control modes, then this filtering criterion can be ignored. 

The purpose of the M3 modification is to filter out risks that 

are only related to the operating environment. Specifically, 

these are the risks pertaining to external factors over which 

there is no control, such as the weather, plant location, and 

even legislation or industry standards. These risks should be 

filtered because they cannot be managed on a day-to-day 

basis and would require solutions outside the scope of a 

manufacturing PHM system. It should be noted that this 

should only serve as a filter if it is the only “high” rated risk 

category. 

Modification M4 removes any risks that are primarily 

classified as either “human” or “organizational.” The 

purpose here is to eliminate risks that are primarily related 

to issues that are difficult to control, such as human error or 

the organizational structure of a corporation. While 

managing these risks may prove extremely beneficial to a 

manufacturing facility, there is little opportunity for a PHM 

system. 

Finally, the M5 modification removes risks that are focused 

on immature or experimental subsystems, which are usually 

still undergoing optimization or usability testing. These new 

systems will naturally inherit additional risk since they have 

not yet been verified. Therefore, we would not want to 

allocate resources towards developing a PHM system for a 

new component until it has become stable within its own 

design cycle. 

5. CASE STUDY IN THE APPLICATION OF HHM AND 

RFRM TO PHM IN SMART MANUFACTURING

The process for identifying the most important sources of 

risk involves developing a Hierarchical Holographic Model 

and performing a PHM-oriented Risk Filtering, Ranking, 

and Management. As a proof of concept for this 

methodology, consider the following example featuring the 

packaging process at a major manufacturer located in the 

United States. Due to the competitive nature of the industry, 

specific details about the company have been omitted. For 

the remainder of this paper, the manufacturing facility shall 

be referred to as Plant A. 

5.1. Plant A Packing and Bagging Overview 

One of the major processes at Plant A encompasses the 

packing, transporting, and bagging of their finished product. 

Refer to Figure 2 for a detailed system diagram of the entire 

process with the major components, subsystems, sensors, 

machines, robots, and humans identified. 

Once the product has been processed and fully prepared, it 

is stored on the floor in a sterilized section of the plant. A 

small end-loader pushes controlled heaps of the product into 
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a grate in the floor that is outfitted with an automated screw 

conveyor. This screw moves the product up to a storage tank 

overhead, which then funnels the product to one of a few 

bagging stations: two 15.88 kg – 22.68 kg bag stations and 

one jumbo station for bulk product. After the product enters 

the funnels, an automated machine fills bags to their correct, 

preset weight. Bags are administered by human workers, 

one at each station. The human operators take empty bags, 

load them onto the filler, and then start the filling process. 

Finally they remove the full bags and shift the bags over to a 

conveyor where they are sealed, flattened, and sent down 

the line. 

At this point the bags are in queue for a robotic palletizer. 

The palletizer receives sealed and inspected bags of product 

and stacks them onto wooden pallets in regular, repeating 

patterns that can be selected and adjusted by the operator. A 

forklift is used to remove the finished pallet where it is 

wrapped in shrink wrap and placed in a holding area for 

distribution. A central programmable logic controller with a 

touch screen interface coordinates the overall unit 

automation that was supplemented by at least six human 

workers: one end-loader driver, two baggers, one inspector, 

and two to shrink wrap finished pallets and insert empty 

pallets to the palletizer cage. The insertion of empty pallets 

into the robot workspace is accomplished by a light curtain 

that would turn off when the pallet was completely loaded 

(and the robot switched to an empty pallet on its other side) 

so that the loaded pallet could be removed (via forklift) and 

a new wooden pallet re-inserted (by a human operator who 

would return the light curtain to active to let the robot know 

it could switch back to that side when it finished the pallet 

on its other side). 

Figure 2. System diagram of Plant A. 
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Plant engineers have noted the following known health 

management issues: 

• The funnel openings can become clogged with

finished product if not regularly cleaned out.

• Sensors fail with regularity. Common causes of

failure include occlusion of optical components by

dirt and misalignment through collision with bags

of product.

• The maneuvering of heavy bags by human workers

is a potential source of slower productivity for the

facility.

• Adjusting and reprogramming the palletizer is

difficult and generally outside the scope of the

work done in house. The robot engineer must be on

call and able to reprogram the machine in-person.

5.2. Application of HHM and RFRM 

The main objectives of the manufacturer are to maximize 

production of their packaged product, and to minimize the 

risk of a system failure (production shutdown or delay). To 

help achieve these objectives, Plant A wishes to implement 

a PHM system into their packing and bagging process. 

However, they currently have limited monetary resources 

allocated towards this effort. Thus, Plant A requires a full 

analysis regarding which of their 

components/machines/subsystems would most benefit from 

a PHM system. This necessitates a complete understanding 

of their current industrial process. 

5.2.1. HHM for Plant A 

First, multiple Hierarchical Holographic Models (HHMs) 

are developed covering multiple aspects of the 

manufacturing plant. The HHM models receive input from 

many different subject matter experts, stakeholders, and 

decision makers. For Plant A, an HHM model was 

originally developed with the perspective of the different 

physical components within the finished product bagging 

system. The head topics for the model were (1) Machines 

and Robots, (2) Components, (3) Humans, and (4) 

Environment. Underneath these major topics, subtopics and 

possible risk scenarios can be identified. The HHM model 

for the physical components has been displayed in bullet 

form below. 

1. Machines and Robots

a. Front End Loader

b. Screw Conveyor

i. Horizontal

ii. Vertical

c. Storage Tank Dispenser

d. Bagging Machine

i. Bag grip

ii. Locking mechanism

iii. Sensor

iv. Product dispenser

e. Bag Sealer

i. Heat sealer

ii. Conveyor belt

f. Automated Conveyor

i. Sensor

ii. Belt

g. Bag Flattener

h. Palletizer

i. Sensor

ii. Arm

iii. Claw

iv. Controls

i. Forklift

j. Pallet Packager

2. Components

a. Finished Product

b. Bags

c. Pallets

d. Packaging material

3. Humans

a. Front end loader driver

b. Baggers

c. Inspectors

d. Forklift driver

e. Packager

4. Environment

a. Factory Floor

b. Storage Tank

c. Air

d. Moisture

e. Contaminants

A similar HHM model was also developed from multiple 

experts covering a new perspective: the different processes 

within the finished product bagging system. The practice of 

creating multiple HHM models helps to provide a 

holographic view of the entire system and ensure that the 

major sources of risk are properly captured. It provides a 

more realistic and complete overall model by recognizing 

the limitations of modeling a complex system with just a 

single structure. The head topics for the processes model 

were (1) Storing Product, (2) Transporting Product, (3) 

Bagging Product, (4) Sealing Bags, (5) Transporting Bags, 
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(6) Flattening Bags, (7) Stacking Bags on a Pallet, and (8)

Preparing Final Product for Delivery. The complete HHM

model can be seen in bullet form below.

1. Storing Product

a. Environment

i. Factory floor

ii. Air

iii. Moisture

b. Human interactions

c. Factory contaminant controls

2. Transporting Product

a. Front end loader

i. Scoop product

ii. Push product into floor grates

b. Screw conveyors

i. Move product to vertical 

conveyor

ii. Move product to storage tank

3. Bagging Product

a. Human operator

i. Obtain empty bag

ii. Fill bag

b. Bagging machine

i. Grip bag

ii. Lock bag

iii. Sense weight

iv. Unlock bag

c. Storage tank

i. Open hatch to drop product

ii. Close hatch to secure product

4. Sealing Bags

a. Human operator

i. Place bag

b. Bag sealer

i. Sense bag

ii. Grip bag

iii. Heat seal bag

iv. Transport bag

v. Lay bag flat

5. Transporting Bags

a. Human supervisor

i. Controls

ii. Fix unaligned bags

b. Automated conveyor

i. Sense bags

ii. Move bags

iii. Delay bags

6. Flattening Bags

a. Human supervisor

i. Controls

b. Bag flattener

i. Sense bag

ii. Flatten bag

iii. Move bag

7. Stacking Bags on a Pallet

a. Forklift

i. Move empty pallet to palletizer

b. Human supervisor

i. Adjust settings for palletizer

ii. Start/stop process

iii. Fix fallen bags

c. Palletizer robot

i. Sense bag

ii. Grip bag

iii. Lift bag

iv. Position bag

v. Drop/place bag on pallet

8. Preparing Final Product for Delivery

a. Forklift

i. Lift pallet with stacked bags

ii. Transport to packager

b. Pallet packager

i. Rotate pallet

ii. Dispense shrink wrap

c. Human operator

i. Operate machinery

ii. Transport completed pallet to

storage area

Multiple HHM perspectives can be explored to further 

improve the overall system model, such as organizational, 

technological, or even social. For this particular case study, 

the processes perspective was used to develop risk scenarios 

for the finished product packing and bagging system. 

5.2.2. RFRM for Plant A 

Next the Risk Filtering, Ranking, & Management (RFRM) 

method was applied to the HHM model containing the 

processes within the product packing and bagging system. 

Each head topic was re-defined as a risk scenario, where the 

process in question failed to occur. Head topics 2 through 8 

were identified as being the most critical to the success of 

the manufacturing system. The subtopics directly related to 
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the operating environment or human interactions were then 

filtered out, as per the PHM-specific RFRM modifications. 

The remaining risk scenarios of interest are identified in 

Table 1 below. 

Table 1. Risk scenarios of interest for RFRM 

Risk ID Risk Description 

2.b Screw conveyor failure 

3.b Bagging machine failure 

3.c Storage tank failure 

4.b Bag sealer failure 

5.b Automated conveyor failure 

6.b Bag flattener failure 

7.c Palletizer robot failure 

8.b Pallet packager failure 

Next a qualitative severity-scale matrix was applied to the 

remaining subtopics to filter out the topics that did not meet 

a predetermined risk threshold. A combination of expert 

insight from the manufacturers and historic data provided 

both the evidence for the evaluation and the severity of the 

impact levels. The results of the matrix are displayed in 

Table 2 below. The five likelihood/probability columns 

refer to the probability that an event would normally occur. 

For example, events in the first column occur with a 

probability of less than 1%, while events in the second 

column occur with a probability between 1% and 5%. The 

descriptions for the matrix scales are displayed in Table 3 

and Table 4 below. 

Table 2. Severity-scale matrix for identified risk scenarios. 

Impact 

Likelihood/Probability 

Pr<0.01 Pr<0.05 Pr<0.1 Pr<0.5 Pr<1 

4 7.c

3 3.c 2.b 3.b

2 5.b, 8.b 6.b

1 4.b

0 

Table 3. Risk description for severity matrix 

Low Risk 
Moderate 

Risk 
High Risk 

Extremely 

High Risk 

Table 4. Impact description for severity-scale matrix 

Impact # Impact Description 

4 Entire Production Shutdown 

3 Loss of Product 

2 Reduced Production Speed 

1 Minor Equipment Degradation 

0 Minor or No Effect 

According to the RFRM methodology, the topics  classified 

as either “High Risk” or “Extremely High Risk” must be 

further evaluated, while the other scenarios can be filtered 

out. In this case, the remaining risk scenarios were: 

3.b – Bagging machine failure

6.b – Bag flattener failure

7.c – Palletizer robot failure

These scenarios must be analyzed for their ability to defeat 

the major defensive properties of a system: redundancy, 

resilience, and robustness. This can be determined by rating 

their performance along the eleven criteria RFRM attributes 

of risk scenarios, displayed in Table 5. 

Table 5. Eleven RFRM attributes of risk scenarios. 

# Criteria 

1 Undetectability 

2 Uncontrollability 

3 Multiple paths to failure 

4 Irreversibility 

5 Duration of effects 

6 Cascading effects 

7 Operating environment 

8 Wear and tear 

9 Hardware/software/human/organizational 

10 Complexity and emergent behaviors 

11 Design immaturity 

Each category receives a qualitative assessment regarding 

whether the risk scenario has a low, medium, or high 

susceptibility to the given criterion. The evaluation for the 

three remaining risk scenarios within the Plant A example 

can be seen below (refer to Table 6). 
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Table 6. Assessment of risk scenarios using eleven criteria. 

Criteria # 3.b Bagging 6.b Flatten 7.c Palletize

1 Medium Medium High 

2 Low Low Low 

3 Medium Low High 

4 Medium Low Medium 

5 Low Medium Medium 

6 Medium Medium High 

7 Medium Low Medium 

8 Medium Medium Medium 

9 High (human) Low High 

10 Low Low Medium 

11 Low Low Low 

Finally, the PHM-specific RFRM modifications must be 

checked against the three identified risk scenarios. It can be 

seen that the palletizer robot failure (7.c) rated high for 

undetectability (1), so according to the PHM modifications 

it should be removed. However in this case we opt to keep 

this risk scenario since there are sensors available which can 

be added to the palletizer robot as detection methods. 

Additionally the bagging machine failure (3.b) received a 

high rating for hardware/software/human/organizational 

(9), but only because it was classified as a strictly “human” 

process. For this reason this risk scenario can be filtered out 

before further analysis. 

5.2.3. Results and Findings from HHM and RFRM 

After eliminating risks using the PHM-specific RFRM rules, 

the palletizer robot received the highest risk assessment both 

in the qualitative severity-scale matrix (refer to Table 2) and 

within the eleven attributes of risk (refer to Table 6). 

Therefore, the HHM and RFRM methodologies have 

successfully identified an essential location within the Plant 

A bagging and packaging process. We are confident that the 

application of a PHM effort at the palletizer robot will 

provide the biggest impact towards achieving the main 

objectives: maximizing production and minimizing the risk 

of a system failure (production shutdown or delay). 

Given limited resources, it is recommended that the product 

manufacturer begin by implementing a PHM strategy at the 

palletizer robot, and then if available resources remain, 

proceed with the other top identified sources of risk. The 

components of the palletizer (arms, claws, sensors, controls, 

etc.) can even be evaluated for their individual levels of risk 

to determine which ones are most critical to the palletizer 

subsystem. Then a variety of PHM methodologies can be 

implemented for the palletizer to develop an optimal risk 

management solution for the entire smart manufacturing 

system-of-systems. This analysis may be crucial in the 

development of low-level process management by creating 

awareness of the interconnected system of systems that 

manufacturing plants rely on to operate efficiently, safely, 

and in a timely manner.  This holistic understanding should 

trickle down to inform the structure and communications of 

future robotic control architecture. 

6. CONCLUSION

As smart manufacturing facilities increase in size and 

complexity, it becomes exceedingly challenging to apply 

Prognostics and Health Management (PHM) models and 

strategies to the entire system without recognizing and 

addressing this emergent complexity as a system of systems. 

This paper has described a systems-based risk-analysis 

methodology capable of identifying all conceivable sources 

of risk to smart manufacturing process in support of PHM.   

The well-developed practice of risk analysis provides two 

powerful tools for this methodology: HHM and RFRM. The 

original purpose of these methods within the risk analysis 

field was to identify the most critical risks to a system and 

to provide risk assessment, risk management, and risk 

communication. However as demonstrated in this paper, 

with a few modifications the critical risks identified in the 

HHM and RFRM processes can provide scope and direction 

for the PHM system designer. Specifically, HHM and 

RFRM can be utilized to identify the major components, 

subsystems, or systems that would most benefit from a 

PHM system while prioritizing the following manufacturing 

objectives: minimizing cost, minimizing production and 

maintenance time, maximizing system remaining usable life 

(RUL), maximizing product quality, and maximizing 

product output. 
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Certain commercial equipment, instruments, or materials are 

identified in this paper in order to specify the experimental 
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imply that the materials or equipment identified are 

necessarily the best available for the purpose. 
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ABSTRACT  
The bottom up demand from consumers for more sustainable 

products, and the top down need to comply with government 
regulations motivates manufacturers to adopt tools and methods 
to evaluate their operations for opportunities to reduce 
environmental impact and improve competitiveness. 
Manufacturers have actively improved the sustainability of their 
products through the use of such tools and methods. However 
recently, manufacturers are struggling to maintain the necessary 
gains in energy and material efficiency due to the assessment 
inaccuracies of current ad hoc methods and their inability to 
identify large sustainability improvement opportunities. 
Overcoming this barrier requires standardized methods and 
tools that are implementable and which contain accurate 
manufacturing process-level information. To aid in developing 
such methods and tools, this study contrasts the perspective of 
industry and academic research on the topics of sustainable 
manufacturing metrics and measurements, and process modeling 
to determine the deficits that exist in enacting academic theory 
to practice. Furthermore, this study highlights some of the 
industry responses to the development of related standards for 
sustainability assessment. 

INTRODUCTION    
Sustainable manufacturing is defined as the creation of 

manufactured products using processes that minimize negative 

environmental impacts, conserve energy and natural resources; 
are safe for employees communities and consumers; and are 
economically sound [1]. To that end, researchers have created 
methods to assess the environmental, social, and economic 
impacts of manufactured products or processes through a myriad 
of indicators and metrics [2–4].   

Over the past two decades, studies have repeatedly 
emphasized a lack of accurate tools and methods to support 
sustainable manufacturing. A 2002 workshop on 
environmentally benign manufacturing [5] supported the 
consensus that better assessment tools and more accurate data 
are needed. Bunse et al. [6] reported on the implementation gap 
between academic theory and industrial practice. Through 
interviews they affirmed their initial hypothesis that standardized 
tools and methods could speed up the adoption of sustainable 
practices. Bhanot et al. [7] published a survey in 2015 concluding 
that one of the main barriers to sustainable manufacturing is the 
lack of standards. This was supported by Rachuri et al. in 2009 
[8] in an analysis of sustainable manufacturing best practices. 

The work reported herein documents existing barriers 
related to (1) manufacturing metrics and measurements and 
(2) manufacturing process modeling that can support sustainable 
manufacturing. Findings are based on an industry perspective 
(focus groups) and academic perspective (literature review). 
Strategies for overcoming the barriers, including standards 
development are presented from both perspectives. 
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The paper is organized as follows. First, the Research 
Approach section presents the design of industry focus groups 
(here, called roundtables), as well as supporting literature on 
methods for conducting qualitative research. The Literature 
Perspective section is presented as two subsections reviewing 
the literature on (1) manufacturing metrics and measurements 
and (2) manufacturing process modeling. Next, the Industry 
Perspective on the two focus areas is presented, based on the 
roundtables. The Research Findings section presents barriers and 
gaps identified by contrasting the industry and literature 
perspectives. Further, this section tabulates the identified barriers 
and recommended changes to foster standards development and 
adoption. Next, the Relevant Standards Efforts section presents 
current standards and their capabilities. Finally, the Conclusions 
section presents underlying trends identified from the research, 
as well as directions of future work. 

RESEARCH  APPROACH  
To investigate the two focus topics of this research, i.e., 

metrics and measurement, and process modeling, from the 
perspective of the literature and industry, a literature review was 
conducted and three roundtables were hosted to gather a relevant 
body of key findings (Fig. 1). These findings were then 
compared to identify barriers and gaps and to support the 
introduction of academic theory to industry practice. 

The literature review was organized and conducted as a 
traditional literature review. This type of review identified and 
summarized the literature on one or more chosen topics. The 
primary focus was to develop a comprehensive background 
illuminating current research findings [9,10]. The literature 
review investigated three subtopics due to their influence on the 
two overarching focus topics. Thus, to summarize the literature 
perspective of manufacturing metrics, measurements, and 
manufacturing process modeling required investigating root 
causes. The literature perspectives/findings were later compared 
to the findings of the industry roundtable group discussions. 

The industry perspective was gathered by hosting three 
roundtables meetings from June 2015 to March 2016. The 
roundtables were distributed geographically to gather a diverse 
set of industry participants and information since companies tend 
to cluster to achieve greater competitiveness [11]. A small group 
of 8-12 representatives attended each roundtable. Represented 
companies spanned a range of industries and sizes, from small 
high tech startups to well established, large manufacturing 
companies.  

Each roundtable meeting was organized into three dialogue 
sessions lasting about two hours each. Each dialogue session was 
conducted as a focus group, however, the term “roundtable” is 
used hereafter to imply that the research was more academic in 
purpose and not to be affiliated with the more political or 
commercial connotations of a typical “focus group.” Questions 
were designed to foster discussion in each area of interest, while 
also allowing time for note takers to document relevant 
information.The intent of the first dialogue session of each 
roundtable was to foster discussion about performance 

indicators, processes, process flow and plant/facility 
performance, and the communication of metrics.  

The intent of the second dialogue was to foster discussion 
about capturing and describing sustainability information at the 
process level to support system level decision making. Topics 
included manufacturing process modeling and benefits of 
process characterization. The third dialogue centered on 
measurement science as a means to characterize manufacturing 
processes and to systematically capture and describe 
sustainability information to enable better decision making. 

To determine how the dialogue sessions would be 
conducted, the authors investigated four well-known methods 
for soliciting opinions from subject matter experts (Fig. 2). The 
four methods included the Delphi, brainstorming, nominal group 
technique, and focus group techniques. References [12] and [13] 
were reviewed by the authors to gain a sense of the respective 
strengths and weaknesses of each group discussion method. 
From the investigated methods, the authors selected the focus 
group method for its strength in extracting the range and 
diversity of participants agreements and disagreements [14]. 
Focus groups are a research technique to collect data based on 
personal experience and opinion from a set of participants 
presented with a question from a researcher. Krueger and Casey 
[14] established some of the first guidelines for applying the 
focus group technique. The guidelines recommend that a focus 
group be conducted in three phases: conceptualization, 
interview, and analysis. 

In the conceptualization phase, questions are designed to 
elicit specifics, but remain open ended. Following this guideline, 
a set of five key questions were formulated and discussed by the 
research team to ensure they remained specific, and logically 
sequenced. 

 

 

FIGURE  1:  METHODOLOGY  FOR  IDENTIFYING  DEFICITS  IN  
THEORY  AND  PRACTICE  FOR  EACH  FOCUS  AREA  
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FIGURE  2:  DESIGN  OF  THE  ROUNDTABLE  DIALOGUES  

In the interview phase, the moderator, who is knowledgeable 
on the discussion topics, begins the discussion with a welcome, 
overview, and ground rules before asking the first question [14]. 
Time is allocated to allow participants to socialize prior to the 
discussion. In keeping with this guideline the authors designed 
the roundtables to allow informal greetings over a continental 
breakfast before formally welcoming and introducing the 
participants to the dialogue topics. Furthermore, focus groups are 
designed such that each participant individually responds to the 
moderator’s question with their own opinions. To ensure this, the 
roundtable moderator walked within the perimeter of the open 
circle of participants and questioned each participant in round-
robin style on each topic. When each participant had voiced their 
answer, the floor was opened for group discussion. 

The guideline for the analysis phase instructs a research 
team to collect and collate all notes, analyze the notes either 
quantitatively or qualitatively, and distribute the results to 
participants. Following this guideline, the notes collected by the 
researchers were collated and compared. Raw data was 
qualitatively described and interpreted and reported out to 
participants and the research team observers to achieve 
consensus on the interpreted findings. The findings are described 
in the Industry Perspective section, below. The key ideas from 
each roundtable are reported. Where available, specifics are 
given to substantiate the claims in the form of quotes or 
mentioned tools and methods. 

LITERATURE  PERSPECTIVE  
The literature perspective is presented on the two focus 

topics 1) Manufacturing Metrics and Measurements, and 
2) Manufacturing Process Modeling. Each focus topic was 
approached by assessing the relevant literature in identifying 
how sustainable manufacturing performance is measured, how 
metrics are selected, and how methods and tools are applied in 
practice. 

Manufacturing  Metrics  and  Measurements  
Over the last twenty years, studies have detailed the 

necessity for sustainable manufacturing metrics and indicators, 
the means for determining what metrics to use, and how they 
should be deployed. Indicators and metrics relate sustainability 
performance areas to each other and to the process in question 
(Fig. 3). 

Each performance area can have one or more indicators. In 
turn, an indicator can be described by one or more metrics. 
Indicators provide a context to measure, analyze, and score 
sustainability aspects of manufacturing processes. For example, 
the social performance area might include an indicator for 
occupational health and safety (OH&S) and could be assessed on 
the performance of the related metrics, such as number of acute 
injuries. Indicators can be defined internally, or selected from 
various indicator repositories. Evaluation metrics associate the 
process(es) to be evaluated with the identified indicator [15] 
[16]. Some of the earliest proposed sustainability indicators and 
metrics were sourced from life cycle assessment (LCA) [17,18], 
and used to evaluate company performance [19]. These 
indicators were categorized by Joung et al. [3] who discovered 
that, while there is a large number of social indicators, there are 
few related social metrics. In part, the lack of social metrics is 
due to the inability to accurately quantify a number of qualitative 
indicators [27]. 

The most common indicators include material, energy, and 
waste [20] as they are tactile and easily measurable. Other 
authors noted that only recently have efforts incorporated system 
level indicators into the final sustainability decision making 
process [21]. Only recently has focus shifted towards extending 
indicators and measurement methods to cover factory, system, 
and unit process impacts. Linke et al. [22] developed process 
level metrics for use in grinding operations, noting that grinding 
require different metrics than other processes [23]. Further, only 
recently have methods been devised to account for factory 
overhead, such as HVAC systems, into the decision making 
process for production [24]. However, in an interesting 
dichotomy, as more metrics and measurement methods have 
been introduced and the process flows been made more complex 
[25], the number and scope of tools available to aid sustainability 
assessment for decision makers has multiplied to unmanageable 
levels [26,27]. 

The perceived deficit in metrics for the social performance 
area has not interrupted the profusion of unique tools and 
methods for assessing sustainability. From the perspective of 
industry, however, these tools tend to be limited in relevancy as 
a result of being either too narrow in focus, and thus myopic, or 
too broad in focus, and therefore inaccurate [28]. Furthermore, 
the tools often do not consider the technical or cultural maturity 
of the organization and thus contain no provisions for 
adaptability [29]. A need has arisen for simple, easy to use tools 
[26] that are standardized, well-rounded, and well-
communicated to individual companies [30], as well as scalable 
to meet the maturity of companies’ sustainability endeavors. 
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FIGURE  3:  MANUFACTURING  INDICATORS/METRICS  [31]  

In light of the findings of the literature review, the questions 
posed during the dialogue were designed to address these deficits 
and gather useful information for wider distribution to the 
research community. 
1.   What approaches do companies use to understand process-

level issues and their effects on system-level performance? 
2.   How are manufacturing performance indicators selected? 
3.   What tools, methods, and systems are used to capture and 

track manufacturing-process level performance indicators? 

Manufacturing  Process  Modeling  
While the research into manufacturing process modeling has 

seen advancements (see [32,33]), the prevailing methods and 
tools employed by small and medium size enterprises (SMEs) to 
characterize and assess the sustainability performance of their 
processes are diverse and ad hoc [28]. This is the result of a 
deficit in standards development for modeling processes and 
conducting sustainable performance assessments. Standards for 
representing manufacturing processes and the collection of 
sustainability-related data would support sustainability analysis 
and facilitate reuse of that data in multiple types of analyses 
[16][15]. 

Central to a process model is the unit manufacturing process 
(UMP). UMPs have two inherent themes. The first considers that 
the UMP is the smallest element in manufacturing [1]. The 
second is that value is added through a specific shape, structure, 
or property transformation. UMP models are developed to 
explore process and material interactions, and can be used to 
quantify sustainability metrics [34]. The models, developed 
through mechanistic relationships or empirical observations [31] 
relate material and energy inputs to outputs and can account for 
variations in the process.  A process model represents a process 
or set of processes by incorporating process and workpiece 
analytics. This allows reusability of the model in sustainable 
manufacturing evaluations. A process model links the internal 
transformation of inputs to outputs to the evaluation metrics 
selected for final performance evaluation [35] (Fig 4).  

In the process model, the transformation of the workpiece 
requires a set of inputs, which are then converted into output 
form. In the figure, each input arrow is uniquely drawn to 
emphasize a special characteristic. Information relays the 
process and workpiece parameter settings, and can enable 
composing of UMP models. Consumables are expended through 
use and outputted as wastes or emissions. Energy is transformed, 
not consumed in the traditional sense. Labor is a necessary input 
that can result in labor hazards, or injuries imparted to the 
worker. For each set of inputs and outputs, a set of evaluation 
metrics connected to selected performance indicators that can be 
tracked to determine the system performance. 

A brief review of the literature revealed what research has 
been conducted in the field and what deficits exist that could 
benefit from industry inputs. The first process models used 
theoretical physics to estimate the impact of the chosen 
environmental indicators [36]. Later process models were more 
empirically based, such as the energy models developed by 
Gutowski et al. [37] and Li and Kara [38]. More recently, the 
CO2PE! initiative developed models using a standard unit 
process life-cycle inventory approach (UPLCI) [39]. UPLCI was 
defined by Overcash and Twomey [40] to contain an overview 
of the process, literature data and references, a parameter 
selection of the process, life-cycle inventory (LCI) energy 
calculations, and LCI mass loss calculations. The intent of this 
method is to bridge the gap between UMP modeling and LCA 
and has been used to model the energy and material flows of laser 
sintering and stereolithography [41], and grinding [42] to more 
transparently and accurately determine the environmental impact 
of the respective processes.  

 

 

FIGURE  4:  UMP  MODEL  SCHEMATIC  WITH  PLACEMENT  OF  
SUSTAINABLE   EVALUATION   METRICS   ADAPTED   FROM  
GARRETSON  [35]  

Others have worked to aid decision making in UMP 
modeling through benchmarking [43], focusing only on waste, 
energy, and materials [20], or attending to the variability, 
information, and modeling uncertainty inherent in UMP models 
by incorporating Bayesian Networks [44]. Model uncertainty has 
been investigated using Monte Carlo simulation [45]. Extending 
the work of integrating sustainability into the supply chain, 
Kremer et al. [46] reasoned that supply chain methods and tools 
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fail in industry applications for a number of reasons, e.g., 
exclusion of manufacturing process modeling from “what if” 
analysis when selecting suppliers. 

The literature review identified several deficits related to 
manufacturing process modeling: First, there are challenges in 
determining the most accurate method for modeling a given 
process; second, there are challenges in allocation of system 
overhead to the process level; and third, there is a lack of simple 
tools to first model unit processes and subsequently link them 
together. The dialogue on manufacturing process modeling was 
designed around these central concerns. The questions asked 
were: 
1.   What is the value of modeling manufacturing processes? 
2.   How does your company characterize individual 

manufacturing processes? 

INDUSTRY  PERSPECTIVE  
The following section reports on the findings from the 

industry roundtable dialogues related to manufacturing metrics 
and measurements. The second section reports on the findings 
from the dialogues on manufacturing process modeling. 

Manufacturing  Metrics  and  Measurements    
When asked what approaches their companies had used to 

understand the effect of process-level issues on system-level 
performance, participants overwhelmingly identified using 
metric heavy approaches including such metrics as defect rate 
and labor cost. The companies represented at the roundtables 
used a variety of methods to assess the quality of their products 
(e.g., defect detection systems, flow analysis, data analysis, and 
on-line inspection). Standards for judging quality are typically 
set industry wide; however, no standard exists for how to 
measure quality. For example, a representative from the wood 
products industry mentioned their company built windows in 
two different facilities. The final quality grade was the same, 
however, the measurement method used to inspect build quality 
differed. 

On the topic of sustainability performance, the consensus 
was that most sustainability assessments focus only on system 
level environmental and social indicators and metrics and are 
commonly conducted in consultation with LCA practitioners. 
The intent of these sustainability assessments is to identify areas 
for improvements, though these can become quickly exhausted 
if the focus is only system level indicators (e.g., factory energy 
consumption and total waste). To identify new improvement 
opportunities requires tracking and reporting process-level data 
and information. 

Means for tracking the process-level issues include various 
types of control and monitoring devices. Historical data is used 
to identify root causes of process issues and map process 
responses to control parameters. For example, a carbon nanotube 
manufacturer required 2-3 years of data to understand process 
operation. Another common approach identified was the use of 
factory floor operator experience, go/no go gauges, and, 
generally, holding line managers accountable for process control. 
Identifying and selecting metrics for process-level tracking is 

often done based on the experience of managers and line 
operators and only in response to specific problems.  

The result is that metrics and their related process equations 
are not standard and often are not documented in a standard 
manner, if at all, and many metrics rely on a controller’s tacit 
knowledge of the process. This lack of standardization and 
reliance on expert knowledge leads some business units to be 
starved of data, while others are inundated. Standards (e.g., AS 
9001) were discussed by a few participants as a means of 
addressing the data and metric disparity by centralizing a 
common core of measurements, metrics, and indicators.  

When asked if currently utilized indicators and metrics 
originated and were communicated from top down or bottom up, 
participants identified waste generated and safety, alongside 
quality, as common top-down performance metrics. Common 
bottom-up metrics are those that are quantifiable, e.g., energy, 
water, and waste – with waste appearing to be the only 
commonality. In general, bottom-up metrics are reactively 
developed to meet the mandated top-down (often regulatory) 
indicators. Compliance is achieved by employing bottom-up 
metrics to improve modeling accuracy and system performance 
at the process level. Industry also proactively select indicators to 
improve quality or to reduce the risk of environmental accidents. 
Some are even selecting indicators to gain sustainability minded 
customers or benchmarking against other companies using 
indices (e.g., Dow Jones Sustainability Index). 

However, industry continues to struggle with the 
organizational difficulties of reconciling bottom up with top 
down indicators and metrics. The same is true for 
communication of information and goals among different 
business units. This disconnect is due to business autonomy with 
the result that both bottom-up and top-down data and metrics 
often become siloed within a business unit.  

Communication between engineering departments and shop 
floor operations was identified by managers as a continuing 
struggle. Oftentimes communication is one sided, with 
management sending work instructions to shop floor personnel 
with no intention of receiving feedback. This wall between 
management engineering and shop floor was widely agreed upon 
by participants as the largest contributor to system, process, and 
product issues. Furthermore, there was common agreement that 
it can be difficult to engage shop floor personal to enact top down 
initiatives. A few participants noted that in their experience, 
incentives such as cash handouts or dashboards can act as pushes 
to overcome these barriers. 

In summary, most metrics and measurement methods are 
selected on the experience of the managers. Repeated on a large 
scale, this compartmentalization leads to a lack of uniform and 
formally-defined metrics and methods to capture manufacturing 
process data across an industry. This lack of standardization 
inhibits industry’s ability to benchmark and collectively learn 
best practices. Furthermore, without standardized metrics and 
measurements, standardized process models cannot be 
successfully created. The topic of manufacturing process 
modeling is presented in the next section. Manufacturing process 
modeling was the focus of the third and final dialogue session. 
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Manufacturing  Process  Modeling    
The first question asked of participants gathered high-level 

inputs on the perceived value of manufacturing process 
modeling and the use of tools for manufacturing process 
modeling. One of the more prominent values is the increased 
prediction accuracy compared to control or monitoring only. The 
literature review concluded that UMP modeling has the 
capability to increase the accuracy of sustainability assessments 
by quantifying resources in the form of labor and machine hours, 
equipment utilization, energy, and water use to produce a product 
or perform a process. Yet, due to the number of competing tools 
and methods advocated by the literature, industry is loath to 
adopt a new method or tool from a yet to be standardized field. 
For example, participants noted that other time-tested techniques 
(e.g., Six Sigma and lean techniques) or tools (e.g., ARENA) 
accomplish the desired quality and accuracy goals.  

This reluctance extends to the adoption of new resources. 
Common resources dedicated to process modeling include 
software for computational fluid dynamics (CFD), input-output 
mass and energy balances and process flow analysis (e.g., 
Aspen), environmental impact (e.g., SolidWorks Sustainability), 
solid modeling (e.g., Pro/ENGINEER), and specialized tools in 
MS Excel. Process failure modes and effects analysis (P-FMEA) 
has been used, but does not have suitable off-the-shelf tools for 
sustainability analysis. In most cases these tools are not equipped 
to facilitate UMP modeling. Most software tools address 
sustainable design-for-manufacture but not the sustainability of 
the manufacturing processes themselves. Furthermore, these 
tools often lack accurate databases, forcing companies to 
construct unique internal databases. 

From a mathematical standpoint, manufacturing process 
transformations are calculated using first principles. For 
activities requiring more accuracy, companies turn to empirical 
modeling. Model uncertainty is handled using Monte Carlo 
analysis, and some participants noted seeing Bayesian analysis 
used in practice. In both cases, these techniques are applied 
piece-wise to a single chosen process. Moving from the process 
to the facility, process flow diagrams and material flow analysis 
are sometimes used for modeling plant layout, plant replication, 
and plant improvement. 

In summary, industry is hesitant to adopt UMP modeling for 
a number of reasons. First, the sustainability literature shows 
little cohesion or unison in advocating a common approach to 
UMP modeling. This makes industry wary to adopt methods and 
tools that run the risk of become obsolescent. Second, industry 
is aware that the benefits of UMP modeling may not be apparent 
until after the models have been developed, but the nascent state 
of UMP research reduces the industries willingness to invest the 
resources necessary to create these models. In the next section, 
the results of comparing the two perspectives are presented as a 
discussion on the perceived barriers to the adoption of standards 
and recommended changes to current practices. 

RESEARCH  FINDINGS  
Based on a comparison of the literature review and the 

industry roundtables, a set of identified barriers and 

recommendations was developed. This set emerged by 
identifying deficits between theory and practice. They are 
presented below in tabular form (Table 1 and Table 2). 

Comparing the findings from literature with the results of 
the roundtables illustrates several key findings where literature 
and industry diverge in theory and practice of UMP modeling. 
The summary conclusion from industry is that product quality 
remains the key process indicator. Supported by lean principles, 
the implicit understanding is that increasing quality at the 
process level reduces system level costs. Yet, the sustainable 
manufacturing literature on the topic of product quality as an 
indicator and metric is brief. Product surface quality has seen 
extensive research [23,47,48], however, this work is still in the 
minority from sustainability perspective. For example, in a 
recently proposed sustainable indicator framework to aid small 
manufacturers, only one indicator could be directly related to 
product quality, and the rest measure the costs related to 
manufacture of the product and not the product itself [49]. This 
also alludes to the discrepancy between sustainable metrics and 
accounting principles. That is, few metrics explicitly connect the 
sustainability performance of UMPs to cost competitiveness. 
Furthermore, while the literature details many bottom-up 
metrics, the consensus among larger, more mature industries is 
that top-down metrics dominate as dictated by government 
regulations. Recently, there has been a trend in the sustainability 
research field to respond by incorporating elements of public 
policy and governance into sustainability tools and methods [50]. 
The need is for bottom-up metrics that satisfy top-down 
compliance requirements. Industry and academia are working to 
address these issues, such as with the development of process 
metrics to aid tracking of social indicators, e.g., worker safety 
[35]. Even if all of the above situations were solved, industry 
participants adamantly noted that the final hurdle often 
encountered in conducting sustainable performance assessments 
is due to the breadth of the available specialized tools. The lack 
of standardization in sustainability assessment methods has led  
to a profusion of individual tools encapsulating different 
methods [51]. 

Proposed solutions to this and other identified barriers are 
presented in the following Relevant Standards Efforts section. 

RELEVANT  STANDARDS  EFFORTS  
This section presents the current standards capable of 

addressing the identified industry concerns. Existing 
manufacturing standards provide instructions for designers, 
engineers, builders, operators and decision makers to conduct 
activities within their fields. They also facilitate communication 
between stakeholders across different organizational borders. 
Furthermore, standards facilitate information transfer across 
borders of the manufacturing system hierarchy and between life 
cycle phases. Standards are fundamental to advanced 
manufacturing systems to facilitate the delivery of information 
to the right place at the right time. Standardization enables 
automating system responses and permits establishing repeatable 
processes all sharing common functional understanding. This 
reduces the cost of adopting new technology.  
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TABLE   1:   IDENTIFIED   BARRIERS   TO   THE   ADOPTION   OF   STANDARDIZED   SUSTAINABLE   ASSESSMENT   TOOLS   AND  
METHODS  

Manufacturing Metrics & Measurements 
•   Current tools do not emphasize usability with their steep 

learning curves 
•   Standards cannot address the needed cultural change to 

address sustainability in a proactive manner 
•   No standard method exists for combining process and system 

level indicators in a holistic manner 
•   Sustainability R&D projects do not receive equal funding 

within companies 
•   Current tools and methods do not always show immediate 

practical change; a necessity for adoption by industry   
•   Standards do not address the potential for falsification of 

material or process data by companies 
•   Recertification of a manufacturing process after 

modification is a financial barrier to wider standards 
adoption 

•   Sustainability metrics included in standards do not explicitly 
address quality; a common measure of performance amongst 
companies and individuals 

•   Companies and suppliers hesitate to share sensitive process 
data or models for fear of losing trade secrets or competitive 
advantage 

•   Tools and methods will not be widely adopted if they require 
the upgrade or replacement of analogue, but still functional, 
machinery 

•   Incorporating new methods, tools, or standards requires large 
time investments before showing practical results  

•   Current research lacks a cohesive theory on how to evaluate 
and close the design-for-manufacturing gap 

Manufacturing Process Modeling 
•   Regulatory  changes can antiquate currently used methods or 

tools 
•   Proposed process models risk sub-optimization occurring 

when only considering least cost manufacturing 
•   Commercial software packages are costly and fragmented 

impeding their wide-scale adoptions 
•   Standards cannot readily address the difficulty of sharing 

process models and linking them due to process setup 
variability and machine age 

 
 

To this end, ASTM International has formed both a 
committee on Sustainability (E60) and a Subcommittee on 
Sustainable Manufacturing (E60.13) [52]. 

Of immediate relevance to this paper is the recently 
published E3012-16 Standard Guide for Characterizing 
Environmental Aspects of Manufacturing Processes, provides 
guidance for the actual characterization of manufacturing 
processes [16]. This guide outlines a characterization 
methodology and proposes a generic representation from which 
manufacturers can derive specific UMP representations for 
meaningful sustainability performance analysis. Also, ASTM 
published two related standards namely, E2986-15 Standard 
Guide for Evaluation of Environmental Aspects of Sustainability 
of Manufacturing Processes, which provides guidance for 
manufacturers on how to conduct a sustainability study in order 
to improve their practices [15] and E2987/E2987M-16 Standard 
Terminology for Sustainable Manufacturing, includes 
terminology applicable to sustainable manufacturing [53]. Other 
relevant standards under development within the E60.13 
Subcommittee include:  
•   Classification for Waste Generated at Manufacturing 

Facilities,  
•   Guide for Integration and Reporting of Environmental 

and Social Sustainability within the Manufacturing 
Supply Chains,  

•   Standard Specification for Net-Negative Landfill Waste 
Manufacturing Processes. 

The vision of these standards is to provide manufacturers 
with a way to better describe their manufacturing processes with 

regards to sustainability. This will facilitate data exchange, 
sharing and communication with other manufacturing 
applications, such as LCA. The ease with which data can be 
exchanged and compared sets the stage for the development of 
decision-making tools capable of benchmarking sustainability 
process performances. These tools access standardized 
repositories of reusable UMP models.  

CONCLUSIONS  
With limited resources available and cultures that have yet 

to become proactive, companies have struggled to implement 
sustainability initiatives that extend deeply into their operations. 
In part, this is the result of research advocating the use of many 
indicators and metrics, without providing easy-to-learn, quality 
introductory tools or directly equating all metrics to cost values. 
On the other hand, industry is reluctant to collectively share, 
even if anonymously, information regarding processes and 
materials. 

The findings from the roundtable meetings indicate a need 
for metrics that are simple and relate to core business practices, 
transparent data and information flows, process models that are 
accessible, accurate, and standardized, and incentives to speed 
the adoption of these methods. From the results of the 
roundtables, it is apparent that the development of standards for 
representing manufacturing processes and collecting relevant 
sustainability data is both needed and will support industry’s 
ability and desire to collect more accurate data for sustainability 
assessment. Further, these standards will support the reuse of that 
data in multiple types of analyses. 
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TABLE  2:  RECOMMENDED  CHANGES  TO  CURRENT  PRACTICES  TO  FACILITATE  ADOPTION  OF  STANDARDS  

Manufacturing Metrics & Measurements 
•   Orient standard metrics to explicitly state cost value to 

appeal to high level management who are chiefly concerned 
with maintain cost competitiveness and market share 

•   Due to the high cost of creating full manufacturing process 
models, create a “light” version focusing only on primary 
process drivers to alleviate initial investment concerns 

•   Make metrics and indicators standard industry wide to 
facilitate friendly competition and increase supplier 
participation 

•   Develop a library of materials and UMPs to aid design-for-
manufacture decision making and to be incorporated into the 
engineering toolbox 

•   Make tools with an easy entry version to highlight small 
improvements and aid in identifying low hanging fruit and to 
justify larger investments 

•   Engage shop floor personnel by showing real-time feedback 
on the sustainability performance metrics through 
visualizations, such as dashboards 

•   Any sustainable manufacturing tool should be usable on 
current equipment (e.g., machine tools) to demonstrate 
future usefulness 

•   Incorporate process modeling into the manufacturing step of 
LCA to increase total model accuracy and identify areas for 
improvements 

•   Incorporate traceability into sustainable manufacturing tools 
as it is frequently requested by manufacturers 

•   Plan for the introduction of new top-down regulations and 
their impact on product manufacturing 

•   Clearly and uniformly define tool boundaries and 
capabilities to reassure industry that they are purchasing and 
using the correct tool 

•   Demonstrate an allocation method for system-level 
indicators, such as how occupational health and safety 
information is directly relatable to product manufacture 

•   Identify environmental impact drivers using on-the-line data 
and not industry or facility averages 

•   Incorporate accountability of materials and consumables into 
assessments e.g., including impact of an alternative solvent 
within an LCA 

Manufacturing Process Modeling 
•   Consider regional location, access to resources, and laws 

when conducting LCAs and developing process models. No 
standard as of yet allows a large degree of localization 
freedom or adaptability  

•   Future standards development should integrate UMP models 
back into LCA methods and tools  

•   Make models and data generated by a standard or 
government accessible to all e.g., integrate with the Digital 
Commons or the NREL U.S. Life Cycle Inventory Database 

•   Standardize the composability of UMP models such that they 
do not require soliciting the individuals who created the 
process models to understand the underlying process models 

 
 

Future work will involve the deployment of the proposed 
standards for sustainable manufacturing. Pilot projects in 
specific industries will serve to validate the standards and their 
usability, utility, and benefits. Projects will be designed to 
address a chosen problem within a company and apply the new 
standards to facilitate the problem definition and data collection. 
The standards [16][15] shall guide the user through selecting a 
goal, choosing relevant indicators, assigning process boundaries, 
identifying process metrics, and determining the input-output 
transformations. Experience gained from the completion of pilot 
projects will influence future editions of the standard. Further, 
the pilot projects will lay the foundation for exploring 
composability of UMP models. 

Composability is an ongoing area of research into modeling 
how UMPs meaningfully interact and link together within 
manufacturing systems [35,54]. The suggestions and barriers 
identified in the dialogues support the reasoning that standards 
are needed to assist in the composition of the process models 
such that process-level issues can be holistically evaluated and 
mapped to the system-level decision making. Future work and 
standards development will involve developing tools and 
methods capable of assessing the sustainability of manufacturing 
systems. This system should be supported by information models 

that standardize the relationships between UMPs [55], which 
would further the goal of integrating sustainability into 
manufacturing system performance decisions [56]. 
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Abstract—Cyber-Physical Systems (CPS) are systems that
integrate physical, computational, and networking components.
These systems have an impact on the physical components; it
is critical to safeguard them against a range of attacks. In this
paper, it is argued that an effective approach to achieve this
goal is to systematically identify the potential threats at the
design phase of building such systems, commonly achieved via
threat modeling. In this context, a tool to perform systematic
analysis of threat modeling for CPS is proposed. A real-world
wireless railway temperature monitoring system is used as a
case study to validate the proposed approach. The threats
identified in the system are subsequently mitigated using the
National Institute of Standards and Technology (NIST) SP 800-
82 guidelines.

Keywords-Threat Modeling, Systematic Analysis, Cyber-
Physical Systems, Case Study

I. INTRODUCTION

The exponential growth of information and communi-
cation technologies over the last decade has given rise to
their expansion in real-world applications involving phys-
ical processes. This expansion has led to the emergence
of closed-loop systems involving strong integration and
coordination of physical and cyber (computational and
communication) components, often referred to as Cyber-
Physical Systems (CPS). These systems are rapidly finding
their way into various aspects of the contemporary society
such as transportation, healthcare, and critical infrastructure.
Increasing dependence on CPS and their potential effects on
the physical world, demands them to be inevitably secure,
robust, reliable, and trustworthy. Ironically, it also makes
such systems very attractive targets for ever increasing, both
in number and complexity, cyber attacks.

The complex nature of CPS makes securing such systems
go beyond securing each of these components in isola-

tion. A multi-vector attack, exploiting a combined set of
vulnerabilities from each of these individual components,
can have damaging effects. A prominent recent example
of such multi-vector attack was the Stuxnet attack that tar-
geted nuclear centrifuges at the Iranian uranium enrichment
plant [1]. In this attack, a worm propagating via Universal
Serial Bus (USB) and local network, exploited a zero-day
vulnerability of Windows machines and thereby infected the
Programmable Logic Controllerss (PLCs). Another example
of a multi-vector attack was the Slammer SQL worm which
infected a private network at the Davis-Besse nuclear power
station and resulted in a substantial time loss of safety
monitoring systems [2].

Efforts in securing these CPS have mainly been towards
extending the existing approaches to secure their individual
components – cyber and physical. This paper, however,
argues that it is imperative to simultaneously consider both
these components to achieve the desired security of such
systems. This goal can be achieved by identifying potential
vulnerabilities of such systems, preferably during the design-
phase, to minimize the overall costs involved in providing
and maintaining their security and reliability. One of the
ways in which this identification can be performed is threat
modeling. In this context, various approaches have been
proposed in the literature. Attack tree based approaches [3]
are widely used mainly due to their simplistic design.
However, static nature and state space explosion consid-
erably restricts their modeling capabilities. Moreover, the
reviewed literature also indicates a scarcity of systematic
threat modeling approaches and software tools that can be
used to perform a comprehensive analysis of a wide range
of threats to a variety of CPS. This paper addresses these
limitations and it makes the following key contributions.
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• Presents a tool to perform systematic threat modeling
for CPS using a real-world railway temperature moni-
toring system as the case study.

• Identifies threats and the corresponding mitigation us-
ing the National Institute of Standards and Technology
(NIST) guidelines [4].

Another contribution of this work is the adaptation of
Microsoft’s Security Development Lifecycle (SDL) Threat
Modeling Tool [5] for threat identification in the CPS
domain. Currently, the SDL tool can be used for analyzing
threats in web applications. The paper models software-
related threats within the CPS domain in a systematic man-
ner. Modeling of hardware-related threats and combining
them with currently identified software-related threats con-
stitutes a part of the future research work in this direction.

The remainder of the paper is organized as follows:
Section II gives an overview of the related work in the area
of threat modeling. This section also outlines the security
guidelines from NIST used to address the threat identified in
the case study. Section III discusses the modeling paradigm,
including the metamodel and interpreters, developed for this
work. Section IV describes the case study used in this
paper. This section also presents the resulting modeling
environment, threats identified, and addressed using NIST
standards. Finally, Section V summarizes the work and gives
directions for future work in this area.

II. BACKGROUND AND RELATED WORK

A. Threat Modeling

Threat modeling is an approach for analyzing the security
of an application. It is a structured approach that allows
a systematic identification and rating of all the security-
related threats that are most likely to affect the system under
consideration.

Threat modeling is based on a comprehensive under-
standing of the underlying architecture and implementation
details of the system; and provides a way to address these
identified threats with appropriate countermeasures. During
threat modeling, two types of models are commonly used: a
model of what it is being built, and a model of the threats.

For threat models, an approach centered on asset models,
attacker models, or software models is used. It is more
beneficial to model threats using an individual approach at
the time rather than to combine all the models [5].

The attacker-centric approach focuses on identifying the
attacker, evaluating their goals, and attempting to predict
how these goals might be achieved by the attacker. Software-
centric threat modeling, also referred to as system-centric,
design-centric, or architecture-centric, begins with the design
model of the system under consideration. It focuses on all
possible attacks that target each of the model elements. The
asset-centric approach focuses on all the individual assets (a
system or user level resource associated with certain value)
entrusted to the system.

The author in [5] points out the advantages and disad-
vantages of assets models, attacker models, and software
models. However, one of the strong motivations to apply
software models for threat modeling relies on software being
the foundation of any application, which makes it an ideal
place to start the threat-modeling task. Moreover, almost all
software development is done with software models that help
understand the application. Developers are encouraged to
make them good enough to allow effective threat modeling.

B. Threat Modeling Approaches

A majority of existing approaches for threat modeling can
be broadly divided into two main groups – attack tree-based
approaches and stochastic model-based approaches.

Attack tree-based modeling was presented in [3]. Attack
trees formally describe the security of the system under
consideration against a variety of attacks. They represent
all possible attacks against a system in a tree structure, with
the root node representing the overall goal of the attack and
leaf nodes representing the different ways of achieving that
goal.

Attack trees have been used in a variety of applications.
Fung et al. [6] used attack trees to model three funda-
mental security mechanisms – confidentiality, integrity, and
availability of MANET networks. Higuero et al. [7] used
attack trees to model digital content security. Bistarelli et
al. [8] proposed an extension to attack trees that incorporated
defense mechanisms against intrusions on leaf nodes, which
they termed as defense trees. This work was further extended
by Kordy et al. [9] by formally introducing an attack-defense
tree (ADTree). ADTrees not only took into account measures
taken by an attacker to compromise a system but also
incorporated defense mechanisms employed by a defender
to protect the system.

Stochastic model-based threat modeling approaches com-
monly convert system models to Markov chains and analyze
them using state transition matrices. This approach was used
by Madan et al. [10] to conduct behavioral analysis of a
intrusion tolerant system. Sallhammar et al. [11] presented
an integrated security and dependability evaluation approach
based on stochastic modeling using game theory to model
attackers’ behavior. Even though stochastic modeling-based
approaches provide stronger and more formal modeling
power than attack tree-based approaches, lack of precise
representation of an attackers behavior to known distribution
functions used in such models limits their usability.

C. Threat Modeling for CPS

This section outlines some of threat modeling techniques
that have been applied to the CPS domain. Yampolskiy et
al. [12] assessed the applicability of a data flow diagram
(DFD) based approach for systematically analyzing cyber-
attacks on CPS. In this context, [12] proposed a number of
extensions to DFD and evaluated their proposed approach
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using a quad-rotor unmanned aerial vehicle (UAV) as a case
study. The security assessment approach presented by the
authors was manual in nature and was strongly dependent
on the knowledge-base of the domain expert. Zalewski et
al. [13] used Discrete Time Markov Chains (DTMC) to
obtain state change (from secure to insecure) probabilities
of security violations of a Cooperative Adaptive Cruise
Control (CACC) system (considered a CPS system). The
authors analyzed and compared two methods (Damage,
Reproducibility, Exploitability, Affect Users, and Discov-
erability (DREAD) model [14] and Common Vulnerability
Scoring System (CVSS) base metric [15]) of threat modeling
of an inter vehicular communication (IVC) system using Mi-
crosoft’s SDL threat modeling tool [5]. The authors in [13]
acknowledged that both of the methods were developed for
security analysis of Internet based applications and may not
be directly applicable to CPS domain.

CPS are a combination of hardware and software modules;
security of these systems is still in its infancy. To the
best of our knowledge, there aren’t any publicly available
tools (or techniques) that automatically perform a systematic
analysis of security threats in the CPS domain. As previously
mentioned, it is believed that an automated hardware and
software threat modeling approach, done in the design stage
of the system, can help find potential problems that with
other approaches would be hard or even impossible to cover.

D. Systems Security Standards

This section describes the standard document, NIST SP
800-82 Revision 2, Guide to Industrial Control Systems
(ICS) Security [4]. This document provides guidance for
establishing system security for industrial control systems
(ICS). It provides a notional overview of ICS, reviews typical
system topologies and architectures, identifies known threats
and vulnerabilities to the ICS systems, and provides recom-
mended security countermeasures to mitigate the associated
risks. This document established a framework and process
to provide guidance to perform risk assessment, security
program development and deployment, and to apply security
controls to ICS.

It covers the security controls in the following families:
Access Control; Awareness and Training; Audit and Ac-
countability; Security Assessment and Authorization; Con-
figuration Management; Contingency Planning; Identifica-
tion and Authentication; Incident Response; Maintenance;
Media Protection; Physical and Environmental Protection;
Planning; Personnel Security; Risk Assessment; System and
service Acquisition; System and Communications Protec-
tion; and System and Information Integrity.

III. MODELING PARADIGM BY DOMAIN

As mentioned in Section II, the number of available tools
that allow a systematic analysis of threats for CPS is scarce.
The scarcity of tools is dependent upon the heterogeneous

features of such systems. CPS are composed of hardware
and software elements which makes it challenging to model
all the security requirements in one tool. To address this
challenge, the Generic Modeling Environment (GME) [16]
used to support the creation of domain-specific modeling for
threat analysis on CPS is proposed.

GME allows the design of metamodels specifying the
modeling language of the application domain. The mod-
eling language contains all the syntactic, semantic, and
presentation information regarding the domain. Moreover,
the modeling language defines the family of models that
can be created using the resultant modeling environment.

The proposed modeling paradigm consists of applying
and extending the SDL threat modeling tool [5] to model,
identify, and mitigate threats in a systematic way for the
proposed CPS (Section IV).

A. Metamodel

The first step of developing a metamodel consists of
defining a sketch of a metamodel for threat analysis for
the proposed CPS. This is achieved by using the MetaGME
modeling language, which is installed and registered by
default in GME. MetaGME is basically a Unified Model-
ing Language (UML) Class Diagram extended with some
additional concepts, including Object Constraint Language
(OCL) constraints and configurable visualization properties.

The CPS components from Section IV are modeled as
first class objects (FCOs) in GME. The defined FCOs
contain both textual Attributes and Constraints. The tex-
tual Attributes are related with security aspects from the
SDL threat modeling tool (e.g., authentication mechanism
attribute). The Constraints are OCL-based expressions to
enable verifiability for the models.

Figure 1 presents the metamodel for the proposed CPS
model domain. It consist of four FCOs (sensor, repeater,
gateway and central station), and two types of connections
(WiFi 2.4 GHz and wireless 868 MHz). For this case-
study, the components are modeled as processes from the
DFD defined in the SDL threat modeling tool. The DFD
process attributes were incorporated in the metamodel by
implementing them as textual attributes. Figure 2 shows
an example of the attributes implemented for data flow
connections in GME.

B. Interpreters

One of the motivations for modeling threats in GME is
the desire to describe a system in a structured way and
to use the description as a form of identifying threats in
a systematic way. Moreover, we also want to analyze the
model automatically. Typically, the model analyzes range
from simple to sophisticated:

• running queries, generating lists, and writing reports
based on the contents of the model;

• generating program code or system configuration;
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Figure 1. GME metamodel - case study

Figure 2. GME metamodel - Data Flow Connection Attributes

• using the models as a data exchange format to integrate
tools that are incompatible with each other.

To perform the model analysis, programmatic access
to the GME model information is required. To meet this
requirement, we are using a technique provided by GME
called interpreters. Interpreters are not standalone programs;
they are components (usually dynamic link libraries (DLLs))
that are loaded and executed by GME upon a user’s request.
In this case, we developed the interpreter code responsible
for navigating through the model, analyzing the results and
extracting the security vulnerabilities present in all data flow
connections. The security vulnerabilities are the same as the
ones identified in the SDL threat modeling tool, with the
exception that in this case the vulnerabilities are adapted

and related to the CPS case-study system.

IV. CASE STUDY: ERTM

The CPS case study consists of a wireless sensor network
for monitoring of rail temperature1 (eRTM system). A
possible eRTM system architecture is presented in Figure 3
and consists of two main sections: a CPS system section and
an Internet Protocol (IP) network section.

Figure 3. eRTM Generic System Architecture1

The CPS system section is comprised of battery-powered
temperature-measuring modules (sensors) connected via 868
MHz radio channels. These sensors gather temperature-
related information and communicate it to the gateway units
via the repeaters. These gateway units subsequently transmit
all the collected information to a central station through
a 2.4 GHz WiFi link. The processed monitoring informa-
tion is then communicated to clients via the conventional
IP network and is made accessible through browsers and
smartphone applications. Based on the temperature limit
settings, alarm messages are sent to specified clients. This
work covers only the CPS system section of Figure 3.

A. Resultant Modeling Environment

1) System Model: The CPS system components from
Figure 3 are modeled in GME. The resultant modeling
environment is presented in Figure 4. Table I summarizes
the selected model properties for the components present in
the modeling environment. The model properties used for
each component are the following: code type, which can be
native or managed; running code as, either administrator or
local user; and accepts inputs, from nothing or any remote
user or entity.

2) Finding Threats: There are nine data flow connections
and after running the interpreter described in Section III-B,
the modeling environment identified ten threats for each data
flow (a total of 90 threats).

1http://www.evopro.hu/eng/page/ertm
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Figure 4. GME eRTM Model

Table I
MODEL PROPERTIES

Component # Components Model Properties

Sensor 6 Code Type:
Managed

Running As:
Administrator

Accepts Input From:
Nothing

Gateway 1 Code Type:
Managed

Running As:
Administrator

Accepts Input From:
Any Remote User or Entity

Repeater 2 Code Type:
Managed

Running As:
Administrator

Accepts Input From:
Any Remote User or Entity

Central
Station 1 Code Type:

Managed
Running As:
Administrator

Accepts Input From:
Any Remote User or Entity

WiFi 1 Physical Network:
2.4 GHz

Trust:
No

Wireless 8 Physical Network:
868 MHz

Trust:
No

As an example, two Spoofing threats, one Tampering
threat, one Repudiation threat, one Information Disclosure
threat, two Denial Of Service threats, and three Elevation
Of Privileges threats were identified between a Sensor and
a Repeater. Table II summarizes these ten threats.

3) Addressing Threats: Based on the security categoriza-
tion process, the security control baseline for the eRTM case
study was categorized as a moderate impact system, as the
impact on confidentiality is low, and the impact on integrity
and availability are both moderate [4].

According to SP 800-82 Appendix G, ICS Overlay, all
security controls for the moderate baseline should be imple-
mented. However, for the illustration purpose of this case
study, certain controls are selected to directly address the
threat identified by the threat modeling tool, as summarized
in Table II.

V. CONCLUSION AND FUTURE WORK

The complex nature of CPSs makes securing such systems
a challenge. Efforts in securing CPSs have mainly been
focused towards extending the existing approaches to secure
their individual components - cyber and physical. However,

it is important to identify the potential vulnerabilities during
the design-phase in a systematic way to minimize the overall
costs involved in providing and maintaining their security
and reliability. This paper addresses these challenges by
proposing a tool that allows, during a CPS design phase,
a systematic analysis of threat modeling for a CPS using
a real-world railway temperature monitoring system as the
case study. After identifying the possible threats in the
modeled CPS system, the proposed approach also addresses
them using the NIST security guidelines.

There are two main directions as future work: first, CPS
systems are a combination of software and hardware com-
ponents. To date, the proposed tool only addresses software
threats. The combination and/or correlation of software and
hardware threats needs to be investigated. The authors will
explore the feasibility of including hardware threats in the
existing modeling environment. Second, there is more than
one way to do threat modeling, and the best way to threat
modeling is the way that allows one to find more threats
against a system. The authors will investigate ways to merge
different threat modeling techniques (e.g., attack tree-based
approaches) with the proposed one to enable the expansion
of threat identification and system vulnerabilities.
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VII. DISCLAIMER

Certain commercial equipment, instruments, or materials
are identified in this paper in order to specify the ex-
perimental procedure adequately. Such identification is not
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Table II
IDENTIFIED THREATS AND RESPECTIVE MITIGATION BETWEEN A SENSOR AND A REPEATER

Threat Description Mitigation
Control Number Mitigation Control Name

1. Elevation Using
Impersonation

Repeater may be able to impersonate the context of
Sensor in order to gain additional privilege. IA-3 (1) (4) Device Identification and Authentication

2. Spoofing
the Sensor

Sensor may be spoofed by an attacker and this may
lead to unauthorized access to Repeater.

SC-7 (3) (4) (5) (7) (18)
SC-8 (1)

Boundary Protection
Transmission Confidentiality and Integrity

3. Spoofing the
Repeater

Repeater may be spoofed by an attacker and this may
lead to information disclosure by Sensor.

SC-7 (3) (4) (5) (7) (18)
SC-8 (1)

Boundary Protection
Transmission Confidentiality and Integrity

4. Potential Lack of
Input Validation

for Repeater

Data flowing across 868 MHz Wireless may be tampered
with by an attacker. SI-10 Information Input Validation

5. Potential Data
Repudiation by

Repeater

Repeater claims that it did not receive data from a
source outside the trust boundary.

AU-8 (1)
AU-9 (4)

Time Stamps
Protection of Audit Information

6. Data Flow
Sniffing

Data flowing across 868 MHz Wireless may be
sniffed by an attacker.

SC-7 (3) (4) (5) (7) (18)
SC-8 (1)

Boundary Protection
Transmission Confidentiality and Integrity

7. Potential Process
Crash or Stop

for
Repeater

Repeater crashes, halts, stops or runs slowly; in all
cases violating an availability metric.

SC-5
SC-6

Denial of Service Protection
Resource Availability

8. Data Flow
868 MHz

Wireless Is
Potentially
Interrupted

An external agent interrupts data flowing across a
trust boundary in either direction.

SC-5
SC-7 (3) (4) (5) (7) (18)
SC-8 (1)

Denial of Service Protection
Boundary Protection
Transmission Confidentiality and Integrity

9. Repeater May
be Subject to

Elevation
of Privilege Using

Remote Code
Execution

Sensor may be able to remotely execute code
for Repeater.

IA-3 (1) (4)
SC-7 (3) (4) (5) (7) (18)
SC-8 (1)
SI-7
PE-4

Device Identification and Authentication
Boundary Protection
Transmission Confidentiality and Integrity
Software, Firmware, and Information Integrity
Access Control for Transmission Medium

10. Elevation by
Changing the

Execution Flow
in Repeater

An attacker may pass data into Repeater in order
to change the flow of program execution within
Repeater to the attacker’s choosing.

IA-3 (1) (4)
SC-7 (3) (4) (5) (7) (18)
SC-8 (1)
SI-7
PE-4

Device Identification and Authentication
Boundary Protection
Transmission Confidentiality and Integrity
Software, Firmware, and Information Integrity
Access Control for Transmission Medium

intended to imply recommendation or endorsement by the
National Institute of Standards and Technology, nor is it
intended to imply that the materials or equipment identified
are necessarily the best available for the purpose.
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STANDARD REFERENCE MATERIALS FOR THE POLYMERS INDUSTRY 

Walter G. McDonough, Sara V. Orski, Charles M. Guttman, Kalman D. Migler,  

and Kathryn L. Beers, National Institute of Standards and Technology, Gaithersburg, MD 

Abstract 

The National Institute of Standards and Technology 

(NIST) provides science, industry, and government with a 

central source of well-characterized materials certified for 

chemical composition or for some chemical or physical 

property. These materials are designated Standard 

Reference Materials® (SRMs) and are used to calibrate 

measuring instruments, to evaluate methods and systems, 

or to produce scientific data that can be referred readily to 

a common base. In this paper, we discuss the history of 

polymer based SRMs, their current status, and challenges 

and opportunities to develop new standards to address 

industrial measurement challenges. 

Introduction 

The main purpose of standard reference materials is 

to provide a well characterized material with a measured 

value and its associated uncertainty for some measurand 

such as a chemical concentration or some physical 

property. The SRMs in our portfolio focus on 

thermoplastic resins and address properties such as melt 

flow rate, molecular mass, molecular mass distribution, 

limiting viscosity, intrinsic viscosity, and heat capacity. 

Our portfolio is a good representation of the research 

focus of the Polymers Division in the 1970s with the 

emphasis on fundamental polymer analysis. These 

standards were sufficient for several decades as much of 

industrial advances were focused on synthetic efficiency, 

performance, and optimization of existing polymers and 

polymer additives and blends through improved 

processability and control of material properties. 

Concurrently, emerging technologies advancing 

polymerization processes and tailoring molecular mass 

and chain architecture were being promoted from 

fundamental research to more promising industrial 

applications. Thus, over time existing reference materials 

were no longer adequate to calibrate measurements of 

these new advanced materials. The challenge moving 

forward is to add novel materials to the NIST standards 

portfolio that are relevant to the modern plastics industry. 

Reference materials and measurements together must rise 

to the sophistication of modern polymers.  

To address this challenge, we are updating our SRM 

portfolio (see Table 1) through a two-phase approach. 

First, current standards are being assessed for long term 

stability and continued needs. This assessment includes 

testing to ensure current standards meet the certified 

values and uncertainties listed in their certificates. As 

available, these certified values are also measured with the 

most recent measurement methods and protocols to retain 

relevancy to current measurement technologies. Inventory 

evaluation is also essential to determine if enough 

reference materials remain to fulfill demand. As the 

supply for a particular standards decreases, replacement 

material must be tested and certified. Review of existing 

SRMs indicate that some standards are being utilized for 

measurements beyond their certified values, or “off label” 

use. This knowledge not only allows NIST to focus our 

resources on supporting appropriate material standards, 

but can inform us about unmet needs and help direct our 

development of new reference materials. This goal will be 

achieved through stakeholder engagement to investigate 

where new reference materials will improve accuracy in 

measurements for manufacturing and what new materials 
are relevant and have a long term impact for polymer 

measurements and calibrations.  

Two examples of NIST reference material evaluation 

and development are introduced for measurement of melt 

flow rates and molecular mass averages to highlight 

current progress and challenges in standards evaluation 

and development.  

Melt Flow SRMs 

The following example describes in general terms 

how we address updating the certificates for our melt flow 

SRMs. For the most part, ASTM-D-1238-XX with the 

XX referring to the year/version of the standard is the 

method followed to make the measurements. Thus, some 

SRMs used today may have been measured using a prior 

standard method. As noted in the Significance and Use 

section of the test method, it is primarily used for quality 

control purposes on thermoplastics as the flow rate value 

is not a fundamental polymer property and allows the user 

to assess the uniformity of the resin tested. [1] Our SRMs 

are used as a means of calibrating the instrument. To date, 

all of our SRMs use Procedure A in which resin is 

preheated for a set time, then a fixed load is used to help 

push the molten polymer through an orifice for a set 

period of time with the mass of the extrudate weighed and 

the melt index given in units of g/10 min. In general for 

this method, only the preheating time has changed, 

increasing from 6 min to 7 min. When stability testing or 

recertifying is conducted, it is important to remember to 

follow the method used when the material was certified. 

Once satisfied that the property has not changed, new 
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values can be determined using the current standard 

method. For standard reference materials, not only is the 

mean and standard deviation calculated, but also the 

overall expanded uncertainty. For melt flow 

measurements, sources of uncertainty are due to: 

• The repeatability of the experiment

• The instrument variability as estimated from

precision tables in ASTM-D-1238

• Weighing

• Timing

• Temperature

The combined standard uncertainty is computed by 

root-sum-of-squares of the component uncertainties with 

the expanded uncertainty on the certificate being two 

times the combined standard uncertainty, which arises 

from a large number of degrees of freedom. [2] For the 

above sources of uncertainty, the dominant source comes 

from the instrument variability as estimated from 

precision tables in ASTM-D-1238. It was deemed to be 

reasonable to include this uncertainty as NIST uses a 

commercial instrument to conduct the experiments. The 

uncertainty due to temperature was the next largest 

source, with the remaining sources an order of magnitude 

less.  

There has been interest expressed in having an SRM 

that can be used for Procedure B of ASTM D1238. This 

procedure is more automated than procedure A in that the 

flow rate is calculated from the machine measuring the 

volume of molten polymer pushed through the orifice 

over a set time. This value, combined with the density of 

the resin results in a melt flow rate value. Currently, the 

melt flow tables in ASTM D-1238 are being updated. Part 

of this effort includes testing materials using Procedure B. 

NIST could put forward one of the materials tested as a 

research or reference material while full scale testing is 

done to help the material eventually become a standard 

reference material. This includes a variety of molecular 

mass polymers and differing degrees of short and long 

chain branching.  

Molecular Mass SRMs 

Absolute techniques to measure number and 

mass average molecular masses, Mn and Mw, respectively, 

such as membrane osmometry and static light scattering, 

respectively, have been largely superseded by relative 

analytical methods such as size exclusion chromatography 

(SEC). SEC offers enhanced measurement precision even 

though material calibration standards are required to 

determine the molecular mass and molecular mass 

distribution. Standards development organizations have 

recognized this need and developed documentary 

standards for multi-detector SEC such as ISO 16014-(1 to 

5) and ASTM D5296-11 to describe best practices for

separation and analysis of polymers. ASTM has even

assembled a task force to compare relative and absolute 

measurements to quantify bias, which is how well a test 

agrees with a generally accepted value. [3] NIST is 

adopting a similar approach to its molecular mass and 

molecular mass distribution SRMs, focusing on 

correlating the original certificate measurements and 

uncertainties with multi-detector SEC. NIST molecular 

mass SRMs consist of linear polyethylene, polystyrene, 

and poly(methyl methacrylate), which are no longer 

representative of the array of chemical and architectural 

control available to modern polymers.  

A particular example is the evolution of 

polyolefins in industrial manufacturing. SRM 1475A, a 

broad distribution linear polyethylene (Mw = 

52,000 g/mol) and standards derived from its fractions are 

widely used NIST standards for molecular mass and 

molecular mass distributions. These linear standards have 

been the hallmark of polyolefin calibration from NIST for 

the last 40 years. Advances in olefin methathesis using 

metallocene catalysts has vastly expanded the ability to 

control molecular mass and degree of long and short chain 

branching. Linear PE is not representative of the solution 

behavior of these materials and cannot alone be an 

adequate calibration standard for SEC. Novel infrared 

flow-through detection has expanded the ability to 

quantify average short chain branching at each point on a 

molecular mass distribution curve.  Utilizing advanced 

metallocene catalysts, NIST is currently developing 

molecular mass and sequence controlled short chain 

branched polymers to be able to make reference materials 

that have quantified degree of alkyl branching (AB) and 

alkyl branching distributions (ABD). Furthermore, the 

majority of NIST standards certify either Mn or Mw, which 

represent only the first and second moments of the 

molecular mass distribution and are not fully descriptive 

of all molecular masses and associated error throughout 

the entire distribution curve. Analysis of these next-

generation standards must address uncertainty in each 

slice of the distribution curve. 

Challenges and Opportunities 

Developing prototypes on new polymer 

standards is only the first step in creating new NIST 

standard reference materials. Production of a candidate 

material to a SRM can take three to five years from the 

laboratory to realization due to market research, scale-up, 

and exhaustive analysis to quantify all measurement 

uncertainties. NIST has recognized that for many fields, 

this time frame hinders emerging technology where non-

equivalent standards are limiting further development and 

commercialization. 

A proposed alternative is to expedite useful 

material to industry through the development of what are 

known as NIST Reference Materials (NIST RMs). These 

products would have “reference” rather than “certified” 

values and would not have all sources of uncertainty fully 
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estimated, as required for a SRM. Thus these materials are 

provided with a report of investigation, not a certificate. 

Vetting of the material would be achieved by 

measurements from NIST as well as industrial partners 

willing to share analysis results on a collective database. 

The measurement values and uncertainties of a reference 

material may be sufficient for industrial needs or may be 

able to bridge the gap in time until NIST completes the 

full analysis and production of the material as an SRM. 

Conclusions 

Standard Reference Materials are used to 

calibrate measuring instruments, to evaluate methods and 

systems, or to produce scientific data that can be referred 

readily to a common base. As NIST updates and expands 

its polymer based reference material portfolio, it must 

maintain the high accuracy measurements of its current 

standard materials in their next generation materials. 

NIST strives to make the most precise and accurate 

measurements based on absolute methods. NIST must 

also recognize the utility of quantification at various 

levels of rigor to address immediate industrial needs, 

especially as absolute measurements for a specific 

material property are under development. This strategy 

will allow for the transition from standards expertise in 

classic thermoplastics to advanced materials relevant to 

commercial market today and well into the future. 
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Table 1: List of polymer SRMs with the associated 

properties measured 

705a 

Polystyrene (Narrow 

Molecular Weight 

Distribution) 

Certified Value 

706a Polystyrene 
Mw, Intrinsic 

Viscosity 

1474a Polyethylene Resin Melt Flow Rate 

1476a 
Branched 

Polyethylene Resin 
Melt Flow Rate 

1478 

Polystyrene (Narrow 

Molecular Weight 

Distribution) 

Mw, Mn, Intrinsic 

Viscosity 

1479 

Polystyrene (Narrow 

Molecular Weight 

Distribution) 

Mw 

1484a 

Linear Polyethylene 

(Narrow Molecular 

Weight Distribution) 

Mw, Mn, 

Limiting 

Viscosity 

1487 

Poly (methyl 

methacrylate) 6 K 

Narrow Molecular 

Weight Distribution 

Mw, Limiting 

Viscosity 

1488 

Poly (methyl 

methacrylate) 29 K 

Narrow Molecular 

Weight Distribution 

Mn, Limiting 

Viscosity 

1489 

Poly (methyl 

methacrylate) 115 K 

Narrow Molecular 

Weight Distribution 

Mn, Limiting 

Viscosity 

1496 

Unpigmented 

Polyethylene Gas 

Pipe Resin 

Melt Flow Rate, 

Intrinsic 

Viscosity 

2881 

Polystyrene Absolute 

Molecular Mass 

Distribution Standard 

Molecular Mass 

Distribution 

RM 

8281 

Single-Wall Carbon 

Nanotubes 

(Dispersed, Length 

Resolved) 

Ultra violet 

visible (UV-Vis) 

and UV-Vis-near 

infrared (NIR) 

absorbance 

spectra, Raman 

scattering ratio, 

NIR 

fluorescence, 

atomic force 

microscopy, 

transmission 

electron 

microscopy 

1473b 
Low Density 

Polyethylene Resin 
Melt Flow Rate 

1475a Polyethylene, Linear 

Melt Flow Rate, 

Mn, Mw, Mz, 

Limiting 

Viscosity, Solid 

Density, Heat 

Capacity 

1482a 
Polyethylene, 14 K 

Molecular Weight 

Mw, Mn, Intrinsic 

Viscosity 

1483a Polyethylene, Linear 
Mw, Mn, Intrinsic 

Viscosity 
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2885 
Polyethylene (6280 

g/mol) 

Mw, Intrinsic 

Viscosity 

2886 
Polyethylene (87000 

g/mol) 

Mw, Intrinsic 

Viscosity 

2887 
Polyethylene 

(196,400 g/mol) 

Mw, Intrinsic 

Viscosity 

 

SP-638

McDonough, Walter; Orski, Sara; Guttman, Charles; Migler, Kalman; Beers, Kathryn. "Standard Reference Materials for the Polymers Industry." Paper presented at the Society of Plastics Engineers - Annual Technical Conference (SPE ANTEC), Indianapolis, IN, May 23-May 25, 2016./Introduction

McDonough, Walter; Orski, Sara; Guttman, Charles; Migler, Kalman; Beers, Kathryn. 
“Standard Reference Materials for the Polymers Industry.” 

Paper presented at the Society of Plastics Engineers - Annual Technical Conference (SPE ANTEC), Indianapolis, IN, May 23-May 25, 2016.



Minimizing Attack Graph Data Structures 

Peter Mell 

National Institute of Standards and Technology 

Gaithersburg, MD United States 

email:peter.mell@nist.gov 

Richard Harang 

U.S. Army Research Laboratory 

Adelphi, MD United States 

email:richard.e.harang.civ@mail.mil

Abstract— An attack graph is a data structure representing 

how an attacker can chain together multiple attacks to expand 

their influence within a network (often in an attempt to reach 

some set of goal states). Restricting attack graph size is vital for 

the execution of high degree polynomial analysis algorithms. 

However, we find that the most widely-cited and recently-used 

‘condition/exploit’ attack graph representation has a worst-

case quadratic node growth with respect to the number of 

hosts in the network when a linear representation will suffice. 

In 2002, a node linear representation in the form of a 

‘condition’ approach was published but was not significantly 

used in subsequent research. In analyzing the condition 

approach, we find that (while node linear) it suffers from edge 

explosions: the creation of unnecessary complete bipartite sub-

graphs. To address the weaknesses in both approaches, we 

provide a new hybrid ‘condition/vulnerability’ representation 

that regains linearity in the number of nodes and that removes 

unnecessary complete bipartite sub-graphs, mitigating the edge 

explosion problem. In our empirical study modeling an 

operational 5968-node network, our new representation had 94 

% fewer nodes and 64 % fewer edges than the currently used 

condition/exploit approach. 

Keywords- attack graph; complexity analysis; data 

structures; minimization; representation; security. 

I. INTRODUCTION

An attack graph is a representation of how an attacker 
can chain together multiple attacks to expand their influence 
within a network (often in an attempt to reach some set of 
goal states) [1]. Among other things, an attack graph can be 
used to calculate the threat exposure of critical assets, 
prioritize vulnerability remediation, optimize security 
investments, and as a tool to guide post-compromise forensic 
activities. Restricting attack graph size is vital for both 
human visualization of sub-graphs and the execution of high 
degree polynomial analysis algorithms. Early attack graph 
research used a ‘state enumeration’ representation [2] that 
would record all possible orderings by which an attacker 
could exploit a set of vulnerabilities, and hence grow at a 
factorial rate (exponential with some modifications). This 
rapid growth was mitigated in 2002 by a ‘condition-oriented’ 
approach providing a linear number of data objects with a 
quadratic worst-case number of relationships (with respect to 
the number of hosts in the original network) [3]. A major 
tenet of this approach was the assumption of ‘monotonicity’, 
which stated that an attacker would never lose a privilege 
once it was gained and any increase in privilege would not 
negate other gained privileges. This removed the need to 

account for the order in which attacks are initiated, and so 
reduced the complexity of the representation. 

Subsequent research modified this model to make it 
attack- focused and enable humans to visually follow the 
steps within an attack more easily [2]. This hybrid 
‘condition/exploit’ model [4] has been used extensively since 
2003 for attack graph research. Unfortunately, we find that 
this model results in redundant data encodings, under which 
the worst-case graph size become quadratic in the number of 
nodes. Thus, over a decade of attack graph research has used 
a quadratic representation when a linear one was available in 
the literature. 

However, even had the node linear condition-oriented 
approach been adopted, we find that it suffers from avoidable 
edge explosions (the creation of unnecessary complete 
bipartite sub-graphs) under certain conditions. These edge 
explosions add a quadratic factor to worst-case edge growth 
based on the maximum number of attacker privileges on any 
one host. 

These size complexity issues are not always readily 
apparent from visual inspection of small example graphs. 
Example attack graphs in the literature to date have often 
contained a small number of dissimilar hosts with limited 
per-host attack surfaces and thus do not reveal the worst-case 
growth in both nodes and edges that we have observed. In 
large enterprise networks, however, where hosts have both 
large and diverse attack surfaces and are vulnerable to high-
level compromise (thus yielding a high number of post-
conditions), these complexity issues become much more 
evident. 

To address these weaknesses, we provide a new hybrid 
‘condition/vulnerability’ representation that regains linearity 
in the number of nodes and that does not suffer from the 
edge explosion problem. In our empirical study of a network 
model derived from an operational 5968-node network, our 
new representation had 94 % fewer nodes and 64 % fewer 
edges than the most widely cited recent approach in our 
surveyed literature (the condition/exploit model).  

This reduced graph size will increase the speed of 
automated analysis, even making some algorithms tractable 
under certain scenarios. This can be true for higher 
polynomial complexity algorithms such as the cubic 
algorithms in [3] and certainly for metrics derived from 
attack graphs that grow either exponentially or with high 
polynomial degree [5]-[8] (as often occurs when graphs 
containing cycles must be rendered acyclic for the purposes 
of probabilistic modeling). The reduced size can also aid in 
human visualization and analysis of select sub-graphs of 
interest. 
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The development of the work is as follows. In Section 2, 
we survey past attack graph representations and describe 
them in terms of four major categories (while citing minor 
variations). For each category, we provide a description, 
theoretical analysis of worst-case growth, and an example 
graph from previously published work. Section 3 then 
provides our two new representations that improve upon the 
worst-case node and edge growth of the other 
representations. Section 4 provides a theoretical analysis of 
set of analyzed approaches. Section 5 provides empirical 
results using a network model based on an operational 
network where we compare the attack graph sizes using the 
different approaches. Section 6 concludes the paper. 

II. SURVEY OF ATTACK GRAPH REPRESENTATIONS

Papers discussing some abstraction of the attack graph 
idea began appearing as early as 1996 [9]-[12]. The first 
widely used representation was the ‘state enumeration’ 
approach ([2] and [13]-[16]) that had the unfortunate 
characteristic that it could grow faster than exponential. In 
2002, the ‘condition-oriented’ approach was published with 
the express purpose of reducing the graph representation size 
down to polynomial complexity [3]. In 2003, the ‘exploit-
oriented’ approach was published [17] to enhance the human 
readability of the graphs compared to the condition-oriented 
approach [2]. While not discussed in the literature, we will 
show that the exploit-oriented approach suffers high 
polynomial growth rates. This may explain why, in the same 
year, our surveyed literature moved to a more efficient 
hybrid ‘condition/exploit-oriented’ approach [4] (which we 
find still has a growth rate higher than that of the condition-
oriented approach). Our literature survey shows that this 
approach has been used extensively since 2003 and is the 
predominant representation (e.g., [1], [4], [7], and [18]-[20]). 
The following subsections discuss each of these approaches 
in detail. It should be noted that each representation 
encapsulates the same underlying knowledge but using a 
different abstraction. For each type of representation, we 
analyze the worst-case growth rate of a resulting attack graph 
with respect to the number of nodes and edges. We define h 
to be the number of hosts in the associated physical network, 
v to be the maximum number of vulnerabilities on any one 
host, and c to be the maximum number of attacker privileges 
that can be achieved on any one host from the set of 
available vulnerabilities. For the graph size complexity 
analyses, we assume that there is a unique set of pre-
conditions for each attack.  

A. State Enumeration

State enumeration was the first widely used attack graph
approach. Its distinguishing feature is that it explicitly 
accounts for the different orderings in which an attacker may 
launch attacks. There are two types. One type uses nodes to 
represent attacks and edges to represent post-conditions 
resulting in attacker privilege [13]-[15]. The other type uses 
nodes to represent attacker privilege and edges to represent 
attacks ([2] and [16]).  

The graph design contains multiple layers of nodes, 
regardless of the particular node and edge semantics. The 

initially available set of conditions or attacks are presented at 
the top layer. Each subsequent lower layer represents the 
possible decisions that an attacker could make. Directed 
edges connect the nodes at one layer to the available nodes at 
the next lower layer. There are no edges between nodes at a 
particular layer. An attack scenario begins at the top layer 
and works its way down with the node chosen in each layer 
representing an attacker’s next decision. 

1) Complexity Analysis
Assume that v and c equal 1. At the top layer (labelled 0),

any of h hosts may be selected as the first node in the attack 
path. At layer 1, there are h-1 hosts that can be attacked from 
each of the h start nodes. For each node at layer 2 there are 
h-2 hosts that can be attacked, and so forth. This creates a
rapidly expanding tree where the number of nodes and edges
increases as O(h!), yielding a worst-case factorial growth
rate for state enumeration graphs.

Most approaches attempt to prune this tree to focus only 
on subtrees of interest (e.g., those leading to some goal 
state). This can limit the growth, allow limited reuse of 
nodes, and can migrate the structure from a tree to a 
hierarchical directed graph with no loops (see Figure 1). 
Despite such optimizations, the growth rate of this approach 
is still worst-case exponential [2]. 

From an empirical perspective, such graphs become too 
large to be practical. For example, a network with just 5 
hosts and 8 available exploits produced an attack graph with 
5948 nodes and 68 364 edges [15]. 

Figure 1. Example State Enumeration Attack Graph 

Figure 1 shows an example pruned state enumeration 
attack graph, from [2], derived from an example with 2 target 
hosts running 2 services each, a single attacking host, and 4 
unique attack types. Notice that the representation uses the 
previously discussed modifications to avoid factorial growth 
rate. The large red arrows highlight a remaining inefficiency 
by showing an example of path duplication in the graph 
(discussed in [2]). 

Additional variations include [21]-[24]. 

B. Condition-Oriented

The condition-oriented approach was introduced in [3] as
a method to reduce the representational complexity of the 
state enumeration approach by using the assumption of 
attacker privilege ‘monotonicity’. This assumption implies 
that an attacker never loses a privilege once it is gained, and 
any increased privilege will not negate any other privileges. 
In practice, it means that (unlike in the state enumeration 
approach) there is no longer any need to track the order in 
which attacks are initiated. This assumption has been found 
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to be reasonable in most cases [2] and has been adopted by 
almost all subsequent attack graph representations. 

The work of [2] introduced a graphical representation to 
the approach. Each ‘condition node’ represents some state of 
attacker privilege (e.g., execute as superuser on host x). An 
edge from node a to node b with label c represents that pre-
condition a is necessary (but not necessarily sufficient) for 
attack c to provide privilege b. Sufficiency to gain privilege 
b is obtained if the pre-conditions of all edges into node b, 
labeled with c, are satisfied. By grouping the in-edges to 
each node by their edge labels, we can see that each group 
represents a possible attack, and each node is thus expressed 
in a variant of disjunctive normal form (DNF): in-edges 
within a group provide conjunctional logic and the distinct 
groups form logical disjunctions. Note that unlike general 
DNF statements, negation is not represented.   

One limitation of the approach in [3] is that a single 
attack on a host that can be instantiated by different sets of 
pre-conditions must be represented by multiple attack 
instances named differently (using the edge names) to enable 
disjunctional logic. Distinct attack instances, involving 
different hosts, may be named similarly with no ambiguity. 

1) Complexity Analysis
The condition-oriented approach achieves linearity in the

number of nodes, significantly reducing the complexity 
compared to the state enumeration approach. An attacker 
may have up to c distinct condition states on each of the h 
hosts, and thus the number of nodes is bounded by hc. 
Unfortunately, as each of the hc condition nodes can be 
connected to all hc other nodes, and each connection 
between two nodes may have up to v edges to represent 
exploiting each available vulnerability, we obtain up to 
hc×hc×v=h2c2v edges in the graph. Normally, h is much 
larger than c or v for a large network (as c and v are the 
maximums per node, not totals) and thus we can treat c and v 
as constants for the complexity analysis. Thus, the condition 
approach is O(h) in nodes and O(h2) in edges, representing 
an enormous improvement over the exponential state 
enumeration approach. However, note the multiplicative c2 
term in the number of edges. This is the result of unnecessary 
complete bipartite sub-graphs forming under certain 
conditions. We analyze these edge explosion situations in 
more detail in Section 4. 

Figure 2. Example Condition-Oriented Attack Graph 

Figure 2 shows an example condition-oriented attack 
graph, from [2], derived from a network with 2 target hosts, a 
single attacking host, and 3 unique attack types. Note the 
reduced complexity compared to Figure 1 although, as stated 
previously, these small example graphs are primarily 
intended to illustrate the methods, and do not demonstrate 
the differences in worst-case size complexities.  

Additional variations include [21] and [25]. 

C. Exploit-Oriented

The exploit-oriented approach represents attacks as nodes
and states of attacker privilege as edges ([2] and [17]) to ease 
visual analysis compared to the condition-oriented approach. 
Note that each ‘attack node’ is labeled with the host 
launching the attack and the host receiving the attack (which 
can be the same host for local attacks). This dual labeling on 
attack nodes will cause significant representational 
inefficiencies. The in-edges to a node represent the pre-
conditions for launching an attack and the out-edges 
represent the post-conditions of the exploit. All out-edge 
post-conditions of a node are satisfied if and only if all the 
in-edge pre-conditions are satisfied.  

Explicit representation of disjunction is not available and 
so in the presentation in the literature, attacks that can be 
instantiated by distinct sets of pre-conditions must be 
represented by multiple nodes. However, by applying a 
similar edge grouping approach as in the condition-oriented 
approach, this duplication of nodes can be avoided. Since the 
edges in this approach are already labeled with the post-
condition names they must be additionally labeled with a 
grouping name (a name for the group of pre-conditions that 
will enable exercising the related exploit). While this 
modification is not discussed in the literature, we assume this 
optimization to represent the approach as efficiently as 
possible. Without this optimization, the number of nodes 
would increase by a factor of c. 

1) Complexity Analysis
We now examine the worst-case growth rate of some

arbitrary attack graph. With respect to nodes, the graph can 
grow as large as h2v. Each of the h hosts can attack all h 
hosts with v different attacks (assuming just one attack per 
vulnerability) resulting in h2v nodes.  With respect to edges, 
the graph can grow as large as h3v2. Consider a single node 
where b represents the attack target. This node can have a 
connection to each node where the attack source is b. There 
will be hv nodes with attack source b. Each connection 
though can be made up of c edges. Thus, each node can 
create hvc out-edges. Since the number of nodes is h2v, this 
leads us to h2v×hvc=h3v2c edges. Treating c and v as 
constants compared to h, the exploit approach is O(h2) in 
nodes and O(h3) in edges. This is an enormous increase in 
graph size from the condition approach, however it still 
outperforms the exponential state enumeration approach. 

Figure 3 shows an example exploit-oriented attack graph, 
from [2], derived from the same network as Figure 2. The 
example condition-oriented graph has 11 nodes and 12 edges 
while the example exploit-oriented graph as 6 nodes and 13 
edges. Despite the reduction in graph size demonstrated in 
this example, we will empirically show that the exploit-

378Copyright (c) The Government of United States, 2015. Used by permission to IARIA.     ISBN:  978-1-61208-438-1

ICSEA 2015 : The Tenth International Conference on Software Engineering Advances

SP-641

Mell, Peter; Harang, Richard. "Minimizing Attack Graph Data Structures." Paper presented at ICSEA 2015: the Tenth International Conference on Software Engineering Advances, Barcelona, Spain, Nov 15-Nov 20, 2015.



oriented graphs can grow much larger than the condition-
oriented graphs in enterprise networks. 

Figure 3. Example Exploit-Oriented Attach Graph 

D. Hybrid Condition/Exploit-Oriented

The hybrid condition/exploit-oriented approach uses two
distinct types of nodes ([1], [4], [7], and [18]-[20]) 
representing both attacks and the states of attacker privilege, 
while the edges are unlabeled. The ‘attack nodes’ and 
‘condition nodes’ have the same semantics as those in the 
exploit-oriented graphs and the condition-oriented graphs, 
respectively. 

This structure produces a directed bipartite graph, with 
attack nodes having edges to condition nodes and vice versa. 
However, the interpretation of the in-edges varies per type of 
node.  Attack nodes and their post-condition out-edges are all 
satisfied if and only if all in-edges are satisfied (conjunction 
as with the exploit-oriented graphs). Condition nodes and 
their out-edges are satisfied if at least one in-edge is satisfied 
(disjunction as with multiple groups of in-edges in the 
condition-oriented graphs). 

As in the exploit-oriented representation, the problem of 
a single exploit that can be instantiated with multiple sets of 
pre-conditions is not well addressed in the literature. In a 
naïve implementation, a single exploit must be divided into 
multiple attack node instances, one for each distinct set of 
pre-conditions. However, by applying the same optimization 
as before (again, not previously presented in the literature) 
where we allow condition node to attack node edges to be 
labeled with a group name, we can avoid this multiplication, 
and we assume this optimization throughout. As in the 
condition approach, the interpretation is disjunction among 
the groups and conjunction within a group. Without this 
optimization, the worst-case number of attack nodes would 
increase by a factor of c (as with the exploit approach). 

1) Complexity Analysis
We now examine the worst-case growth rate of some

arbitrary attack graph. With respect to nodes, the graph can 
grow as large as hc+h2v. There will be hc condition nodes as 
derived in Section 2.2.1 and there will be h2v attack nodes as 
derived in Section 2.3.1. With respect to edges, the condition 
and attack nodes form a directed bipartite graph. We first 
explore the set of attack to condition node edges. Each attack 
node has a single target host as discussed in Section 2.3. 

Each attack node then can at most activate c condition nodes 
on the target host where each activation creates an attack to 
condition node edge. Since there are up to h2v attack nodes, 
we can then have up to h2v×c=h2vc attack node to condition 
node edges. Similarly, each condition node is mapped to a 
host, say a, and thus may have an edge to any of the hv 
exploit nodes where the attack source is a. Since there are hc 
condition nodes and up to hv edges per node, we get a total 
of hc×hv=h2vc condition to exploit node edges. Summing the 
two types of edges, we get h2vc+h2vc=2h2vc. 

Figure 4. Example Condition/Exploit-Oriented Attack Graph 

Figure 4 shows a condition/exploit-oriented attack graph 
from an example provided in [4]. This was derived from the 
same network as in Figure 1. The circled nodes are the attack 
nodes and the un-circled nodes are the condition nodes. 
Notice the relative simplicity in comparison with the state 
enumeration approach in Figure 1. Again though, the size of 
these small examples doesn’t demonstrate complexity 
growth on large enterprise networks. 

Additional variants include [26]-[28]. 

III. VULNERABILITY-BASED REPRESENTATIONS

Our contribution is the idea of representing the 
vulnerabilities on specific hosts explicitly within attack 
graphs. From a visualization point of view, this makes it easy 
to see how a chain of vulnerabilities (and hosts) can be 
compromised. From a graph complexity point of view, the 
vulnerability nodes replace the use of the attack nodes 
thereby lowering node complexity to linear (from quadratic). 
Intuitively, where exploit nodes must contain references to 
both the source and target hosts in an attack step, and thus 
grow potentially quadratically in highly connected networks, 
the vulnerability nodes only reference the exploitable host, 
and so grow only linearly. We represent attacks within the 
edges where they can take advantage of the fact that edges 
inherently have sources and targets (similar to the condition 
approach). 

This approach leads to two new representations that build 
upon one another. We first describe a vulnerability-oriented 
approach where we replace the attack nodes from the 
exploit-oriented approach with vulnerability nodes. This 
reduces node complexity from quadratic to linear and edge 
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complexity from cubic to quadratic. We then point out how 
the vulnerability-oriented approach suffers from similar 
quadratic edge explosion scenarios as the condition approach 
(but this time relative to v, not c).  

We then build upon the vulnerability approach to provide 
a hybrid condition/vulnerability representation that has a 
linear number of nodes, quadratic number of edges, and that 
does not suffer from quadratic edge explosion (in either v or 
c). It also, like the hybrid condition/exploit approach, 
improves on the human readability of the condition-oriented 
approach. 

A. Vulnerability-Oriented

Our first approach is analogous to the exploit-oriented
approach except that we replace the attack nodes with 
vulnerability nodes. A vulnerability node is labeled with a 
vulnerability name and the relevant location in the network 
(usually but not necessarily a hostname). Edges represent 
attacker privilege, just like in the exploit-oriented approach. 
In cases where multiple sets of pre-conditions can activate a 
particular vulnerability, we handle it with the edge grouping 
optimization we’ve presented previously. A set of pre-
conditions that will activate a vulnerability are represented 
by a set of in-edges to a node that all have a common group 
name. Thus we represent attacks using groups of commonly 
named edges just like in the condition approach. Each node 
is thus expressed in DNF: in-edges within a group provide 
conjunctional logic and the distinct groups form logical 
disjunctions. 

1) Complexity Analysis
We now examine the worst-case growth rate of some

arbitrary attack graph. With respect to nodes, the graph can 
grow as large as hv because each of the h hosts can have v 
vulnerabilities. With respect to edges, each node can have hv 
outgoing connections to other nodes. Each connection can be 
made up of at most c edges. Thus, the total number of edges 
is at most hv×hv×c=h2v2c. 

A disadvantage of this approach is the v2 term in the 
number of edges. This is the result of unnecessary complete 
bi-partite sub-graphs forming under certain conditions. We 
analyze this edge explosion in more detail in Section 4. 

Figure 5. Example Vulnerability-Oriented Attack Graph 

Figure 5 shows an example of a vulnerability-oriented 
graph, derived from the representation in Figure 4. For the 
sake of readability, edge grouping labels are omitted.  Note 

that the number of nodes is reduced with respect to Figure 4, 
and all vulnerabilities are in exactly one node instead of 
replicated over multiple nodes with different attack sources 
(e.g., the attacks targeting the ftp rhosts vulnerability on node 
1 in Figure 4).    

B. Hybrid Condition/Vulnerability-Oriented

Our second novel approach is a hybrid approach
combining condition nodes with our new vulnerability 
nodes. The condition nodes are analogous to those in the 
condition-oriented approach. The vulnerability nodes are 
identical to those in our vulnerability-oriented representation. 
We represent attacks by labeling the condition node to 
vulnerability node edges with the attack instances being used 
(including source and destination hostnames/IPs where 
applicable); this edge labeling is similar to that in the 
condition-oriented graphs. We then connect the vulnerability 
nodes to the condition nodes with unlabeled edges showing 
which post-conditions emerge as a result of exploiting the 
relevant vulnerability instance.  

As with the hybrid condition/exploit graph, this structure 
produces a directed bipartite graph. For condition nodes, they 
and all of their attack labeled out-edges are satisfied if at 
least one in-edge is satisfied (disjunction). For vulnerability 
nodes, they and all of their unlabeled out-edges are satisfied 
if and only if a group of identically labeled in-edges are 
satisfied (conjunction within a group and disjunction 
between the groups). This distributed implementation of 
disjunctions and conjunctions enables the same DNF logic of 
the condition-oriented approach. 

A single attack that can be instantiated with multiple sets 
of pre-conditions can be represented by using a different 
group name for each set of instantiating pre-conditions. 

1) Complexity Analysis
We now examine the worst-case growth rate of an

arbitrary attack graph. With respect to nodes, the graph can 
grow as large as h(c+v). There will be hc condition nodes as 
derived in Section 2.2.1 and hv vulnerability nodes as 
derived Section 3.1.1. Thus, there are at most hc+hv nodes 
total. With respect to edges, there can be as many as 
h2cv+hvc. First, for the set of edges that point from 
vulnerability nodes to condition nodes, each of the hv 
vulnerability nodes can activate up to c condition nodes 
(since each vulnerability pertains to a host with up to c 
conditions), creating hvc edges. In the other direction, each 
of the hc condition nodes could allow an attack to all hv 
vulnerability nodes, producing hc*hv edges. Thus, the total 
number of edges is hvc+hc*hv=h2cv+hvc.  

Treating c and v as constants compared to h, the 
condition/vulnerability approach is O(h) in nodes and O(h2) 
in edges. This is a major improvement over the quadratic 
growth in the number of nodes caused by attack nodes in the 
exploit and condition/exploit approaches. While the 
complexity of the number of nodes is of the same order 
between the condition, vulnerability, and 
condition/vulnerability graphs, we note that there is no v2 or 
c2 term in the edge growth equation for the 
condition/vulnerability graph. This is indicative of the fact 
that this approach does not suffer from the quadratic edge 
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explosion problem of the condition and the vulnerability-
oriented approaches in either v or c. This is discussed in 
detail in Section 4. 

Figure 6. Example Condition/Vulnerability-Oriented Attack Graph 

Figure 6 shows an example of the condition/vulnerability 
graph displaying the same attack graph data as in Figure 4 
and Figure 5. In this example with just 3 nodes and relatively 
diverse attack surfaces, this data actually has a more compact 
representation in the vulnerability graph format. We 
demonstrate in Section 5 on larger scale real-world data that 
this advantage is not general, and in fact the 
condition/vulnerability graph provides significant size 
advantages in such cases. 

IV. THEORETICAL ANALYSIS

In this section, we provide a theoretical analysis of the 
worst-case behavior of the representations. Note that we do 
not analyze the state enumeration approach given its known 
exponential growth rate (previously discussed). We begin 
with a review of the big-O complexity of each graph type 
and show the advantages of the condition, vulnerability, and 
condition/vulnerability approaches. We then follow with an 
analysis of the terms within the actual worst-case growth 
equations. These equations reveal quadratic terms in both v 
and c that cause the edge explosion scenarios in the condition 
and vulnerability approaches, respectively. We then explore 
in more detail when and why these avoidable edge explosion 
scenarios occur. We end the section with a discussion of 
edge explosion scenarios that are unavoidable in all of our 
analyzed representations (and that may reflect an inherent 
limit in reducing graph sizes). 

A. Big-O Complexity Graph Growth Comparisons

In an attack graph, h is expected to grow much larger
than v or c for a typical enterprise network. Note that v and c 
are the maximums per host (not the total number of 
vulnerability and conditions) and thus are usually miniscule 
compared to h. For this reason, we treat v and c as constants 
to derive overall complexity of each representation. These 
big-O measurements were derived in Sections 2 and 3 and 
are summarized in Table 1. The calculations showing the 
largest growth rates are bolded. Note, if h is not large relative 

to v or c, use the below Table 2 instead of Table 1 to 
determine the most efficient representation. 

TABLE 1. COMPLEXITY MEASUREMENT OF ATTACK GRAPH 

REPRESENTATION 

Representation Nodes Edges 

Condition O(h) O(h2) 

Exploit O(h2) O(h3) 

Vulnerability O(h) O(h2) 

Condition/Exploit O(h2) O(h2) 

Condition/Vulnerability O(h) O(h2) 

The quadratic node growth of the exploit and 
condition/exploit approaches is much larger than the linear 
node growth of the condition and condition/vulnerability 
approaches. With respect to edges, the cubic edge growth of 
the exploit approach is larger than the quadratic growth of 
the other approaches. Thus, the condition, vulnerability, and 
condition/vulnerability approaches are the best approaches in 
limiting worst-case graph growth with respect to h. 

To intuitively understand why the exploit and 
condition/exploit node growth is quadratic, consider that an 
exploit node must necessarily contain two host name labels: 
the attack source and the attack target. If a set of hosts A can 
attack a set of hosts B using a single attack, then the number 
of exploit nodes representing this will be |A|*|B| (i.e., 
quadratic growth). Contrast this to the 
condition/vulnerability approach where there will be only a 
single vulnerability node per host in B resulting in |B| 
vulnerability nodes (i.e., linear growth). 

One optimization is to reduce graph size by consolidating 
groups of identical hosts (those with identical security value, 
vulnerabilities, and permitted connectivity) into single hosts 
when building the attack graph. This essentially reduces h 
and thus minimizes the graph size, but we note that it does 
not change the big-O complexity results nor the outcome of 
our comparative analyses. 

B. Worst-Case Equations Graph Growth Comparisons

We now look at the actual worst-case equations that we
derived in Sections 2 and 3 in order to further refine our 
comparison between the approaches. These equations are 
summarized in Table 2. The terms specifically discussed in 
our analysis are bolded. 

TABLE 2. WORST-CASE GROWTH OF ATTACK GRAPH REPRESENTATIONS 

Representation Nodes Edges 

Condition hc h2vc2 

Exploit h2v h3v2c 

Vulnerability hv h2v2c 

Condition/Exploit hc+h2v 2h2vc 

Condition/Vulnerability hc+hv h2vc+hvc 

We focus our analysis on the condition, vulnerability, 
and condition/vulnerability approaches since the other two 
approaches were shown to have larger big-O node 
complexities in Table 1. 

With respect to node growth, the condition and 
vulnerability approaches will always have fewer nodes than 
the condition/vulnerability approach due it having the sum of 
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the former two. However, it should be noted that this 
increase is a small linear factor. 

With respect to edge growth, however, both the condition 
and vulnerability graphs grow quadratically in c and v, 
respectively. It is these quadratic terms (not present in the 
condition/vulnerability edge equation) that reflect edge 
explosion scenarios where unnecessary complete bipartite 
sub-graphs are formed. We claim that they are unnecessary 
because the condition/vulnerability approach provides a 
linear representation of the same data. Visually, the condition 
and vulnerability approaches use complete bi-partite sub-
graphs where, for the same data, the condition/vulnerability 
approach uses star topologies (explained in detail in the next 
section). 

Thus overall, our theoretical analysis indicates that our 
condition/vulnerability approach will result in achieving the 
most compact attack graphs. The exploit approach was the 
worst (excluding the naïve state enumeration approach), 
suffering from cubic edge growth. The condition/exploit 
approach (the most commonly used in recent research in our 
surveyed literature) suffered from quadratic node growth in 
our largest term, h. Finally, the condition and vulnerability 
approaches suffered from quadratic edge explosions (in c 
and v, respectively) as a result of the creation of complete bi-
partite sub-graphs that our condition/vulnerability approach 
converts to linear growth star topologies. We now explore in 
detail the edge explosion scenarios. 

C. Avoidable Edge Explosion Scenarios 

We define an edge explosion as the creation of a 
complete bipartite sub-graph within an attack graph due to 
some specific scenario. Some scenarios cause edge 
explosions regardless of which of our analyzed attack graph 
representations is used. We call these scenarios 
‘unavoidable’ (with respect to our set of representations) and 
thus they are not useful for a comparative analysis. We 
discuss such unavoidable scenarios in the next section.  

This section focuses on avoidable scenarios that create 
quadratic edge explosions in the condition and vulnerability 
representations, which are converted to linear star 
representations in the condition/vulnerability approach. The 
condition/exploit approach has similar representational 
advantages with respect to edge explosion scenarios. 
However, we do not specifically analyze this for the 
condition/exploit approach due to its worse quadratic node 
complexity but we do note that it is the dual node type 
representations that enable the reduction (i.e., the ‘hybrid’ 
node design). 

Avoidable edge explosion can occur in both the condition 
and vulnerability graphs as shown by their worst-case 
quadratic growth in c and v, respectively. These upper 
bounds are approached in condition graphs whenever a 
single attack has multiple pre-conditions and multiple post-
conditions. This also happens in vulnerability graphs when 
some set of vulnerabilities on a host allows subsequent 
exploitation of some other set of vulnerabilities (on the same 
or other hosts). 

Both cases can be viewed in terms of directed 
hyperedges, representing the multi-way relationships. For 

example, an attack with multiple pre-conditions and post-
conditions can be represented by a single directed hyperedge 
with the pre-conditions at the tail of the edge and the post-
conditions at the head. In standard directed graphs, 
representing this requires the creation of a complete directed 
bipartite sub-graph with the pre-conditions in the edge ‘tail’ 
set and the post-conditions in the ‘head’ set. The 
representation of these hyperedges by the corresponding 
complete bipartite graphs is then responsible for the 
quadratic explosion in the number of edges. Similarly, given 
a set of vulnerabilities on a host where each one enables an 
attacker to exploit some other common set of vulnerabilities 
can be represented by a single directed hyperedge. In a 
vulnerability graph, this hyperedge would require a directed 
complete bipartite graph with the enabling vulnerabilities in 
the edge ‘tail’ set and the newly available vulnerability nodes 
in the edge ‘head’ set. 

Hybrid node graphs, such as the condition/vulnerability 
and the condition/exploit graphs, represent these directed 
hyperedges more efficiently (i.e., linearly). To see this, 
consider that in the condition/vulnerability graph, each 
vulnerability node may represent a directed hyperedge that 
links multiple pre-conditions to multiple post-conditions. 
Each condition node may also represent a directed hyperedge 
that links multiple vulnerabilities on a single host to a set of 
common target vulnerabilities. This representational 
approach of a directed hyperedge forms a star graph for each 
hyperedge. It is then easy to see that star graphs grow 
linearly in the number of edges while the complete bipartite 
sub-graphs grow quadratically, thus enabling the size 
complexity advantage of the hybrid node approaches. 

For the purposes of illustration, consider Figure 7 below.  
Conditions C1 to C4 form the tail of a hyperedge 
corresponding to a vulnerability Va, while conditions C5 to 
C8 for the head.  The resulting condition graph is complete 
bipartite, as each of C1 to C4 must be linked to each of C5 to 
C6 (Figure 7, left); by contrast, using a separate class of node 
to represent the vulnerability-related hyperedge in the 
condition/vulnerability approach allows for a much more 
compact representation in the form of a star graph (Figure 7, 
right). 

 
Figure 7. Unnecessary complete bipartite structures in the condition-

oriented graph 

 
Vulnerability graphs have a directly analogous 

representation, where a condition node may represent a 
hyperedge, as shown in Figure 8. 
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Figure 8. Unnecessary complete bipartite structures in the vulnerability-

oriented approach 

In the vulnerability graph, each vulnerability (V1 to V4) 
on a single host must have an edge to each vulnerability that 
is now accessible for attack (V5 to V8). In the 
condition/vulnerability graph, a single condition node Ca 
represents the attacker privileges gained by exploiting V1 to 
V4. Condition node Ca then allows exploitation of V5 to V8. 
The addition of Ca creates a linear growth star graph in place 
of the quadratic complete bipartite graph in the vulnerability 
representation. 

D. Unavoidable Edge Explosion Scenarios

There are cases where the condition/vulnerability graph
will still contain complete bipartite components and it is 
direct to see that the related condition or vulnerability graph 
will also exhibit such a component. Thus, such scenarios are 
unavoidable (with our set of analyzed representations). 
While we can’t prove nonexistence of a linear representation 
here, we believe it unlikely and that we are pushing against 
inviolable data representational boundaries in trying to 
further reduce the size of the attack graph. 

Consider a scenario where multiple distinct hyperedges 
have identical head or tail sets in either the condition- or 
vulnerability- oriented approach. This will naturally result in 
complete bipartite components in the condition/vulnerability 
representation; however, it is straightforward to see that such 
cases also produce complete bipartite graphs in the condition 
and vulnerability representations as well. 

See, for example, the condition/vulnerability graphs in 
Figure 9. The leftmost panel depicts a situation in which two 
distinct vulnerabilities have identical head and tail sets (such 
as two identical vulnerabilities on two different hosts that 
each enable a common set of vulnerabilities on a third); the 
center depicts a situation in which the head sets are distinct 
but the tail sets are identical (perhaps granting host-specific 
post-conditions), and the rightmost pane depicts identical 
head sets with distinct tail sets (such as would be expected 
from host-specific pre-conditions with global post-
conditions).  In each case, it is straightforward to see that a 
path exists from each pre-condition to each post-condition, 
and so the resulting condition-oriented graph will be a 
complete bi-partite graph. 

Figure 9. Condition/Vulnerability Graph Scenarios 

The situation is functionally identical for vulnerability-
oriented graphs. Similar complete bipartite sub-graphs within 
a condition/vulnerability graph will result in a completely 
connected bipartite sub-graphs in the related vulnerability 
graph. 

Looking at the underlying equations, note that in the 
condition/vulnerability graph the number of edges is 
bounded as the product of c and hv, rather than being 
quadratic in c, thus requiring both v and c to grow 
simultaneously for a comparable edge explosion. Note that 
this doesn’t reflect a unique weakness for the 
condition/vulnerability approach as both the condition and 
vulnerability approaches also contain h, c, and v in their edge 
equations (but there with a quadratic c or v). This worst-case 
scenario is only realized in the leftmost panel of Figure 9, 
while all three panels result in complete bipartite sub-graphs 
in the case of the condition-oriented graph. 

V. EMPIRICAL RESULTS

We now provide an example to illustrate the performance 
between the different approaches using a network model. 
Our network model (derived in part from data from an 
operational network) has 5968 hosts and 7825 
vulnerabilities. The vulnerabilities consist of 41 distinct 
types mapped to two different severity levels. We mapped 
7791 vulnerability instances to confidentiality breaches and 
34 instances to providing user level access.  

With respect to attack post-conditions, a vulnerability 
was modeled as producing two post-conditions: the severity 
level mapped to the host name and a designator indicating 
that the host had some specific vulnerability exploited. This 
models the situation where a single attack can produce 
multiple post-conditions.  

With respect to connectivity, we modeled all nodes as 
being logically connected to each other. For a start node in 
the attack graph, we designated one of the hosts as hostile 
(using one with no vulnerabilities) to represent an insider 
threat situation. 

Table 3 provides the empirical results given the above 
stated scenario. To derive these results, we created an attack 
graph simulator using Python 2.7.6 that calculates the graph 
sizes using all of our analyzed representations. Note that 
these results are not based on the equations from Table 2 as 
those equations represent worst-case attack graph sizes. Here 
we analyze the actual sizes given the network model 
described above. 
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TABLE 3. EMPIRICAL RESULTS 

Graph Type Nodes Edges 

Condition 5140 436 290 

Exploit 218 146 7 189 929 

Vulnerability 7825 272 920 

Condition/Exploit 223 285 654 435 

Condition/Vuln. 12 964 233 795 

As expected from the theoretical analysis, the number of 
nodes for the exploit and condition/exploit representations 
was much larger than the other approaches due to the O(h2) 
growth rate. The number of edges in the condition graph is 
almost twice that of the condition/vulnerability graph, 
attributable to the O(c2) growth rate of the edges. Thus based 
on these empirical results, the vulnerability and 
condition/vulnerability approaches appear the best for our 
scenario and are comparable (with the vulnerability approach 
having fewer nodes and the condition/vulnerability approach 
having fewer edges). 

Note how in this example our condition/vulnerability 
approach had 94 % fewer nodes and 64 % fewer edges than 
the widely cited and commonly used condition/exploit 
approach. This illustrates how an adjustment in 
representation can have dramatic results in graph size. 

However, if we model each attack as producing exactly 
one post condition, then the advantages of the 
condition/vulnerability approach disappear relative to the 
condition graph (see Table 4). 

TABLE 4. SINGLE POST CONDITION EMPIRICAL RESULTS 

Graph Type Nodes Edges 

Condition 2584 218 145 

Exploit 218 146 7 189 929 

Vulnerability 7825 272 920 

Condition/Exploit 220 728 436 290 

Condition/Vuln. 10 408 225 970 

Here the condition graph has an advantage on the number 
of nodes while roughly matching the number of edges of the 
conditional/vulnerability approach. Thus, use of the 
vulnerability/condition approach does not guarantee a 
smaller graph than the condition representation. However, it 
guarantees a linear growth rate with respect to c, allowing for 
tighter representations given arbitrary scenarios. 

Note that the vulnerability approach statistics stay the 
same in both Table 3 and Table 4. This is because the 
removed post conditions were not ones that enabled an attack 
to be launched (we just removed the flag that a host had a 
specific vulnerability exploited). 

The widely-cited and used condition/exploit model was 
much larger in all of our scenarios because it suffers from 
both the O(h2) growth rate in the nodes (this is true also of 
the exploit approach). Had we modeled a network where the 
logical connectivity of the hosts was much more restricted, 
the node disadvantage of the condition/exploit approach 
would have been minimized. However, many operational 
networks (including this one) have large numbers of hosts 

with significant logical connectivity (e.g., approaching 
complete sub-graphs). 

VI. CONCLUSIONS

For the last decade, the condition/exploit-oriented 
approach was the most commonly used representation in our 
literature survey. However, we found it to have node growth 
quadratic in the number of hosts on the network. This will 
slow down analysis algorithms that have a high polynomial 
degree while making visualization for humans more difficult 
(simply from the increased size). Interestingly, we found the 
previously published condition approach provided a much 
more compact linear node representation, but it wasn’t 
widely adopted. This may have been because it was 
confusing to visually analyze since attacks are represented by 
collections of edges. We also discovered that it suffers from 
quadratic edge explosions based on the number of possible 
attacker privileges on a host. 

To address these problems, we proposed using a 
vulnerability-based approach for nodes in attack graphs. This 
eliminates the inefficiency of the attack nodes (taking us 
from a quadratic to a linear node representation) while it 
makes the graph more intuitive to read compared to the 
condition approach (since any attack results in compromising 
a single vulnerability node as opposed to activating multiple 
condition nodes). Surprisingly, we found this approach to 
also contain an edge explosion problem but this time relative 
to the number of vulnerabilities on a host. 

We thus developed the hybrid condition/vulnerability 
approach with the following advantages: linear node growth, 
elimination of avoidable edge explosion issues, and an easy 
to understand representation (due to the use of the 
vulnerability nodes). For arbitrary graphs, our 
condition/vulnerability approach provides better size 
guarantees with respect to edge growth while only having a 
small linear penalty on node growth. 

Despite this, the condition and vulnerability approaches 
are still viable representation options (linear in node growth 
and quadratic in edge growth). Even with the quadratic edge 
explosion possibilities, they can be used when it is known 
that a particular scenario will not suffer significantly from 
this problem. Perhaps the best argument for using these two 
approaches is simply that they have a single interpretation 
for the nodes. This should facilitate the application of 
standard graph algorithms for analysis, something not 
available with the currently used hybrid condition/exploit 
approach or our hybrid condition/vulnerability approach. 
Given the simple interpretation of our vulnerability 
approach, it is a candidate for exploration in this area, which 
may be addressed in future work. 

Lastly and most importantly, we emphasize that the 
research community should move away from using attack 
nodes (as found in both the exploit representation and the 
hybrid condition/exploit representation) since the attack 
nodes add a quadratic factor to the worst-case node growth 
equations. Moving to a much more compact node linear 
representation (regardless of the specific choice) may 
catalyze the research community by opening the door to 
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previously intractable algorithmic analyses and facilitating 
human analysis of specific features. 
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ABSTRACT
In order to maximize assets, manufacturers should use real-

time knowledge garnered from ongoing and continuous collec-
tion and evaluation of factory-floor machine status data. In dis-
crete parts manufacturing, factory machine monitoring has been
difficult, due primarily to closed, proprietary automation equip-
ment that make integration difficult. Recently, there has been a
push in applying the data acquisition concepts of MTConnect to
the real-time acquisition of machine status data. MTConnect is
an open, free specification aimed at overcoming the “Islands of
Automation” dilemma on the shop floor. With automated asset
analysis, manufacturers can improve production to become lean,
efficient, and effective. The focus of this paper will be on the
deployment of MTConnect to collect real-time machine status to
automate asset management. In addition, we will leverage the
ISO 22400 standard, which defines an asset and quantifies as-
set performance metrics. In conjunction with these goals, the
deployment of MTConnect in a large aerospace manufacturing
facility will be studied with emphasis on asset management and
understanding the impact of machine Overall Equipment Effec-
tiveness (OEE) on manufacturing.

Keywords
MTConnect, asset management, Overall Equipment Effec-

tiveness (OEE), manufacturing, Computerized Numerical Con-
trol (CNC), network

Nomenclature
AGFM American Gesellschaft fr Fertigungstechnik und

Maschinenbau
AGV Automated Guided Vehicle
API Application Programming Interface
CMM Coordinate Measuring Machine
CNC Computer Numerical Control
CTLM Contour Tape Laying Machines
DCOM Distributed Component Object Model
DST Dörries Scharmann Technologie
EDM Electro Discharge Machining
Focas Fanuc OpenFactory CNC API Specifications
HSSB High Speed Serial Bus
HTML Hypertext Markup Language
HTTP Hypertext Transfer Protocol
KPI Key Performance Indicator
MTC Manufacturing Technology Connect
OEE Overall Equipment Effectiveness
OEM Original Equipment Manufacturer
PC Personal Computer
SCM Service Control Manager
SHDR Simple Hierarchical Data Representation
SPC Statistical Process Control
URL Uniform Resource Locator
XML eXtensible Markup Language
XSD XML Schema Definition

1 INTRODUCTION
Production knowledge consists of understanding, organiz-

ing, and managing the machines, processes, and the tasks to be
performed in a manufacturing facility. The focus of this paper
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will be on managing the machines, commonly referred to as as-
sets. In an industrial context, asset management maximizes the
performance of production resources for achieving manufactur-
ing objectives – producing products faster, cheaper, and better.
For shop floor equipment, this means having a clear understand-
ing of how machines operate and how to improve manufacturing.
Informative and timely asset management can be used to accu-
rately assess manufacturing operation and to make adjustments
to meet shifting manufacturing conditions. Example manufac-
turing roles for asset management include:

• accumulating resource knowledge for calculating account-
ing functions such as the actual machining cost of a part for
bidding, and determining profits [1–4],
• identifying production bottlenecks [5–8],
• building up machine histories in order to perform predictive

maintenance [9–12],
• incorporating equipment and process knowledge dynami-

cally on a machine [13–15],
• recognizing excessively high asset utilization as a prerequi-

site to determining procurement needs [16–18].

Although timely machine status feedback during factory op-
eration is not a complex concept, the collection and dissemi-
nation of the necessary status data in a timely and integrated
manner has been a challenge within the discrete parts industries.
The breadth of machines in the discrete industries is extensive,
from additive and subtractive machine tools, robots, and auto-
mated guided vehicles (AGV). Plus, vendors, Original Equip-
ment Manufacturers (OEMs), and end-users in the discrete in-
dustries have all been reluctant to adopt a global integration
solution and instead prefer a proprietary approach. Clearly is-
sues stem from the over–abundance of industrial standards from
which to choose [19–26]. MTConnect is a standard to address
many of these shortcomings, and is gaining traction in the dis-
crete parts industry [27–29].

This paper discusses the automated collection and analysis
of real-time machine status data based on the integration of MT-
Connect and machine status reporting. The second section gives
a brief overview of MTConnect and the machine tool information
model used for status reporting. The third section gives a back-
ground on ISO 22400 and its model of asset management. This
section will include a mapping of MTConnect machine status
into ISO 22400 asset management concepts. The fourth section
describes a case study of asset management using MTConnect
on the shop floor at a large aerospace factory. The final section
contains a discussion on the benefits of machine tool status data
in terms of support asset management as well as the problems
encountered developing automated machine status feedback and
the future work envisioned in this area.

2 MTConnect Overview
In order to reduce costs, increase interoperability, and max-

imize enterprise-level integration, the MTConnect specification
has been developed for the discrete manufacturing industry [30].
Although aimed at solving the “Islands of Automation” prob-
lem prevalent in the discrete manufacturing industries, MTCon-
nect is flexible and can be easily adapted to other asset manage-
ment or other manufacturing applications [31]. MTConnect is
a specification based upon prevalent Web technology including
eXtensible Markup Language (XML) [32] and Hypertext Trans-
fer Protocol (HTTP) [33]. Using this prevailing technology and
providing free software development kits minimize the technical
and economic barriers to MTConnect adoption.

Figure 1 shows the basic elements in an MTConnect solu-
tion. MTConnect “Agent” is a software process that acts as a
bridge between a MTConnect “Device” and a Client Applica-
tion. An MTConnect “Device” is a piece of equipment, like a
CNC machining center or robot, organized as a set of compo-
nents that provide data. MTConnect defines Events, Samples,
Conditions, and Asset data items, whose XML format is all rigor-
ously specified by XML Schema Definition (XSD) [34] schemas.
Optionally, an MTConnect “Adapter” can be installed natively on
the machine, which is a process that provides a communication
link between a device and the agent. Agents can have a special-
ized remote Adapter or embedded “Backend” to communicate
to the Device, (e.g., Simple Hierarchical Data Representation or
SHDR [35] or OPC [36]).

The MTConnect standard defines XML schemas in order to
exchange standard XML information. MTConnect defines the
XSD content for Devices, Streams, Assets, or Errors necessary
for retrieving factory device data, where:

• The MTConnect Devices XSD is an Information Model that
describes each device and its data items available.
• The MTConnect Streams XSD is an Information Model that

describes a time series of data items specified in the Devices
XML including samples, events, and conditions.
• The MTConnect Error XSD defines the XML to describe

one or more errors that occurred in processing an HTTP re-
quest to an MTConnect Agent.
• The MTConnect Asset XSD defines the XML pertaining to

a machine tool asset, which is not a direct component of
the machine and can be relocated to another device during
its lifetime. The concept of MTConnect Asset refers to com-
munication of resource asset knowledge and not the physical
resource discussed in this paper. MTConnect Asset exam-
ples include tooling, parts, and fixtures.

Currently, MTConnect Agent supports four main types of
requests:

• Probe request – response describes the devices whose data
is being reported.
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FIGURE 1: MTConnect Solution Overview

• Current request – retrieves the values of the devices data
items at the point the request is received.
• Sample request – retrieves a list of past and/or current values

for one or more data items.
• Asset request – retrieves data describing the state of an asset.

Within an asset stream, there exists the ability to embed third
party developed standards, (e.g., ISO 13399 [37]) within the
response.

HTTP is the protocol used by MTConnect (as well as the
World Wide Web) to define legal messages [38]. MTCon-
nect also establishes what constitutes legal commands through
the use of decorated Uniform Resource Locator (URL) such
as http://agent.MTConnect.org/probe. MTConnect follows the
rules of HTTP to fetch and transmit the requested MTConnect
command, be it “probe”,“current”,“sample”, or “asset”.

In a “probe”, an MTConnect Device is modeled in XML
which conforms to the Device XSD. The “Device Data Model”
provides the Device(s) description that the world will see, which
will typically be a subset of the total possible data from a device.
The MTConnect Device model is not hardwired; rather users as-
semble an XML information model to match their device and
their data requirements. Each MTConnect implementation uses
a Device Data XML document to describe the data that will be
conveyed from one or more devices. In effect, of the thousands of
data items that may be available from a controller, MTConnect
provides an XML document that enumerates which data items
are in fact available. For example, suppose an MTConnect user
is interested in the parameter “following error” of a servo drive,
then the user would have to see if the Device is configured to

supply “following error” data.
MTConnect Stream and Device XML Document are simi-

lar to all XML documents in that they are a tree representation.
At the root, “Devices” define one or more “Device” (e.g., ma-
chine tool), which in turn defines a set of components, which in
turn contain “Data Items”. Thus, an “MTConnect Device” is a
machine organized as a set of components that provide data. Fig-
ure 2 shows a simple MTConnect hierarchy. In this MTConnect
example, “cnc1” is composed of components: “power”, “con-
troller”, and “axes”. Each component then has event or sam-
ple Data Item definitions. In this example, the “axes” compo-
nent has sample data items: Srpm, Xabs, Yabs, and Zabs. In
contrast, the “controller” component has two event data items:
mode, and execution; and one sample data item: feedrate. Sam-
ple tags (e.g., Xabs, Yabs, Zabs) exhibit numerical values as
strings. Some event tags have an enumeration string, e.g., the
mode event can be either: MANUAL, MANUAL DATA EN-
TRY, AUTOMATIC.

Generally, MTConnect performance is low bandwidth (i.e.,
1 to 2Hz), so that start/stop/program changes/alarms and other
machine specific events are easily identified at this sampling rate.
Higher bandwidth techniques are available in MTConnect, but
are out of scope for this document.

3 ASSET MANAGEMENT
Manufacturing companies create products by converting raw

materials, stock, or supplied goods into a finished product to
sell. In general, manufacturing is complicated due to the parallel
machine operation, dynamic job arrival, multi-resource require-
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FIGURE 2: MTConnect Device Hierarchy Example

ments, and general job precedence constraints. At its most basic,
manufacturing is handled by a set of machines, with a varying
degree of flexibility and control; a material handling system that
allows jobs to move between machines; and a set of computers
for command and control. Preferably, the set of computers is all
fully integrated on an enterprise network.

Asset management quantifies the performance of production
resources in achieving manufacturing objectives. Asset manage-
ment can be used to build up machine histories, which can be
used to make informed business decisions, such as, capital avoid-
ance (when to hold off on equipment purchases) or intelligent
purchasing (formal evaluation of a given CNC model’s actual
performance, not anecdotal based on estimated data). Asset man-
agement can be used to store information on equipment within
processes for use in undertaking corrective actions. The patterns
of equipment operation can be analyzed for bottlenecks or under-
utilization and then used to improve the production process and
reduce costs and improve product turnaround.

Depending on the individual or organization, possibly from
different technical and geographic points of origin, assets may
have a differing interpretation. Therefore, the consistent defini-
tion of an asset must be in place that is universally understood
and adopted. Fortunately, the International Organization for
Standardization (ISO) has established a manufacturing standard,
ISO 22400 [39] “Automation systems and integration Key per-
formance indicators (KPIs) for manufacturing operations man-
agement” that defines the concept of an asset and quantifies the
associated performance metrics.

FIGURE 3: ISO 22400 Work Unit Formalism

Foremost, ISO 22400 offers consistent manufacturing con-
cepts and terminology. Such that if KPIs are to be used in mul-
tiple locations and are to be searched, shared, and analyzed, a
common vocabulary (as well as models) is a prerequisite. In ad-
dition, unnecessary cost from mistranslation, misunderstanding,
and misinterpretation is avoided. Thus, common terminology
and models are helpful in identifying and monitoring enterprise
needs and outcomes by pooling data from multiple sources in a
systematic method.

The ISO 22400 standard is presented according to high-level
ISA 95 Manufacturing Operations Management (MOM) [40] in-
formation categories – the machinery and equipment, the product
manufactured and its quality, the manufacturing personnel, the
inventory, and other related manufacturing elements. Although
ISO 22400 covers a complete production model, of interest to
this paper is the ISO 22400 formalism to model individual assets
or “Work Units” (i.e., ISA 88 terminology for resources or ma-
chines [41]) on the shop floor. ISO 22400 includes factors such
as costs, quality, time, flexibility, environmental and social is-
sues, and energy efficiency many of which are important but out
of scope for this paper.

ISO 22400 formally breaks down the Work Unit produc-
tion model into planned activities and actual production. Fig-
ure 3 shows the ISO 22400 formalism for “planned” and “ac-
tual” Work Unit modeling used to assess asset performance.
ISO 22400 states that a day is the planned maximum time avail-
able for production and maintenance tasks, and a day depends on
the number of shifts. In ISO 22400, OEE is calculated by the
equations below:

Availability = PBT/PDT

= PlannedBusyTime/PlannedProductionTime

E f f ectiveness = (PTU×PQ)/PDT

= (Production time per unit×Produced quantity)/PDT
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Quality = PartCountGood/(PartCountGood +PartCountBad)

OEE = Availability×E f f ectiveness×Quality

In above equations, Availability, E f f ectiveness, Quality and
OEE units are percent. The Availability determines how strongly
the capacity of the machine for the value-added functions re-
lated to the planned availability is. Availability takes into ac-
count planned time loss, e.g., meetings, coffee breaks, and main-
tenance. E f f ectiveness is the measure for the efficacy of a
process comparing target cycle time to the actual cycle time.
E f f ectiveness is also called efficiency factor or performance.
The Quality rate is the relationship of the proper quantity to the
produced quantity. Availability takes into account planned down
time loss, E f f ectiveness takes into account delays and speed
loss, and Quality takes into account part loss.

Unfortunately, OEE can be rendered meaningless due to the
lack of appropriate data. Specifically, OEE requires a quality
component in its calculation, which in discrete parts production
is often impossible or can be difficult to determine since quality
assessment is typically done later in the manufacturing process
and is disconnected from the machining process. In this case
OEE degrades into an asset utilization metric. For our analysis,
we will assume quality is a meaningful component.

3.1 Mapping ISO 22400 to MTConnect
ISO 22400 distinguishes between performance data (such

as Work Unit busy, delay, down, queued, etc.) and KPI (e.g.,
Work Unit OEE) [42]. It is the role of MTConnect to supply
the machine status data. However, ISO 22400 is geared toward
asset management with production flow between machines. In
other words, ISO 22400 defines delay to include the concepts of
blocked, starved, and queued as well as faulted or idle. For the
case study that follows, a job shop is a more appropriate model of
machine–part relationship and the concepts of blocked, starved,
or queued are generally not relevant in a job shop part flow.

The terminology correspondence between ISO 22400 and
MTConnect is not a perfect match, so it is best to clarify the
data terminology. For ISO 22400, “Down” is the same con-
cept as machine “Off” . Likewise the ISO 22400 concept of
“Delay” incorporates the concepts “Idle” and “Faulted”. Long
term “Faulted” effects the OEE Availability of the machine, and
would be a loss due to unscheduled maintenance. This leads to
an ISO 22400 state model of down, idle, faulted, or busy while
ignoring the starved and blocked states. (Idle as represented by
the part queued state is a data parameter for a separate KPI.)

For MTConnect systems, the basic process to provide OEE
performance data is to interpret MTConnect state logic using
mode, execution, and other MTConnect tags to determine the
machine status of busy, idle, faulted, and off. Although different,
it is possible to map the MTConnect data into asset management
state model. Table 1 shows the mapping of MTConnect status

data items into state formalism corresponding to the ISO 22400
asset model. The MTConnect Data row (first row) details the ex-
pected raw data available from the MTConnect Device. The first
column abbreviations (e.g., APT, ASUT, ADET) correspond to
the ISO 22400 abbreviations from Figure 3.

TABLE 1: Mapping MTConnect State Data into Machine Status
Data

Data Parameters

MTConnect Data Timestamp, Machine, Power, Mode, Execu-
tion, Spindle, Conditions, Feed override

Parameters Data Mapping

APT ≡
Busy

MTCprogram 6= /0 and MTCexecution = Active

ASUT ≡
Setup

MTCmode ∈Manual

ADET ≡
Delay

MTCprogram = /0 or MTCexecution =
Stopped or MTCexecution = Interrupted or
MTCmode = Manual or Faulted

Down ≡
(Off)

MTCpower = O f f

Faulted ∃ MTCcondition = f aulted until
∀MTCcondition 6= f aulted

Some of the OEE loss is not explicitly covered by
ISO 22400. For example, MTC f eedoverride<100 % implies that
the operator is slowing down machining and increasing cycle
time, either to avoid chatter or for some other reason. This
negatively impacts OEE E f f ectiveness ratio. Another exam-
ple of OEE E f f ectiveness loss, that is not directly covered in
ISO 22400, is if the operator is performing first part dry run
testing, when spindle rpm = 0. Likewise the operator could be
probing the part with machine axes moving but again spindle
rpm = 0.

4 CASE STUDY
A case study was performed that investigates the MTCon-

nect status data requirements for an aerospace manufacturing fa-
cility that produces a wide variety of airplane parts, (e.g., brack-
ets, body joints, etc.). The Boeing Company Auburn facility is
195000 square meters (2.1 million-square-foot) and is reportedly
the largest airplane parts plant in the world, making and stor-
ing more than 200000 parts for commercial jetliners [43]. Part
materials vary and include aluminum, stainless steel, titanium,
and inconel. The facility can produce parts ranging from a few

5

SP-653

Michaloski, John; Proctor, Frederick; Venkatesh, Sid; Ly, Sidney; Manning, Martin. "Automating Asset Knowledge with MTConnect." Paper presented at the ASME International Manufacturing Science and Engineering Conference (MSEC), Blacksburg, VA, Jun 27-Jul 1, 2016.

Michaloski, John; Proctor, Frederick; Venkatesh, Sid; Ly, Sidney; Manning, Martin. 
“Automating Asset Knowledge with MTConnect.” 

Paper presented at the ASME International Manufacturing Science and Engineering Conference (MSEC), Blacksburg, VA, Jun 27-Jul 1, 2016.



ounces to over a ton, with dimensional control in the range of
±0.0254 mm to ±0.00254 mm (±0.001 inch to ±0.0001 inch).
The disparity of part requirements means that there are many
types of manufacturing machines, including horizontal mills,
vertical mills, routers, waterjet, and wire electro discharge ma-
chining (EDM). For confidentiality, the actual performance data
has been normalized; however, the analysis is representative of
the data that is frequently encountered in facilities such as the
one described in this study.

The flow of parts through the facility is determined by a
workorder for each part(s). A process planner prepares a worko-
rder for a part(s) that assigns resources, which incorporates
constraints based on the asset configuration (e.g., 3 versus 5
axis), surface finish (e.g., high speed machining versus normal
milling), machine horsepower, and feature tolerances, among a
myriad of part requirements. At the same time the workorder is
prepared, the corresponding part program based on the version
and revision of the part is uploaded to the program database.
The workorder is eventually routed to a machine operator, and
in preparation uses one of the designated asset types, gets the
raw material, downloads the part program from the database, and
does a set up according to the workorder. Should the workorder
specify that a large number of parts are to be made, a test try
out is done on one part to insure correctness of the plan. Often
after the test part is made, the part is inspected, and when the
part meets or exceeds the quality requirements, the remainder of
the parts are machined according to the workorder. This process
is repeated until the test part satisfies the quality requirements.
Overall, the flow of parts through the facility resembles a job
shop, as opposed to a production line.

The Boeing Auburn plant has been an early adopter of MT-
Connect and has extensive MTConnect connectivity throughout
the factory. The plant use of MTConnect, although not 100 %,
encompasses a wide variety of machines and vendors: Mazak,
Jomach, Northwood, DST, ATA Group, American Gesellschaft
fr Fertigungstechnik und Maschinenbau (AGFM), and Nikon,
as well as a variety of controllers: Original Equipment Man-
ufacturer (OEM), Fanuc, Mitsubishi, and Siemens controllers.
Most MTConnect Agents were installed as Windows Services
that ran as a 24/7 operation. Since the MTConnect agents were a
service and not application “exes”, only the Windows Service
Control Manager (SCM) can start/stop the programs. When-
ever possible, native MTConnect solutions from the CNC ven-
dor were preferred. However, this is not always possible, so
custom MTConnect solutions were developed. Fortunately, MT-
Connect provides open source software solutions for the Agent
and a wide range of Adapters, which can be found at https:
//github.com/MTConnect, and were used extensively.

Many of the implementations used an embedded MTCon-
nect Adapter in the controller to perform the communication be-
tween a device and the agent (e.g., SHDR, Fanuc High Speed
Serial Bus (HSSB) FOCAS). MTConnect also supported special-

(a) Mazak

(b) Siemens 840D Powerline

(c) Fanuc Focas HSSB

(d) Fanuc Focas Ethernet

(e) Logfile

FIGURE 4: MTConnect Case Study Solutions

ized “Backends” in the Agents to communicate to the device via
some other remote access protocol, (e.g., OPC, Fanuc Ethernet
FOCAS, Logfile). Below is a snapshot of some of the MTCon-
nect solution strategies employed.

• Mazak provides native MTConnect support, supplying a
SHDR Adapter and MTConnect Agent. Installation of the
MTConnect components were handled by a Mazak service
representative. Figure 4a shows the Mazak controller emit-
ted SHDR data to the MTConnect Agent, which translated
the data updates into XML.
• Dörries Scharmann Technologie (DST), Jomach, and Echos-

peed CNC machines, use a Siemens 840D controller. The
older Siemens 840D (i.e., Powerline models) support OPC
Data Access “Classic” [44]. Figure 4b shows two-way OPC
communication using customized MTConnect Agent soft-
ware with an OPC adapter backend. Heightened cyberse-
curity precautions make the use of traditional OPC with
Distributed Component Object Model (DCOM) connection
very problematic.
• Northwood, Cincinnati, Heian Router, and numerous con-

tour tape laying machines (CTLM) used a Fanuc controller.
There were many different Fanuc iSeries controller models
with subtle differences in functionality. Fanuc machines re-
quired the FANUC OpenFactory CNC API Specifications
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(Focas) library to communicate to the controller. Focas pro-
vides a DLL with API to manage and query the state of the
CNC machine. Fanuc supplies two communication methods
using Focas: High Speed Serial Bus (HSSB) and Ethernet.
Figure 4c shows the HSSB Focas solution, where one Focas
SHDR Adapter is installed on each CNC and then an MT-
Connect Agent reads the Fanuc CNC data items using the
SHDR protocol. Figure 4d shows the Ethernet Focas solu-
tion, which allows MTConnect to remotely access status of
multiple controllers.
• For ATA Group, AGFM, and Nikon Coordinate Measuring

Machines, status data was obtained from the controller log
file. Figure 4e shows a Windows networked file sharing ap-
proach used in conjunction with controller log file monitor-
ing. The networked file sharing approach is an easy deploy-
ment method as the controllers do not require any special
software interface, and need not be aware of the MTCon-
nect monitoring. Cybersecurity protection prevented tradi-
tional file access as even file sharing from the MTConnect
service across the network needed logon authentication.

Cybersecurity and safety protection of the machines and hu-
mans are major concerns. Two cybersecurity schemes were in
place. One scheme has a dual Ethernet solution where the MT-
Connect Agent runs on a front end Personal Computer (PC) and
talks to the asset through a local network connection. The second
scheme uses a hardware firewall on the machine to block any net-
work traffic, except from the computer running an MTConnect
Agent. In each case the goal is to isolate the machine from the
corporate Intranet but still allow connectivity by MTConnect.

FIGURE 5: Dashboard Client Application Architecture

A stack light dashboard client application monitored enter-
prise as well as the case study factory machine status in real-time.
Figure 5 shows the dashboard architecture, which is a central-
ized, Web-based software application that collects machine sta-
tus data from a large collection of MTConnect agents scattered
throughout the enterprise, not just at the Auburn facility. All
the MTConnect agent front-ends were nearly identical, while the

dispersed assets themselves were wide-ranging with varied func-
tionality. All machine status data was gathered using MTConnect
using the Intranet as the communication backbone. Managers
can visually see which machines are up as well milling and get
an intuitive feel for factory performance. With some historical
logging of the factory dashboard performance and drilling down
on the actual use of a set of machines, one can perform asset
management with real data.

Previous to MTConnect networking of assets, machine sta-
tus monitoring would have to be done manually. Manual data
collection is error prone and sporadic. Moreover, with an auto-
mated process, operators are able to spend less time on non-value
added reporting activities and more on productivity-oriented
tasks. However, this automated approach must be easy to in-
tegrate or the benefits will never materialize.

The goal for Auburn and other world class discrete manu-
facturers is to achieve an 85 % OEE. Numbers higher than 85 %
could indicate a bottleneck. When MTConnect asset manage-
ment is used in conjunction with real time production log files,
actionable knowledge is garnered where bottlenecks can be de-
termined so that resources can be directed to mitigating the prob-
lem. Numbers lower than 85 % indicate lost productivity. A sim-
ple example illustrates the lost revenue that is identifiable with
real OEE values [45]. To determine a part BuildTime given the
asset OEE:

BuildTime = Idea Cycle Time/OEE

where Ideal Cycle Time is the time required to produce the prod-
uct if the asset was producing at 100 % of planned OEE capacity.
Assuming an Ideal Cycle Time 270 minutes leads to the equa-
tions:

BuildTime = 270/.85

= 317 minutes

BuildTime = 270/.50

= 540 minutes

If we assume a machine burn rate of $1000 per hour, a loss of
approximately 2 hours equates to $2000.

OEE done with MTConnect asset management also helps
provide hard numbers when assessing capital expenditures. An
accurate OEE can determine asset capacity when combined with
actual customer demand for product based upon planned produc-
tion time (PDT). Capacity will vary based upon the utilization of
the asset which changes based on the PDT or Planned Production
Time (i.e., number of shifts per day, number of days per week,
breaks, holidays, etc.). Assuming a baseline PDT capacity of 3
shifts/day reduced by breaks yielding 20.4 hours per day total
that will be further limited by the OEE reflected in the Build-
Time:

CurrentCapacity (CC) = PDT/BuildTime
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.85×OEE = 1224 min/317 min

= 3.8 parts/day

.50×OEE = 1224 min/540 min

= 2.2 parts/day

Assuming a 30 day month and the customer wants 90 parts a
month, then if the OEE is 0.50 % additional assets will be re-
quired to satisfy the customer needs. Likewise, using a similar
approach, an anticipated increase in part demand can be strate-
gically planned to see if current capacity coverage is sufficient.
One of the primary benefits of quantifying asset performance is
cost avoidance.

5 Discussion
Asset management is the monitoring of machine operation

to quantify performance for manufacturing. The key goals of
asset management include trouble-free integration within the en-
terprise, collection and management of asset OEE information,
real-time monitoring for preventive and reactive maintenance,
and introspective process monitoring for adaptive control and er-
ror compensation. To attain a goal of automated asset manage-
ment, MTConnect has been shown as a standard and facilitated
an automated way to integrate discrete factory floor machines
into the enterprise.

This paper detailed the use of MTConnect at a large
aerospace facility. MTConnect is an open factory communica-
tion standard that leverages the Internet and uses XML for data
representation. Reliance on dominant and standard technology
made integration easier. Deployment did include custom ap-
proaches to integrating assets. These custom approaches lever-
aged MTConnect open source solutions available for many con-
troller models. In addition, third party integrators provide afford-
able MTConnect solutions for a number of controllers. In spite
of the benefits, CNC vendor support for MTConnect varied, so
complete integration of MTConnect on all factory machines re-
mains challenging.

Once integrated, asset management can be performed by
collecting machine status data. Traditionally, manual recording
of activities is used to assess productivity. The use of real-time
machine status and recorded historical activity are important de-
velopments in the quest for improving manufacturing. Using
real-time and historical data, one can verify that the machine uti-
lization is running as expected and if not, actionable procedures
can be identified and undertaken.

One final caveat is in order. Measured OEE is necessary, but
not sufficient, in order to enact production improvements. Un-
derstanding the type and severity of delays within production is
required to remediate process problems and improve OEE. MT-
Connect can offer insight into some of the delays associated with

an asset. Such problems can include the under-performing op-
erator, difficult setup, or chatter among numerous potential trou-
bles, which can require further examination to truly understand
the root cause. Clearly hard real data can be beneficial in under-
standing the manufacturing process. Informed management can
make better decisions based on facts not guesses, which leads to
better manufacturing.

In the discrete part industry, integrating enterprise assets
through their automated data collection is a daunting task. Au-
tomated factory data collection using MTConnect need not be
contained to simple asset management. Expanding the scope to
include advanced asset techniques, such as prognosis and condi-
tion based health monitoring, are possible given improved data
collection. However, just collecting the data may not be suffi-
cient, as a results-driven, automated analysis of an asset is im-
perative to taming the potential voluminous windfall of data. In
addition, even simple asset management could benefit from auto-
mated analysis and decision making, as automated and integrated
data collection in itself does not make an intelligent system.

Disclaimer
Commercial equipment and software, many of which are

either registered or trademarked, are identified in order to ade-
quately specify certain procedures. In no case does such identifi-
cation imply recommendation or endorsement by Boeing or the
National Institute of Standards and Technology, nor does it im-
ply that the materials or equipment identified are necessarily the
best available for the purpose.
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ABSTRACT 
We present an on-chip cavity optomechanical transducer 

platform that combines high measurement bandwidth and very low 

displacement noise floor with compactness, robustness, small size, 

and potential for low cost batch fabrication inherent in micro- 

electro- mechanical- systems (MEMS) [1].  Our fiber-pigtailed 

transducers use surface-micromachined silicon-on-insulator 

photonic, low-stress silicon nitride structural and metal electrical 

actuation layers, while front- and backside bulk micromachining 

defines v-grooves and overhanging cantilevers.  The motion of the 

mechanical devices, such as cantilevers and high mechanical 

quality factor membrane resonators, is optically measured by 

integrated silicon micro disk optical cavities.  The devices can be 

actuated electrothermally or electrostatically, and this actuation can 

also be used to tune readout gain. A displacement noise floor 

below 10 fm/√Hz is achieved for mechanical devices with 

stiffnesses varying over three orders of magnitude 

(≈ 0.2 N/m to ≈ 200 N/m).  The combination of electrical 

actuation, low-loss mechanics, and optomechanical readout will 

enable a wide variety of high-performance on-chip resonant and 

non-resonant sensors. 

 

INTRODUCTION 
The measurement of physical quantities by transducing 

them to a mechanical motion has a long history.  The recent 

advancements in fabrication of micro- and nanomechanical 

resonators have continued this trend.  Ongoing miniaturization and 

better process control have enabled high quality factors for both 

optical and mechanical resonators and therefore more sensitive 

measurement of microscopic physical phenomena.  While 

micromechanical pressure and acceleration sensors are now 

ubiquitous in consumer electronics and other products of everyday 

life, in the physics laboratory the micro- and nanoscale resonators 

allow measurements with unprecedented degree of precision [2]. 

One of the most significant obstacles to realizing the full 

potential of micro- and nanomechanical sensing is the readout of 

the motion of the small resonator with high sensitivity, high 

bandwidth, and without excess power dissipation.  In the past years 

numerous methods for the readout of resonator motion have been 

developed [3].  Electrical readout schemes, such as capacitive, 

magnetomotive, piezoresistive, and piezoelectric, are convenient 

but suffer from various combinations of poor scaling with reduced 

size, power dissipation limitations, magnetic field and material 

requirements, and thermal Johnson noise in the readout signal.  On 

the other hand, optical readout schemes, such as beam deflection 

and interferometric, substitute optical shot noise for thermal noise, 

in principle don't dissipate any power at the transducer, and have a 

high measurement bandwidth.  However, to effectively couple 

motion to light, most of the off-chip optical methods need a certain 

minimum moving structure size and reflectivity, which often 

involves bulky structures or mechanically dissipative reflective 

coatings. 

In nanophotonic optical cavities, the light is trapped in a 

very small volume and is made to interact for a longer timer and 

more closely with the mechanical resonator.  Typical photonic 

cavity optical quality factors on the order 105 to 106 increase the 

readout signal to noise by the same factor. The readout bandwidth 

is reduced from ≈ 100 THz optical frequency to about ≈ 100 MHz, 

still fast enough for most mechanical sensors. Maintaining stable 

coupling of a microscopic mechanical resonator with an off-chip 

optical cavity is challenging due to alignment and drift of 

components with respect to each other.  Here this challenge is 

overcome by integrating the high quality factor optical cavity 

directly underneath the moving device, allowing strong interaction 

with the optical near-field of the cavity, while avoiding mechanical 

contact (Fig.1).  This interaction is described by the 

optomechanical coupling coefficient (gOM) relating the change in 

optical frequency of the micro disk cavity to the displacement of 

the mechanical device.  This fully integrated stable and practical 

optomechanical transducer is fiber connectorized and implements 

the readout of mechanical motion with gigahertz bandwidth. 

Low loss, stable and robust fiber coupling of the transducer 

is essential to allow sensitive and reliable operation.  Therefore, the 

fibers have to be securely attached to the chip without the 

introduction of high excess losses between the on-chip waveguide 

and the optical fiber. 

This readout approach allows independent tailoring of the 

various optical and mechanical parts of the transducer. The 

photonics can be separately optimized for low losses, high quality 

factor and desired cavity size, while tuning the waveguide-cavity 

coupling depth and the optomechanical coupling to achieve the 

optimal readout sensitivity and dynamic range.  The mechanical 

components’ size, shape, stiffness, and resonance frequency can be 

tailored to best address the specific sensing applications.  The 

actuation can be tailored for the needed displacement and force 

ranges, ideally without introducing mechanical losses, avoiding 

increased mechanical noise and decreased Q in resonators. 

 
 
Figure 1: Exemplary schematic of the transducer (not to scale) showing overhung cantilever on a torsional pivot as the mechanical device. 

SiN is shown in green, Si is shown in blue and grey. The red arrow indicates the direction of movement. 
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TRANSDUCER PLATFORM COMPONENTS AND 

DESIGN 
Figure 1 schematically illustrates the arrangement of the 

different components in our transducer platform, such as the 

optical fiber, inverse-taper coupler, waveguides, microdisk cavity, 

and the mechanical (torsional cantilever) structure.  Electrically-

controlled actuators (not shown) are also included in the platform 

to tune the static position and dynamically excite the motion of the 

mechanical device.  The photonic structures for operation in the 

telecommunication wavelength range are fabricated in the silicon 

device layer of a silicon-on-insulator (SOI) wafer, because of the 

outstanding optical and mechanical properties of silicon.  The 

mechanical device is created in silicon nitride (SiN), because it 

shows good mechanical properties resulting in high quality factor 

devices, has low optical loss, an index of refraction below that of 

Si and is compatible with a hydrofluoric (HF) acid release.  For the 

metallization we choose gold with a chromium adhesion layer 

(Cr/Au), compatible with HF and potassium hydroxide (KOH) 

etches. Furthermore, the combination of SiN and Cr/Au shows a 

good thermal bimorph actuation efficiency. Silicon dioxide is used 

as the sacrificial material. 

The sensitivity to motion is proportional to the optical 

quality factor of the micro disk cavity and quickly increases with 

decreasing gap between the cavity and the mechanical 

resonator [1].  It is therefore important to accurately locate the 

mechanical structure in close proximity to an optical micro disk 

cavity, while maintaining the high optical quality factor of the 

micro disk optical mode.  In our design, the micro resonator is 

lithographically aligned to the disk, and completely encloses it, 

while a sacrificial layer defines the gap in the fabrication process. 

Dedicated lithography and etch steps are used to reduce the 

sacrificial layer thickness to a predetermined value at the 

optomechanical transducer, allowing us to control the gap within 

tens of nanometers, while keeping a thicker silicon dioxide 

sacrificial and cladding layer elsewhere 

Coupling light from optical fiber to an on-chip waveguide 

may result in high losses due to mode-size and effective-index 

mismatch between the optical fiber and the Si waveguide structure, 

which induce optical scattering and backreflection. Tapering from 

the waveguide dimensions to the fiber mode dimensions for 

improving coupling efficiency between optical- fiber and 

waveguide modes have been suggested [4]. However, to avoid 

excessive coupling to radiation modes in the taper the required 

typical taper length must be of the order of a millimeter. Inverse 

tapers, decreasing the waveguide width at the end accomplish low 

loss coupling by expanding the waveguide mode to match the fiber 

mode size. Almeida suggested a micrometer- long nanotaper 

coupler that converts both the mode size and the effective index of 

the waveguide to that of the optical fiber [5]. The nanotaper is 

fabricated in the silicon device layer of a SOI wafer and is butt 

coupled to the optical fiber. In this coupling scheme, the optical 

fiber has to be no more than a few micrometer away from the 

tapered waveguide end. However, it is difficult to fix the optical 

fiber in the optimum position for the best coupling, without any 

support structure. Therefore, we etched v-grooves into our chip to 

be able to actively align and securely attach the optical fibers in the 

optimum optical coupling position with UV curable epoxy. Since 

the mode size and effective index of the taper strongly depend on 

the surroundings of the nanotaper we decided to use an 

overhanging silicon nanotaper in air, avoiding the possibility of 

increased losses into the nearby substrate. Simulations were 

performed to maximize the mode size and effective index overlap 

and therefore the coupling efficiency. All simulations were 

performed at λ= 1.55 µm. As input mode reference, a Gaussian 

beam with the diameter of a single mode optical fiber was used. 

The waveguide core material was Si (refractive index of silicon 

used: nSi = 3.48). The waveguide height and width were taken as h 
= 260 nm and ww = 500 nm, respectively. The transmission (S21) 

has been calculated for TE- and TM- like modes. A parametric 

sweep has been performed to find the optimal taper tip width, 

which gives the best optical transmission and can still be fabricated 

within the presented process without more than 5 % deviation from 

the ideal geometry. Fig. 2 shows the results for S21 as a function of 

taper tip width. The maximum transmission occurs at a taper tip 

width of around ≈ 100 nm, which is also a reasonable size for the 

electron beam lithography used to define the waveguide taper. The 

taper nominal length is ≈ 50 m. 

Separating photonic and mechanical layers affords 

flexibility in the design of the mechanical parts to suit specific 

sensing applications. We designed cantilever structures, torsional 

structures, and membranes, on chip structures, and overhanging 

structures, as well as various types of actuation mechanisms.  The 

membrane structures are designed to have a resonance frequency 

ranging from ≈ 70 kHz up to ≈ 1 MHz - an SEM of these sensors is 

embedded into the setup in Figure 3.  The cantilevers are designed 

to combine small size with high resonance frequencies, with a 

range between ≈ 50 kHz and ≈ 4 MHz. The integration of an 

actuator increases the range of possible applications. The built-in 

static actuation gives the possibility of tuning the transducer gain 

and measurement range.  This is accomplished by changing the 

static gap size between the mechanical structure and the optical 

cavity.  We decided to develop designs for two actuations schemes, 

bimorph and electrostatic actuation. Bimorph actuators deliver fast 

responses and large force.  However, the introduction of metal on 

the mechanical structure creates significant internal losses and 

therefore reduces the mechanical quality factor drastically. In 

contrast, electrostatic fringe field actuation doesn’t need any metal 

in contact with the mechanical member, which lets the mechanical 

member freely oscillate and doesn’t affect the mechanical quality 

factor. However, the maximum forces, as indicated by simulation, 

are rather small, but still suitable for on-resonance excitation for 

frequency sensing. Detailed actuator performance is a subject of a 

future study. 

 
 
Figure 2: Simulation result of the transmission (S21) as a function 

of taper tip width. The inverse taper length is 50 m. 
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Figure 3: Schematic of the detection setup with an embedded SEM 

of the membrane transducer and a cross section schematic for this 

transducer (dashed box). 

 

DEVICE FABRICATION 
The main challenge is to fabricate these diverse optical and 

mechanical structures in a unified batch fabrication process and a 

single platform, which can be tailored for specific applications.  In 

the following we will present the process using the overhanging 

cantilever probe as an example. 

The fabrication for the cavity optical transducer is based on 

double side polished SOI 100mm (4”) wafers with a ≈ 260 nm top 

silicon layer, with low doping for good optical properties, and a 

≈ 2 µm buried oxide (BOX) layer.  The process flow is 

summarized in Figure 4.  In the first step, the waveguide taper, 

waveguide, and micro disk are defined via electron beam 

lithography and inductively-coupled reactive ion etching down to 

the BOX layer.  The nominal width of the waveguide is ≈ 500 nm 

and the gap between the waveguide and the disc is defined to be 

≈ 340 nm.  The waveguide is linearly tapered down to a width of 

100 nm over the distance of ≈ 50 µm at both waveguide ends for 

low loss coupling to/from optical fibers (Fig. 4 b).  The remaining 

structures are defined by i-line stepper optical lithography unless 

otherwise noted. A sacrificial silicon oxide layer (≈ 1 µm) is 

deposited and defined to create a window to the Si substrate for the 

later KOH etching as well as a hole in the center of the micro disk, 

which is used to anchor the micro disk to the bulk silicon with the 

following SiN layer.  The silicon dioxide is thinned down by a CF4 

plasma etch through a lithographically-defined window in 

photoresist in the region above the micro disk to ensure good 

optomechanical coupling (Fig. 4 c, d).  A low-stress silicon nitride 

layer (≈ 400 nm) deposited in a low-pressure chemical-vapor 

deposition furnace acts as a passivation layer in the waveguide 

region and as structural material for the mechanical structure.  

Following nitride deposition, a gold layer is deposited and defined 

in a liftoff process to create a micro heater, electrical connection, 

and wire bond pads.  (For the electrostatically actuated transducer, 

the micro heater is replaced by electrodes for fringe field 

actuation). The SiN layer is lithographically patterned (Fig. 4 e), 

and dry etched to form the SiN cantilever, SiN ring above the 

micro disk, and SiN anchor to mechanically attach the micro disk 

to the bulk silicon.  The previously defined metal layer is used as a 

hard mask for SiN, to self-align the SiN structure in critical areas 

(Fig. 4 e).  For front side protection during the later KOH etch, a 

hafnium oxide (HfO) layer of ≈ 20 nm is deposited via atomic 

layer deposition. 

 

 
 

Figure 4: Representation of the process flow for the transducer 

with integrated thermal actuation and overhanging tip. The image 

in the top left shows the whole device. The dashed red in indicates 

the path for the cross sectional views (a). 

 

In the following, a reactive ion etch (RIE) is used to open up a 

window in the HfO and SiN for anisotropic etching of the silicon, 

to form v-grooves for optical fibers.  A back to front aligned 

backside lithography followed by RIE etching is used to form an 

anisotropic etch window on the backside as well. Both 
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lithographies for the definition of the front and back side etch 

window for anisotropic etching are defined with contact aligner 

lithography.  During the following anisotropic silicon etch, v-

grooves are formed on the front side of the chip and the shape of 

the cantilever chip is defined by etching through the handle wafer 

from the backside (Fig. 4 e).  (Another approach is the replacement 

of the backside KOH etch with a ICP etch to create a backside 

trench with vertical sidewalls. This approach has been used to 

develop acceleration sensors with large seismic masses made from 

the handle wafer.)  Silicon dioxide layers and HfO are removed by 

49 % HF wet etching to undercut and release the movable 

structures as well as the micro disk, which is anchored to the bulk 

silicon with a SiN anchor.  A critical point drying process is used 

to avoid stiction between the parts due to capillary forces (Fig. 4 f).  

At the end of each v-groove the overhanging waveguide inverse 

tapers are suspended between silicon support structures and 

coupled to optical fibers, which are placed in the v-groove, actively 

aligned and glued into place with ultraviolet (UV) light curable 

epoxy. 

 

MEASUREMENT SETUP 
The detection setup used to characterize the device is shown 

in Figure 3.  Light from a tunable laser (1520 nm to 1570 nm) is 

sent through a polarization controller and coupled into the fiber 

pigtailed device, allowing for polarization adjustment to maximize 

the light coupling to the desired micro disk optical mode before 

recording data.  The injected light circulates hundreds or thousands 

of times (depending on the cavity’s finesse) before exiting through 

the outgoing optical fiber.  The output of the fiber is analyzed with 

a photodetector and either the transmission spectrum of the device 

is recorded by sweeping the laser wavelength, revealing the 

spectral location and spectral width of the cavity’s optical modes, 

or modulation of the transmitted intensity as a function of the 

mechanical motion of the cantilever is measured by fixing the laser 

wavelength on the shoulder of an optical cavity mode.  Motion of 

the cantilever results in a frequency modulation of the optical 

cavity modes, which can be translated into an intensity modulation 

by probing these modes on the side of their resonance minima.  

The information obtained from the transmission spectra is thus 

used to determine the laser wavelength for optimal transduction 

sensitivity.  The output signal is intensity-modulated in proportion 

to the mechanical motion, and is transduced by a photodetector 

before being sent to an electronic spectrum analyzer to reveal the 

spectrum of mechanical modes (Fig.5).  In electrical actuation 

experiments a network analyzer is used to measure the device 

transfer function – a ratio of the optical modulation to the driving 

force – as a function of the drive frequency. 

 

RESULTS AND DISCUSSION 
Figure 5, shows the measured thermal mechanical noise 

spectral density of a nitride membrane device held at four corners, 

similar to the one in Figure 3.  A clear peak in the noise spectrum 

occurs at ≈ 668.1 kHz, in good agreement with a finite- element 

model with a nitride with tensile stress of about ≈ 150 MPa.  A 

high mechanical quality factor of better than 110 000 is evident 

from the data. 

A TE optical mode with an optical quality factor of 

≈ 800 000 was used to carry out this measurement at a very low 

optical power level of approximately 3.16 µW (- 25 dBm) 

excitation power, 830 nW (- 30.8 dBm) at the sensor and 219 nW 

(- 36.6 dBm) at the photodetector, accounting for an estimated 

5.8 dB fiber pigtail coupling losses at each facet.  Despite the low 

power, the signal to noise ratio on resonance is approximately 20 

dB.  Low power was chosen deliberately to demonstrate the 

sensing performance, while also preventing the optical forces from 

shifting the frequency of the narrow mechanical resonance, an 

optical spring effect clearly observed at higher optical powers.  

 
 

Figure 5: Measured mechanical frequency noise spectrum of the 

membrane transducer.  The dotted green line indicates the 

background noise level. Signal power is reported relative to 1 mW. 

 
 
Figure 6: Measured mechanical frequency noise spectrum of the 

cantilever transducer with Lorentzian fit.  The dotted green line 

indicates the background noise level. Signal power is reported 

relative to 1 mW. 

 

Figure 6, shows the measured thermal mechanical noise 

power spectral density of a torsional cantilever transducer.  The red 

line shows a Lorentzian fit of the power spectral density in 

cantilever displacement, calibrated using the equipartition 

method [6]. The background corresponds to the measurement noise 

of  9 fm/√Hz ± 0.5 fm/√Hz.  The uncertainty is one standard 

deviation.  The statistical uncertainty derived from the 

measurement is small. The main uncertainty is propagated form the 

Young’s modulus used to calculate the spring constant for the 

displacement sensitivity calculation with the equipartition theorem. 

The estimated variation of the Young’s modulus originating from 

deposition conditions is about 10 %. 

We measured mechanical quality factors between ≈ 50,000 

and ≈ 500 000 for the low-stress silicon nitride membrane 

transducers and ≈ 50 to ≈ 2 000 for the cantilever transducers 

which include the metallization for bimorph actuators. 

Static and dynamic electrothermal actuation has been 

characterized. First, the static displacement of the silicon nitride 
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structure was characterized as a function of voltage with a white 

light interferometer (Figure 7).  The dashed red line shows a 2nd 

order polynomial fit to indicate the expected 

displacement/actuation voltage relation. 

 
 
Figure 7: Relative cantilever displacement with applied DC 

voltage. The statistical uncertainty based on repeated 

measurements is smaller than the data markers. 

 
 

Figure 8:  Normalized gain of the optomechanical displacement 

sensor is decreased by static actuation. The one standard deviation 

uncertainty based on fitting network analyzer spectrum data is 

smaller than the data marker size. Inset: Optomechanical signal 

power as a function of frequency for 8 mV AC and 50 mV DC. 

Signal power is reported relative to 1 mW (inset). 

 

We then optomechanically measured the dynamic response 

of the structure to actuation. A small fixed modulation (AC) 

voltage, swept between 300 kHz and 10 MHz, was added to the 

actuator static bias (DC) voltage, resulting in a small, known 

mechanical modulation of the gap. The laser wavelength has been 

fixed at the steepest slope on the side of the optical resonance line 

at each applied DC voltage. A network analyzer was used to 

provide the AC voltage and detect the resulting optical power 

modulation, which is proportional to the motion amplitude and the 

optomechanical coupling. A typical optomechanically measured 

device transfer function is shown on the Figure 8 inset.  

The AC bimorph output is proportional to the product of AC 

and DC voltages, as the actuation force is quadratic in applied 

voltage. To illustrate the tuning of the optomechanical gain by the 

actuator, we first normalized the displacement spectra by the DC 

voltage to account for the stronger drive with larger DC voltage. 

The resulting normalized displacement transfer function (Figure 8) 

reveals the gain decreasing with increasing bias as the actuator 

increases the transducer gap and decreases the gain of the 

optomechanical sensor. 

The results show that the small actuation here is capable of 

tuning the gain by more than 10 %. 

 

SUMMARY AND CONCLUSIONS 
In summary, we have presented an overview of the design, 

micro- and nanofabrication, and characterization of a novel type of 

fully-integrated cavity optomechanical transducer platform for 

measurement of physical quantities by transducing them to 

mechanical motion.  The approach of full silicon integration of all 

nanophotonic components with mechanically separated high-

quality-factor movable components creates the opportunity to 

independently tailor optical, mechanical, and the actuation parts for 

a variety of MEMS and NEMS sensing applications that require 

high precision, high bandwidth, and small footprint. Additional 

benefits of the photonic readout approach are low power 

dissipation at the sensor, insensitivity to electromagnetic 

interference and robustness of fiber-connectorized devices. We 

demonstrate high mechanical and optical performance of platform 

components by optically detecting thermomechanical fluctuations 

and actuated motion of mechanical devices while tuning the optical 

readout gain by electrical actuation.  
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ABSTRACT 

Many researchers use abstract models to simulate network 

congestion, finding patterns that might foreshadow onset of 

congestion collapse. We investigate whether such abstract 

models yield congestion behaviors sufficiently similar to 

more realistic models. Beginning with an abstract model, 

we add elements of realism in various combinations, 

culminating with a high-fidelity simulation. By comparing 

congestion patterns among combinations, we illustrate 

congestion spread in abstract models differs from that in 

realistic models. We identify critical elements of realism 

needed when simulating congestion. We demonstrate a 

means to compare congestion patterns among simulations 

covering diverse configurations. We hope our contributions 

lead to better understanding of the need for realism when 

simulating network congestion. 

Author Keywords 

Congestion; criticality; networks; percolation; simulation 

ACM Classification Keywords 

I.6.1 SIMULATION AND MODELING: Model Validation 

and Analysis 

1. INTRODUCTION 

The science of complex networks [1] has matured to the 

point where one can study mathematical structure for many 

classes of probabilistic graphs (e.g., random, scale-free, 

small-world), as well as dynamical processes [2] moving 

within such graphs. Typically, abstractions are adopted in 

order to model real networks using techniques (e.g., graph 

theory and percolation theory) available from network 

science. Tension arises when such powerful abstractions are 

used to study real networks. How can one be sure that 

chosen abstractions adequately embody key properties of a 

network under study? This question of model validation 

motivates the work reported here. 

Many researchers [e.g., 3-12] use simulation to investigate 

congestion spread in network topologies, often finding 

congestion can be modeled as a percolation process on a 

graph, spreading slowly under increasing load until a 

critical point, after which congestion spreads quickly 

throughout the network. The researchers identify various 

signals that arise around the critical point. Such signals 

could foreshadow onset of widespread congestion. These 

developments appear promising as a theoretical basis for 

monitoring methods that could be deployed to warn of 

impending congestion collapse. Despite showing promise, 

questions surround this research, as the models are quite 

abstract, bearing little resemblance to communication 

networks deployed based on modern technology. We 

explore these questions by examining the influence of 

realism on congestion spread in network simulations. 

We begin with an abstract network simulation from the 

literature. We add realism elements in combinations, 

culminating with a high-fidelity simulation, also from the 

literature. By comparing patterns of congestion among the 

combinations, we explore a number of questions. Does 

spreading congestion in abstract network models mirror 

spreading congestion in realistic models? How do specific 

elements of realism influence congestion spread? What 

elements of realism are essential to capture in models of 

network congestion? What elements are unnecessary? What 

measures of congestion can be compared, and how, across 

diverse network models? 

We make three main contributions. First, we illustrate 

congestion spread in abstract models differs significantly 

from spread in realistic models. Second, we identify 

elements of realism needed when simulating congestion. 

Finally, we demonstrate a method to compare congestion 

patterns among diverse network simulations. 

The remainder of the paper is organized in five sections. 

Section 2 reviews some related work where researchers use 

abstract models to investigate congestion spread in network 

simulations. Section 3 describes the configurable network 

simulator used in our experiment. The simulator can be 

configured to mirror an abstract model [12], a realistic 

model [13], and various intermediate combinations. Section 

4 details our experiment design. We present and discuss 

results in Sec. 5. We conclude in Sec. 6.  

2. RELATED WORK 

Reviewing a decade of congestion studies [3-12] reveals 

many similarities, and some variations, among the abstract 

models used. Below we summarize the models along four 

dimensions: topology, traffic sources/sinks, routers and 
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congestion measures. Elsewhere [14] we provide more 

details about each of the studies. 

Researchers used either deterministic or probabilistic 

topologies. The most popular deterministic topology was a 

square lattice, either open [6, 11] or folded into a toroid [3-

5, 7, 10]. Rykalova et al. [10] also used a ring. Echenique et 

al. [12] used a real topology taken from the Internet 

autonomous system map, circa 2001. Arrowsmith et al. [5] 

started with a 2D lattice and then generated triangular and 

hexagonal depleted lattices by probabilistically removing 

links. Other researchers used random processes to generate 

topologies: Erdős–Rényi [9], exponential [8], scale-free [8-

9], or small world [9]. 

Within a topology, researchers used either deterministic or 

probabilistic processes to place sources, sinks and routers. 

The most popular approach was to allow every node to be a 

packet source and sink, as well as router [7-10, 12]. Sarkar 

et al. [11] restricted sources and sinks to the network edge, 

while Mukherjee and Manna [6] placed sources at the top 

edge of a lattice and sinks at the bottom edge. Other 

researchers [3-5] assigned nodes to be a source/sink or 

router with a biased coin flip. All surveyed studies 

generated loads by having sources inject individual packets, 

where each packet is destined for a randomly selected sink. 

The most popular strategy [3-7, 10-11] was for each source 

to generate a packet per time step (p/ts) with a specified 

probability. A few studies [8-9, 12] generated a fixed 

number of packets/ts and randomly assigned the packets to 

sources. One study [8] had a constant density option to 

ensure a fixed number of packets remained in transit. 

In all models surveyed, router nodes queue packets arriving 

from sources and then forward them at an assigned rate to 

the next hop along some path toward the sink. Differences 

appeared with respect to queue discipline, next-hop 

selection and forwarding rate. The most popular [3-7, 9-10, 

12] queue discipline was unbounded first-in, first-out 

(FIFO) queues. One study [8] used bounded last-in, first-out 

(LIFO) queues. One study [11] used bounded FIFO queues, 

where the oldest packet was dropped when a packet arrived 

at a full queue. Most studies [3-6, 10, 11] selected next hop 

based on shortest-path first (SPF) in hops. Ties were broken 

either by shortest queue length [3-4, 11], link use [5] or 

tossing a fair coin [6, 10]. One study [7] selected next hop 

with the choice among three different SPF metrics: hops, 

queue length, or their sum. Two studies [9, 12] used SPF 

based on a weighted sum of hops and queue length. One 

study [8] used guided random walk to select next hops. In 

most studies [3-5, 8, 11-12] each router forwards one p/ts. 

In two studies [7, 10] each router forwards one p/ts for each 

queue. One study [6] has each router forward a batch of 

packets at each time step. One study [9] assigns routers 

variable forwarding rates using any of three options: (1) 

node degree, (2) node betweeness or (3) node betweeness 

divided by number of nodes in the topology. 

The surveyed research used various measures of network 

congestion, and often multiple measures per study. 

Congestion measures included: one-way packet latency [3-

4, 6, 8]; packets delivered (i.e., aggregate throughput) [3-5]; 

queue lengths [4-6, 8]; packets in the network [7, 9-10, 12]; 

and packet drop rate [11]. Various studies analyzed the 

measures as time series, proportions, or variances. 

Beyond the differences we identified above, the studies we 

surveyed shared many similarities. An abstract model is 

developed and then used to explore congestion in various 

topologies. Congestion spread is examined through selected 

measures. A critical load is identified, after which trajectory 

changes distinctly for selected measures. When examined 

by engineers, who deploy and manage networks based on 

Internet technology, the degree of abstraction is sufficiently 

high to call into question the findings. The topologies are 

rarely congruent with real Internet topologies [15], various 

parameter values are not consistent with real engineering 

choices, congestion-control protocols are not modeled and 

the distribution of packet injection is unlike patterns that 

occur with real users. Does this lack of realism matter? If 

so, what realism elements must be present to draw valid 

conclusions about congestion spread? We investigate these 

questions here. 

3. MODELS 

We conducted an experiment (see Sec. 4) with a simulation 

model we named FxNS (Flexible Network Simulator). 

FxNS is based on an abstract model, EGM, developed by 

Echenique, Gomez-Gardenes and Moreno [12]. We added a 

set of seven realism elements, factored from MesoNet [13]. 

While many realistic network simulators exist [16], we 

chose MesoNet because the model is terse (requiring only 

20 parameters) and factors easily, and because the model 

scales (simulating up to ½ million nodes engaged in over 

125×10
3
 simultaneous flows).  

We implemented the realism elements as options within 

FxNS. Since each element can be enabled or disabled, 

FxNS could support (2
7
 =) 128 combinations. However, as 

explained in Sec. 3.3, we respect some dependencies among 

realism elements. As a result, FxNS supports only 34 

combinations. FxNS can be configured to behave as EGM 

(most abstract model), as MesoNet (most realistic model), 

and any of the remaining 32 valid combinations 

intermediate between EGM and MesoNet. With all realism 

elements enabled, we use FxNS to simulate ¼ million 

nodes engaged in over 50×10
3
 simultaneous flows. FxNS 

should scale up further, to the same order as MesoNet. 

In Sec. 3.1 we describe EGM, and give simulation results 

demonstrating that FxNS correctly implements EGM. In 

Sec. 3.2 we describe MesoNet, and its 20 parameters spread 

among five categories. We also define our mapping from 

MesoNet parameters to FxNS realism elements. In Sec. 3.3, 

we justify dependencies adopted among realism elements 

and we describe our numbering convention for the FxNS 
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combinations used in our experiment. Elsewhere [14] we 

provide additional details on these topics. 

3.1. Abstract Model 

In EGM, p packets are injected at each time step (ts) with 

source and destination nodes for each packet chosen 

randomly (uniform). Injected packets are placed at the end 

of a source’s unbounded FIFO packet queue. After 

injection, each node can forward one packet from its queue 

to a next node. If the next node is the destination, the packet 

is delivered; otherwise the next node is chosen as the 

neighboring node i with minimum δi as defined in eq. 1: 

                                                                                      (1)                                                               

where i is index of a node’s neighbor, di is minimum hops 

to the packet’s destination via i, and ci is queue length of i. 

When h = 1 the routing amounts to SPF hops. When h < 1, 

routing is congestion aware, as packets may follow routes 

longer in hops, but shorter in total queuing delay. The lower 

h the more congestion-aware routing becomes. 

EGM measures congestion as ρ, the ratio of packet outflow 

to inflow as defined in eq. 2: 

                                                                         (2) 

                                                                                                                                                                           

where A is aggregate number of packets queued, t is time, τ 

is measurement interval size, and p is packet-injection rate. 

Using EGM with an 11 174-node topology, Echenique et al. 

[12] explored effects of SPF hops routing vs. congestion-

aware routing as p increases. They found that for routing 

via SPF hops ρ undergoes a 2
nd

 order transition as p passes 

a critical load, while under various degrees of congestion-

aware routing ρ undergoes a 1
st
 order transition as p passes 

critical load. Using our FxNS implementation of EGM, we 

replicated these results, as shown in Fig. 1. 

 

 

 

 

 

 

 

 

Figure 1. FxNS replication of EGM simulation results 

3.2. Realistic Model 

MesoNet provides a realistic TCP (Transmission Control 

Protocol) network model, requiring only 20 parameters 

spread across five categories, as shown in Table 1. Mills et 

al. [16] used MesoNet to compare congestion-control 

algorithms proposed for the Internet. 

Category ID Name  

Specific  

FxNS 

Network 

x1 topology 

18% 

NC 

x2 propagation delay 

14% 

DE 

x3 network speed VS 

x4 buffer provisioning PD 

Sources & 

Sinks 

x5 number sources/sinks 

SR x6 source distribution 

x7 sink distribution 

x8 source/sink speed VS 

Users 

x9 think time p 

x10 patience n/a 

x11 web object file sizes FL 

x12 larger file sizes 

n/a x13 localized congestion 

x14 long-lived flows 

Congestion 

Control 

x15 control algorithm 

TCP x16 initial cwnd 

x17 Initial sst 

Simulation 

Control 

x18 measurement interval fixed 

x19 simulation duration fixed 

x20 startup pattern p 

Table 1. MesoNet Parameters with Mapping to FxNS Elements 

MesoNet allows for three-tier topologies of routers: core, 

point-of-presence (PoP), and access. In our experiment, we 

use an Internet service provider (ISP) topology shown in 

Fig. 2, which provides three types of access routers: D-class 

(red), F-class (green) and N-class. MesoNet defines speed 

relationships among all routers. Changing one parameter 

can scale network speed and higher router tiers can support 

the maximum input traffic expected from lower tiers. 

Sources and sinks can be placed below access routers as a 

fourth tier with ¼ million nodes (not shown in Fig. 2). 

 

 

 

 

 

 

 

 

 

Figure 2. Three-tier 218-router topology – 16 core (A-P), 32 PoP 

(A1-P2) and 170 access (A1a-P2g) 

FxNS maps router typing to realism element NC (node 

classes), which ensures that sources and sinks are placed only 

at the network edge. FxNS maps router speed scaling to 
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realism element VS (variable speeds). MesoNet allows 

sources and sinks to connect to the network at two different 

speeds: fast and normal. FxNS also maps these interface 

speeds to realism element VS. In MesoNet links between 

core routers have intrinsic propagation delays matched to 

geographic placement and physics. FxNS maps these to 

realism element DE (propagation delays). These intrinsic 

propagation delays were used to compute SPF routes for the 

network core. MesoNet also includes various buffer 

provisioning algorithms. FxNS uses only one (estimated 

round-trip time multiplied by router forwarding speed) and 

maps this to realism element PD (packet dropping). 

MesoNet allows the number of sources and sinks to be scaled 

and also allows probabilistic placement of sources and sinks 

under various types of access router. MesoNet ensures there 

are four times as many sinks as sources. FxNS adopts these 

procedures and maps them to realism element SR (sources 

and receivers). 

MesoNet provides a rich array of user parameters, but FxNS 

maps only two. First, MesoNet users have think time 

between initiating data transfers. FxNS replaces think time 

with packet-injection rate, p. Second, MesoNet allows users 

to randomly select the file size for each data transfer. FxNS 

maps this parameter to the FL (flows) realism element, which 

creates sets of packets transferred in a related stream. 

MesoNet allows users to exhibit limited patience when 

waiting for data transfers to complete, but in FxNS all users 

have infinite patience. MesoNet allows probabilistic selection 

of various larger file sizes and spatiotemporal congestion. 

FxNS does not implement these features. 

MesoNet allows probabilistic assignment of congestion-

control algorithm to individual sources/sinks. In FxNS only 

TCP (transmission control protocol) is used. MesoNet also 

allows specification of initial cwnd (congestion window) and 

sst (slow-start threshold). FxNS maps these parameters to 

realism element TCP. 

Finally, MesoNet offers a set of three simulation control 

parameters. FxNS uses measurement interval size and 

duration (in measurement intervals) to bound simulation 

length. MesoNet also allows individual traffic sources to start 

in a specified pattern. FxNS subsumes this under packet-

injection rate. 

To verify FxNS correctly implements MesoNet realism 

elements, we conducted comparative simulations, running 

MesoNet and FxNS (with all realism elements enabled) for 

600 000 ts using identical parameter values. As shown 

elsewhere [14], we compared model output for seven 

essential MesoNet responses [17].   

3.3.  Combination Models 

While FxNS can enable and disable the seven realism 

elements shown in Table 1, some dependencies exist, as 

shown in Fig. 3. Starting with all realism elements disabled 

(EGM), one can easily enable packet dropping (PD) and 

node classes (NC). Variable speeds (VS) require routers to 

be classified by type. Similarly, propagation delays (DE) 

appear on core network links, which can be identified only 

through router types. While sources/sinks (SR) might be 

included as a second tier under a flat topology, i.e., without 

node classes, we decided to restrict them to a fourth tier 

under access routers. We took this decision for 

convenience, allowing us to eliminate 24 combinations that 

would otherwise need to be simulated. We imagined 

influence of sources/sinks could be discerned even with this 

restriction. Enabling flows (FL) means packets are injected 

as a stream between source and sink, thus FL requires SR. 

Finally, TCP regulates packet-transmission rate only on 

flows. 

 

 

 

 

 

 

 

 

Figure 3. Dependencies among FxNS realism elements 

Seq Cmb TCP FL SR DE VS NC PD 

1 c0 0 0 0 0 0 0 0 

2 c1 0 0 0 0 0 0 1 

3 c2 0 0 0 0 0 1 0 

. . . 

32 c123 1 1 1 1 0 1 1 

33 c126 1 1 1 1 1 1 0 

34 c127 1 1 1 1 1 1 1 

Table 2. Elided list of valid FxNS combinations 

We identify FxNS combinations by number, based on 

binary encoding, as shown in Table 2. Each realism element 

is assigned a position in a seven-bit vector, from most (bit 7 

- TCP) to least (bit 1 - PD) significant. When a selected 

factor is enabled its bit position is set to one, and set to zero 

when disabled. The resultant bit vector can be converted to 

a decimal value: the combination (Cmb) number. The most 

abstract combination is c0 and the most realistic is c127. 

Each combination is also assigned a sequence (Seq) number 

(1-34). Both numbers are used in discussing results. 
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4. EXPERIMENT DESIGN 

We designed an experiment to explore influence of realism 

on congestion spread in a network simulated with FxNS. 

We identify fixed input parameters used in all simulations. 

We define parameters we vary. We define four responses 

measured for all simulations. 

4.1. Fixed Input Parameters 

We used the same 218-router topology (recall Fig. 2) in all 

simulations. We used Dijkstra’s SPF algorithm to compute 

next hops for core routers based on propagation delays. 

Routing to/from core nodes consists of single paths with 

obvious next hops. Note that propagation delays are used to 

compute SPF next hops in the core regardless of whether 

DE is enabled or disabled. 

We execute each simulation for a target of 200 000 ts. 

Individual simulations can self-adapt to execute fewer ts in 

order to limit memory usage when PD is disabled. No 

simulation executed fewer than 41 400 ts. 

4.2. Variable Input Parameters 

We varied only two parameters: (1) combination and (2) 

packet-injection rate p. For each combination, FxNS 

simulates a set of enabled/disabled realism elements (recall 

Table 2). Table 3 gives parameter values assigned to each 

element when enabled and disabled. 

For each combination simulated, we varied p up to 2500. 

When extreme congestion appears at successive values of p, 

simulation of a combination could self-terminate. This 

saves computation time because once a combination 

demonstrates extreme congestion for several increasing 

values of p then the combination will continue to exhibit 

congestion as p increases. In no case did a simulation 

terminate a combination before p passed 790. 

4.3. Responses 

We chose responses that could be usefully compared across 

all simulated combinations: most abstract to realistic. We 

determined that all combinations shared two measurable 

concepts: graphs and packets. Using these we measure: 

congestion spread (χ), network connectivity (α) and 

effectiveness (π) and efficiency (δ) of packet delivery. All 

responses fall in the interval [0...1]. We measure each 

response for each combination at each packet-injection rate. 

We define these responses precisely elsewhere [14]. Here 

we give intuitive definitions. 

Each of our simulated topologies is a graph of nodes 

connected by links, where the entire graph GN contains |GN| 

nodes. We label a node congested whenever queued packets 

exceed 70 % of 250×router forwarding speed. When fewer 

packets are queued, we label a node uncongested. We label 

any uncongested node as cutoff when it links only to 

congested neighbors. After labeling, we compute connected 

subgraphs of nodes that are either congested or cutoff. We 

label the largest such subgraph Gχ. We use χ=|Gχ|/|GN| as a 

measure of congestion spread. We also compute connected 

subgraphs of nodes that are uncongested. We label the 

largest such subgraph Gα. We use α=|Gα|/|GN| as a measure 

of network connectivity. 

 Enabled Disabled 

PD buffers = 250×router speed buffers = ∞ 

NC 

3-tier 218-node topology 

as in Fig. 2 with routers 

labeled as core, PoP, D-

class, F-class or N-class 

flat 218-node 

topology as in 

Fig. 2 but with 

routers unlabeled 

VS 

core 80 p/ts; PoP 10 p/ts; 

D-class 10 p/ts; F-class 2 

p/ts; N-class 1 p/ts; fast 

source/sink 2 p/ts; normal 

source/sink 0.2 p/ts   

all routers and 

sources/sinks 9 

p/ts 

DE 
core links have 

propagation delays  

no propagation 

delays 

SR 

51 588 sources & 206 352 

sinks deployed uniformly 

below access routers 

no sources or 

sinks deployed 

FL 

transfers are packet 

streams: sized randomly 

from Pareto distribution 

(mean 350, shape 1.5) - 

streams set up with TCP 

connection procedures 

transfers are 

individual packets 

TCP 

packet transmission 

regulated by TCP 

congestion-control 

including slow-start (initial 

cwnd = 2 sst = 2
30

/2) and 

congestion avoidance 

packet 

transmissions not 

regulated by 

congestion-

control 

Table 3. Parameter values for each FxNS realism element 

Packets injected into the network can be queued, dropped or 

delivered. We define effectiveness of packet delivery (π) as 

the ratio of delivered packets to injected packets. For each 

delivered packet we record the latency between injection 

and delivery times. We average these latencies over all 

delivered packets, and then normalize the average to fall 

between 0 (minimum delay) and 1 (maximum delay), 

yielding efficiency (δ) of packet delivery. 

5. RESULTS AND DISCUSSION 

For each combination simulated, we plotted each response 

(y-axis) vs. packet-injection rate (x-axis). Here we give 

plots for only the most abstract (c0) and realistic (c127) 

combinations, as discussed in Sec. 5.1. For each response, 

we also treat each of the 34 plots, one for each combination, 

as a 250-element vector and then cluster vectors to assess 

influence of each realism element on each response. We 

discuss the clusters in Secs. 5.2 to 5.5, drawing on insights 
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from the related x-y plots and multidimensional interactive 

visualization of FxNS simulation data [18]. All x-y and 

cluster plots are also available in an enlarged format [19]. 

5.1. Most Abstract vs. Most Realistic 

Figure 4 contains four subplots comparing congestion 

behavior between the most abstract (c0) and realistic (c127) 

combinations. For combination c0, congestion spreads 

quickly with increasing packet-injection rate, encompassing 

all nodes by the time p reaches 500. For c127, congestion 

spread remains low over the entire range of packet-injection 

rates, even out to p = 2500 (not shown). This difference has 

two main causes. First, all nodes in c0 operate at the same 

speed. Core nodes become overwhelmed with congestion, 

which then spreads to the network edge. In c127, routers are 

engineered with varying, hierarchical speeds, so higher tiers 

can handle packet inflow rate from lower tiers. Second, c0 

does not monitor and adapt to congestion, while c127 

implements TCP, which measures congestion and adapts 

packet inflow-rate accordingly. 

Figure 4. Comparing c0 vs. c127 for each response 

Network connectivity breaks down quickly for both c0 and 

c127, reaching a low level as p passes 500. There are two 

main differences: c127 decays more slowly than c0 and 

c127 asymptotes with higher network connectivity. For c0 

connectivity drops to zero after p passes 500. Combination 

c127 decays more slowly because TCP adapts packet 

injection based on measured congestion and c127 

asymptotes with higher connectivity because variable router 

speeds restrict congestion to the network edge. The network 

core remains uncongested and intact. Connectivity breaks 

down completely for c0 because the core becomes 

congested and then congestion spreads to the edge, 

consuming all nodes. 

For c0 proportion of packets delivered drops steeply, 

reaching nearly zero as p passes 1000. For c127 proportion 

of packets delivered drops modestly with increasing p, 

stabilizing near 80 %. This large difference arises from a 

combination of two factors: packet dropping and TCP. 

Combination c0 does not discard packets and does not 

adapt packet injection based on measured congestion. With 

increasing p, this causes a growing backlog of packets in all 

routers. Combination c127 discards packets when router 

buffers fill and adapts packet injection based on measured 

congestion. So undelivered packets for c127 encompass 

only discards, and rate adaptation limits their number. 

For c127 latency of delivered packets remains low even as 

p increases beyond 2000. This occurs because packet 

dropping limits router queue sizes, so delivered packets are 

not long delayed. Without packet dropping, packet latency 

for c0 climbs steeply with increasing p, reaching an apex 

before decaying gradually. Delays climb because packet 

queues become jammed. Delays decay gradually because 

latencies are recorded only for delivered packets. At high p, 

c0 delivers relatively few packets, and those packets 

necessarily transit routes where queues are not jammed. 

Even with this decay, packet latency for c0 remains 

significantly above delay for c127. 

5.2. Congestion Spread 

Figure 5 shows hierarchical clustering for χ among all 34 

combinations. Combination sequence numbers appear on 

the x-axis. The y-axis reports squared Euclidean distance. 

The plot indicates two main groups, separated by a large 

distance. The left-hand group contains combinations with 

VS or TCP or both enabled. These combinations show little 

congestion spread. Combinations in the right-hand group 

have VS and TCP disabled. These combinations show 

congestion spreading throughout the network. 

 

Figure 5. Clustering of congestion spread (χ) 

5.3. Connectivity Breakdown 

Figure 6 shows clustering for α. Note that distances among 

clusters in Fig. 6 are smaller than those in Fig. 5. This 

means connectivity breakdown is more similar among the 

combinations than is congestion spread. Breakdown in 

connectivity occurs when subgraphs of the topology are 

disconnected (due to congestion). As load increases 

connectivity breaks down even when congestion does not 

necessarily spread widely. Among combinations with VS 

disabled, the leftmost subgroup (sequence numbers 12, 15, 
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11, 3, 7, 8 and 16) in Fig. 6 has NC enabled. Our x-y plots 

show [19] these combinations reach complete breakdown 

sooner than others with VS disabled. With NC enabled, 

packet injection occurs at the network edge, thus packets 

flow in concentrated fashion to and through the network 

core. This differs from combinations c0 and c1 (sequence 

numbers 1 and 2), where packet injection can occur at any 

node, thus packet flow is more diffuse. Most configurations 

with VS disabled lost connectivity quickly and completely. 

Combinations with VS enabled and TCP disabled may 

experience complete connectivity breakdown, but the 

process requires higher packet-injection rates because more 

pressure must be applied from the edge before the core can 

congest. With both TCP and VS enabled, congestion stays 

at the edge. 

 

Figure 6. Clustering of breakdown in connectivity (α) 

5.4. Packets Delivered 

Figure 7 shows clustering for π. The plot indicates two 

main groups, separated by a large distance. The leftmost 

group contains combinations with TCP disabled, while the 

rightmost contains combinations with TCP enabled. The 

rate adaptation of TCP improves significantly the likelihood 

that an injected packet will reach the intended destination. 

Disabling TCP increases likelihood that an injected packet 

will be queued or discarded. 

With TCP enabled, PD has a secondary influence on packet 

delivery. Disabling PD ensures that injected packets will be 

delivered eventually. But buildup of queues delays delivery, 

leading to timeouts and lower throughputs, as TCP reduces 

packet-injection rate. Enabling PD means some packets will 

be discarded, but TCP does not need to reduce injection rate 

as much. So throughputs remain higher, but likelihood of 

packet delivery decreases. 

With TCP disabled, VS has secondary influence on packet 

delivery. Absence of VS allows queues to build widely 

among routers throughout a network. So, packets are more 

likely to be queued or discarded (depending on PD), and 

packet delivery approaches zero. With VS enabled packet 

queues build at the network edge. This reduces the number 

of routers where packets will be dropped or queued. In such 

cases, packet delivery approaches zero at a slower rate. 

 

Figure 7. Clustering of packet delivery effectiveness (π) 

5.5. Packet Latency 

Figure 8 shows clustering for δ. We label the plot to show 

common factors in various groups and subgroups. With PD 

enabled, delivered packets experience little queuing delay, 

thus one-way latency is low. With PD disabled, packet 

queues become large with load, thus average one-way 

latency increases. With PD disabled, enabling TCP allows 

rate adaptation, thus buildup of large queues is less likely. 

This reduces delays for delivered packets. Enabling VS 

restricts large queues to routers at the network edge, which 

means that delivered packets have fewer large queues to 

transit. Disabling VS allows packet queues to form at any 

network router, which means delivered packets will have to 

transit through more large queues.  

 

Figure 8. Clustering of packet delivery efficiency (δ) 

5.6. Overall Findings 

Realistic and abstract network models exhibit very different 

congestion behaviors. VS among router tiers, engineered to 

ensure adequate throughput, are very important to model. 

TCP, which detects congestion and adapts packet-injection 
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rate, is very important to model. PD from finite FIFO 

buffers is important to model for accurate measures of 

packet latency. Propagation delay (DE) is not important to 

model in networks spanning the continental US, but would 

be important in networks (e.g., interplanetary) where 

propagation delays may exceed queuing delays. A decade 

of studies [e.g., 3-12] used models too abstract to simulate 

realistic congestion in networks based on Internet 

technology. The validity of findings from such studies 

appears suspect.  

6. CONCLUSION 

We began with an abstract network simulation from the 

literature. We added realism elements in combinations, 

culminating with a high-fidelity simulation, also from the 

literature. By comparing patterns of congestion among the 

combinations, we showed that congestion spread in abstract 

models differs from congestion spread in realistic models. 

We described the influence of specific realism elements on 

congestion spread. We found that variable router speeds, 

the transmission-control protocol, and finite first-in, first-

out buffers are important to model. We also found that 

propagation delay appears unimportant to model, when a 

simulated topology spans only the US. Finally, we 

demonstrated use of cluster analyses among response 

vectors to compare congestion spread, breakdown in 

connectivity and effectiveness and efficiency of packet 

delivery among a diverse set of network models. 

We envision two directions for future work. First, we need 

to verify our findings for a variety of topologies, including 

interconnected networks. Second, we should explore 

whether random failures in the core, coupled with alternate 

routing, could cause cascading congestion. If so, we can 

seek precursor signals arising around the critical point. 

Such signals, if found, might provide warning of failure-

induced congestion collapse. 
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Abstract. Recently, Gligoroski et al. proposed code-based encryption and sig-
nature schemes using list decoding, blockwise triangular private keys, and a
nonuniform error pattern based on “generalized error sets.” The general ap-
proach was referred to as McEliece in the World of Escher. This paper demon-
strates attacks which are significantly cheaper than the claimed security level
of the parameters given by Gligoroski et al. We implemented an attack on the
proposed 80-bit parameters which was able to recover private keys for both en-
cryption and signatures in approximately 2 hours on a single laptop. We further
find that increasing the parameters to avoid our attack will require parameters
to grow by (at least) two orders of magnitude for encryption, and may not be
achievable at all for signatures.

Keywords: Information Set Decoding, Code-based Cryptography, McEliece
PKC, McEliece in the World of Escher

1 Introduction

The McEliece cryptosystem [1] is one of the oldest and most studied candidates
for a postquantum cryptosystem. McEliece’s original scheme used Goppa codes,
but other families of codes have been proposed, such as moderate density parity
check codes [2] and low rank parity check codes [3, 4]. Recently, Gligoroski et
al. [5, 6] proposed a new approach to designing a code-based cryptosystem.
Their approach uses a blockwise-triangular private key to enable decryption
and signatures through a list decoding algorithm. The error vector in both
cases is characterized, not by a maximum Hamming weight t, as is typical
for code-based cryptosystems, but by an alphabet of allowed `-bit substrings
known as the generalized error set. Claimed advantages of this approach include
a straightforward signature scheme and the ability to analyze security by using
the tools of algebraic cryptanalysis.

The concept of information set decoding originates with Prange [7]. Further
optimizations were subsequently proposed by Lee and Brickell [8], Leon [9],
Stern [10], and several others [11–14]. Information set decoding techniques can
be used to attack code-based cryptosystems in several ways. They can be used
to search for a low-weight error vector directly, or they can be used to detect

Disclaimer: Any mention of commercial products or organizations is for informational
purposes only; it is not intended to imply recommendation or endorsement by the Na-
tional Institute of Standards and Technology, nor is it intended to imply that the products
identified are necessarily the best available for the purpose.
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hidden structure in the public generator or parity check matrices by finding
low weight code words in the row space of the generator matrix or parity check
matrix. All of these applications of information set decoding are relevant to the
scheme of Gligoroski et al. We will refer to their scheme as McEliece Escher,
since it was introduced in their paper McEliece in the World of Escher [5,
6]. We demonstrate that information set decoding techniques are much more
effective against the McEliece Escher scheme than suggested by the authors’
original security analysis.

Gligoroski et al. were aware of both categories of information set decoding
attacks on their scheme, but their analysis of these attacks was incomplete.
Most seriously, they believed that information set decoding only produced a
distinguisher on the private key, rather than a full key recovery, and they failed
to consider the application of information set decoding to find a valid error
vector in the signature setting. Landais and Tillich [15] applied similar tech-
niques to convolutional codes, which have similar structure to the private keys
used by McEliece Escher. We offer improvements to the existing approaches,
including showing how to take advantage of the structured permutation used
by McEliece Escher to disguise the private generator matrix.

Furthermore, we show our attacks are practical. Using the proposed pa-
rameters for 80-bits of security, we were able to recover private keys for both
encryption and signatures in less than 2 hours on a single laptop. We find that
increasing the parameters to avoid our attack will require parameters to grow
by (at least) two orders of magnitude for encryption, and may not be practical
at all for signature.

2 Background: McEliece schemes

2.1 Public and Private Keys

Gligoroski et al. construct their scheme along the lines of the original McEliece
cryptosystem. The public key is a k × n generator matrix Gpub for a linear
code over F2. To encrypt a message, the sender encodes a k-bit message m as
an n bit codeword and then intentionally introduces errors by adding an error
vector e. The ciphertext is then given by:

c = mGpub + e.

Gligoroski et al. also introduce a signature scheme by applying the decoding
algorithm to a hashed message. A signature σ is verified by checking

H(m) = σGpub + e,

for a suitably chosen hash function H.
Similar to the ordinary McEliece scheme, Gpub is constructed from a struc-

tured private generator matrix G, an arbitrary k × k invertible matrix S, and
an n× n permutation matrix P .

Gpub = SGP. (1)
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Vulnerabilities of “McEliece in the World of Escher” 3

For encryption, Gpub must be chosen in such a way that the private key allows
unique decoding of a properly constructed ciphertext. For signatures, on the
other hand, Gpub must be constructed to allow some decoding (not necessarily
unique) of a randomly chosen message digest.

It will sometimes be helpful to characterize the public and private codes by
their parity check matrices. The private parity check matrix, H is a (n−k)×n
matrix, related to the private generator matrix G by the relation

GHT = 0.

Similarly, it is easy to construct a public parity check matrix Hpub from Gpub,
characterized by the relation GpubH

T
pub = 0. This will be related to the private

parity check matrix as

Hpub = S′HP,

where S′ is an (n−k)×(n−k) invertible matrix and P is the same permutation
matrix as in Equation (1).

2.2 Private Generator and Parity Check Matrices

To construct the binary (n, k) code used in the McEliece Escher scheme, the
(private) generator matrix is of the form illustrated in Figure 1. Each block Bi

Fig. 1. The private generator matrix

︷︸︸︷

{
n1

k1

G = ( )Ik Bw

0

B1 B2

︷︸︸︷n2

{k2 · · ·

· · ·

is a random binary matrix of dimension (
∑i

j=1 kj)× ni, so that k = k1 + k2 +
· · ·+kw and n = k+n1 +n2 + · · ·+nw. The corresponding private parity check
matrix is depicted in Figure 2, and has a similar block-wise structure. For ease
of notation, we will let K = (k1, k2, .., kw) and N = (n1, n2, .., nw).

2.3 Error Sets

In the McEliece Escher scheme, the error vector is broken up into n/` seg-
ments, each `-bits. The value ` is called the granularity of the scheme, and for
all proposed parameter sets, ` is set to 2. While the original McEliece scheme
restricted the error vectors to having a low Hamming weight t, the McEliece
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Fig. 2. The private parity check matrix

︷︸︸︷

{
k1

H = ( )
0

︷︸︸︷
{ k2

In−k

... ...

n1

n2

BT
1

BT
2

BT
w

Escher scheme instead restricts the error space by choosing each `-bit subseg-
ment from a limited alphabet, called an error set. Error sets may be analyzed
in terms of a density parameter ρ given by the formula

ρ = |E|1/`.

For the proposed parameters, the error set is always E = {00, 01, 10}. This
error set has granularity ` = 2 and density ρ =

√
3.

Since public key operations require the encrypter or verifier to distinguish
between valid and invalid error vectors, the permutation P used to disguise the
private generator and parity check matrices must necessarily be of a special
form. The action of P needs to rearrange `-bit segments of the rows, but leave
the segments themselves intact. In other words, P must consist of `× ` blocks
which are either 0 or the identity matrix I`.

3 Improving Information Set Decoding for the Error Vector

Information set decoding may be used to recover m and e from the ciphertext
c = mGpub + e. The basic strategy involves guessing k bits of the error vector
and recovering the rest by linear algebra. One of the simplest information set
decoding algorithms is given in Algorithm 1.

It should be clear that the number of iterations this algorithm requires is
inversely proportional to the probability that an attacker can guess k bits of
the error vector. As in the case of standard McEliece, the most probable guess
for these k bits is the all zero vector. However, since McEliece Escher uses a
nonuniform error pattern, the choice of the permutation P ′ has a significant
effect on the probability of success. In their security analysis, Gligoroski et al.
assumed that P ′ would be of similar form to the secret permutation matrix
P used to disguise the private key. This has the effect of forcing the adver-
sary to guess all the bits in each `-bit block chosen from a generalized error
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Vulnerabilities of “McEliece in the World of Escher” 5

Algorithm 1: Information set decoding for the error vector
Input: ciphertext c, and a parameter k
Output: message m, error e
1. Permute the bits of the ciphertext by a random permutation matrix P ′:

c′ = (mGpub + e)P ′

= mGpubP
′ + eP ′

= m(A|B) + (e′1|e′2)

= (mA + e′1)|(mB + e′2),

where A and e′1 are the first k columns of the permuted generator matrix GpubP
′

and permuted error vector eP ′, respectively.
2. If A is not invertible, go to step 1.
3. Guess e′1. If correct the message can be reconstructed as

m = ((mA + e′1)− e′1)A−1.

The error vector is then e = c−mGpub.
4. If the error vector is properly formed (i.e., the Hamming weight is less than t for

standard McEliece, or composed of `-bit substrings from the proper generalized
error set in McEliece Escher), return m and e. Otherwise go back to step 1 and start
over with a new permutation P ′.

set. Thus the probability of each guess is ρ−k. However, an attacker can do
better by choosing a permutation that always separates the bits of an `-bit
block. For example, each bit is 0 two-thirds of the time when the error set is
E = {00, 01, 10}, but both bits are 0 only one-third of the time. By guessing
one bit within each 2-bit block, an attacker achieves a success probability of
(2/3)k, which is a significant improvement over the value (1/

√
3)k assumed by

Gligoroski et al.’s security analysis. Concretely, when used against Gligoroski
et al.’s claimed 80-bit secure code with parameters (n, k) = (1160, 160), the
probability of a single guess of k bits of the error vector improves from 2−127

to 2−94.

Similar improvements are available for more sophisticated decoding algo-
rithms. In section 5.1 of their paper [5], Gligoroski et al analyze modifications
to several information set decoding algorithms [8, 10–14], including several that
use meet-in-the-middle strategies to try several guesses at once, and apply them
to the case where k = 256. For our purposes these algorithms may be charac-
terized by the number of bits k+λ which are guessed, along with the Hamming
weight p of those guesses. Whenever p · log2(

√
3) < (k + λ) log2(

2√
3
), the mod-

ification described above decreases the complexity of decoding by a factor of

at least 2
(k+λ) log2(

2√
3
)−p·log2(

√
3)

. This is true for some of the algorithms ana-
lyzed by Gligoroski et al. For example, Stern’s algorithm is quoted as having
a complexity of 2197 when applied to k = 256, however, with our modification,
Stern’s algorithm with p = 2 has a probability of success per iteration of ap-
proximately 2−136 corresponding to a complexity somewhere around 2150. It
does not however appear that a direct application of our modification improves
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6 D. Moody & R. Perlner

the most efficient algorithm analyzed by Gligoroski et al., since p is apparently
too large. This algorithm, adapted from the BJMM algorithm [14], is quoted as
achieving a complexity of 2123. It is possible that some sort of hybrid approach
will provide an improvement. Nonetheless, for the remainder of this paper, we
will assume that Gligoroski et al.’s analysis of the complexity of attacking the
encryption algorithm, by direct search for a unique patterned error vector, is
correct.

Algorithm 1, modified so that as many `-bit blocks as possible of the error
are spit between e′1 and e′2, is however an extremely effective method for sig-
nature forgery. For the error set E = {00, 01, 10}, when a 2-bit block is split
between e′1 and e′2, the bit in e′1 may be forced to 0, and the pair of bits will
remain within the error set, whether the corresponding bit in e′2 is set to 0
or 1. If all the bits of e′1 are set to 0, then the probability for the resultant

error vector e to be a valid error vector is (
√
3
2 )n−2k. For the claimed 80-bit

secure signature code with parameters (n, k) = (650, 306), this probability is
approximately 2−8.

4 Information Set Decoding for the Private Key

Information set decoding techniques can also be used to find low weight ele-
ments in the row spaces of matrices. In our case, we are interested in the public
generator and parity check matrices, Gpub and Hpub. Note that elements of
these public row spaces are related to the elements of the row spaces of the
private generator and parity check matrices by the permutation P used in the
construction of the public key:

vGpub = ((vS)G)P,

v′Hpub = ((v′S′)H)P,

where v and v′ are k and (n − k)-bit row vectors respectively. Consequently,
the result of an information set decoding attack on Gpub or Hpub will simply
be the image under P of a low weight element of the row space of G or H. We
thus examine the space of low weight vectors for encryption and signatures.

Recall the description of the private generator and parity check matrices
given in Section 2.2. For encryption, the private key operation requires main-
taining a list of at least ρk1 entries. This means that k1 must be small in order
for the scheme to be efficient. The first n1 rows of H are forced by construction
to have nonzero bits only in the (n1 + k1) columns Cj(H), with 1 ≤ j ≤ k1
or k + 1 ≤ j ≤ k + n1. Linear combinations of these rows will then produce
approximately

(
n1+k1
t

)
2−k1 distinct row vectors of weight t. The general attack

strategy will be to seek to sample from the images under P of this space of
low weight row vectors, which are constrained to only contain nonzero bits in
columns Cj , with the same bounds on j as above. We thereby learn the im-
ages of those columns, and once learned they can be removed from Hpub. The
row space of the matrix formed by the remaining columns of H is the same as
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Vulnerabilities of “McEliece in the World of Escher” 7

for the parity check matrix of a code of the same structure with w′ = w − 1,
N ′ = (n2, .., nw), K ′ = (k2, .., kw). Applying this strategy recursively will allow
us to identify the underlying block structure and construct a new private key
of the same form.

For signatures, the private key operation requires maintaining a list of at
least (2/ρ)nw entries. In order for the scheme to be efficient, nw must be small.
The last kw rows ofG have zero bits everywhere, except possibly in the (kw+nw)
columns Cj(G), indexed by (k−kw+1) ≤ j ≤ k and (n−nw+1) ≤ j ≤ n. Linear

combinations of the rows will produce approximately
(
kw+nw

t

)
2−nw distinct row

vectors of weight t. Similarly as done for encryption, the strategy for signatures
will be to seek to sample from the images under P of this space of low weight row
vectors, learning the images of the aforementioned columns. Once the columns
have been learned, they can be removed from Gpub and the process recursively
repeated since the row space of the matrix formed by the remaining columns of
G is that of a parity check matrix for a code of the same form with w′ = w−1,
N ′ = (n1, .., nw−1), K

′ = (k1, .., kw−1). See Figure 3 for an illustration of the
strategy for both encryption and signatures.

Fig. 3. Removing columns and row-reducing leaves a smaller code of the same form.
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It should be noted that the space of short vectors with support on the
target columns is not the only source of low weight vectors that can be obtained
by information set decoding algorithms. However, for realistic parameters, it
is generally advantageous to simply choose t to maximize the rate at which
vectors from the target space are produced. This is because there is an efficient
way to use a list of vectors, some of which are from the target space and some
of which are not, to produce a full list of the target columns. The algorithm
that does this uses a subroutine which is applied to a small subset of the
list of vectors, and which will usually produce the full list of target columns
if the chosen vectors are all from the target space. This subroutine will not
only terminate quickly on correct inputs, but also if one of the vectors is not
from the target space. In the latter case the algorithm will recognizably fail,
by identifying too many columns. The first obtained list of vectors, required
to recover the full target set of columns, will generally be small enough that
trying the subroutine on all appropriately sized subsets of the list will be of
insignificant cost compared to the information set decoding steps.
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8 D. Moody & R. Perlner

The subroutine proceeds as follows (see Alg. 2). The input is a list of target
columns, containing at least (k1 + 1) of the target columns for encryption (or
at least (nw+1) of the target columns for signatures). These columns may gen-
erally be obtained by combining the nonzero positions of a small number (e.g.
two) of the target vectors produced by an information set decoding algorithm,
such as Stern’s algorithm.

Algorithm 2: Subroutine to complete the list of target columns
Input: A set S of columns
Output: A set of columns S’ ⊇ S, and a flag “Success” or “Failure”
1. Check whether removing the columns of S from the public matrix reduces the rank.

– If all of the columns are from the target set, then removing the columns in S will
likely reduce the rank of the public matrix by |S| − k1 for encryption (or |S| − nw

for signatures).
2. For each column C not in S, check whether the rank of the public matrix is

decreased when C is removed in addition to those already in S.
(a) if the rank is decreased, add C to S and repeat step 2.
(b) if the rank stays the same for each C /∈ S, return S′ = S and go to the last step to

determine success.
3. The algorithm succeeds if the rank stops decreasing at n− k − n1 for encryption (or

k − kw for signatures). Otherwise output failure.

4.1 Using the Nonrandom P

The attack outlined in the previous section does not take into account the
constraints on the permutation P used to disguise the private key G (or H).
In particular, the permutation leaves blocks of ` consecutive columns intact.
Thus, there is additional information about the location of our target columns
that we did not use. In particular, if the column Cj is in our target set, we
can be confident that all the columns Cb j−1

`
c+1, ..., Cb j−1

`
c+` are also in the

target set. We modify Stern’s algorithm to take advantage of this by choosing
our random permutation P’ in such a way as to leave `-bit blocks of columns
intact, just as the private matrix P does. We will also count the number of
nonzero `-bit blocks within a row vector as a substitute for Hamming weight,
wherever Hamming weight is used by Stern’s algorithm. We will refer to this
altered weight as block-weight. Taking into account the special form of P also
has other beneficial effects for the attacker. In particular, Algorithm 2 has a
higher probability of success when the rank effects of the inclusion of blocks
of ` columns (instead of individual columns) are considered, since it is much
less likely for these blocks to be totally linearly dependent on each other, for
reasons other than the overall block structure of the matrix.

The modified version of Stern’s algorithm proceeds as shown in Algorithm
3. Note the Stern’s algorithm window size will be denoted L, instead of the
standard l, to avoid confusion with the granularity.
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Vulnerabilities of “McEliece in the World of Escher” 9

Algorithm 3: Modified Stern’s Algorithm
Input: a matrix Gpub, parameters p, t, L, `
Output: a vector in the row space of Gpub which has block-weight t
1. Permute the columns of Gpub :

G′pub = GpubP
′,

where P ′ is a permutation matrix consisting of `× ` blocks which are either zero or
the identity, but otherwise chosen randomly.

2. Check that the first k columns of the new matrix G′pub form an invertible matrix A.
If A is not invertible, go back to step 1.

3. Left-multiply by A−1, resulting in a matrix of the form

M = A−1G′pub =
[
Ik | Q

]
.

4. Search for low-weight row-vectors among linear combinations involving small subsets
of the rows of M :

(a) Divide the rows of M into two equal length lists, i.e.,
for 0 < i ≤ k

2`
, and for B = (b1, .., b`) ∈ F`

2

xi,B =
∑̀
r=1

brrowi`+r(M).

Similarly, for k
2`

< j ≤ k
`

yj,B =
∑̀
r=1

brrowj`+r(M).

(b) Compute each possible sum of all subsets of size p of the xi,B , as well as for all
possible sums of p of the yj,B . Check for collisions on bits (k + 1), . . . , (k + L):

bitsk+1,...,k+L`(xi1,B1 + . . . + xip,Bp) = bitsk+1,...,k+L`(yj1,B1 + . . . + yjp,Bp).

(c) When such a collision is found, compute the sum s of the 2p colliding row vectors

s = xi1 + . . . + xip + yj1 + . . . + yjp .

If the block-weight of any such s is equal to t return sP ′. Otherwise, go back to
step 1.
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10 D. Moody & R. Perlner

We now give an analysis of the complexity of obtaining the full list of target
columns using this modified Stern’s algorithm. Note that this analysis is only
approximate, a tighter analysis may be possible using techniques similar to
those outlined in section 5 of [16]. For each block-weight t target vector g, the
search will succeed if and only if gP ′ has block-weight p on its first k

2 bits,

block-weight p on the next k
2 bits, and block-weight 0 on the next L bits. For

a randomly chosen P ′ this probability is

Prob(n, k, p, `, L, t) =

(
n/`

t

)−1(k/(2`)
p

)2((n− k − L)/`

t− 2p

)
,

and the equivalent probability for an attack on Hpub is

Prob(n, n− k, p, `, L, t) =

(
n/`

t

)−1((n− k)/(2`)

p

)2((k − L)/`

t− 2p

)
.

The approximate number D of distinct target vectors of a given weight t is

Dsig ≈
(

(kw + nw)/`

t

)(
2` − 1

)t
· 2−nw ,

for signature, and for encryption

Denc ≈
(

(n1 + k1)/`

t

)(
2` − 1

)t
· 2−k1 .

The expected number E of target vectors required for a successful attack is

Esig ≈




log
(

kw
kw+nw

)

log
(
kw+nw−t`
kw+nw

)



,

for signature, and for encryption

Eenc ≈




log
(

n1
n1+k1

)

log
(
n1+k1−t`
n1+k1

)



.

The total number of iterations of the modified Stern’s algorithm is therefore

isig ≈
⌈

log( kw
kw+nw

)

log(kw+nw−t`
kw+nw

)

⌉
·
(

(kw + nw)/`

t

)−1 (
2` − 1

)−t
2nw

·
(
n/`

t

)(
k/(2`)

p

)−2((n− k − L)/`

t− 2p

)−1
,

and

ienc ≈
⌈

log( n1
n1+k1

)

log(n1+k1−t`
n1+k1

)

⌉
·
(

(n1 + k1)/`

t

)−1 (
2` − 1

)−t
2k1

·
(
n/`

t

)(
(n− k)/(2`)

p

)−2((k − L)/`

t− 2p

)−1
.
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5 Experimental Results

We implemented the attacks described in the previous section on a stan-
dard laptop with a 2.2 GHZ Intel core i7 processor. We used the parame-
ters suggested by Gligoroski et al. for 80 bits of security. Concretely, for en-
cryption n = 1160, k = 160, ` = 2, w = 17, with K = (32, 8, 8, ..., 8) and
N = (32, 32, ..., 32, 488). We used parameters (t, p, L) = (11, 1, 9) for the modi-
fied Stern’s algorithm, which needed approximately 1000 iterations in our trials.
The predicted value from the analysis in the previous section was 2500. The
total wall time for the computation to recover a private key was on average
less than 2 hours.

For signatures, we have n = 650, k = 306, ` = 2, w = 6, with K =
(84, 48, 48, 48, 48, 30) and N = (48, 48, 48, 48, 48, 104). The modified Stern pa-
rameters we used were (t, p, L) = (40, 1, 7). With such a high value for t, a
higher number of iterations were needed, usually less than 10000 (the pre-
dicted value was around 4900). The total wall time was again less than 2 hours
on average.

6 Countermeasures

Attempts to increase the security of McEliece Escher by altering the parameters
are severely constrained by the requirement that ρk1 be small for encryption
and that (2/ρ)nw be small for signatures.

One possiblility would be to try to decrease ρ (or 2/ρ), as appropriate, to
allow k1 or nw to increase. This, however, turns out to be counterproductive.
Due to the attack in Section 4.1, we see what really matters for security is that
k1/` be large for encryption, or nw/` be large for signatures. Asymptotically,
there will be 2` vectors in the row space of Hpub of block-weight no more than
k1/`+ 1 and 2` vectors in the row space of Gpub of block-weight no more than
nw/`+ 1. The factor of 2` will make up for the increased cost per iteration of
the modified Stern’s algorithm with p = 1, but the probability of success per
iteration will remain at approximately ( kn)k1/` for encryption and (n−kn )nw/` for

signatures. Encryption requires (ρ`)k1/` to be small for efficiency and k1/` to be
large for security. Thus the ideal value for ρ and ` would minimize ρ`. Likewise,
the signature scheme requires ((2ρ)`)nw/` to be small for efficiency and nw/` to

be large for security. Hence, the ideal value for ρ and ` would minimize (2ρ)`.

While it is possible to decrease ρ (or 2
ρ) by increasing `, the consequence is

that ρ` and (2ρ)` both increase at least linearly in ` for error sets of the proper
form (for security, the generalized error set cannot impose linear constraints on
the error vector, e.g. by forcing a bit of the error vector to always be 0). Thus,
fixing n

k and the security level, we find that the cost of decryption increases
when we increase `.

A better idea is to greatly increase nw for encryption and kw for signatures.
This works by making k

n very small for encryption and n−k
n very small for

signatures. In the context of an information set decoding attack, this has the
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12 D. Moody & R. Perlner

effect of decreasing the probability that a given nonzero bit (or `-bit block) of
a target vector will be placed outside the information set by a randomly chosen
(block) permutation. This is a much better solution for signatures than for en-
cryption. For typical parameters, the modified Stern’s algorithm requires ∼ 30
nonzero blocks to fall outside the information set when attacking a signature.
Thus, bringing the cost of the attack from ∼ 230 to ∼ 280 should only require
n−k
n to fall from about 0.5 to about 0.15. That is, the size of the 80-bit-secure

code increases from a 650×304 bit generator matrix to a 2000×1654 bit gener-
ator matrix. For attacking typical encryption parameters, the modified Stern’s
algorithm only requires ∼ 6 nonzero blocks to fall outside the information set.
This means k

n needs to fall from about 0.15 to 0.0005. The result is that for an
80-bit-secure code, the size would increase from 1160× 160 to 300, 000× 160.

There is however an additional complication created by the above counter-
measure for signatures. A code with error set E = {00, 01, 10} can be trivially
broken whenever n−k

n < 0.5 due to the attack described at the end of Section 3.
This attack may be generalized to apply to other error sets, whenever there
is a linear projection from F`2 → F`′2 with `′ ≤ k

n` such that an element of F`2
with a certain fixed projection onto F`′2 is a member of the error set with very
high probability. Thus in order to avoid attack, the error set must be chosen
so that there is no such projection. We have not found any way to do this
that makes the honest party’s signing operation (list decoding for signatures)
asymptotically more efficient than both attacks (ISD for the error vector and
ISD for the private key.)

7 Conclusion

We demonstrate practical attacks on the proposed parameters of McEliece
Escher. The poor choice of parameters is a demonstration of the general prin-
ciple that code-based schemes should be designed in such a way as to avoid
all practical distinguishers on the public key, since distinguishers can often be
modified, at little cost, to create private-key recovery attacks. Additionally,
our cryptanalysis demonstrates that information set decoding techniques can
be modified to take advantage of code-based schemes whose private keys are
disguised by a structured, rather than a completely random, permutation ma-
trix. The recent cryptanalysis of cyclosymmetric-MDPC McEliece by Perlner
[17] is another example of this general principle. This technique is especially
effective in creating signature forgeries.

For encryption, it appears the above pitfalls can be compensated for, by
simply making the parameters of McEliece Escher larger. However, this requires
making the keys at least two orders of magnitude larger. This is a major burden
on an already inefficient scheme. Asymptotically, these modifications can only
make the complexity of a key-recovery attack quasi-polynomially worse than
the complexity of decryption by the honest party.
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D., Wang, X., eds.: Advances in Cryptology ASIACRYPT 2011. Volume 7073 of Lecture
Notes in Computer Science. Springer Berlin Heidelberg (2011) 107–124

14. Becker, A., Joux, A., May, A., Meurer, A.: Decoding Random Binary Linear Codes in
2n/20: How 1 + 1 = 0 Improves Information Set Decoding. In Pointcheval, D., Johansson,
T., eds.: Advances in Cryptology EUROCRYPT 2012. Volume 7237 of Lecture Notes in
Computer Science. Springer Berlin Heidelberg (2012) 520–536

15. Landais, G., Tillich, J.P.: An Efficient Attack of a McEliece Cryptosystem Variant Based
on Convolutional Codes. In: Post-Quantum Cryptography. Springer (2013) 102–117

16. Otmani, A., Tillich, J.P.: An efficient attack on all concrete kks proposals. In Yang, B.Y.,
ed.: Post-Quantum Cryptography. Volume 7071 of Lecture Notes in Computer Science.
Springer Berlin Heidelberg (2011) 98–116

17. Perlner, R.: Optimizing Information Set Decoding Algorithms to Attack Cyclosymmetric
MDPC Codes. In Mosca, M., ed.: Post-Quantum Cryptography. Volume 8772 of Lecture
Notes in Computer Science. Springer International Publishing (2014) 220–228

SP-684

Moody, Dustin; Perlner, Ray. "Vulnerabilities of "McEliece in the World of Escher"." Paper presented at the 7th International Workshop on Post-Quantum Cryptography, Fukuoka, Japan, Feb 24-Feb 26, 2016.

Moody, Dustin; Perlner, Ray. 
“Vulnerabilities of "McEliece in the World of Escher".” 

Paper presented at the 7th International Workshop on Post-Quantum Cryptography, Fukuoka, Japan, Feb 24-Feb 26, 2016.



 Procedia CIRP   43  ( 2016 )  13 – 16 

Available online at www.sciencedirect.com

2212-8271 © 2016 Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of the organizing committee of the 14th CIRP Conference on Computer Aided Tolerancing
doi: 10.1016/j.procir.2016.04.106 

ScienceDirect

14th CIRP Conference on Computer Aided Tolerancing (CAT) 

Interoperability: linking design and tolerancing with metrology 

 Edward Morse* a, Saeed Heysiattalab a, Allison Barnard-Feeney b, Thomas Hedberg, Jr. b

a Center for Precision Metrology, UNC Charlotte, Charlotte, NC  28223 USA 
bNational Institute for Standards and Technology, Gaitherburg, MD 20899 USA

* Corresponding author. Tel.: +1-704-687-8342; fax: +1-704-687-8255. E-mail address: emorse@uncc.edu 

Abstract 

On October 30, 2014 the American National Standards Institute (ANSI) approved QIF v 2.0 (Quality Information Framework, version 2.0) as 
an American National Standard. Subsequently in early 2016 QIF version 2.1 was approved. This paper describes how the QIF standard models 
the information necessary for quality workflow across the full metrology enterprise. After a brief description of the XML 'language' used in the 
standard, the paper reports on how the standard enables information exchange among four major activities in the metrology enterprise (product 
definition; measurement planning; measurement execution; and the analysis and reporting of the quality data).  
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1. Introduction 

Metrology has – at times – been placed in the role of 
quality checking, the final step of conformance testing before 
a product is deemed acceptable. The more advanced 
manufacturer of components realizes that there is more value 
in metrology than a simple final-acceptance check. Using 
metrology information to improve the manufacturing process 
by controlling and reducing product variability has become an 
integral part of modern, high-quality manufacturing. The 
management of variability is more easily performed in 
organizations that are integrated vertically because different 
parts of the process 'belong' to the same company. In a flatter, 
more distributed, manufacturing environment this task is much 
harder, as each participant (company, division, etc.) may 
optimize their part of the process to the detriment of the 
complete process's quality. Standardization is recognized as a 
means to allow interoperability across a variety of platforms in 
almost countless contexts, from standardized reporting of 
gasoline octane content based on underlying test methods to 
the height of work surfaces, including office desks and 
commercial kitchen counters. The specific focus of this paper 
is Product and Manufacturing Information (PMI) for discrete 
products. 

The goal of the Quality Information Framework (QIF) [1,2] 
is to support the transfer of information and data related to 
metrology through the entire product process, from design to 
manufacture to the archival and analysis of data related to the 
products. This paper will provide a high-level overview of the 
current QIF structure and the various components of this 
structure. We will then focus on one particular area (i.e., 
metrology resources) in more detail, both to examine the 
thinking behind the development of this area and to reveal 
how we envision end users realizing the benefits of the QIF. 
We will conclude with some specific attributes of the 
metrology resources structure that relate to large scale and 
portable metrology systems. 

Acronyms 

QIF Quality Information Framework  
XML Extensible Markup Language 
PMI Product and Manufacturing Information 
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2. The Quality Information Framework (QIF) 

The QIF captures the natural structure of information flow 
related to part geometry: from the initial description of the 
geometry and the supplemental information that is provided 
by the designer all the way to the statistical analysis of 
inspection results for multiple workpieces. At each step along 
the way, the necessary information is captured in a standard 
format, allowing greater flexibility in choosing the tools used 
in the next process step. The standard format is defined using 
Extensible Markup Language (XML) and demonstrated using 
a variety of tools that support the QIF standard [3]. 

2.1. XML schemas and files 

XML is readable by both humans and computers. The 
same file that is used for modeling a particular situation can 
also be examined by a person looking for particular 
information. This is similar to the use of HTML for web 
pages. The two main types of files that we will consider are 
XML Schema Definitions, herein schemas, and XML files. 
The QIF consists of schemas, which define templates for the 
type of information needed in each step. When QIF is used, an 
XML file is generated, which could be evaluated to see if the 
file conforms to the schema. The file fragments below show a 
simple example of the relationship between the schema 
definition and an instance of a particular use of the schema. 

Table 1. XML schema and XML file example. 

<xs: element name="Contact">
  <xs: ComplexType> 

     <xs: sequence> 

       <xs: element name="name" type="xs:string"/> 
       <xs: element name="FamilyName" type="xs:string"/> 
       <xs: element name="Address" type="xs:string"/> 
     </xs: sequence> 

  </xs: ComplexType> 

</xs: element> 

Fragment of an XML schema definition

<Contact> 

    <name>Ed</name> 
    <FamilyName>Morse</FamilyName> 
    <Address>UNC Charlotte</Address> 
</Contact> 

Resulting XML file instance

In Table 1, the schema defines what information is needed 
(i.e., it's a template), and the user puts the appropriate 
information in an instance XML file. Many XML files could 
be created that conform to the schema template. 

2.2. The QIF schemas 

The QIF schemas are used at the conclusion of each step in 
the product-quality process so that the data passed to the next 
step has a standard format. For example, when the design of 
the part geometry and tolerances is concluded, it may be 

transferred to metrology in a native format, or in another 
standard format such as ISO 10303-202 Managed Model-
based 3D Design, known as STEP AP242 [4]. It may also be 
exported according to the QIF MBD (model-based definition) 
schema. This ensures automated processes that determine 
measurement requirements, based on the part geometry and 
tolerances, have access to the information needed to complete 
this task. Note that as in the above example, the schema 
doesn't describe the geometry – simply how the geometry is 
captured in the file. The other QIF application schemas used 
are QIF Resources, QIF Rules, QIF Plans, QIF Results, and 
QIF Statistics. The execution of measurement programs 
within the QIF uses DMIS version 5.2 [5]. These application 
schemas rely on common elements that are captured in the 
QIF libraries, as shown in Fig. 1. 

Fig. 1. A representation of the QIF schemas and the supporting libraries 

The role of these data models is apparent when we think 
about the quality process: given the part geometry and toler-
ances, what is needed to develop a measurement plan? The 
identification of the part attributes that must be measured is 
determined by the quality requirements and by the 
manufacturing processes used. This information is captured in 
the "whats" portion of the QIF Plans schema. Once it is 
known what must be inspected, the information about availa-
ble metrology resources (QIF Resources) and rules for apply-
ing these resources (QIF Rules) must be applied to complete 
the "hows" portion of the QIF Plans. Now the measurement 
plan is complete, this is implemented using DMIS and the 
results are captured in accordance with the QIF Results 
schema. Finally, post processing can be accomplished accord-
ing to the QIF Statistics schema. As a reminder to the reader, 
each of these schemas simply provides a template for moving 
information. Fig. 2 shows the alignment of the various schema 
definitions to the different tasks in the metrology lifecycle. 

Fig. 2. The parts of QIF related to the overall metrology workflow 
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3. Metrology Resources 

In this section, recent work in the area of QIF Resources is 
described. Constructing a template that will have a logical 
space for the important attributes of common metrology 
instruments is desired in developing a schema for metrology 
resources. One long-term objective in the development of a 
comprehensive QIF Resources schema is the ability to capture 
a metrology company's entire instrument catalog within the 
template. Similarly, a manufacturing organization could have 
information about all of their instruments stored in this same 
format. This would enable different software to browse 
through the inventory to determine what instruments are most 
appropriate for various measuring tasks, which instruments 
will soon be in need of calibration, and other automated tasks. 

3.1. Structure 

The structure of the metrology resources schema is a 
hierarchy of instruments and sensors, each containing 
descriptive attributes of these resources. 

Fig. 3. Part of the Measurement Resources hierarchy 

The highest level of this hierarchy is Measurement 
Resources, followed by the next level containing the subtypes 
of Version information, Fixtures, Tools, Detachable Sensors, 
and Measurement Devices. Part of the measurement devices 
hierarchy from QIF version 2.1 is shown in Fig. 3. This figure 
shows how both an Autocollimator and CMM are modeled as 

resources, and the CMM has multiple subtypes below the 
main CMM type. 

3.2. CMM-specific attributes 

The CartesianCMM type shown in Fig. 3 contains attribute 
information that is relevant to these instruments. Specific 
examples of these attributes include: the home location of the 
CMM, the maximum permitted workpiece mass, the motion 
speeds (both DCC and joystick), machine accuracy, and 
others. A data model that supports this level of detail is useful 
when selecting a piece of measuring equipment and 
developing the measuring plan for the equipment. 

The CMM type is an extension of the base type of 
UniversalDeviceType, which in turn is an extension of 
the MeasurementDeviceType. This is important because 
common attributes to all non-manual measuring devices that 
have a measuring volume can be captured in the Universal 
device type. This prevents these attributes from being 
repeated at many places through out the schema definition. 
For example, different types of measuring volumes are 
described for "universal devices," including a Cartesian (box 
shaped) volume, a spherical volume, and a cylindrical 
volume. An explicit geometric model of the measuring 
volume can be defined if the volume does not have one of 
these shapes, such as when the usable measuring volume is 
reduced by a tool-changing rack.  

4. Building Trust and Traceability 

Now that the structure of QIF and some details of the data 
model have been explained, the method of determining the 
validity of data shared using this model is described. Ensuring 
complete data integration of both data trust and traceability is 
important to manufacturing industries. Those organizations 
must be able to determine data declarations, who did what to 
the data, when they did it, and potentially why it was done. 
Both regulated and non-regulated industries need effective 
and efficient processes for data trust and traceability. 
Regulated industries (e.g., aerospace, automotive, medical) 
focus significant resources on data trust and traceability to 
ensure they comply with the appropriate public-safety 
oversight. Manufacturers in both regulated and non-regulated 
industries care about data trust and traceability to reduce 
product-liability exposure in their supply chains and the 
public. 

Ouertani et al [6] suggest the following questions must be 
answered to support data trust and traceability: 
• What product knowledge is created or represented? 
• Who are the actors playing different roles in creating, 

using, or modifying product knowledge? 
• Where is the product knowledge created and located? 
• How is the product knowledge being created or modified? 
• Why was certain product knowledge created or modified? 
• When was the product knowledge created or modified? 
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QIF version 2.1 supports the ability to embed digital 
signatures using Private Key Infrastructure methodology from 
the X.509 standard [7]. QIF version 2.1 introduces two 
elements to the schema – (1) a signature block and (2) a 
set of elements for traceability. The signature block 
allows the user to add the who and when to the QIF document. 
The traceability elements allow the user to add the what to the 
QIF document. Using the signature block and traceability 
elements together enables full traceability of who did what to 
the QIF data and when it was done. This traceability supports 
the end-user’s ability to determine if the data in the QIF 
document may be trusted. 

5. QIF Benefits to the Product Lifecycle 

Standardized metrology data across the product lifecycle, 
and tasks, such as measurement planning, can be automated is 
the benefit of QIF. Any software that can read part files in the 
QIF MBD format, as well as the QIF Resources and QIF 
Rules files for the organization, could generate measurement 
plans and send them to measuring equipment using the QIF 
Plans schema. 

As described in Section 2.2, QIF’s concept of identifying a 
metrology "catalog" both of resources and rules combined in a 
plan brings a significant benefit to the product lifecycle. 
Knowing what resources are available to an organization and 
knowing the metrology rules that constrain the inspection 
capabilities for a given part enables the organization to 
determine if upstream (e.g., design, manufacturing) decisions 
comply with metrology’s needs. QIF's inherent structure 
supports efficient and effective knowledge capture of 
metrology capabilities. This knowledge could be leveraged to 
determine if a design or manufacturing decision being made 
will detrimentally affect the inspection process. This would 
reduce waste and cost significantly.  

Fig. 4. Process flow for analyzing measurability using QIF 

For example, a design engineer could follow the example 
process flow shown in Fig. 4 to determine if the product 
definition is complete and measureable. The engineer would 
collectively examine the product definition, pre-defined QIF 
rules, and the catalog of metrology resources represented in 
QIF resources. The engineer would then complete an analysis 
prior to releasing the design to fabrication to ensure the 
product could be inspected using the pre-defined metrology 
rules and available resources. If the product is measureable, a 
QIF plan would be the output. If the product is not 
measureable, the engineer would make changes to the product 

definition until the product becomes measureable. The result 
is a design that complies with metrology’s needs such that the 
information and production definition is in a state that 
metrology can effectively and efficiently use for completing 
the inspection process. Using a "Design for Inspection" 
approach built around QIF ensures that the product definition 
is correct at release and eliminates the need to iterate the 
handoff of the product definition between design and supply 
chain. This reduces the time wasted by rework, while also 
reducing production costs due to missing information not 
being discovered until after the product has been fabricated. 

6. Conclusion 

This paper presented an overview of the QIF standard, a 
more in-depth discussion of the QIF Resources schema 
definition, a discussion of trust and traceability issues and 
their support in QIF documents, and an example of the type of 
application development that can be enabled when QIF is 
used to capture the metrology information throughout the 
product-design workflow. As the standard matures, and more 
commercial software support the reading and writing of QIF-
compliant files, the goal of a digital thread [8] linking all 
aspects of the product lifecycle will come closer to reality. 
This powerful set of standards, describing data models for all 
of the metrology-related aspects of the product process flow, 
is already instrumental in providing new opportunities for the 
management of metrology across a variety of platforms. 

Acknowledgements 

The authors wish to acknowledge the DMSC and the QIF 
working groups for their continued effort in the development 
of QIF standards. This work has been supported in part by a 
cooperative research agreement (NIST grant number 
70NANB14H254) between UNC Charlotte and NIST.  

References 

[1] ANSI/QIF version 2.0 – 2014 
[2] ANSI/QIF version 2.1 – 2016 
[3] HM Huang, J Michaloski, D Campbell, R Stone, T Kramer, C Brown, R 

Brown, G Tatarliev.  NISTIR 8102, End-to-end Demonstration of the 
Quality Information Framework (QIF) Standard at the International 
Manufacturing Technology Show (IMTS) 2014  

 [4] ISO 10303-242, 2014. Industrial automation systems and integration – 
Product data representation and exchange – Part 242: Application 
protocol: Managed model-based 3D design. International Organization for 
Standardization, Geneva, Switzerland.  

[5] ANSI/DMIS 105.2, Part 1 – 2009 
[6] Ouertani, M. Z., Baïna, S., Gzara, L., & Morel, G. (2011). Traceability 

and management of dispersed product knowledge during design and 
manufacturing. Computer-Aided Design, 43(5), 546-562. 

 doi:http://dx.doi.org/10.1016/j.cad.2010.03.006 
 [7] ISO/IEC 9594-8:2014 Information technology – Open Systems 

Interconnection – The Directory – Part 8: Public-key and attribute 
certificate frameworks. International Standards Organization, Geneva. 

 [8] Hedberg Jr, T.D., Lubell, J., Fischer, L., Maggiano, L., Barnard-Feeney, 
A. (2016). Testing the Digital Thread in Support of Model-Based 
Manufacturing and Inspection. Journal of Computing and Information 
Science in Engineering, 16(2), 1-10.  

 doi:10.1115/1.4032697 

SP-688

Morse, Edward; Heysiattalab, Saeed; Barnard Feeney, Allison; Hedberg, Thomas. "Interoperability: linking design and tolerancing with metrology." Paper presented at the CIRP Conference on Computer Aided Tolerancing - CAT, Gothenburg, Sweden, May 18-May 20, 2016.

Morse, Edward; Heysiattalab, Saeed; Barnard Feeney, Allison; Hedberg, Thomas. 
“Interoperability: linking design and tolerancing with metrology.” 

Paper presented at the CIRP Conference on Computer Aided Tolerancing - CAT, Gothenburg, Sweden, May 18-May 20, 2016.



PERFORMANCE EVALUATION OF A LASER TRACKER  
HAND HELD TOUCH PROBE 

 
B. Muralikrishnan, C. Blackburn, P. Rachakonda, and D. Sawyer 

Semiconductor and Dimensional Metrology Division 
National Institute of Standards and Technology 

Gaithersburg, MD 20899  
 

INTRODUCTION 
Hand held touch probes and laser scanners are 
increasing the scope and applicability of laser 
trackers. While methods to evaluate the 
performance of laser trackers in conjunction with 
spherically mounted retroreflectors (SMRs) are 
well established, methods for evaluating the 
performance of hand held probes [1-2] are still 
under discussion within ISO 10360-10. We 
discuss the performance of a hand held touch 
probe in this paper. Single point articulation tests 
(SPATs) are commonly employed both to 
calibrate and to test these devices. We have 
modeled a hand held touch probe and 
subsequently performed simulations to 
understand the influence of different error 
parameters on measured coordinates in two 
different configurations of SPATs. The overall 
objective is to develop detailed uncertainty 
budgets for measurements made using the hand 
held touch probe. We present preliminary 
simulation and experimental results here as a 
first step towards realizing that objective. 
 
THE HAND HELD TOUCH PROBE 
There are several designs of hand held touch 
probes in the market. A schematic of the hand 
held touch probe under evaluation is shown in 
Fig. 1. The laser tracker measures the position 
of the retroreflector located in the hand held 
touch probe. An orifice at the apex o of the 
retroreflector allows a portion of the laser beam 
to travel further onto a charge-coupled device 
(CCD). The position of the laser spot on the 
CCD determines the pitch angle β (rotation 
about the y axis of the hand held touch probe) 
and yaw angle γ (rotation about the z axis). Roll 
angle α (rotation about the x axis) is determined 
by a gravity sensor. The link lengths a (along the 
x axis), b (along the y axis, not shown in the 
figure because it is nominally zero in this 
configuration), and c (along the z axis) are 
determined through a calibration procedure 
performed prior to measurement. Using the 
three measured angles and three link lengths, 
the coordinates of the stylus tip P can be 

determined through a geometric transformation. 
The hand held touch probe also has a separate 
yaw joint. While we use this yaw joint to orient 
the retroreflector towards the tracker between 
the different SPATs, we have not exercised the 
yaw joint during a SPAT; we therefore do not 
consider this in our model. Simulations and 
experiments were performed using the 
horizontal stylus only.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
FIGURE 1. Schematic of the hand held touch 
probe 
 
COORDINATE SYSTEMS 
We define two coordinate systems, one on the 
tracker (XYZ) and another on the hand held 
touch probe (xyz). The origin of the coordinate 
system on the hand held touch probe is located 
at the apex of the retroreflector. The x axis is 
normal to the plane of the CCD while the z axis 
is parallel to the long handle of the hand held 
touch probe as shown in Fig. 1. Let the position 
of the retroreflector as recorded by the tracker in 
spherical coordinates be (R, H, V). In order to 
determine the coordinates of the stylus tip P in 
the laser tracker coordinate system, we employ 
the following sequence of translations and 
rotations.  
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Let the retroreflector of the hand held touch 
probe first be located at (R, 0, 0) as shown in 
Fig. 2(a). Let the orientation of the hand held 
touch probe be such that roll, pitch, and yaw 
angles are zero at this position. The stylus tip 
coordinate is known in the tracker frame at this 
position and is given by (R-a, -b, -c). The hand 
held touch probe is then rotated by an angle V 
about the Y axis and then by an angle H about 
the Z axis to the position shown in Fig. 2(b). The 
hand held touch probe is then rotated about its x 
axis by the roll angle (Fig. 2(c)) and 
subsequently about its y axis by the pitch angle 
(Fig. 2(d)) and then about its z axis by the yaw 
angle (not shown in Fig. 2). The resulting 
coordinate for the stylus tip is the desired 
coordinate in the laser tracker coordinate 
system. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
FIGURE 2. Transformations to calculate stylus 
tip coordinate in laser tracker frame (a) 
retroreflector located at (R, 0, 0) with hand held 
touch probe oriented such that there is no roll, 
pitch, or yaw, (b) hand held touch probe rotated 
about Y axis by angle V and then about the Z 
axis by angle H, (c) hand held touch probe 
rotated about its x axis by the roll angle, (d) 
hand held touch probe rotated about its y axis by 
the pitch angle 
 
Single point articulation tests 
Two configurations of SPATs are considered in 
this study; they are shown in Fig. 3. In each 

case, with the stylus tip located in the nest so 
that the center of the stylus tip remains in the 
same position during articulation, the hand held 
touch probe is rotated about each of the three 
axes to the extent possible, which is ±30° for the 
pitch and yaw axes and ±60° for the roll axis. 
While the hand held touch probe itself is capable 
of 360° along the roll axis, physical limitations in 
the test setup only allowed for ±60° in that axis. 
The nominal values for link lengths a, b, and c 
are 85 mm, 0, and 85 mm respectively for SPAT 
#1, similar to the horizontal configuration shown 
in Fig. 1 and in Fig. 3(a), and 85 mm, 40 mm, 
and 85 mm respectively for SPAT #2 as shown 
in Fig. 3(b). The nest was located about 2 m 
from the laser tracker. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
FIGURE 3. Two configurations of SPATs shown 
(a) SPAT #1 (a = 85 mm, b = 0, c = 85 mm) and 
(b) SPAT #2 (a = 85 mm, b = 40 mm,  c = 85 
mm) 
 
Errors in the link lengths and in the measured 
angles produce errors in the measured 
coordinates. In order to determine reasonable 
values for the parameters to be used as input to 
the simulations, two different experiments were 
performed. First, the manufacturer suggested 
calibration procedure was performed several 
times to determine the one standard deviation 
repeatability in the link lengths. This procedure 
involves performing a SPAT while exercising the 
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yaw joint between the different orientations of 
the hand held touch probe. The manufacturer’s 
software considers the different stylus tip 
coordinates obtained during the SPAT and the 
laser tracker’s determination of the nest 
coordinate obtained using an SMR to evaluate 
the link lengths. Multiple such calibrations 
resulted in link length repeatability on the order 
of 10 µm. Although it is possible there are other 
sources of systematic error that will result in a 
larger uncertainty in the link lengths, the one 
standard deviation repeatability of 10 µm is 
considered as the standard uncertainty in each 
of the three link lengths a, b, and c, and 
propagated to the stylus tip in the simulations.  
 
In order to estimate the uncertainty in the roll, 
pitch, and yaw angles, the hand held touch 
probe was mounted on a precision air bearing 
rotary table and the yaw angle of the hand held 
touch probe was compared against the encoder 
readings of the rotary table. That experiment 
indicated a yaw angle error on the order of 1 
mrad, which is considered as the uncertainty in 
each of the three angles, and propagated to the 
stylus tip in the simulations. It should be noted 
that the roll angle is a coarser measurement in 
comparison to pitch and yaw; at this time, we 
have not quantified the errors associated with 

the roll angle and therefore simply use the same 
value as obtained for yaw. 
 
Results and discussion 
As mentioned in the previous section, the 
purpose of the simulations is to understand the 
influence of errors in each of the six input 
parameters on the stylus tip coordinate for the 
two different SPATs. A SPAT can be performed 
in either the absolute mode or in the relative 
mode. In the absolute mode, the coordinates of 
the stylus tip for the various orientations in a 
SPAT are compared to the coordinate as 
measured using an SMR mounted on the nest. 
In the relative mode, the coordinates of the 
stylus tip for the various orientations in a SPAT 
are compared against each other.  
 
The stylus tip size in our hand held touch probe 
was 6 mm in diameter. The SPAT is typically 
performed using a manufacturer provided nest 
that has a conical seat in a 1.5 in spherical shell. 
When the stylus tip is located in the conical seat, 
the center of the tip is ideally also the center of 
the spherical shell, and the coordinate of that 
point can be determined using a 1.5 in SMR. In 
some situations, it may not be physically 
possible to measure the coordinate of the nest 
using an SMR and therefore relative SPATs are 
sometimes performed. 

 
 
TABLE 1. Simulation results for SPAT #1 analyzed in absolute mode and in relative mode. All units in 
millimeters. 
 

  SPAT #1  in absolute mode       SPAT #1 in relative mode         
  Roll test  Pitch test Yaw test Roll test Pitch test Yaw test 
  X Y Z X Y Z X Y Z X Y Z X Y Z X Y Z 
a 0.01 0.00 0.00 0.01 0.00 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.01 0.00 
b 0.00 0.01 0.01 0.00 0.01 0.00 0.01 0.01 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.01 0.00 0.00 
c 0.00 0.01 0.01 0.01 0.00 0.01 0.00 0.00 0.01 0.00 0.01 0.00 0.01 0.00 0.00 0.00 0.00 0.00 
α 0.00 0.08 0.07 0.00 0.11 0.00 0.00 0.08 0.04 0.00 0.02 0.07 0.00 0.05 0.00 0.00 0.00 0.04 
β 0.08 0.07 0.09 0.12 0.00 0.12 0.08 0.00 0.09 0.00 0.07 0.03 0.05 0.00 0.05 0.00 0.00 0.01 
γ 0.00 0.08 0.07 0.00 0.08 0.00 0.04 0.08 0.00 0.00 0.03 0.07 0.00 0.00 0.00 0.04 0.01 0.00 

 
TABLE 2. Simulation results for SPAT #2 analyzed in absolute mode and in relative mode. All units in 
millimeters. 
 

  SPAT #2 in absolute mode         SPAT #2 in relative mode         
  Roll test Pitch test Yaw test Roll test  Pitch test Yaw test 
  X Y Z X Y Z X Y Z X Y Z X Y Z X Y Z 
a 0.01 0.00 0.00 0.01 0.00 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.01 0.00 
b 0.00 0.01 0.01 0.00 0.01 0.00 0.01 0.01 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.01 0.00 0.00 
c 0.00 0.01 0.01 0.01 0.00 0.01 0.00 0.00 0.01 0.00 0.01 0.00 0.01 0.00 0.00 0.00 0.00 0.00 
α 0.00 0.10 0.10 0.00 0.12 0.04 0.00 0.09 0.08 0.00 0.06 0.09 0.00 0.05 0.00 0.00 0.00 0.05 
β 0.09 0.07 0.08 0.12 0.00 0.12 0.09 0.00 0.09 0.00 0.07 0.03 0.05 0.00 0.05 0.00 0.00 0.03 
γ 0.04 0.09 0.07 0.04 0.09 0.02 0.08 0.09 0.00 0.00 0.03 0.07 0.00 0.00 0.02 0.05 0.03 0.00 
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The results of the simulations for the two SPATs 
are shown in Tables 1 and 2. Each of the SPATs 
are comprised of three tests – a roll test, a pitch 
test, and a yaw test. Each of these three tests 
involves probing the nest by rotating the hand 
held touch probe along one of the three axes. 
The tables show the maximum absolute error in 
stylus tip along the X, Y, and Z axis for each of 
these three simulated tests. Each row in the 
table corresponds to stylus tip error in the 
presence of an error in one of the six input 
parameters (a 10 µm error in a, b, or c, or a 1 
mrad error in α, β, or γ). The data are analyzed 
in absolute mode and again in relative mode.  
 
Tables 1 & 2 show that unit errors in the link 
length reflect as unit errors in one or more of the 
coordinates; that is, there is no amplification of 
the errors as expected. Angular errors, however, 
depend on the Abbe offset and can produce 
large point coordinate errors. A pitch of 1 mrad, 
for example, produces a 0.12 mm error along X 
and Z for both SPAT configurations in absolute 
mode for the hand held touch probe under 
consideration. Those errors drop to 0.05 mm in 
relative mode, indicating that the relative mode 
of analysis may attenuate the effect of certain 
error sources. 
 
There are additional interesting observations 
that can be made from these tables. A roll test is 
not necessarily the most sensitive test to detect 
an error in the roll angle α. In fact, the Y 
coordinate in a pitch test is more sensitive to 
error in the roll angle for the hand held touch 
probe under consideration. While a pitch test is 
sensitive to pitch angle errors, yaw angle errors 
can be captured in any of roll, pitch, or yaw 
tests. In addition, it can be seen that Tables 1 
and 2 are nearly identical indicating that the Y 
offset of 40 mm in SPAT #2 did not produce a 
noticeable amplification of angular errors in 
comparison to SPAT #1.  
 
Table 3 shows the experimentally obtained 
maximum absolute errors along the three axes 
for the roll, pitch, and yaw test for the two 
configurations of SPATs. The experiments were 
repeated three times; the absolute maximum 
errors from all three repeats are shown in the 
table. The data for these tests were analyzed in 
relative mode because the nest used to acquire 
data was a three-pronged seat for a 6 mm tip 
that could not seat an SMR. The experimentally 
observed errors are fairly small, with the largest 
error on the order of 0.06 mm. It can be seen 

that the results obtained from simulations (right 
half of Tables 1 and 2 that show SPAT results 
based on relative mode of analysis) are also on 
the order of about 0.07 mm, indicating that the 
values of input parameters used in the 
simulations are reasonable. However, as 
mentioned earlier, we do note that it is possible 
that the relative mode of analysis has 
suppressed the effect of certain error sources 
and therefore the hand held probe may possess 
error sources that have not been revealed. We 
plan on performing these tests again in absolute 
mode in the future. 
 
TABLE 3. Experimentally obtained SPAT errors 
in millimeters. Data analyzed in relative mode. 
 

SPAT #1 
X Y Z 

Roll test 0.03 0.05 0.02 
Pitch test 0.04 0.03 0.03 
Yaw test 0.04 0.06 0.06 

SPAT #2 
X Y Z 

Roll test 0.03 0.03 0.02 
Pitch test 0.04 0.03 0.02 
Yaw test 0.03 0.06 0.02 

 
CONCLUSIONS 
SPATs are commonly employed to calibrate and 
evaluate the performance of hand held touch 
probe accessories of laser trackers. We 
describe a model based approach to understand 
the influence of different parameters on stylus tip 
errors for different configurations of SPATs. As 
future work, we plan on refining the model and 
determining more suitable values for input 
parameters of the simulation, such as better 
estimates for roll angle errors.  We also plan on 
performing absolute SPATs and length tests 
along sensitive directions. Characterizing error 
sources is critical towards developing test 
procedures that are sensitive to the different 
error sources. 
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ABSTRACT  

The National Institute of Standards and Technology (NIST) constructed the Net-Zero Energy Residential Test Facility (NZERTF) to support the 

development and adoption of cost-effective NZE designs and technologies. Among the key objectives of the facility design was creating a healthy and 

comfortable environment for the assumed occupants by providing adequate outdoor air ventilation and reducing indoor contaminant sources. Building material 

source control guidelines were implemented to minimize the use of products with urea-formaldehyde resin and to utilize products with relatively low volatile 

organic compound (VOC) emissions. Indoor and outdoor concentrations of formaldehyde and acetaldehyde were measured approximately monthly during 

two years of house operation. Real-time formaldehyde concentration and energy measurements were also used to validate the indoor air quality (IAQ) and 

energy predictions of a coupled CONTAM-EnergyPlus model of the house. The validated model was then used to evaluate the IAQ and energy impacts of 

different outdoor air ventilation rates. The results of this work demonstrate the need for appropriate product selection (source control) and mechanical 

ventilation, especially in homes with relatively airtight envelopes. 

INTRODUCTION  

Buildings consumed 41 % of all energy used in the United States in 2011, with residential buildings accounting for 

22 % (DOE 2011). In addition to consuming more energy than the transportation or industrial sectors, buildings 

represent the fastest growing sector of energy usage (DOE 2011). Thus, goals for achieving net-zero energy performance 

have been established in the United States and around the world (City of Melbourne 2014; EPBD 2010; IEA 2014). A 

net-zero energy building (ZEB) is an energy-efficient building where, on a source energy basis, the actual annual 

delivered energy is less than or equal to the on-site renewable exported energy (DOE 2015a).  

The Net-Zero Energy Residential Test Facility (NZERTF) was constructed at the National Institute of Standards 

and Technology (NIST) in Gaithersburg, Maryland to support the development and adoption of cost-effective net-zero 

energy (NZE) designs, technologies, and construction methods. The two-story house shown in Figure 1 has a basement 

and attic, and is similar in size (242 m2 of occupied floor area, with 485 m2 inside the building envelope including the 

attic and basement) and aesthetics to homes in the surrounding communities. The house is unoccupied and not 

furnished other than permanently installed cabinetry. 

Many technologies are employed in the house to achieve the NZE goals including a 10.2 kW photovoltaic (PV) 

system, a high efficiency air-to-air heat pump, a solar hot water system, and a heat recovery ventilator (HRV). All floors 

of the house, including the attic, are within the conditioned space. A central heat pump system provides supply air to all 
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floors except the attic. Passive air transfer grilles connect the basement to the first floor and attic to the second floor of 

the house. Air is returned to the heat pump via three return air grilles located on the first and second floors. A balanced 

and ducted HRV system supplies outdoor air to the first floor kitchen and second floor bedrooms, while drawing air 

for heat recovery from one bathroom located on the first floor and two on the second floor. To comply with the 

minimum ventilation requirements in the ASHRAE Standard 62.2-2010 (ASHRAE 2010), the HRV was sized to deliver 

137 m3 h-1 of outdoor air, but actually delivered 171 m3 h-1 based on the available fan speeds in the unit. This rate did 

not include any infiltration credit. More information on the NZERTF design can be found in Pettit et al. (2014).  

 

 

Figure 1 (a) Photograph of NZERTF and (b) Three-dimensional representation of NZERTF EnergyPlus Model 

The pursuit of net-zero energy is often done with little or no verification of the achievement of acceptable indoor 

air quality (IAQ). Teichman et al. (2015) reviewed 100 cases studies of high performance buildings and found 60 

implemented source control by using low-VOC (volatile organic compounds) emitting materials but generally provided 

little information on the specifics supporting these claims. Only two of the case studies measured actual chemical 

concentrations in the building. Concentration verification is a vital step in buildings with low air change rates, as low-

VOC emitting building materials can still result in elevated concentrations if building air change rates are not adequate 

or if chemicals are emitted that are not captured in the emissions testing.   

The NZERTF was built minimizing use of products with urea-formaldehyde resin and with products that had low 

emissions of VOC. The guidelines for the building product selection and construction best practices for IAQ used at 

the NZERTF are available as architectural specifications in Bernheim and Hodgson (2014). After construction of the 

home, indoor and outdoor concentrations of formaldehyde and 30 other VOCs were measured approximately monthly 

during two years of house operation, and the results reported in Poppendieck et al. (2015). Formaldehyde emission 

factors in the NZERTF are on average at least four times lower than comparable houses. However, NZERTF 

concentrations of some VOCs are higher than comparable houses with 20 % higher air change rates (Ullah et al. 2016).   

According to the International Agency for Research on Cancer (IARC), formaldehyde is a human carcinogen 

(IARC 2006) and acetaldehyde is a probable human carcinogen (IARC 1999). The EPA does not define any acceptable 

exposure levels to carcinogens but does define unit risk factors to estimate inhalation cancer risk from chronic exposure 

to a chemical. A user can define the acceptable risk level and use the unit risk factor to determine the chemical 

concentration equivalent to that acceptable risk level. In this study, risk levels of 1 cancer in 1 000 000 people (10-6) and 

1 cancer in 10 000 people (10-4) from exposure to formaldehyde and acetaldehyde were evaluated, which are lower and 

upper risk levels that have been used by the EPA for air toxics in outdoor air (EPA 1999).  

In addition to cancer effects, both formaldehyde and acetaldehyde can have chronic harmful (i.e., deleterious) 

noncancerous impacts, including for example eye, nose or throat irritation. California Office of Environmental Health 

Hazard Assessment (OEHHA) chronic relative exposure level (cREL) and the EPA inhalation reference concentration 

(RfC) are both concentrations below which there are deemed to be no deleterious noncancerous impacts. These values 

are also summarized in Table 1. 

(a) (b) 
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To better understand the impact of product selection (i.e., contaminant emission rates) and outdoor air ventilation 

rates on building energy use and IAQ, a coupled thermal-airflow model of the house was developed. The model was 

validated using measured energy use and real-time formaldehyde concentration measurements. The validated model was 

then used to simulate the energy use and indoor concentrations of formaldehyde and acetaldehyde for different outdoor 

air ventilation rates. 

 

SIMULATION MODEL 

Modelling of the NZERTF was performed using the whole-building multizone airflow and indoor air quality 

software CONTAM (Dols et al. 2015) coupled with EnergyPlus, a whole-building energy analysis software  

(DOE 2015b). CONTAM accounts for the interaction between external driving forces (ambient temperature and wind) 

and internal mechanisms (building heating, ventilating, and air-conditioning (HVAC) system airflows) to determine 

resultant pressures and airflows across internal and external building partitions, i.e., interzone airflows and 

infiltration/exfiltration rates. CONTAM can also account for external and internal contaminant sources and removal 

mechanisms to calculate contaminant transport associated with the previously determined airflows. EnergyPlus 

implements a multizone heat transfer model that accounts for conductive, convective and radiant heat transfer 

associated with building materials (e.g., walls, floors, ceilings and windows); interzone and infiltration airflows; and 

HVAC systems. CONTAM requires the user to define zone air temperatures while EnergyPlus requires the user to 

input infiltration and interzone airflow rates. Recent enhancements to both programs enable run-time coupling between 

them in a quasi-dynamic manner (Dols et al. 2016; Wetter 2011). During coupled simulations, indoor temperatures and 

HVAC system flow rates are passed from EnergyPlus to CONTAM, and airflow rates across the building envelope and 

between internal zones are passed from CONTAM to EnergyPlus. These coupled simulations thereby account for wind-

driven, stack-driven and ventilation system driven infiltration and ventilation rates based upon measurements of actual 

envelope leakage characteristics and HVAC system airflow rates.  

The NZERTF was modelled as a five zone building consisting of one zone for each floor and two attic spaces, a 

main one above the second floor and a smaller one above the living room on the east side (see Figure 1). Model inputs 

were determined based on building design information and measurements as follows. Ventilation system airflow rates 

were measured; including heat pump supply and return, HRV supply and return, range hood, and dryer vent exhaust. 

Average measured rates were input into the CONTAM-EnergyPlus model. Emission rates in this study are effective 

emission rates that combine emission and removal mechanisms. The average effective, occupied floor area (1st floor and 

2nd floor) formaldehyde emission rate over one year (6.7 µg h-1 m-2) was measured using one hour 2,4-

dinitrophenylhydrazine (DNPH) cartridge sampling according to ASTM D5197 (ASTM 2009) and was reported in 

Poppendieck et al. (2015). The effective emission rate accounts for both sources and sinks in the NZERTF. Previous 

investigations indicated that there was likely no significant source of formaldehyde in the basement, but there are likely 

sources on other levels. The formaldehyde source was modeled as being present on the 1st, 2nd and attic floors. Hence, 

the effective floor area formaldehyde emission rate was normalized to include the attic floor area and modeled as 5.1 µg 

h-1 m-2 in this study. The average effective acetaldehyde emission rate was normalized and modeled over the basement, 

Table 1. Summary of Health References 

Contaminant IARC Designation Agency/Reference Type Concentration 

Acetaldehyde Probable  Human 
Carcinogen 

EPA (1988) 1 in 1 000 000 cancer risk 0.5 µg m-3 
 EPA (1988) 1 in 10 000 cancer risk 50 µg m-3 
 EPA (2000) RfC 9 µg m-3 
 OEHHA (2016) cREL 140 µg m-3 

Formaldehyde Human Carcinogen EPA (1989) 1 in 1 000 000 cancer risk 0.08 µg m-3 
 EPA (1989) 1 in 10 000 cancer risk 8 µg m-3 
 OEHHA (2016) cREL 9 µg m-3 
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1st, 2nd, and attic floors (7.4 µg h-1 m-2). It was assumed that the outside concentration of formaldehyde and acetaldehyde 

were both 0.0 µg m-3 in the model, though measured outdoor formaldehyde and acetaldehyde concentrations were both 

on average 0.8 µg m-3 between November 2013 and March 2014 based on periodic measurements (Poppendieck et al. 

2015). All model inputs are listed in Table 2.  

 

Table 2. Summary of Inputs in Coupled CONTAM-EnergyPlus Model of NZERTF 

Input Value 

Heat pump max airflow 1500 m3 h-1 
HRV average supply and exhaust airflow 171 m3 h-1 

Kitchen range hood airflow 180 m3 h-1 
Dryer exhaust airflow 60 m3 h-1 

Building envelope airtightness 0.37 cm2 m-2 at 4 Pa 
Formaldehyde emission 5.1 µg h-1 m-2 
Acetaldehyde emission 7.4 µg h-1 m-2 

 

Blower door tests were performed to measure the building envelope leakage rate with the HRV outside air and 

exhaust vents sealed. The building envelope leakage rate was 803 m3 h-1 at 50 Pa (Ng et al. 2015). In the CONTAM 

model, this envelope leakage was distributed uniformly over the entire above-grade building envelope with an effective 

leakage area of 0.37 cm2 m-2 at 4 Pa. Details of this conversion can be found in the ASHRAE (2013). 

The EnergyPlus model, including all of the systems and internal loads, was developed and validated with measured 

electrical and water-use data by Kneifel et al. (2015). This EnergyPlus model was then used to develop the EnergyPlus 

representation of the coupled CONTAM-EnergyPlus model used in this study.  

An Actual Meteorological Year (AMY) weather file from July 2013 to June 2014 for the Montgomery County 

Airpark (KGAI) weather station (Weather Analytics 2014), located about 11 km from the NIST campus, was used in 

the simulations. The simulated annual heating, cooling, and total energy use predicted by the coupled CONTAM-

EnergyPlus model are shown in Figure 2, along with the measured energy use (Fanney et al. 2015). The simulated annual 

house energy consumption (13 600 kWh) was 5 % more than the measured energy consumption (12 900 kWh). The 

simulated annual PV production (14 400 kWh) was 6 % more than the measured PV production (13 500 kWh). 

Model Validation 

Measurements from a real-time spectrophotometric formaldehyde monitor, which were taken approximately one 

year after the Poppendieck et al. (2015) measurements, were used to validate the coupled model. The sensitivity of the 

monitor is 0.12 μg m-3 with a one second sampling time. Sampling tubes were run from the basement, living room, 

master bedroom, and attic to an automatic seven port sampling valve having a common port to the monitor. Detailed 

discussion on the real-time formaldehyde measurements can be found in Poppendieck et al. (2016). 

The real-time formaldehyde measurements were taken with the HRV operating for 40 minutes out of every hour 

at 205 m3 h-1, yielding an average hourly outdoor air ventilation rate of 137 m3 h-1 (which corresponds to the ASHRAE 

62.2-2010 minimum required ventilation rate for the house). In contrast, the HRV ran continuously at 171 m3 h-1 during 

the measurement of formaldehyde concentrations used to calculate the emission rates in the coupled model. The 

simulated and measured concentrations are shown in Figure 3. The simulated and measured formaldehyde 

concentrations follow similar trends and are of the same magnitude in all of the zones. The average measured and 

simulated formaldehyde concentrations in the basement, first, and second floors was 7.9 μg m-3 (standard 

deviation=0.9 μg m-3) and 8.3 μg m-3 (standard deviation=0.2 μg m-3), respectively. The average measured and simulated 

formaldehyde concentrations in the attic were 22.2 μg m-3 (standard deviation=2.3 μg m-3) and 19.5 μg m-3 (standard 

deviation=2.0 μg m-3), respectively. With the coupled model validated with real-time formaldehyde measurements, 

different outdoor air ventilation rates were simulated to observe the effects on indoor concentrations and energy use. 
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Figure 2 Comparison of actual and simulated annual energy use and PV production 

Simulations 

The following outdoor air ventilation rates were simulated: HRV off, 171 m3 h-1 (NZERTF ventilation rate),  

137 m3 h-1 (ASHRAE Standard 62.2-2010 minimum requirement), 280 m3 h-1 (ASHRAE 62.2-2013 minimum 

requirement), and a rate to bring both formaldehyde and acetaldehyde below nondeleterious, noncancerous benchmarks 

(RfC and cREL values in Table 1). Simulations were performed using an AMY weather file for the KGAI weather 

station for July 2013 to July 2014 (Weather Analytics 2014). The modeled HRV fan power was increased in proportion 

to the increase in airflow rate from the NZERTF ventilation rate, but no other changes to the performance parameters 

were made. The IAQ and energy use consequences of the five outdoor air ventilation rates were compared. 

RESULTS AND DISCUSSION 

The simulated annual average formaldehyde and acetaldehyde concentrations, calculated for the 1st and 2nd floors, 

for the five outdoor air ventilation scenarios as a function of the total simulated energy use are shown in Figure 4. The 

acetaldehyde and formaldehyde health references are shown as horizontal red lines. The simulated annual energy use 

for net-zero operation (14 400 kWh) is shown as a dotted vertical green line.  

Formaldehyde. Despite source control measures to minimize the use of building products with urea-

formaldehyde resin, none of the simulated ventilation rates reduced concentrations below the concentration associated 

with a cancer risk of 1 in 1 000 000 (0.08 µg m-3). The outside concentration of formaldehyde measured at the NZERTF 

was also above this concentration. The simulated NZERTF annual average formaldehyde concentration of 7.1 μg m-3 

was lower than the formaldehyde concentration associated with a cancer risk of 1 in 10 000 (8.0 µg m-3) and the OEHHA 

cREL (9.0 µg m-3). The simulated concentration was also lower than 13 newly constructed, occupied homes designed 

to meet EPA Indoor airPlus guidelines (Hult et al. 2015), and all but two of 108 occupied, new standard construction 

homes in California (Offermann 2009). The average outdoor ventilation rate measured in the homes in the Hult study 

was 0.26 h-1, which is equivalent to 330 m3 h-1 in the NZERTF and is almost twice the ventilation rate of the NZERTF. 

The average outdoor ventilation rate measured in the Offermann study was 0.24 h-1, which is equivalent to 305 m3 h-1 

in the NZERTF and a little more than 1.5 times more than the NZERTF ventilation rate. At a 25 % lower outdoor air 

ventilation rate, the ASHRAE 62.2-2010 rate of 137 m3 h-1, the simulated annual average concentration of formaldehyde 

increased 17 % to 8.5 μg m-3. When accounting for the measured average outdoor formaldehyde concentration, the 

ASHRAE 62.2-2010 ventilation rate results in a concentration that is above both the concentration associated with a 
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cancer risk of 1 in 10 000 (8.0 µg m-3) and the OEHHA cREL (9.0 µg m-3). The simulated annual energy savings would 

be 4 % when ventilating 25 % less using the KGAI AMY weather file. 

 

 

    

Figure 3 Real-time formaldehyde concentration data from two sampling sessions. (a) Average outdoor temperature was 
3.5 °C (b) Average outdoor temperature was 12.7 °C. Average wind speed (both sessions) was 0.9 m s-1 

Acetaldehyde. While low emission building products were specified for the construction of the NZERTF, 

acetaldehyde was not specifically targeted. Like formaldehyde, none of the simulated ventilation rates reduced 

acetaldehyde concentrations below the concentration associated with a cancer risk of 1 in 1 000 000 (0.5 µg m-3). At the 

NZERTF outdoor air ventilation rate, the simulated annual average acetaldehyde concentration was 15.7 μg m-3, which 

is below the concentration associated with a cancer risk of 1 in 10 000 (50 µg m-3) and the OEHHA cREL (140 µg m-3) 

but above the EPA RfC (9.0 µg m-3). Roughly 35 % of the 108 California homes had acetaldehyde concentrations lower 

than the EPA RfC value (Offermann 2009). The outdoor air ventilation rate required to bring the levels of acetaldehyde 

concentrations below the EPA RfC would be at least the ASHRAE 62.2-2013 rate of 280 m3 h-1 with an associated 

energy increase of at least 13 % using the KGAI AMY weather file. At this ventilation rate, the model predicts the house 

would no longer achieve net-zero energy use for the year as operated, i.e. heating and cooling with an air-to-air heat 

pump and ventilating continuously. Without any mechanical outdoor air ventilation, the indoor concentrations of 

formaldehyde and acetaldehyde would be almost 85 % higher with an associated 20 % reduction in annual energy use. 

This study demonstrates the need for source control in homes with relatively airtight envelopes. At the NZERTF, 

controlling for formaldehyde emissions was a key design objective, leading to concentrations roughly four times less 

than in other new homes. However, the NZERTF was unfurnished, unoccupied, and occupied only on occasion for 

maintenance or tours. Hence, the data presented in Figure 4 only accounts for the emissions attributed to the building 

materials. Occupants in real homes will likely introduce formaldehyde and acetaldehyde through furniture and secondary 

ozone reactions with household products, personal care products and secondary reactions with their own skin oils 

(Salthammer et al. 2010). Hence, contaminant modeling of building product emissions should only be used a starting 

point when designing or setting ventilation rates. 
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Figure 4 Simulated annual average formaldehyde and acetaldehyde concentrations for five ventilation rates and their 

associated simulated annual energy consumption 

CONCLUSION 

The NIST NZERTF was constructed to support the development and adoption of cost-effective NZE designs 

and technologies, and to demonstrate that net-zero could be achieved while meeting the needs and comfort of 

occupants. To support these objectives, building material source control guidelines were implemented to minimize the 

use of products with urea-formaldehyde resin and to utilize products with relatively low VOC emissions. Indoor and 

outdoor measurements of formaldehyde and acetaldehyde were used to calculate emission rates that were input into a 

coupled CONTAM-EnergyPlus model of the house to verify that these design goals were met. The model was also used 

to study the effect of lower and higher outdoor air ventilation rates on the indoor concentrations of formaldehyde and 

acetaldehyde and on annual energy use. None of the ventilation rates reduced formaldehyde and acetaldehyde 

concentrations below the concentrations associated with a cancer risk of 1 in 1 000 000, the lower risk level used by the 

EPA for air toxics in outdoor air. In contrast, all simulated ventilation rates at or greater than the existing NZERTF rate 

would result in acetaldehyde and formaldehyde concentrations lower than those associated with a cancer risk of 1 in 10 

000. The NZERTF could be operated at a 25 % lower ventilation rate (4 % energy savings) and still meet the OEHHA 

cREL of 9 μg m-3 for formaldehyde, which is a health benchmark below which there are deemed to be no deleterious 

noncancerous impacts. However, to prevent nondeleterious, noncarcinogenic effects from acetaldehyde exposure (EPA 

RfC of 9 μg m-3), the building outdoor air ventilation rate would have to increase more than 39 %, with an associated 

annual energy increase of more than 13 %. At this rate, the NZERTF, as currently operated, would no longer achieve 

net-zero operation given the weather conditions of the year modeled. This study demonstrates that selecting appropriate 

outdoor air ventilation rates for a residence can be complex. Lower outdoor air ventilation rates can lead to lower energy 

use but result in increased levels of indoor contaminants. Increasing the outdoor air ventilation rate to meet health 

benchmarks is also not straightforward. If the IAQ design target is to prevent deleterious, noncarcinogenic chronic 

effects, increased outdoor air ventilation rates may be needed but could come at the cost of net-zero energy operation. 

An IAQ design target of an acceptable cancer risk of 1 in 1 000 000 may be difficult to achieve for some chemicals, 

such as formaldehyde, with any reasonable ventilation rate, especially if the outdoor concentration of the contaminant 
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is already higher than this level. An IAQ design target of an acceptable cancer risk of 1 in 10 000 may be achievable 

from a ventilation standpoint, but poses a greater potential carcinogenic risk to the occupants. 
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Abstract:  Networked sensors (a. k. a., Internet of Things (IoT)) represents a new era in the 

evolution of telecommunications made possible by the reduced cost of performance in electronic 
devices. This is the era where even the most mundane items are connected to, and communicate 
with each other, on massive networks. This paper examines the issues pertaining to, and efforts 
at improving, the hardware security of the interconnected devices. The paper highlights a number 
of academia and semiconductor industry-led ongoing work on improving hardware security.  

 
The Internet of Things (IoT) represents a new era in the evolution of 
telecommunications, made possible by the reduced cost of performance in 
electronic devices. Even the most mundane items are communicating with each 
other through a network of sensors made possible because of the convergence 
of wireless technologies, advancements of microelectromechanical systems 
(MEMS) and digital electronics, i.e. More-than Moore technologies.  The net 
result is an emerging system comprised of many small, inexpensive single-
function devices, with varying operating systems, CPU types, memory, etc.  How 
these devices connect to each other, and to humans, are changing how we work 
and live.  Unfortunately, the weaknesses of the underlying networks have been 
exposed through exploitations of hardware operation weaknesses(1). By and 
large, unsecured smart devices threaten the convenience of the More-than-
Moore technology platforms. Thus, security must be the foundational enabler for 
such technologies; without ample security measures, the ever expanding sensor 
network could create massive vulnerabilities. Hardware security is a critical 
component of the security envelope. Major threats from hardware vulnerabilities 
could also invalidate software-centric cybersecurity solutions. Implementing 
security improvements at the hardware level through design changes generally 
tends to be very efficient than after deployment fixes, and can enable higher level 
function in some cases.   
 
There have been a number of academia-led efforts to leverage unique current-
voltage (I-V) characteristics associated with beyond-CMOS transistors to design 
novel security primitives into emerging devices.  For example, the inherent 
ambipolarity of some nanoscale devices can be leveraged to deliberately change 
device characteristics post-deployment(2-4).  In symmetric graphene FETs 
(SymFET)-like devices, it is conceptually possible to create polymorphic 
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electronics, with multiple functionalities built into the same cell(5-7). Polymorphic 
gates can conceal the functionality of a digital circuit even if the adversary has 
access to an entire netlist (8).  SymFET-based “protector circuits’’ have been 
developed to help prevent power supply fault injections(8). In another example, 
the unique electronic properties of resistive RAMs (and memristors) have been 
used to perform lightweight user authentication in units that are secure and 
reliable against environmental variations such as temperature, noise, unbalanced 
set/reset, filament formation variation and device aging(9).  There are other 
device concepts and primitives,  such as those based on negative capacitance 
FETs, that can lead to improved hardware security(10). In all these examples, 
new and emerging materials provide the unique properties and phenomena that 
make these circuits possible.  
 
In addition to device design changes and IP security, manufacturing and supply 
chain security, and product traceability offer opportunities to improve network 
security. The increased sophistication of counterfeiters has made it more difficult 
to detect counterfeit products and to verify the presence of malicious content in 
electronic products. Since the entire integrated circuit (IC) design flow, 
manufacturing and application phases are currently distributed world-wide, there 
is a need to authenticate products against malicious products in the supply chain. 
The diffused supply chains of the manufacturing process increase the complexity 
of verifying products and materials authenticity. This requires hardware 
authentication solutions based on standards that can be easily implemented 
across the supply chain.  It must be implemented and supported throughout the 
entire manufacturing supply chain, comprising raw material providers, parts 
suppliers, end-item manufacturers, system integrators, shippers, border 
crossings, seaports, truck inspection and weigh stations, distributors, 
maintenance service providers, retailers, and consumers, etc. There are several 
product authentication technologies in the marketplace, but for these to be useful 
they should provide a level of security against consumer deception where the 
legitimacy of the product materials and components ensure it does not impose 
additional hazards in terms of security or safety.  
 
 
Detecting counterfeit products, especially ICs, may be extremely difficult if not 
impossible even if comprehensive functional tests are used. The IC may respond 
as designed to applied stimulus signals, however, the circuit may have additional 
malicious functions added for the purposes of intentionally inducing malfunctions 
or a “back door” for extracting secure information. Also, counterfeit ICs may be 
manufactured with a marginal fabrication process where the reliability of the 
product may be severely compromised causing the product to fail unexpectedly. 
Such a failure would be devastating in critical applications such as medical 
implants, automotive control systems, military, or aerospace. Thus, testing and 
measurement techniques will need to be developed and continuously improved 
for the detection of counterfeit or malicious content as the attacks gain 
sophistication.   
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The following are illustrative examples of industry-lead efforts towards 
addressing the aforementioned issues. The Open Interconnect Consortium (OIC) 
sponsored open source software framework enabling seamless device-to-device 
connectivity.  In a different effort, the High Density Packaging User Group 
(HDPUG) has evaluated most of the hardware authentication technologies 
currently available, and determined the best known methods and examples for 
each technology(11). iNEMI has surveyed the possible points of entry of 
counterfeit components in the supply chain and assessed the impact on the 
industry at various points of use. They have also developed a set of risk 
assessment calculators that can be used to quantify the risks of procuring 
counterfeit parts(12). SEMI has developed and published a number of technical 
standards to help deter counterfeiting by validating the integrity of goods at the 
point of purchase. The SEMI T20 and its associated subsidiary standards 
describe: the overall system, object labeling, authentication service 
communication, and authentication service body (ASB) qualifications to enable 
data exchange(13). Finally, the Open group has created an open standard 
containing a set of organizational guidelines, requirements, and 
recommendations for integrators, providers, and component suppliers to 
enhance the security of the global supply chain and the integrity of electronic 
products. If properly adhered, the open standard will help assure against 
maliciously tainted and counterfeit products throughout the product life cycle 
including: design, sourcing, build, fulfillment, distribution, sustainment, and 
disposal(14). 
 
The semiconductor industry has also identified the need for a concerted effort to 
provide non-hardware solutions to the identified networked hardware security 
issues. Suggestions include a cyber-security management (CSM) system that 
will enable organizations to develop, deploy, and scale secure applications and 
online services.  The CSM will also help manage digital identities, and automate 
and centralize the management of digital certificates.  Such a system should be 
scalable, interoperable, easily deployed and administered. The standards 
development must be holistic and should encompass hardware, software and 
network.   
 
Conclusions 
Hardware security and privacy are becoming a critical design consideration, just 
like performance, power, and reliability, etc. These critical issues must be tackled 
in part by mitigating counterfeit components entering the supply chain, and onto 
the internet. The good news is that there many, albeit disparate, industry-lead 
efforts towards securing the supply chain but these efforts can be better 
coordinated to provide a more holistic solution to the problem. These 
requirements are best managed based upon industry-led standards that can be 
easily implemented across the supply chain. Also, research must be conducted 
to identify potential technical solutions to provide enhanced hardware security 
features.  
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Abstract—This paper describes a Josephson-based impedance
bridge capable of comparing any types of impedance over a large
bandwidth. The heart of the bridge is a dual AC Josephson
Voltage Standard (ACJVS) source which offers unprecedented
flexibility in high-precision impedance calibration (i.e., calibra-
tion at arbitrary ratios and phase angles) allowing full coverage
of the complex plane using a single bridge.

Index Terms—Impedance comparison, ac coaxial bridge, AC
Josephson voltage standard, digital bridge.

I. INTRODUCTION

Impedance metrology makes intensive use of ac coaxial
bridges for the realization of the capacitance, resistance and
inductance scales at kilohertz frequencies. The type and com-
plexity of the bridge depends on the type of the comparison:
ratio bridge for the comparison of impedances of the same
kind, quadrature bridge for comparing capacitance to resis-
tance, and Maxwell-Wien or resonance bridge for comparing
inductance to resistance and capacitance [1]. The common
property of these measuring circuits is that once the bridge
is balanced, the impedance ratio to be measured is directly
given by a voltage ratio. The precise and accurate generation or
measurement of this voltage ratio is therefore the cornerstone
of all impedance metrology.

Prior to this work, the best voltage ratios were generated
using transformers or inductive voltage dividers. However, the
main drawback of such devices is that the voltage ratio is
set at the fabrication stage of the transformer, by choosing
the number of turns of the different windings, and the phase
shift between the generated voltages is limited to either 0 or
180 degrees.

Programmable Josephson Voltage Standards (PJVS) can
generate stable and precise stepwise approximated ac wave-
forms and were previously used to generate an accurate voltage
ratio. The first two-terminal-pair bridge based on PJVS syn-
thesized voltages was recently demonstrated [2]. This bridge
was used to compare impedances of the same type (R − R
and C − C) with an accuracy comparable to transformer-
based bridges over a frequency range from 20 Hz to 10 kHz.
However, the large harmonic content of the PJVS waveform
makes the comparison of impedances of different kinds (R−C,
R−L or L−C) more challenging [3] and limits the bandwidth

Fig. 1. Simplified bridge circuit of the JB-FDB. Once the bridge is balanced
(i.e. Vi = 0, i = 1...4) by adjusting the amplitude and the phase of the bottom
ACJVS source as well as the voltages Si, i = 1...3, the complex impedance
ratio is equal to the complex voltage ratio: Zbot/Ztop = −Vbot/Vtop.

to a few kilohertz.
On the other hand, ACJVS are perfect digital-to-analog

converters that produce distortion-free waveforms with in-
trinsically accurate voltage over a bandwidth ranging from
a few Hertz to 1 MHz. Combining and synchronizing two
such ACJVS systems enables generation of a perfectly calcu-
lable voltage ratio with an arbitrary ratio and at any relative
phase angle. In this work, these ideal voltage sources are
implemented in a fully digital bridge able to compare any
impedances with arbitrary ratios and phase shifts over a large
bandwidth. In the near future, such bridges will greatly sim-
plify the realization and maintenance of the various impedance
scales in many NMIs around the world.

A brief description of the Josephson-Based Full Digital
Bridge (JB-FDB) bridge as well as the preliminary results are
given in the following sections.
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II. BRIDGE DESCRIPTION

Figure 1 shows a simplified schematic of the JB-FDB
developed for high accuracy comparison of two impedance
standards Ztop and Zbot. The working principle of the JB-FDB
is very similar to the digitally assisted bridge (DAB) recently
developed at METAS [4] and can be summarized as follows:
Once the bridge is balanced, i.e., once Vi = 0, i = 1...4, the
four-terminal-pair definition of the two impedance standards
is realized and the impedance ratio Zbot/Ztop is equal to
the voltage ratio −Vbot/Vtop. The main difference between
the JB-FDB and the DAB is that the accurate and stable
voltage ratio is generated using two ACJVS instead of a ratio
transformer. In other words, the amplitudes and the phase of
Vbot and Vtop can each be set to any desired values, thus
making the comparison of arbitrary impedances possible using
a single bridge.

The two voltage sources required by the JB-FDB are pro-
vided by two independent pulse-driven ac Josephson voltage
standards operated in separate Dewars of liquid helium. Each
ACJVS system can generate a maximum rms voltage output
of 1 V [5], [6] and each has an operating current range of 1.4
mA, that is, each can provide ± 0.7 mA of current compliance
to a given input. The performance of the JB-FDB method
relies on the intrinsic stability, linearity, and tunability of the
two ACJVS systems. The relative phase stability of the two
ACJVS pulse generators is guaranteed by having the two pulse
generators share a 14.4 GHz clock and by triggering the start
of both pulse generators using a fast rise-time trigger. The
amplitude and phase of the two ACJVS output voltages are
adjusted as part of the JB-FDB balancing procedure by re-
calculating the pulse pattern using a delta-sigma algorithm
[7]. Each system can be controlled at the timing resolution
of a single pulse, resulting in an approximate relative phase
resolution of 70 ps.

III. FIRST RESULTS

The JB-FDB has been used to compare two impedances of
12.906 kΩ over a frequency range from 1 kHz to 20 kHz. The
frequency dependence of the real part of the impedance ratio
is shown in Fig. 2. For comparison, the same two impedance
standards have been measured using the DAB and the result
is also represented in Fig. 2.

The uncertainty bars represent the combined (k=1) un-
certainties for the measurements made with the DAB while
they correspond to the Type A uncertainties only for the
measurements made using the JB-FDB. At a few frequencies,
the comparison has been repeated a few times during several
days, and corrections for the small but finite drift of the
resistances have been applied. The residual spread of the
results is larger than the Type A uncertainty and indicates that
there remain some systematic effects that need to be further
investigated.

Nevertheless, the good agreement between the results ob-
tained with the JB-FDB and the DAB clearly shows, for the
first time, the functionality of the ACJVS sources when im-
plemented with an impedance bridge. Moreover, the potential
accuracy of such a bridge is below 0.05 µΩ/Ω.

Fig. 2. Frequency dependence of real part of the ratio of two impedances of
12.906 kΩ measured at METAS with the DAB and at NIST with the JB-FDB.

IV. CONCLUSION

For the first time, two ACJVS systems have been integrated
into a four-terminal-pair bridge, allowing the comparison of
any impedances over a broad frequency range.

The first test of the bridge was carried out by comparing
two resistances of 12.906 kΩ between 1 kHz and 20 kHz.
The measured frequency dependence of the resistance ratios
are in good agreement (<0.05 µΩ/Ω) with the frequency
dependences measured with a classical analog bridge.

This digital bridge is an ideal tool for comparison of
impedances of different kinds (R− C, R− L or L− C) and
for comparison of resistances having non-conventional ratios
(10 kΩ to 12.906 kΩ, for example) as will be shown at CPEM
in July.
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Refrigerant working fluids have been predicted to be large contributors to the increase in 
radiative forcing of the earth.  Consequently, existing compounds will soon be phased 
out. Low-GWP replacements exist, but they tend to be mildly flammable, and there is a 
need to understand their flammability properties so that effective building codes and 
standards can be written to address their application.  The burning velocities of interest 
are in the range of 1 cm/s to 10 cm/s, and hence are challenging to measure.  To 
understand the challenges and properties of the new agents, experimental measurements 
and numerical predictions have been made for representative refrigerant-air mixtures.  
Burning velocities were measured using a constant pressure spherical chamber with high-
speed imaging of the shadowgraph image of the propagating spherical flame.  The flame 
propagation rate as a function of flame radius was used to estimate the effects of stretch, 
and to determine the un-stretched laminar burning velocity.   For comparison, the burning 
velocity was also predicted numerically using a detailed kinetic mechanism for 
hydrofluorocarbon combustion developed at the National Institute of Standards and 
Technology (NIST).   

1. Introduction/Background

Vapor-compression systems are widely used for refrigeration and for space conditioning in
buildings.  As a result of the Montreal Protocol [1], many of the high ozone-depletion potential 
(ODP) working fluids, for example the chlorofluorocarbons (CFCs), have been largely phased 
out.  Their replacements, the hydrofluorocarbons (HFCs), have zero ODP, but like their 
predecessors, also have a large global warming potential (GWP).  The contribution of the HFCs 
to the total radiative forcing of the Earth is projected to be large, estimated to be about 20 % of 
the total increase in radiative forcing between 2012 and 2050 [2].   Alternatives exist but have 
not been adopted largely because of the absence of building codes and standards for their safe 
use.  Unfortunately, the properties that make these compounds break down in the troposphere, 
adding double bonds or hydrogen atoms, also makes them more flammable.  Hence, 
flammability is an additional parameter that the Heating, Ventilation, Air-Conditioning, and 
Refrigeration (HVAC&R) industry must consider when optimizing the performance of working 

* Official contribution of NIST, not subject to copyright in the United States.  Certain commercial equipment,
instruments, and materials are identified in this paper to adequately specify procedure.  Such identification does not
imply recommendation or endorsement by the National Institute of Standards and Technology.

Pagliaro, John; Linteris, Gregory. "Burning Velocities of marginally Flammable Regerant-Air Mixtures." Paper presented at the 2016 Eastern States Section Meeting of the Combustion Institute, Princeton, NJ, Mar 13-Mar 16, 2016.

SP-710Pagliaro, John; Linteris, Gregory. 
“Burning Velocities of marginally Flammable Regerant-Air Mixtures.” 

Paper presented at the 2016 Eastern States Section Meeting of the Combustion Institute, Princeton, NJ, Mar 13-Mar 16, 2016.



2 

fluids (beyond the presently considered thermodynamic, fluid dynamic, heat transfer and 
toxicological properties).  The adopted working fluids will likely involve blends of individual 
compounds.  To facilitate their safe use, it is essential for industry to have data on their 
combustion properties as well as a test metric to rank their flammability and predict their full-
scale behavior.   

As a first step in providing the required information, the present work examines two 
representative compounds: the pure agent R-32 (CH2F2) and its combination with R125 (C2HF5).  
Equal mass fractions of these two compounds comprise the refrigerant R410A, which is 
ubiquitous in residential air conditioners and heat pumps in the US, while the refrigerant R-32 is 
being used in Japan. The behavior of these two refrigerants is compared to that of the new low-
GWP hydrofluoro-olefin (HFO) compound R-1234yf (CH2CFCF3), which has been of great 
interest recently as a substitute compound.  The flammability of these compounds is discussed 
with regard to burning velocity, which is the subject of developing international codes and 
standards [3, 4], is a measure of the overall reactivity of the agent, and is used to simulate full-
scale explosions [5, 6].  The present work experimentally measures and numerically predicts the 
un-stretched laminar burning velocity of CH2F2/C2HF5 mixtures with air, and determines the 
influence of stretch on burning velocity and ignitability. 

2. Experiment and Data Reduction

The experimental and data reduction techniques used in this work are outlined below, with more 
details available in ref. [7].  The visually accessible 30 L spherical chamber and z-type 
shadowgraph system for high-speed video recording are based on the design of Faeth and 
coworkers [8-11] and Takizawa et al. [12].  Mixtures are prepared in the chamber via the partial 
pressure method, circulated for 3 minutes (using a metal bellows pump) to ensure complete 
mixing, then given 10 minutes to settle.  The sample reactants are CH4 (Matheson Tri-Gas, 
99.97 % purity), C3H8 (Scott Specialty Gases, 99.0 % purity), C2HF5 (Allied Signal Chemicals, 
99.5 % purity), CH2F2 (Honeywell, Genetron 32, 99.9 % purity), house de-ionized water, and 
house air that is filtered and dried.  To initiate combustion, a capacitive discharge system 
generates a spark (with an estimated energy of 0.05 mJ to 500 mJ) at the center of the chamber. 
For each test, the ignition energy is gradually increased until ignition occurs, ensuring that the 
supplied energy is within an order of magnitude of the minimum ignition energy (MIE). 

A high-speed camera and shadowgraph system provide images of the spherical flame 
propagation.  Custom-developed image analysis software tracks the flame position (at the top, 
bottom, left, and right edges) as a function of time in the videos. For slow flames, buoyancy 
affects the burned gas velocity and the local stretch rate; the influence of buoyancy is minimized 
by using the flame propagation data only from the two horizontal directions [12-14].  The 
temporal evolution of the flame radius Rf yields the stretched flame speed, which is further 
processed to determine the burning velocity as a function of the stretch rate, as well as the un-
stretched value (from extrapolation).  

To capture the relationship between burning velocity and stretch rate, the range of flame radii 
included in the data reduction is limited, as recommended in the literature [14-19].  For example, 
the change in burning velocity with flame radius can be affected by such factors as confinement, 
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radiation, ignition, and flame instabilities, depending on the size of the expanding sphere.  
Consequently, the upper bound RfU is fixed at 3.5 cm for all tests to minimize confinement and 
radiation effects, and insure that all flame images were free of any cellularity.  The lower bound 
of flame radii (RfL) is also limited, to exclude data potentially influenced by the ignition event or 
extreme nonlinearity during the early stages of flame propagation.  This latter effect (which is 
not always captured by current extrapolation methods) depends on the mixture Lewis number, 
and can lead to considerable errors in un-stretched results [16, 19].  Thus, the lower bound on 
included data RfL ranges between 0.5 cm and 2.0 cm.  The value is determined manually for each 
mixture by estimating (from a plot of Rf vs time) the value of Rf above which the curve is nearly 
linear.  In a select number of cases, RfL was set to 1.5 cm (ϕ = 0.90 and ϕ = 1.08) or 2.0 cm 
(ϕ = 0.96) so that the effects of extreme initial nonlinearity and ignition were both minimized. 

For spherically symmetrical flame propagation, the flame speed in the laboratory reference frame 
corresponds to the burned gas velocity Sb = dRf /dt, and is a function of the stretch rate, defined 
as K = (2 / Rf)(dRf / dt), where 𝐾𝐾 is the stretch rate (s-1), Af is the flame surface area, and t is time 
[20]. As seen in the equation, the stretch rate decreases as the flame radius increases. 
Extrapolation to zero-stretch conditions is done using the relationship derived by Ronney and 
Sivashinsky [21] (for highly stretched flames with large Le), and later expressed in the following 
form by Kelley et al. [22],            

𝑆𝑆𝑏𝑏0𝑡𝑡 + 𝑐𝑐1 = 𝑅𝑅𝑓𝑓 + 2𝐿𝐿𝑏𝑏 ln𝑅𝑅𝑓𝑓 − 4
𝐿𝐿𝑏𝑏2

𝑅𝑅𝑓𝑓2
−

8
3
𝐿𝐿𝑏𝑏3

𝑅𝑅𝑓𝑓3
 

 
in which the variable c1 is an integration constant. The variables Sb

0, Lb, and c1 are determined 
using a non-linear least squares optimization routine that fits the above equation to the 
experimentally measured flame radius versus time Rf(t).  From conservation of mass across the 
flame sheet, the un-stretched unburned gas velocity is then obtained from Su

0 = (ρb / ρu) Sb
0, 

where Su
0 is the unburned gas velocity, and ρu and ρb the unburned and burned gas densities. The 

burned gas is assumed to be in chemical equilibrium and ρb is calculated using the Sandia 
EQUIL routine [23].  Tests are performed at 296 ± 2 K and 101.33 kPa for each mixture. For 
each test, the extrapolation equations are fit to the Rf vs. t data from the left and right side flame 
tracking locations. The fitting parameters (Sb

0, Lb, and c) from the two sides are then averaged to 
produce the reported burning velocities and burned gas Markstein lengths. 
 
The experimental system and data reduction methods were validated in previous work [7].  Fig. 1 
(from ref. [7]) shows the un-stretched burning velocity Su

0 using the present techniques for CH4- 
and C3H8-air flames, over a range of fuel-air equivalence ratios, together with data from 
outwardly propagating flames (OPFs) [18, 24-26] and counterflow flames [27, 28]. Numerical 
predictions using the Wang mechanism [29] are shown by the dashed line. An (L) or (NL) next 
to the reference in the figure legend specifies whether the dataset was extrapolated using linear 
or non-linear methods.  For both CH4-air and C3H8-air flames, the burning velocities using the 
present methods are in excellent agreement with the previous results and with the numerical 
predictions.  

The estimated uncertainties in the experimental determination of the burning velocity have been 
described in detail in ref. [7] for the same experimental apparatus (for hydrocarbon-air flames 

SP-712

Pagliaro, John; Linteris, Gregory. "Burning Velocities of marginally Flammable Regerant-Air Mixtures." Paper presented at the 2016 Eastern States Section Meeting of the Combustion Institute, Princeton, NJ, Mar 13-Mar 16, 2016./2. Experiment and Data Reduction

Pagliaro, John; Linteris, Gregory. 
“Burning Velocities of marginally Flammable Regerant-Air Mixtures.” 

Paper presented at the 2016 Eastern States Section Meeting of the Combustion Institute, Princeton, NJ, Mar 13-Mar 16, 2016.



4 

highly-inhibited by halogenated hydrocarbons).  Uncertainties are reported as expanded 
uncertainties U = kuc determined from a combined standard uncertainty uc and a coverage factor 
k = 2 corresponding to a level of confidence of 95 %.  Based on those analyses, the maximum 
expanded relative uncertainty in Su

0 is 13 %.  However, measurement uncertainty is not the only 
cause of inaccuracy in the reported data. Buoyancy, radiation, and non-linear stretch effects can 
cause the inferred value of Su

0 to differ from that of an ideal experiment, and this may vary with 
reactants.  While these factors cannot be eliminated in the present study, their influence was 
minimized by using only the portion of the Rf vs. t data described above.   
 
 

 
Fig. 1: Burning velocity of premixed CH4-air (left) and C3H8-air (right) flames as a function 
of equivalence ratio, together with previously published results (symbols) and 1-D planar 
adiabatic simulation (dashed line).  Figures (and references therein) from ref. [7]. 

 
3. Numerical Modeling 

 
For the refrigerant-air flames, the flame structures and burning velocities are predicted with 

the Sandia PREMIX flame code and associated kinetics and transport processors [30-32], for 
reactants at an initial temperature and pressure of 298.15 K and 101.33 kPa.  The Soret effect, 
and mixture-averaged molecular diffusion are included, and GRAD and CURV values are set to 
0.05 to yield 310 to 420 active grid points. The comprehensive reaction mechanism (52 species 
and 621 reactions) is adopted from the NIST HFC mechanism [33, 34], with updates as 
described in refs. [7, 35].  The mechanism has been partially validated in earlier work, and more 
recently via burning velocity measurements and predictions for CH4-air flames inhibited by 
C2HF5 [36].  
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4. Results and Discussion 
 
Calculated Flame Temperatures and Burning Velocities for CH2F2 / C2HF5 Mixtures 

 
The calculated adiabatic flame temperature Tad (constant pressure, enthalpy) as a function of 
equivalence ratio for the CH2F2/C2HF5 mixtures in air is shown in Fig. 2.  The equivalence ratio 
is based on the stoichiometeric reaction of the fuel mix to the most stable equilibrium products 
(typically HF, CO2, COF2, and H2O, depending upon the fuel mix and ϕ).  For CH2F2, the peak 
value (Tad,max) is 2213 K, nearly the same as for methane-air flames (2230 K), while for pure 
C2HF5-air flames, Tad,max = 1805 K.  Fig. 3 shows Tad,max and the value of ϕ at which the peak 
occurs, ϕ( Tad,max), as a function of the mass fraction of C2HF5 in the fuel YC2HF5.  As illustrated, 
Tad,max decreases roughly linearly with increasing C2HF5 mass fraction, while ϕ( Tad,max), is 
constant at ϕ = 1.03.  For the refrigerant R-410A mixtures (YC2HF5 = 0.5) in air, Tad,max = 1972 K. 
   

 
 

Fig. 2: Calculated adiabatic flame temperature for CH2F2/C2HF5 blends as a function of equivalence ratio. 

The calculated un-stretched, planar, laminar, 1-D burning velocity Su
0 as a function of the fuel-air 

equivalence ratio for CH2F2 / C2HF5 mixtures is shown in Fig. 4.  As indicated, increasing the 
C2HF5 mass fraction from 0 % to 100 % decreases the peak burning velocity Su

0
,max from 

5.95 cm/s to 0.56 cm/s, and changes the value of ϕ for Su
0

,max (ϕ(Su
0

,max)) towards leaner 
mixtures.  As YC2HF5 increases above 60 %, however, the value of ϕ(Su

0
,max) abruptly shifts to a 

richer condition, ϕ = 1.2.  This is illustrated more clearly in Fig. 5, which shows the peak burning 
velocity Su

0
,max and ϕ(Su

0
,max) as a function of the mass fraction of C2HF5 in the fuel.  The peak 

burning velocity decreases smoothly until YC2HF5 ≈ 0.70, and then less rapidly as YC2HF5 increases 
further.  While the ϕ(Tad,max) (from Fig. 3) is constant at 1.03 (for all mixtures), ϕ(Su

0
,max) (Fig. 5) 

is much lower for pure CH2F2–air mixtures at which ϕ(Su
0

,max) = 0.96, and becomes progressively 
leaner with added C2HF5, up to YC2HF5 = 0.6 at which ϕ(Su

0
,max) = 0.62.  For a slight increase in 

YC2HF5 to 0.7, ϕ(Su
0
,max) increases abruptly to 1.2 and remains at the value for YC2HF5  =  0.8, 0.9, or 
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1.0.  This behavior implies that at YC2HF5 ≈ 0.65, the kinetic pathways for reaction of the fuel mix 
changes significantly as compared to those that at lower C2HF5 loadings.    
 

  
 

Fig. 3: Peak value of Tad and the value of ϕ at the peak Tad as a function of C2HF5 mass fraction in the fuel. 

 

 
 

Fig. 4: Calculated burning velocity for CH2F2/C2HF5 blends as a function of equivalence ratio. 

0.0

0.5

1.0

1.5

2.0

0

500

1000

1500

2000

0 20 40 60 80 100

C2HF5 Mass Fraction in Fuel

Tad,max , K φ(Tad,max)

0

1

2

3

4

5

6

0.0 0.5 1.0 1.5 2.0 2.5 3.0

Su
0 (cm/s)

Equivalence Ratio

100 / 0
90 / 10
80 / 20
70 / 30
60 / 40
50 / 50
40 / 60
30 / 70
20 / 80
10 / 90
0 / 100

CH2F2 / C2HF5 (mass fraction %)

SP-715

Pagliaro, John; Linteris, Gregory. "Burning Velocities of marginally Flammable Regerant-Air Mixtures." Paper presented at the 2016 Eastern States Section Meeting of the Combustion Institute, Princeton, NJ, Mar 13-Mar 16, 2016./4. Results and Discussion

Pagliaro, John; Linteris, Gregory. 
“Burning Velocities of marginally Flammable Regerant-Air Mixtures.” 

Paper presented at the 2016 Eastern States Section Meeting of the Combustion Institute, Princeton, NJ, Mar 13-Mar 16, 2016.



7 

 
 

 
 

Fig. 5: Peak values of Su0 and the value of ϕ at the peak Su0, as a function of C2HF5 mass fraction in the fuel. 

 
The magnitudes of the burning velocities in Fig. 4 are of interest in the context of flammability 
limits and explosion propensity.  The 50/50 mix of CH2F2 / C2HF5 (R410A) has a calculated 
Su

0
,max of 2.9 cm/s and is non-flammable as determined with ASTM-E-681.  Nonetheless, the 

refrigerant R-1234yf (CH2CFCF3) in dry air has a measured Su
0

,max = 1.2 cm/s and flammability 
limits of 6.8 % and 12 % [37].  That is, CH2CFCF3 has a peak burning velocity about 1/3 that of 
R410A, yet is flammable, while R410A is not.  Since the Lewis number affects both flame 
stability [38-40] and critical radius for sustained propagation [41, 42], it is of interest to examine 
the response of these flames to stretch.   
 
 In order to gain confidence in the model predictions for the mixtures of CH2F2 and C2HF5, the 
calculated values of Su

0 are first compared with experimental measurements in the following 
section. 

 
Experimental Burning Velocities for CH2F2 –air and CH2F2 / C2HF5 –air Mixtures 

 
The measured burning velocity of pure CH2F2 in dry air is shown in Fig. 6 together with other 
measurements from the literature [43-48] (which are not stretch corrected).  For this refrigerant, 
the present measurements are somewhat higher than the others for 0.96 ≤ ϕ ≤ 1.2, and Su

0 peaks 
at slightly leaner conditions (Su

0 = 7.5 cm/s at ϕ  ≈ 0.96) as compared to the other measurements 
(Su

0 = to 6.1 cm/s to 6.7 cm/s, at ϕ  ≈ 1.03 to 1.2). The numerical predictions (for a 1-D, steady, 
planar flame; dashed line in Fig. 6) yield a peak burning velocity of about 6 cm/s at ϕ = 0.95, 
which is somewhat lower, and at a leaner ϕ, than most of the measurements.    
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For the mixtures of air with 90 %/10 % CH2F2/C2HF5, the experimental measurements and 
numerically predicted burning velocities (Fig. 7) are in good agreement. Experiments were also 
attempted for leaner conditions for this mixture, as well as for other mixtures with increasing 
fractions of C2HF5; however, while ignition occurred for some conditions, sustained flame 
propagation could not be attained.  For some conditions, the flames were initially ignited but 
then extinguished as the radius increased (a well-known effect in hydrocarbon-air flames due to 
the existence of a critical radius for sustained propagation).  The unusually large critical radius 
for the lean flames, as well as the discrepancies in the experimental measurements in Fig. 6 may 
be due to Lewis number effects.  Hence, the flame response to stretch for the present flames is 
examined.  
 

 
 

Fig. 6: Experimentally measured (points) and numerically predicted (lines) burning velocity of CH2F2-air 
flames (Pinit  = 101.33 kPa, Tinit = 298 K) as a function of equivalence ratio (SP: schlieren photography, SV: 

spherical vessel). 
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Fig. 7: Experimentally measured (points) and numerically predicted (lines) burning velocity of CH2F2 / C2HF5 
– air flames (YC2HF5 = 0.10, Pinit = 101.33 kPa, Tinit = 298 K) as a function of equivalence ratio. 

Stretch Effects on Experimental Burning Velocities for CH2F2 –air Mixtures 
 

As described above, in the present work, the un-stretched burning velocity Su
0 is determined via 

a non-linear extrapolation of the stretched burning velocities obtained as a function of flame 
radius.  The burned gas velocity Sb (dRf /dt) vs. flame radius for the CH2F2-air flames is shown in 
Fig. 8.  All flames show an increase in Sb with increasing flame radius; the effect is very mild for 
the richest flames (ϕ = 1.5), but increases as ϕ decreases, and is very strong for ϕ = 0.90, for 
which Sb approximately doubles as Rf increases from 1.4 cm to 3.5 cm.  Sb is plotted as a 
function of stretch rate in Fig. 9.  As illustrated, the un-stretched burned gas velocities Sb

0 (Sb at 
K = 0 s-1) are higher than Sb at the largest radius, by up to 26 %.  Moreover, the non-linear 
extrapolation may not be the best representation of the behavior at low stretch rates. For 
example, for the values of ϕ showing the most discrepancy between the present data and other 
data, different extrapolations to the zero stretch condition would produce better agreement with 
previous data.  More research is needed to understand the proper treatment of the data for these 
fuels. 
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Fig. 8: Burned gas velocity Sb versus flame radius for CH2F2 in air at various equivalence ratios. 

 
 

Fig. 9: Burned gas velocity Sb versus stretch rate for CH2F2 in air at various equivalence ratios (symbols are 
the experimental data and dashed lines are the non-linear fit). 

 
Differences between the present data and previous measurements in different experiments may 
be due to the influence of stretch, or other factors.  For example, the direct imaging experiments 
of outwardly propagating flames in refs. [43, 44] do not extrapolate to un-stretched conditions, 
and are subject to pressure rise in the chamber for flames at larger radii (chamber volume of 
3.7 L).  Other tests use a constant volume combustion bomb, either in normal gravity [43] or 
microgravity [45], and determine the burning velocity from measured pressure rise data.  In each 
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experimental run, data are obtained over a range of pressure and temperature of the unburned 
gases as the end gases are compressed by the advancing spherical flame.  A curve is fit to the 
data of Su vs. unburned gas temperature and pressure, and used to extrapolate back to reference 
conditions (Pinit = 101.33 kPa, Tinit = 298 K).  As the radius increases, however, Sb is affected by 
both the changes in pressure and temperature, as well as differing stretch rates.  Hence, it is not 
clear that the curve-fitting/extrapolation method is valid for these flames that are very sensitive 
to the stretch rate.  Further, the hotter, higher pressure flames at larger radii may have greater 
radiative heat losses than typical hydrocarbon-air flames, since the product gases have an HF 
volume fraction of about 0.30, and HF is a strong radiator in the IR.  The vertical tube 
experiment [46-48] , while it gives values similar to the other experiments (if the correct tube 
size is selected), is likely affected by flow in the unburned gases due to buoyancy and wall 
effects [44, 49].  The relative importance of these effects for the different experimental methods 
is unknown, and would be worthy of investigation in the future.   

 
As shown in Fig. 6, the numerically predicted un-stretched burning velocities (steady, 1-D, 
planar) for CH2F2 – air disagree somewhat with the various experimental values (unsteady, 2-D 
or 3-D, spherical or cylindrical).  This agreement is reasonable, however, considering the 
differences between the model and the experiments. The most important of these are likely the 
extrapolation to zero stretch rate, radiation heat losses, and the presence of buoyancy-induced 
flow, all of which are not included in the model.  For example, near the edges of the horizontally 
propagating flames, buoyancy-induced flow in the burned and unburned gases may be modifying 
the stretch rate as compared to that estimated for a spherically propagating flame.   
 
The Markstein lengths Lb of the present refrigerant-air flames can be determined from the curves 
in Fig. 9, and Fig. 10 and Fig. 11 show Lb as a function of ϕ for the pure CH2F2–air, and 90 % 
CH2F2/10 % C2HF5 – air flames, respectively.  For the range of ϕ indicated on the figures, Lb > 0, 
and Lb increases at leaner conditions.  These values of Lb are quite large: Lb for CH2F2 is about a 
factor of two larger than for propane at ϕ = 0.6, and hydrogen-air flames at ϕ = 7. 
    
The Markstein lengths for CH2CFCF3-air mixtures has been estimated by Takizawa et al. [37].  
For those mixtures, Lb ≈ -0.25; i.e., is negative (i.e., the opposite of CH2F2-air flames) and is 
much smaller in magnitude, increasing slightly in magnitude for leaner flames.  Moreover, Lb is 
also a function of the overall activation energy.  As described by Takizawa at al. [37], the overall 
activation energy Ea of CH2F2-air flames is higher than that of CH4-air flames, and Ea for 
CH2CFCF3-air flames is higher still.  This is likely a result of a straight-chain reaction 
mechanism involving fluorine atoms (rather than the usual chain-branching radicals H, O, and 
OH), which has a high temperature dependence.  
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Fig. 10:  Measured Markstein length for flames of CH2F2 in air at various equivalence ratios. 

 
 

Fig. 11: Measured Markstein length for flames of 90 % CH2F2 / 10 % C2HF5 (mass fraction) in air at various 
equivalence ratios. 
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Lastly, the flame response to stretch, characterized by the Markstein length, can influence the 
turbulent burning velocity and thus influence the severity of ignition events at practical scales 
[50, 51].  Previous studies have shown that the turbulent burning velocity can depend on the 
mixture Lewis number, even for mixtures with the same laminar un-stretched burning velocity 
that are subject to the same turbulence intensity.  This was shown for typical hydrocarbon- or 
hydrogen-air mixtures, and the CH2F2–air flames studied here have a much higher Markstein 
length and thus should have a larger response to flame stretch. Given the differing and high 
Markstein lengths of the refrigerant-air flames, consideration of the effects of stretch on the 
flame propagation may be important for understanding their full-scale flammability behavior.   
 
 
5. Conclusions 
 

The combustion behavior of two mildly flammable refrigerant-air mixtures has been studied.  
The burning velocity with respect to the product gases has been measured directly as a function 
of flame radius from shadowgraph images of the flame in an outwardly propagating flame 
configuration.  Using a non-linear extrapolation to zero stretch, the un-stretched burning velocity 
with respect to the unburned gases Su

0 has been estimated. For mixtures of CH2F2 in dry air, the 
burning velocity was measured for 0.90 ≤ ϕ ≤ 1.5.  The present values of Su

0 are within the range 
of previous measurements (not stretch-corrected) for ϕ = 0.9 and ϕ = 1.5, and 10 % to 20 % 
higher than previous measurements for near-stoichiometric flames (0.96 ≤ ϕ ≤ 1.3).  The present 
peak value of Su

0 was 7.5 cm/s (at ϕ = 0.96) as compared to the previous values (not stretch-
corrected) of 6.1 cm/s to 6.7 cm/s (at ϕ = 1.03 to ϕ = 1.6). The extrapolated values of Su

0 were 
0 % to 26 % higher than the values of Su at the largest radii with experimental data, illustrating 
that the nature of the extrapolation is likely to have a significant effect of the extrapolated values 
of Su

0. 
The value of Su

0 was also calculated numerically using the Sandia PREMIX code together 
with a kinetic model for hydrofluorocarbon combustion.  The predicted burning velocities 
peaked at a value of ϕ very close to the experiments, with Su

0 = 6.0 cm/s, which was about 20 % 
lower than in the present experiment.  The experiments showed a sharper reduction in Su

0 for 
leaner conditions than did the simulations.  For mixtures of CH2F2 and C2HF5 at mass fractions 
of 0.90 and 0.10, respectively, the peak burning velocity was about 5.4 cm/s, which agreed very 
well with the numerical prediction.   

The influence of stretch on the burning velocity was estimated.  The measured Markstein 
lengths of the CH2F2-air or CH2F2/CH2CFCF3-air flames were a strong function of the 
equivalence ratio, increasing for leaner flames, and were higher than typically found for 
hydrocarbon-air or hydrogen-air flames.  Hence, the burning velocities of the refrigerant-air 
flames were very sensitive to the stretch, and lean flames had a very large critical radii.  The 
present results imply that stretch effects are very important for understanding the flammability 
behavior and flame propagation of refrigerant-air mixtures, and their consideration is important 
for their safe use. 

In future work, improved methods of extrapolation to zero stretch, as well as data at larger 
flame radii, would improve the accuracy of the values of Su

0.  Experiments at micro-gravity 
conditions would remove the effects of distortion due to buoyancy, which are possibly important 
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in the present results, and will certainly be important for refrigerants with lower values of Su
0.   

Data for a wider range of refrigerants (and their mixtures) would be helpful to refine the 
experimental and analytic methods.  Improvements in the kinetic models, and their extension to 
new refrigerants, would be very helpful for analysis of the underlying chemical processes.  
Finally, inclusion of radiative heat losses in the burning velocity calculations, as well as direct 
numerical simulation of spherically propagating flames would be valuable, so that the 
experimental data could be used directly to validate the kinetic model (eliminating the need for 
extrapolation to zero-stretch conditions). 
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ESTIMATION AND UNCERTAINTY QUANTIFICATION OF 
YIELD VIA STRAIN RECOVERY SIMULATIONS

 

Paul N. Patrone 
National Institute of Standards and Technology 

100 Bureau Drive 
Gaithersburg, MD 20899 

ABSTRACT 

In computational materials science, predicting the yield strain of crosslinked polymers remains a 
challenging task.  A common approach is to identify yield via the first critical point of stress-
strain curves produced by molecular dynamics simulations.  However, the simulated data can be 
excessively noisy, making it difficult to extract meaningful results.  In this work, we discuss an 
alternate method for identifying yield on the basis of residual strain computations.  Notably, the 
associated raw data produce a sharper signal for yield through a transition in their global 
behavior.  As we show, this transition can be analyzed in terms of simple functions (e.g. 
hyperbolas) that admit straightforward uncertainty quantification techniques.   

1. INTRODUCTION 

 In computational materials science, estimating the yield strain 𝜀𝜀𝑦𝑦 of thermoset polymers 
remains a challenging task.  Key difficulties arise from the general observations that: (I) these 
systems exhibit a continuous spectrum of relaxation times [1]; and (II) atomistic models are often 
necessary to capture the relevant physics of such relaxations [2].  As a result, it is becoming 
common for research groups to use molecular dynamics (MD) simulations in an effort to balance 
competing length and time-scale requirements [2].   

 While this approach offers a compromise that is often acceptable in R&D settings, it has 
nonetheless forced modelers to confront the inherent limitations of MD.  In particular, high-
throughput applications generally require the use of small (e.g. 5000 atom) systems, which exhibit 
large fluctuations in simulated data.  In the case of yield, this means that standard estimation 
procedures (e.g. based on critical points of stress-strain curves) suffer from high levels of 
uncertainty that diminish the usefulness of the associated predictions (see, for example, Ref. [3]).   
This observation has led us to consider alternative methods of computing this quantity. 

 In this work, we propose to estimate yield strain through analysis of simulated residual-
strain data.  Analogous experimental results were obtained as far back as 1996 by Quinson et al., 
who showed that residual strain of linear polymer chains (I) is zero up to yield, and (II) 
subsequently grows linearly with applied strain beyond yield [1].  Motivated by these results, we 
show how a global hyperbola analysis can be used to identify the onset of this linear behavior, and 
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consequently yield.  Moreover, we demonstrate how a bootstrap-style analysis of the resulting fit 
can be used to estimate uncertainties in the associated predictions, thereby quantifying our 
confidence in the simulations. 

 We emphasize that this analysis is limited to predicting yield and estimating uncertainties 
within the context of a single simulation.  This is important insofar as finite-size and -time 
averaging can introduce an additional between-simulation uncertainty associated with under-
sampling of crosslinked structures [4].  In the case of the glass-transition temperature, an analysis 
has been devised to quantify this additional “dark” uncertainty [4].  However, a comparable 
treatment for yield is complicated by the structure of the underlying stress and strain tensors.  We 
leave further analysis for later work.  Moreover, we do not rigorously pursue validation (or 
comparison with experiment), since open questions remain about verification (or estimation of 
uncertainties within the context of simulations alone).   

 

2. OVERVIEW OF RESIDUAL STRAIN SIMULATIONS 

 In 1996, Quison et al. showed that deformation-relaxation experiments can be used to 
quantify the rate-dependence of relaxation modes in linear polymers such as polystyrene [1]. As a 
byproduct of this work, they generated plots of residual strain data εr as a function of the applied 
strain ε, where 

𝜀𝜀𝑟𝑟 =
𝑙𝑙𝑓𝑓(𝜀𝜀) − 𝑙𝑙0

𝑙𝑙0
 

 𝑙𝑙0 is the initial length in the loading direction, and 𝑙𝑙𝑓𝑓 is the final length after applying a strain 
and then allowing the system to relax.  Interestingly, they observed that yield (or the onset of 
plastic deformation) occurred at the first value of 𝜀𝜀 for which the material exhibited a non-zero 
residual strain.  Although not discussed by the authors, it is also noteworthy that in all of their 
results, εr is approximately a linear function of the applied strain beyond yield.  Critically, this 
observation holds irrespective of either the deformation rate, temperature, or relaxation time.  Such 
results have since been experimentally reproduced for thermosets commonly found in aerospace 
applications [5]. 

 Given the inherent length and time-scale limitations of MD, these observations are 
encouraging, since they suggest the possibility of a rate-independent method for determining yield 
in silico.  We thus attempted to reproduce results in Ref. [5] using MD simulations of a roughly 
5000 atom, 50/50 mixture of 4,4-diaminodiphenyl sulfone (44DDS) and digycidyl ether of 
Bisphenyl A (BisA), a two-functional epoxy.  We refer to this system as 44BA.  Details of the 
system preparation are provided in another manuscript [4,6], and we omit such a discussion here. 
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 Figure 1 shows the results of a simulated residual-strain measurement, which is analogous 
to Fig. 4 in Ref. [5].  In order to generate this plot, we first strained the system by fixed, volume 
conserving increments at a variable rate determined by a convergence criterion on the running 
average stress; see Refs. [4,6] for details of how the convergence criterion works.  After each strain 
increment, we saved the final structure for later analysis.  Each simulation was a minimum of 20 
ps long, with an average on the order of 60 ps to 80 ps.  All strain simulations were performed 
using an NVT constraint with the Andersen thermostat at 300 K.  Residual strains were then 
estimated (as a function of applied strain) by relaxing the saved unit cells with an NPT simulation 
and computing  

𝜀𝜀𝑟𝑟 = �
�𝑙𝑙𝑓𝑓,𝑖𝑖(𝜀𝜀) − 𝑙𝑙0,𝑖𝑖�

𝑙𝑙0,𝑖𝑖

3

𝑖𝑖=1

 

where 𝑙𝑙𝑓𝑓,𝑖𝑖  and 𝑙𝑙0,𝑖𝑖  are the final and initial lengths of the ith side of the unit cell.1  These latter 
simulations used the Parrinello barostat to ensure that the unit cells reached a well equilibrated, 
stress-free state.  Analogous to before, a convergence criterion on the system dimensions was used 
to determine the simulation duration needed to reach an equilibrated state.   

                                                 
1 We use a modified definition of residual strain (relative to Refs. [1] and [5]) because 
simulations provide additional information about deformation in three independent directions. 

 
Figure 1: Simulated residual strain data showing a hyperbola fit and bounds on yield.  The 
bounds are taken as the minimum and maximum values of yield computed via the synthetic 
dataset approach described below. 
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 Several remarks are in order.  Although noisy, the simulated residual strains show a bilinear 
character observed in experiments.  In contrast to experiments, however, the  simulated residual 
strains never fully go to zero for small applied strains.  This occurs because the absolute values in 
our definition of εr transform thermal fluctuations into one-sided noise in εr.  Moreover, the 
transition in εr associated with yielding is relatively smooth and occurs over a modest range of 
applied strains.  Physically, we speculate that this arises from the fact that the anelastic relaxation 
mechanisms near yield have timescales that are poorly sampled by MD.  In the next section, we 
show how hyperbola asymptotes can be used to estimate yield despite this lack of a sharp 
transition. 

3. HYPERBOLA ANALYSIS AND UNCERTAINTY QUANTIFICATION 

 Given the data in Fig. 1, we estimate yield by first fitting a hyperbola H to our simulated 
applied and residual strains, εj and εr,j (which are indexed by j).  We find that it is convenient to 
use the parametrization  

𝐻𝐻 = 𝑎𝑎 + 𝑏𝑏
2
�𝜀𝜀 − 𝜀𝜀𝑦𝑦� + �𝑏𝑏2

4
�𝜀𝜀 − 𝜀𝜀𝑦𝑦�

2 + 𝑒𝑒𝑐𝑐, 

where a, b, c, and 𝜀𝜀𝑦𝑦 are free parameters that are determined by a least-squares procedure.  We 
generically denote this collection of parameters as φ.  Given these, we identify the yield strain 𝜀𝜀𝑦𝑦 
with the hyperbola center, or equivalently the intersection of the hyperbola asymptotes.  Physically 
we adopt the interpretation that these asymptotes characterize an “idealized” behavior of the 
simulation were it not to suffer from finite-size and -time effects.   

 In general, we find that a non-weighted least squares often gives reasonable estimates of 
yield, but not universally so.  In particular, it is known that individual torsions in small-scale 
simulations can introduce large fluctuations into simulated quantities when a system is under 
high-strain [5].  Consequently, noise has a tendency to increase with the applied strain.  In order 
to account for this, it is reasonable to determine 𝜀𝜀𝑦𝑦 via a weighted least-squares fit of the data to 
a hyperbola.  Figure 1 shows a fit obtained from the following iterative procedure: (I) compute 
an unweighted estimate of the hyperbola H; (II) estimate a power law P(ε) for the residual data 
H(φ, 𝜀𝜀𝑗𝑗) - 𝜀𝜀𝑟𝑟,𝑗𝑗; (III) compute a weighted least-squares estimate of H with a weight-factor 1/P(ε).  
As the figure shows, this procedure allows for some flexibility in interpretation of the high-strain 
data while returning a reasonable estimate of yield. 

 To estimate uncertainties associated with our yield calculation, we perform a bootstrap-
style analysis using repeated noise sampling of our model for the residual data.  In particular, we 
define  
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𝜀𝜀�̃�𝑟,𝑗𝑗 = 𝐻𝐻�𝜑𝜑, 𝜀𝜀𝑗𝑗� + �𝑃𝑃(𝜀𝜀𝑗𝑗)𝑁𝑁𝑗𝑗(0,1) 

 as a statistical model of residual strain data, where 𝑃𝑃�𝜀𝜀𝑗𝑗� is determined according to the procedure 
described above, j indexes strain increments, and Nj(0,1) are uncorrelated Gaussian random 
variables with mean zero and variance 1.  Realizations of 𝜀𝜀�̃�𝑟,𝑗𝑗 are inexpensive to compute using 
random number generators.  Hence, we use this noise model to generate thousands of synthetic 
datasets, which in principle have the same statistical structure as the original dataset.  Applying 
the hyperbola analysis to these datasets then generates a distribution of yield values associated 
with our uncertainty in the fit procedure; see Fig. 2.   

 

 

4. CONCLUSIONS 

Motivated by experimental work showing that the bilinear character of residual strain data is 
independent of strain rate, temperature, and relaxation times, we investigated how an analogous 
simulation protocol can be used to estimate yield.  By analyzing the resulting data in terms of 
hyperbolas, we also showed how to (I) estimate the transition in residual strain that is associated 
with yield; and (II) quantify uncertainties in this procedure.  We emphasize that in general, the 
methods discussed here only quantify uncertainties within the context of a single simulation.  As 

 
Figure 2: Histogram of yield values computed from repeated noise sampling of synthetic datasets. 

 

SP-731

Patrone, Paul. "Estimation and uncertainty quantification of yield via strain recovery simulations." Paper presented at the Composites and Advanced Materials Expo (CAMX) 2016, Anaheim, CA, Sep 27-Sep 29, 2016./4. Conclusions

Patrone, Paul. 
“Estimation and uncertainty quantification of yield via strain recovery simulations.” 

Paper presented at the Composites and Advanced Materials Expo (CAMX) 2016, Anaheim, CA, Sep 27-Sep 29, 2016.



previous work has shown, multiple simulations and comparison thereof may be necessary to 
construct a more complete picture of the computational predictions.  However, qualitative 
agreement with experimental results warrants further investigation into the usefulness and validity 
of the method. 
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Annual Performance of a Two-Speed, 

Dedicated Dehumidification Heat 

Pump in the NIST Net-Zero Energy 

Residential Test Facility 
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ABSTRACT 

A 2715 ft2 (252 m2), two story, residential home of the style typical of the Gaithersburg, Maryland area was constructed in 2012 to demonstrate 

technologies for net-zero energy (NZE) homes (or ZEH).  The NIST Net-Zero Energy Residential Test Facility (NZERTF) functions as a 

laboratory to support the development and adoption of cost-effective NZE designs, technologies, construction methods, and building codes.  The primary 

design goal was to meet the comfort and functional needs of the simulated occupants.  The first annual test period began on July 1, 2013 and ended June 

30, 2014.  During the first year of operation, the home’s annual energy consumption was 13039 kWh (4.8 kWh ft-2, 51.7 kWh m-2), and the 

10.2 kW solar photovoltaic system generated an excess of 484 kWh.  During this period the heating and air conditioning of the home was performed by 

a novel air-source heat pump that utilized a reheat heat exchanger to allow hot compressor discharge gas to reheat the supply air during a dedicated 

dehumidification mode.  During dedicated dehumidification, room temperature air was supplied to the living space until the relative humidity setpoint of 

50% was satisfied.  The heat pump consumed a total of 6225 kWh (2.3 kWh ft-2, 24.7 kWh m-2) of electrical energy for cooling, heating, and 

dehumidification.  Annual cooling efficiency was 10.1 Btu W-1h-1 (2.95 W W-1), relative to the rated SEER of the heat pump of 15.8 Btu W-1h-1 

(4.63 W W-1).  Annual heating efficiency was 7.10 Btu W-1h-1 (2.09 W W-1), compared with the unit’s rated HSPF of 9.05 Btu W-1h-1 (2.65 

W W-1).  These field measured efficiency numbers include dedicated dehumidification operation and standby energy use for the year.  Annual sensible heat 

ratio was approximately 70%.  Standby energy consumption was 5.2 % and 3.5 % of the total electrical energy used for cooling and heating, respectively.   

INTRODUCTION 

Buildings consumed 41% of all energy used in the United States in 2010, with residential buildings and 

commercial buildings accounting for 22% and 19%, respectively. In addition to consuming more energy than the 

transportation or industrial sectors, buildings represent the fastest growing sector of energy usage (DOE 2010).  In 

order to support reductions building energy consumption, many buildings have been designed, constructed and 

monitored throughout the world to demonstrate the feasibility of achieving net-zero energy.  

Parker (2009) presents a history of low energy homes and presents annual performance data from a dozen very 

low energy homes in North America.  In Washington D.C. in 2001, a 2885 ft2 (268 m2) modular ZEH called the 

“Solar Patriot” or Hathaway home was built to demonstrate a ZEH in a mixed humid climate.  An advanced 

geothermal heat pump was used for space conditioning.  A 6 kW photovoltaic (PV) system was installed with the 
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objective of reaching zero energy on an annual basis.  The Hathaway home is in the same weather region as the NIST 

home and offers some electric energy use comparisons.   

Musall et al. (2010) summarizes the research of the International Energy Agency’s Annex 52 “Towards Net Zero 

Energy Buildings” and states that “during the last 20 years more than 200 reputable projects with the claim of a 

netzero energy budget have been realized all over the world.”   

Sherwin et al. (2010) present the performance of four near net-zero energy homes in Florida instrumented to 

provide data on electrical consumption and generation, indoor conditions, and outdoor weather.  NZEH#2 used a 19 

SEER air conditioner (AC) for cooling and averaged 216 kWh month-1 for cooling alone while maintaining an average 

dry-bulb temperature of 78.3°F (25.7°C) and 52.2% RH; standby power was 55 W.  NZEH#3 used a ground-source 

heat pump (GSHP) and averaged 453 kWh in September of 2008 for cooling in a northern Florida climate.  NZEH#4 

used a 18.4 SEER two-speed air source heat pump with 9.1 HSPF using 3444 kWh, 24% of the total electric use, for 

cooling and heating while operating at low speed 85% of the time with indoor conditions averaging 75.7°F (23.7 °C) 

and 54.5% RH.  Appliance loads were not separately measured for any of these NZEH sites.   

TEST HOUSE 

The net-zero energy residential test facility, NZERTF, is a unique facility that resembles a residence yet is truly a 

laboratory (Figure 1).  The house is two stories having 2715 ft2 (252 m2) of living area, a 1453 ft2 (135 m2) fully 

conditioned basement, and an 1162 ft2 (108 m2) conditioned but unoccupied attic (Petit et. al 2015).  The water, lights, 

and appliance usage utilized by a family of four were simulated in the NZERTF according to occupancy schedules, 

which can be found in Omar and Bushby (2013) and Kneifel (2012).  Sensible heat energy generated by occupants was 

simulated in various rooms, but internal latent load simulation was concentrated in the kitchen.  Though natural gas 

could be supplied to the house, during the first year of operation all of the equipment and appliances were powered by 

electricity either from the site’s 10.2 kW (DC) solar photovoltaic (PV) system or the main power grid.  The building 

envelope was constructed using a continuous air barrier system to minimize infiltration, and ventilation was provided 

by a heat recovery ventilator, HRV.  A whole house pressurization or blower door test conducted after the house was 

complete yielded a leakage rate of 472 cfm (802 m3/h) at 0.20 in H2O (50 Pa) corresponding to 0.63 air changes per 

hour.  HVAC operations consumed 51% of all electrical energy used on the site.   

 

Figure 1  Net-zero energy residential test facility. 

AIR-TO-AIR HEAT PUMP SYSTEM  

The heating and air conditioning system used for the first year of operation in the NZERTF consisted of a HP 

system that incorporates a dedicated dehumidification cycle (Figure 2).  The air distribution duct system was designed 
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for less than 0.5 in H2O (124.5 Pa) external static pressure drop at the air handler with supply and return duct airflow 

rates of 1200 cfm (2039 m3 h-1) with all registers fully open.  The outdoor unit incorporates a two-speed scroll 

compressor with two modulated hot gas valves on the compressor discharge that send hot refrigerant gas through a 

third pipe to the indoor reheat heat exchanger during active dehumidification.  A supply air temperature sensor 

provides the control signal used to proportionally modulate the flow of hot refrigerant gas to maintain a preset supply 

temperature during dedicated dehumidification.  The indoor air handler unit contains a variable-speed indoor fan.  At 

the Air-Conditioning, Heating, and Refrigeration Institute (AHRI) rating condition (AHRI 2008), the A-Test cooling 

capacity is 26 kBtu h-1 (7.60 kW) and the EER (COP) is 13.05 Btu W-1 h-1 (3.82 W W-1). In the heating mode at AHRI 

rating condition, the unit has a heating capacity of 26.6 kBtu h-1 (7.80 kW).  The unit has a seasonal energy efficiency 

ratio (SEER) of 15.8 Btu W-1 h-1 (4.63 W W-1) and a heating seasonal performance factor (HSPF Region IV) of 

9.05 Btu W-1 h-1 (2.65 W W-1).   

 

Figure 2  Heat pump refrigerant circuiting and instrumentation. 

INSTRUMENTATION AND UNCERTAINTY 

The heat pump system was instrumented to monitor operational parameters and efficiency.  The refrigerant 

circuit is shown in Figure 2 with temperature, pressure, and refrigerant mass flow sensors identified.  The HP has its 

own dedicated data acquisition system that continuously monitors both refrigerant and air side conditions.  Air side 

capacity (sensible and latent) and component power demand are continuously measured to give instantaneous values 

of efficiency (COP).  The heat pump instrumentation, data acquisition system, and measurement uncertainty, as well 

as all other electrical/mechanical subsystems within the NZERTF are described in Davis et al. (2014). 

COOLING AND HEATING SEASON PERFORMANCE 

The heat pump was operated as a single zone system with a thermostat located in the living room area on the 

first floor.  During heating mode or defrost mode operations, the indoor unit controller could energize up to 10 kW 
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of electric resistance heat.  The thermostat setpoints in the cooling and heating modes were 75.0°F (23.8°C) and 

70.0°F (21.1°C), respectively, without setback.   

Table 1:  Instrumentation Uncertainty for the Air-Source Heat Pump 

Instrument Range 
Total Uncertainty at the 
95 % Confidence Level 

Transducer voltage measurement 0 to 10 VDC ±5 mVDC 
T-type thermocouples 16°F to 131°F (-10°C to 55°C) ±1.0°F (0.6°C) 
Barometric pressure 20 to 30 in Hg (0.667 to 1.001 bar) ±1 % of reading 

High pressure transducer 1000 psig (6895 kPa) ±0.25 % of reading 
Low pressure transducer 500 psig (3447 kPa) ±0.25 % of reading 

Air pressure differential (ESP1) 0 to 0.75 in H2O (0 to 187 Pa) ±0.8 % of reading 
Indoor blower and controls power meter 0 to 300 VAC, 5 Amps, 1000 W ±5 W 

Indoor total power meter 0 to 300 VAC, 100 Amps, 20 000 W ±100 W 
Outdoor unit power meter 0 to 300 VAC, 20 Amps,4000 W ±20 W 

Supply air dry-bulb temperature sensor -20°F to 120°F (-28.8°C to 49°C) ±0.9°F (0.5°C) 
Supply air dew-point temperature sensor -20°F to 120°F (-28.8°C to 49°C) ±1.8°F (1.0°C) 
Return air dry-bulb temperature sensor -40°F to 140°F (-40°C to 60°C) ±0.4°F (0.2°C) 
Return air dew-point temperature sensor -4°F to 212°F  (-20°C to 100°C) ±1.5 % of reading 
Outdoor air dry-bulb temperature sensor -40°F to 140°F (-40°C to 60°C) ±0.4°F (0.2°C) 
Outdoor air dew-point temperature sensor -4°F to 212°F (-20°C to 100°C) ±1.5 % of reading 
Coriolis refrigerant mass flow meter 0 to 80 lbm min-1 (0 to 2180 kg h-1) ±0.15 % of reading 

1-External Static Pressure 

Measured cooling and heating thermal energy for the heat pump can be seen in Table 2.  For the entire cooling 

season the heat pump produced a seasonal COP of 10.07 Btu W-1 h-1 (2.95 W W-1) (Figure 3a).  Although not directly 

comparable, this seasonal COP was 36% lower than the rated SEER of the system.  The measured performance was 

lower than the rated SEER value due in part to different indoor setpoint conditions than the standardized tests, as 

well as differences in the cumulative outdoor temperature conditions, ventilation thermal loads, and standby power 

demand.  Heating thermal loads are also shown in Table 2 with their associated monthly COP in Figure 3b.  For the 

entire heating season COP of the system was 6.96 Btu W-1 h-1 (2.04  W W-1), a value that was 23% lower than the 

rated HSPF.  The resistance heat operated more frequently than anticipated in the heating season due to the inherent 

control logic of the thermostat.  The thermostat heating configuration allows the installer or homeowner to prescribe 

differential temperatures relative to the current setpoint temperature and to prescribe delay times (the maximum 

amount of time a given stage is allowed to operate) before energizing the next higher stage.  The delay time control 

logic appears to be effective in the cooling mode, but produced unnecessary usage of electric resistance heat in the 

heating mode.  By limiting the 2nd stage delay time to a maximum of 40 min, the thermostat required 3rd stage electric 

heat even though 2nd stage heating was increasing the temperature in the house.  

DEDICATED DEHUMIDIFICATION PERFORMANCE 

In the cooling mode, the thermostat was set such that the dedicated dehumidification mode of the HP unit was 

engaged if the relative humidity (RH) reached 50%.  Studies of high performance homes with mechanical ventilation 

showed that the HVAC systems were generally able to maintain the conditioned space below 60% RH (Rudd et al. 

2014).  An RH setpoint of 50% was selected for the NZERTF to be more restrictive and more comfortable.   
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Table 2:  Cooling and Heating Thermal Loads 

Cooling, kWh 

Jul-2013 Aug-2013 Sep-2013 Oct-2013 Apr-2014 May-2014 Jun-2014 

2123 1621 937 306 67 603 1560 

Heating, kWh 

Oct-2013 Nov-2013 Dec-2013 Jan-2014 Feb-2014 Mar-2014 Apr-2014 

56 832 1351 2157 1635 1423 253 

a) b)  

Figure 3  Cooling (a) and heating (b) season COP. 

Dedicated dehumidification control consists of two distinct stages:  stage 1 lowers the indoor blower speed for 

approximately 15 min or until the RH setpoint is reached; stage 2 begins after 15 min of stage 1 operation by 

modulation of the two outdoor unit hot gas bypass valves to control indoor supply air temperatures to a pre-selected 

“room neutral” temperature.  Table 3 shows the operating times and electrical energy use during active 

dehumidification.  Active dehumidification consumed approximately 892 kWh of electrical energy, or 6.8 % of all the 

house electrical energy used during the first year of operation.  Figure 4a shows the operational dehumidification 

efficiency (or energy factor) in units of liters per kilowatt hour.  The U.S. Environmental Protection Agency issues 

Energy Star ratings for dehumidifiers (< 75 pints day-1 or 35.5 liter day-1) with efficiencies of 1.85 L kWh-1 or greater 

(EPA 2015).  While the HP dedicated dehumidification efficiency was lower than Energy Star, this mode of 

dehumidification does not add heat to the conditioned space as do most portable dehumidifiers.   

Table 3:  Active Dehumidification Mode Runtimes 

Active Dehumidification with Reheat Runtime (min) 

Jul-2013 Aug-2013 Sep-2013 Oct-2013 Apr-2014 May-2014 Jun-2014 

9891 9510 4198 2280 0 829 7989 

Active Dehumidification Electrical Energy (kWh) 

246 246 114 60 0 22 204 

SP-737

Payne, William. "Annual Performance of a Two-Speed, Dedicated Dehumidification Heat Pump in the NIST Net-Zero Energy Residential Test Facility." Paper presented at the ASHRAE Winter Conference 2016, Orlando, FL, Jan 23-Jan 27, 2016.

Payne, William. 
“Annual Performance of a Two-Speed, Dedicated Dehumidification Heat Pump in the NIST Net-Zero Energy Residential Test Facility.” 

Paper presented at the ASHRAE Winter Conference 2016, Orlando, FL, Jan 23-Jan 27, 2016.



a) b)  

Figure 4  Dedicated dehumidification mode efficiency (a) and sensible heat ratio while maintaining 50% RH (b). 

A key feature of the NIST net-zero home that most contributes to its low energy consumption is the tight and highly 

insulated envelope.  This tight envelope requires the use of mechanical ventilation to comply with outdoor air 

ventilation requirements, which, in the summer months, introduces moisture into the space (ASHRAE 2013).  This 

moisture was removed by the HP to hold humidity levels at the 50% RH setpoint.  The heat pump operated normally 

and in the dedicated dehumidification mode to produce a sensible heat ratio (SHR) of approximately 70% (Figure 4b), 

which was the SHR needed to maintain a 50% indoor RH and support occupant comfort.   

EFFECT OF STANDBY ENERGY ON PERFORMANCE 

Cooling and heating annual energy efficiency were affected by the HP’s standby power demand.  Table 4 shows the 

electrical energy consumed by the heat pump and the percentage of standby time during the cooling and heating 

modes.  Overall the standby energy consumption was 5.2% and 3.5% of the total electrical energy used for cooling 

and heating, respectively.   

Table 4:  Standby Energy Use 

Cooling Standby Energy (kWh) and Percentage of Time in Standby Mode 

Jul-2013 Aug-2013 Sep-2013 Oct-2013 Apr-2014 May-2014 Jun-2014 

12.6, 34% 17.2, 46% 23.4, 64% 25.6, 87% 3.1, 99% 30.5, 82% 16.2, 45% 

128.6 kWh standby cooling, 5.2% of total cooling electrical energy 

Heating Standby Energy (kWh) and Percentage of Time in Standby Mode 

Oct-2013 Nov-2013 Dec-2013 Jan-2014 Feb-2014 Mar-2014 Apr-2014 

6.8, 98% 25.2, 72% 21.3, 59% 14.3, 38% 14.9, 45% 21.5, 59% 29.4, 93% 

133.2 kWh, 3.5% of total heating electrical energy 

HEAT RECOVERY VENTILATOR IMPACT 

Ventilating the house using an HRV resulted in a 7% savings in heat pump energy use on average over the year 

compared with ventilating without heat recovery.  The impact on the heat pump energy use ranged from a 5% 

increase in cooling months to a 36% savings in heating months (Figure 5).  However, in this climate, the annual 

savings in heat pump energy were offset by the increased power consumption of the HRV compared to a supply fan 

without heat recovery.  These findings are consistent with the literature studies, which were conducted using 

simulations (Rudd et al. 2013).   
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Figure 5  Heat pump electrical energy use due to mechanical ventilation. 

HOUSE AND HEAT PUMP PERFORMANCE SUMMARY 

During the first year of operation, the home’s annual energy consumption was 13 039 kWh (4.8 kWh ft-2 or 

51.7 kWh m-2), and the 10.2 kW solar PV generated an excess of 484 kWh.  The HP consumed a total of 6225 kWh 

(2442 kWh cooling, 3783 kWh heating) of electrical energy while transferring a total of 14 924 kWh of thermal energy 

(7217 kWh cooling, 7707 kWh heating) between the indoor space and outdoor environment (combined EER of 

8.18 Btu W-1h-1, COP of 2.40 W W-1).  The heat pump operated for a total time of 3503 h (1785 h cooling, 1718 h 

heating) or 40% of the year.  For the majority of the time, the heat pump was in standby mode, which consumed a 

total of 262 kWh (129 kWh cooling, 133 kWh heating) or 2% of the total site electrical energy consumption.  

Supplemental dehumidification was required to maintain a “comfortable” 50% RH at all times; this supplemental 

dehumidification used 892 kWh or 14.3% of the heat pump’s energy use or 6.8% of the entire site electrical energy.  

The heat pump’s resistive heat electrical energy used totaled 1157 kWh of which 352 kWh was consumed during 

defrost and 805 kWh was consumed for direct supplemental heating.  Resistive heat for supplemental heating was 

12.9% of the heat pumps total electrical energy use or 6.2% of the total site electrical energy use.   

The original thermostat’s control logic would not allow enough time for the heat pump to reach the setpoint in 

heating mode even when it was capable of increasing the indoor temperature without the resistive heat.  A different 

thermostat with more control options could have saved more than 6% of the total site electrical energy because there 

were no conditions severe enough to prevent the heat pump from satisfying the heating setpoint.   

Human comfort and maximum heat pump SEER are at odds with each other.  An air-conditioning system 

should be designed to efficiently provide comfort in its specific climate zone; therefore, maximum possible SEER will 

vary with climate zone just as average daily outdoor humidity varies with climate zone.  Heat pumps and air 

conditioners, with their controls, should be rated for dehumidification performance by a non-burdensome laboratory 

test method.   

NOMENCLATURE 

AC = Air-Conditioner 

cfm = cubic feet per minute, ft3 min-1 
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COP= Coefficient of Performance, W W-1 

DC = Direct Current 

EER = Energy Efficiency Ratio, Btu W-1 h-1 

HP = Heat Pump 

HRV = Heat Recovery Ventilator 

HSPF = Heating Seasonal Performance Factor, Btu W-1 h-1 

HVAC = Heating, Ventilating, and Air-Conditioning 

NZE(H) = Net-Zero Energy (Home) 

NZERTF = Net-Zero Energy Residential Test Facility 

PV = Photovoltaic 

SEER = Seasonal Energy Efficiency Ratio, Btu W-1 h-1 

ZEH = Zero Energy Home 
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Fig. 1. Cross-correlation ratio fitting. (a) Spectral aberration 
obtained with higher order “d” polynomials as a function of 
measurement bandwidth for data “set 2”. (b) Model selection results 
for an older data “set 1” (gray) and the newest data “set 2” (black).
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Abstract — Spectral aberration has been the main source of 
uncertainty in Johnson Noise Thermometry approach to 
measuring the Boltzmann constant. Recently, with newly 
developed hardware and the introduction of a novel fitting 
algorithm for analyzing the data, we have achieved a frequency 
independent spectral aberration for measurements with the NIST 
JNT system. Consequently, we performed a data drift analysis 
and an electromagnetic interference investigation to explain a 
residual offset that affects the Boltzmann constant. 

Index Terms — Boltzmann equation, Josephson junction, 
measurement units, noise measurement, standards, temperature 
measurement. 

I. INTRODUCTION

Johnson noise is the thermal fluctuation of the electrons in 
an electrical resistor. The Nyquist relation describes this 
phenomenon such that the time-averaged mean-square voltage 
〈V 2〉 across a resistance R is

      〈V 2〉 = 4kTRΔf.                              (1) 
Here k is the Boltzmann constant, T is the resistor temperature, 
and Δf is the measurement bandwidth. 

Since 2002, NIST has been operating and developing 
Johnson Noise Thermometry systems based on a Quantum 
Voltage Noise Source (QVNS) [1]. These systems allow a 
direct electronic method to determine the Boltzmann constant 
when they are optimized to measure the noise of a sense 
resistor at the triple point of water (TPW).   

A cross-correlation measurement is necessary to minimize 
the effect of uncorrelated noise due to voltage amplifiers. The 
voltage noise of each source, namely, the QVNS and the sense 
resistor, is alternatively measured for 100 s with two low-
noise amplifier channels, from which is calculated the auto- 
and cross-correlation. 

II. FITTING SELECTION MODEL

The major system limitation has been the bandwidth 
dependence of the ratio of the measured power spectral 
density of the two noise sources. For comparison, we calculate 
the “offset” (a0 − a0calc), which correspond to the k, for 
different bandwidths, namely, the difference of the a0 intercept 
of the cross-correlation ratio of the spectral density of the two 
noise sources (after fitting over a chosen bandwidth) from the 
calculated value.  

Recently, we introduced a new approach to determine the 
Boltzmann constant based on a cross-validation method [2]. 

The cross-correlation ratio is fit with an even polynomial 
function whose complexity (polynomial order) is selected 
after determining whether the given model is consistent with 
validation data and training data. The model selection 
algorithm determines the optimum model or order as a 
function of the fitting bandwidth. This method was applied to 
various data sets that were obtained under different conditions. 

 In Fig. 1, we report the results of the method applied to our 
newest data “set 2,” which was optimally obtained under 
stable conditions and in a low electromagnetic interference 
(EMI) environment, whereas “set 1” was obtain in a common 
laboratory. Fig. 1(a) reports the offsets vs. different 
bandwidths that were obtained for five different models with 
fixed complexity. Fig. 1(b) shows for old and new data sets 
the selected offsets for different bandwidths that were 
determined using the model selection algorithm Thanks to 
hardware improvements [3] and the new model selection 
method, we achieved (“set 2”) for the first time nearly 
bandwidth independent results between 200 kHz and 700 kHz 
for the determination of k, given the reported uncertainty.  

III. DATA DRIFT AND EMI INVESTIGATION

In order to search for systematic errors, we applied the 
model selection method to the daily single measurements that 
made up the above data set and fixed the analysis bandwidth 
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Fig. 3. Cross-correlated measured noise power spectra for the 
sense resistor (black) and QVNS (gray) vs. frequency. The higher 
points represent two EMI tones coupling to the apparatus. 

Fig. 2. Values of a0-a0Calc as function of measurement number or 
day (black) and the linear trend (gray). 

to 850 kHz. Fig. 2 shows the resulting offsets for each day and 
the linear fit that shows a small upward trend. The line was 
obtained with a weighted least-squares fit and its uncertainty 
was estimated with a parametric bootstrap method. The 
resulting confidence interval for the slope is (0.42 ± 0.16) 
parts in 106 per measurement. Even though this effect does not 
appear to limit our present measurement, it may become more 
significant for larger data sets. 

Another important feature shown in Fig. 1 (b) is the 
(a0-a0Calc) offset reduction between data “set 1” and data 
“set 2”, which is most likely due to the magnitude of EMI 
coupling to the system. The 18 ppm offset of data “set 2” is 
likely caused by residual EMI. Even though most of the JNT 
apparatus resides within the shielded room during the 
acquisition of data “set 2,” the bit code generator (BCG) 
remains outside the room in order to reduce high frequency 
EMI. The BCG is connected to the QVNS probe head through 
coaxial cables, which are brought into the room via a feed-
through port. 

In order to measure residual EMI coupling to the system, we 
performed several zero-connection measurements and also 
examined EMI behavior with two new QVNS chips. The new 
chips were made so as to provide flexible grounding options 
and better operating margins. Each chip has two arrays of ten 
Nb Josephson junctions with NbxSi1-x barriers. The new chips 
incorporate inner-outer DC blocks on the microwave bias lines 
to each array. The two different chip versions have DC blocks 
with cut-off frequencies of either 250 MHz or 380 MHz. 

During the EMI measurements the grounding connections 
were maintained in the same configuration as for data “set 2,” 
the QVNS pulse bias was turned off, and the sense resistor 
was rewired to produce only uncorrelated noise. The 
uncorrelated noise produced by both noise sources is due to 
the 200 Ω matching resistors [4]. Since the matching resistors 
for the QVNS are at 4 K, while those for the sense resistor are 
at 273.16 K, the integration time for the sense resistor EMI 
acquisition must be about nine times longer than that of the 
QVNS in order to achieve the same EMI signal to noise. 

Fig. 3 shows the zero-connection cross-correlated power 
spectral density for the two noise sources. EMI signals are 
visible at 420 kHz and 840 kHz. In order to eliminate gain 
effects, the mean and the standard deviation of the mean for 

both signals was calculated and normalized to the auto-
correlations of the two channels. For the sense resistor we 
obtain a mean and relative uncertainty of (-7.4 ± 0.9) parts in 
106 when normalizing the data to the ChA auto-correlation and 
(-7.7 ± 0.9) normalized to ChB. For the QVNS we have 
(-5.9 ± 2.5) parts in 106 and (-7.4 ± 0.9) parts in 106, 
normalized to ChA and ChB, respectively. These results, 
which are not yet well understood, are still under 
investigation.  

VI. CONCLUSION 

Frequency independent (a0-a0Calc) was demonstrated through 
a combination of new hardware and a new fitting model 
selection method. Preliminary EMI measurements were shown 
that may potentially explain the remaining offset of data 
“set 2,” which is still under analysis.  
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SUMMARY  
 
High performance buildings need to be energy efficient and provide adequate ventilation for 
indoor air quality, which can be made easier with low emitting building materials. Based in 
part on these motivations, the United States Environmental Protection Agency (EPA) issued 
a proposed rule to implement statutory formaldehyde emission standards for hardwood 
plywood, medium density fiberboard, and particle board products.  A Formaldehyde 
Reference Standard (FRS) is being developed by the National Institute of Standards and 
Technology (NIST) to assist the implementation of this rule.  The goal of this effort is to 
produce a FRS with small, stable level of uncertainty that can be used in emission chamber 
system evaluation and troubleshooting. This presentation will highlight uncertainty 
quantification from preliminary testing of the proposed NIST FRS to begin in February 2015.   
 
INTRODUCTION 
 
High performance buildings need to balance energy efficiency and providing adequate 
ventilation for indoor air quality.  The level of required ventilation can potentially be reduced 
when low emitting building materials are used.  The United States Environmental Protection 
Agency (EPA) issued a proposed rule to implement statutory formaldehyde emission 
standards for hardwood plywood, medium density fiberboard, and particle board products.  
The proposed rule requires formaldehyde emission chamber testing of various wood products 
and third-party certification of emission testing.  A Formaldehyde Reference Standard (FRS) 
is being developed by the National Institute of Standards and Technology (NIST) to assist 
implementation of this rule.  The intent of the FRS is to assist in evaluating chamber testing 
performance and support the small chamber/large chamber equivalency requirements in the 
proposed EPA rule and the existing California Air Resources Board (CARB) Airborne Toxic 
Control Measure (ATCM) to Reduce Formaldehyde Emissions from Composite Wood 
Products.  Previous interlaboratory testing of standard wood products has shown large 
variability (e.g. 20 % standard deviations, Yrieix 2010).  The goal of this effort is to produce 
a FRS with small, stable level of uncertainty that can be used in emission chamber system 
evaluation and troubleshooting. 
 
This presentation will highlight uncertainty quantification from preliminary testing of the 
proposed NIST FRS.  All measurements related to chamber testing (formaldehyde 
concentration, temperature, relative humidity, flow and pressure) will be traceable to NIST 
primary standards.  The experiments will be conducted in the spring of 2015; this abstract 
reviews the methods to be used.   
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METHODOLOGIES  
 
Experiments will be conducted following ASTM D6007-02 (2008) (Standard Test Method 
for Determining Formaldehyde Concentrations in Air from Wood Products Using a Small-
Scale Chamber) as closely as possible.  In this method, small samples of wood are introduced 
into a climate-controlled chamber (0.02 m3 to 1 m3 volume, 0.5/h air change rate, 
25 °C ± 1 °C temperature and 50 % ± 4 % relative humidity) at a standard loading ratio.  
Formaldehyde concentrations are measured once the chamber has reached equilibrium and 
emission rates are calculated. This work will deviate from ASTM D6007 in the following 
ways: 
 

• The tested material is a formaldehyde-water solution contained in a small bottle (as 
described below) instead of a wood sample.   

• The samples will be analyzed using a quantum cascade laser trace gas monitor.  This 
instrument provides real time data with standard uncertainties of the measurements 
less than 0.1 ppbv (0.13 µg/m3), making it advantageous compared to the 
chromotropic acid test procedure described in D6007.   

Experiments to test the formaldehyde reference standard will be conducted in the NIST small 
chamber system.  Only one 50 L chamber will be used in this research. A zero air generator 
will supply formaldehyde free air to the chamber. To achieve the desired relative humidity 
(50 % ), humidified and dry air streams will be mixed in a controlled fashion using two mass 
flow controllers (MFC). 
 
Each experiment will consist of placing a formalin-containing Teflon and stainless steel 
bottle in the chamber (Figure 1).  This design is based on work done by Wei et. al. (2013).  
The 1 mL ampules of 16 % formalin solution (mass of formaldehyde/volume of distilled 
deionized water) will be acquired from an outside manufacturer.  
 

 

Figure 1:  NIST formaldehyde reference standard (FRS).  The FRS consists of a formalin ampule, a stainless steel lid, a 
compression set screw, a polydimethylsiloxane (PDMS) membrane, four stainless steel screws, a Teflon base with 3 mL 
formalin well, and an o-ring.  The lid is sealed to the bottle with the screws.   

Formaldehyde from the FRS will diffuse through a thin polydimethylsiloxane (PDMS, 
1.0 mm) membrane, eventually reaching a steady state formaldehyde concentration in the 
chamber.  The target steady state formaldehyde concentration is between 20 and 50 ppbv 
(25 µg/m3 and 63 µg/m3).  The key component of the FRS is the replaceable membrane.  
Each time the FRS is used a new membrane and new formalin solution will be placed in the 
bottle. Formaldehyde concentrations will be measured using a quantum cascade laser trace 
gas monitor. Given the known absorption spectra for each of the known constituents, the 
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measured spectra can be deconvoluted to determine the concentration of the formaldehyde, 
formic acid and water in the sample.  Currently experiments are planned to be run until the 
formaldehyde concentration reaches a value that does not change more than 2 % over six 
hours. Ten bottles have been manufactured in this first phase of the project.  Initially a 
random selection of five of these bottles will be tested twice.  Each replicate experiment of 
each bottle will use a new membrane and new formalin ampule.  These initial data will be 
used to confirm that the uncertainty of the emission rate is within acceptable bounds.  

Measurement Equation 
The chamber system’s small mixing fan produces a uniform contaminant concentration.  
Hence, the emission rate of the FRS will be determined using a single-zone mass balance 
approach. The formalin concentration in the bottle should remain relatively constant for the 
duration of the experiment, resulting a steady-state diffusion across the membrane.  This 
constant emission rate will result in the chamber reaching a steady state formaldehyde 
concentration.  The emission rate can be determined as follows: 

𝐸𝐸 = 𝑄𝑄(𝐶𝐶 − 𝐶𝐶𝑖𝑖𝑖𝑖) (1) 

Where E is the emission rate (µg/h), Q is the total flow rate (m3/h), C is the formaldehyde 
concentration in the chamber (µg/m3) and Cin is the formaldehyde concentration entering the 
chamber from sources other than the formaldehyde diffusing out of the bottle (µg/m3, which 
should be zero).   

Uncertainty in the emission rate will be quantified using the “Evaluation of measurement 
data — Guide to the expression of uncertainty in measurement” (JCGM 2008).  This 
approach assumes that measurement uncertainty “reflects the lack of exact knowledge of the 
value” of the emission rate.  Uncertainty is “best described by means of a probability 
distribution over the set of possible values” for the emission rate.  To determine the 
probability distribution for the value of the emission rate, a range of factors that could 
influence the measured value must be considered. The emission rate is expected to depend on 
a range of factors including temperature, relative humidity, pressure, flow, exposed 
membrane area, membrane thickness, and formalin concentration.  The first four factors are 
set points for the experimental system and may have a systematic impact on the emission 
rate.  The last three factors will impact the emission rate in a random manner.  Random 
variation in exposed membrane area, membrane thickness, and formalin concentration will be 
captured in the standard uncertainty of the emission rate. (Any instability in the values of the 
set point factors that lead to variations in the data will be included in these standard 
uncertainties as well.)  Systematic errors will not be captured in the standard uncertainty 
values for flow and concentration. Hence, systematic errors need to be included in the 
uncertainty in another manner.  The measurement equation used to determine the expanded 
uncertainty is: 

𝐸𝐸 = 𝑄𝑄(𝐶𝐶 − 𝐶𝐶𝑖𝑖𝑖𝑖) ∗ 𝑓𝑓𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 ∗ 𝑓𝑓𝑡𝑡𝑡𝑡𝑟𝑟𝑡𝑡𝑡𝑡𝑖𝑖𝑟𝑟𝑡𝑡 ℎ𝑡𝑡𝑡𝑡𝑖𝑖𝑢𝑢𝑖𝑖𝑡𝑡𝑢𝑢 ∗ 𝑓𝑓𝑡𝑡𝑡𝑡𝑡𝑡𝑝𝑝𝑝𝑝𝑡𝑡𝑡𝑡𝑡𝑡 ∗ 𝑓𝑓𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 𝑡𝑡𝑚𝑚𝑖𝑖𝑖𝑖𝑡𝑡𝑚𝑚𝑡𝑡 ∗
𝑓𝑓𝑓𝑓𝑟𝑟𝑚𝑚𝑓𝑓 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 dry ∗ 𝑓𝑓𝑓𝑓𝑟𝑟𝑚𝑚𝑓𝑓 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 wet (2) 

Where f values are the influence quantities, which have a value of 1 for computation of the 
emission rate and a standard uncertainty determined via calibration of the measurement 
instruments to NIST primary standard reference values.  Influence quantities are not required 
in the definition of the measurand (E in this case) but do have an effect on the measurement 
result through their contributions to the uncertainty.   
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The standard uncertainty in flow (Q) and concentration (C-Cin) will be quantified using 
standard deviations of the flow and concentration data, respectively.  The relative 
contributions to the total variation seen between bottles, between membranes and ampules, 
and within each bottle, membrane, and ampule will all be considered as part of the 
assessment of the standard uncertainty of the emission rate. The standard uncertainties of the 
values of the influence factors will be calculated from the uncertainty comparison between 
the measured parameter and the relevant NIST primary standard.  For example the 
uncertainty for the influence factor for the formaldehyde monitor will be determined from the 
variation seen in comparisons between the concentration values from the formaldehyde 
monitor and the NIST primary gravimetric standard formaldehyde reference source.   
 
The uncertainty in the emission rate will be quantified using the measurement equation (2). A 
first-order Taylor series expansion with n=1 can be used to determine a linear approximation 
for the measurement equation near the value of the measurand. The Taylor series then can be 
used to determine the propagation of uncertainties to determine the combined standard 
uncertainty.  The expanded uncertainty will be calculated from the combined standard 
uncertainty using a coverage factor of two. 

 
RESULTS AND DISCUSSION 
 
Experiments will commence in February 2015 and complete by June 2015.  A summary of 
the data will be presented at the conference.   
 
In order to develop an acceptable NIST standard reference material based on the FRS 
approach, additional tests will need to be conducted if the uncertainty from these preliminary 
experiments is deemed acceptable.  Further testing will include testing of a subset of 
production bottles, membranes and formalin. In addition, a subset will be tested to determine 
stability of the system after 6 and 12 months.  After stability has been confirmed and the final 
uncertainty deemed acceptable, untested production bottles may be certified and sold.  
 
CONCLUSIONS 
 
Confidence in testing results is needed if emission data are to be submitted to regulatory 
agencies or is used to meet voluntary product labelling standards.  Verification of 
formaldehyde emission testing data are of particular interest, and therefore merit a reference 
standard with small, stable level uncertainty.  This research will determine if the proposed 
NIST FRS will have acceptable uncertainty to serve as a verification tool. 
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SUMMARY  
Measured real-time formaldehyde concentrations in a net-zero energy house were compared 
to simulated concentrations from a recently-developed, coupled building energy and 
airflow/indoor air quality model. Measured and simulated formaldehyde concentrations in 
living spaces ranged from 4 ppbv to 10 ppbv (5 µg/m3 to 12 µg/m3) while concentrations in the 
conditioned attic ranged from 13 ppbv to 28 ppbv (16 µg/m3 to 34 µg/m3). During the 15 
minutes the heat recovery ventilator was off each hour, the measured concentration in a 
bedroom increased by 1 ppbv (1.2 µg/m3). In addition, year-long simulations suggest the 
formaldehyde concentration in the attic may reach almost 50 ppbv (62 µg/m3) during the 
summer. These results highlight the need for source control and effective ventilation (both 
outdoor air and air distribution) to reduce the concentration of indoor pollutants, particularly 
in tighter buildings. This research reaffirms the need to consider buildings as multizone 
systems and provide adequate ventilation to all building zones, particularly those with low 
outdoor air change rates. 
 
PRACTICAL IMPLICATIONS 
Proper mechanical ventilation is increasingly important as new buildings are constructed with 
or retrofitted to have lower infiltration rates to conserve energy. Without adequate ventilation, 
indoor pollutant concentrations can exceed levels of concern even in buildings built with low 
emitting construction materials. 
 
KEYWORDS  
Formaldehyde, Net-zero, Model, CONTAM, TRNSYS  
 
1 INTRODUCTION 
Formaldehyde is a known human carcinogen (IARC 2012) and exposure to elevated levels of 
formaldehyde has been linked with a higher incidence of certain types of cancer in cohort 
studies. Formaldehyde and formaldehyde-based resins are used in the manufacture of 
particleboard, plywood, paper products, insulation foam, flame resistant fabric, as well as to 
mold plastic parts for home appliances and consumer products (WHO 2010). Formaldehyde 
can be emitted from hydrolysis of formaldehyde-based resins (Salthammer et al. 2010). Its 
widespread use in man-made products is a major source of formaldehyde indoors. 
Formaldehyde can also be a by-product of combustion. Secondary formation of formaldehyde 
can occur through the oxidation of alkenes (especially terpenes) as demonstrated in chamber 
studies (Singer et al. 2006, Waring et al. 2008).  

The World Health Organization (WHO) has set a short-term (30 minute) guideline for 
formaldehyde exposure of 100 µg/m3 (81 ppbv) to prevent sensory irritation as well as long-
term health effects, including nasopharyngeal cancer and myeloid leukemia (WHO 2010). In 
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comparison, the California Office of Environmental Health Hazard Assessment has set a 
chronic reference exposure limit (REL) for formaldehyde of 9 µg/m3 (7 ppbv,) (OEHHA 
2014). This REL is the concentration at which adverse noncancer health effects are not 
expected for continuous chronic exposures.  

Whether a formaldehyde health standard is exceeded in an indoor environment is primarily 
dependent upon source strength (emission, reaction, combustion) and outdoor air change rate.  
Formaldehyde concentrations will be lower in environments with low source strengths and 
high air change rates. High performance buildings are typically constructed with low source 
strength materials but may be designed to operate at low air change rates.  

Typically, time-averaged methods (e.g., ASTM D5197-09e1) have been used to measure 
formaldehyde concentrations using derivatizing agent-filled sorbent tubes that are sampled 
over periods lasting several hours or even days. These methods do not capture variations in 
concentration at the time scales (seconds to hours) required to understand transient effects 
such as indoor chemistry that results in formaldehyde formation or the impacts of space 
conditioning equipment operation. To date, limited knowledge exists of the dynamic nature of 
indoor formaldehyde concentrations. Most of the research on the influence of environmental 
conditions (such as temperature and relative humidity) on formaldehyde concentrations has 
been limited to chamber studies. Measuring real-time, high resolution formaldehyde 
concentrations is vital to understanding the emission of formaldehyde from building materials, 
its formation from indoor chemical reactions and the impacts of equipment operation. 
Measuring real-time indoor concentrations of formaldehyde also allows for the verification of 
simulation models of indoor formaldehyde concentrations. 
 
Real-time monitoring of indoor ambient formaldehyde concentrations has been limited to 
Fourier Transform Infrared (FTIR) spectrometry and sensor-spectrophotometric devices. 
Typically, FTIR spectrometers are limited to a method detection limit (MDL) of about 8 ppbv 
(9.8 µg/m3) for formaldehyde (Wei et al. 2013). A sensor-spectrophotometric device has been 
shown to have a 2 ppbv (2.5 µg/m3) MDL and a sampling cycle of one minute (Carter et al. 
2014). Recent advancements in laser spectrometry have led to the development of a real-time 
formaldehyde monitor that has an MDL of 0.1 ppbv (0.12 µg/m3). This instrument was used in 
this study to measure real-time formaldehyde concentrations in a net-zero energy house and to 
demonstrate the short term, dynamic impacts of a heat recovery ventilator (HRV) on indoor 
concentrations. The measured concentrations were also compared to simulation results from a 
coupled building energy and airflow/contaminant transport model of the house.  
 
2 MATERIALS/METHODS  
A net-zero energy test house was monitored in real-time to examine variations in indoor 
formaldehyde concentrations and to determine if these variations can be captured in models. 

Test Facility 
The National Institute of Standards and Technology (NIST) constructed the Net-Zero Energy 
Residential Test Facility (NZERTF) in Maryland, USA in 2012. The facility functions as a 
laboratory to support the development and adoption of cost-effective net-zero energy (NZE) 
designs and technologies, construction methods, and building codes. The two-story house 
with a basement and attic is similar in size (242 m2 for occupied floors, 485 m2 inside the 
building envelope including the attic and basement) and aesthetics to homes in the 
surrounding communities. The house is not furnished other than permanently installed 
cabinetry. One key design objective was to provide for occupant health and comfort through 
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adequate ventilation and reduced indoor contaminant sources. For source control, guidelines 
were implemented to minimize use of products with urea-formaldehyde resin and elevated 
emissions of volatile organic compounds (VOC). More information on the NZERTF design 
and long term monitoring of VOC concentrations can be found in Poppendieck, et. al. (2015).  

Several technologies are employed in the house to achieve the net-zero energy goals including 
a 10.2 kW photovoltaic system, a high efficiency air-to-air heat pump, a solar hot water 
system, and a heat recovery ventilator (HRV). All floors of the house, including the attic, are 
within the conditioned space. A central heat pump system provides supply air to all floors 
except the attic. Passive air transfer grilles connect the basement to the first floor and attic to 
the second floor of the house. Air is returned to the heat pump via two return air grilles 
located on the first and second floor. A separate HRV system provides air to the first floor 
kitchen and second floor bedrooms and draws air for heat recovery from three bathrooms 
located on the first and second floors. To comply with the outdoor air requirements in 
ASHRAE Standard 62.2-2010 (ASHRAE 2010), the HRV was sized to deliver 137 m3 h-1 of 
outdoor air, which is equivalent to an air change rate of 0.11 h-1. Tracer tests performed in the 
summer and winter showed the infiltration through the building envelope to vary between 
0.02 h-1 to 0.06 h-1 when the HRV was off and the total outdoor air change rate (mechanical 
ventilation plus infiltration) to vary between 0.17 h-1 to 0.19 h-1 when the HRV was on. (Ng et 
al. 2015) 

Model 
Modelling of the NZERTF was performed using the whole-building multizone airflow and 
indoor air quality software CONTAM (Dols et al. 2015) coupled with the TRaNsient Systems 
Simulation Tool (TRNSYS, (Duffy et al. 2009)) building energy analysis software. CONTAM 
accounts for the interaction between external driving forces (ambient temperature and wind) 
and internal mechanisms (building mechanical system airflows) to determine resultant 
pressures and airflows across internal and external building partitions, i.e., interzone and 
infiltration/exfiltration airflows. It can then account for external and internal contaminant 
sources and removal mechanisms to calculate contaminant transport associated with the 
previously determined airflows. TRNSYS has a modular structure that enables multiple 
energy-related systems to be considered together within a single simulation environment. 
Modules are referred to as Types. Type 56 implements a whole-building multizone heat 
transfer model that can account for conductive, convective and radiant heat transfer associated 
with building materials (e.g., walls, floors, ceilings and windows); interzone and infiltration 
airflows; and heating and air-conditioning systems that can be simulated using a wide range of 
existing and/or user-defined modules. 
 
Both CONTAM and TRNSYS Type 56 have limitations. CONTAM relies on user-defined 
values for internal temperatures to calculate airflows, while Type 56 requires the input of 
infiltration and inter-zone airflow rates to calculate temperatures. By coupling these two 
models, the limitations of each can be overcome. During the simulation, data is exchanged 
between the two models to form the coupled simulation as described in Dols et al. (2015).  
 
The NZERTF was modelled as a four zone building consisting of one zone for each floor 
including the basement and attic. Model inputs were determined based on building design and 
measurements. Ventilation system airflow rates including heat pump supply and return; HRV 
supply and return; and bathroom, range hood and dryer vent exhaust were measured with a 
balometer or a duct traverse using a hot wire anemometer. A blower door test was performed 
to measure the building envelope leakage rate. This envelope leakage was distributed over the 
entire above-grade building envelope in the CONTAM representation. These measurements 
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and other house properties are provided in Ng et al. (2015) and the TRNSYS representation 
including the mechanical systems was developed by Leyde (2014) and calibrated with 
measured data by Balke (2016).  Poppendieck, et. al. (2015) previously used a CONTAM-
only model to predict infiltration rates by defining all system flows and zone temperatures. In 
contrast, this coupled model simulated thermostat control of the space conditioning system to 
establish heat pump operation and calculate zone temperatures. 
 
The average occupied floor area (1st floor and 2nd floor) formaldehyde emission rate over one 
year (6.7 µg h-1 m-2) was measured using one hour 2,4-dinitrophenylhydrazine (DNPH) 
cartridge sampling according to ASTM D5197 (ASTM 2009) and reported in Poppendieck et. 
al. (2015). Preliminary investigations indicated that there was likely no significant source of 
formaldehyde in the basement, but there are potential sources on other levels. The source was 
modeled as being present in the 1st floor, 2nd floor and attic. Hence, the floor area 
formaldehyde emission rate (5.1 µg h-1 m-2) was normalized to include the attic floor area.   

Measurements 
A real-time spectrophotometric formaldehyde monitor was placed in the NZERTF for three 
weeks. The sensitivity of the monitor is 0.1 ppbv (0.12 µg/m3) with a one second sampling 
time. Sampling lines were run from each room to an automatic seven port sampling valve, 
which fed into the monitor. The monitor recorded the formaldehyde concentration at each 
location in series for two three-day periods (Session 1 and Session 2). Each location was 
sampled for two minutes every 15 minutes. The monitor was zeroed every 15 minutes.  

Tracer gas decay tests were conducted concurrently with the formaldehyde monitoring. 
During Session 1 a fan was placed at the top of each stairwell (between basement and 1st 
floor, and between 1st and 2nd floor) to enhance the mixing of the tracer. During Session 2 a 
single fan was placed between the 1st and 2nd floor, while the door to the basement was closed. 
Estimated mixing fan flows were included in the model. Formaldehyde concentrations were 
similar for floors connected with a mixing fan.  

The formaldehyde monitor was also used to individually monitor each of seven locations  
continuously over day long periods. The monitor recorded data from each location for 12 out 
of every 15 minutes. The remaining time was used to zero the instrument and record outside 
concentrations.  Relative humidity, temperature and ozone concentrations were separately 
monitored. 

3 RESULTS AND DISCUSSION 
The measured formaldehyde concentrations in the 1st floor, 2nd floor, and basement were 
similar during both measurement sessions (Figure 1). The measured concentrations in the 
zones ranged from 4 ppbv to 10 ppbv (5 µg/m3 to 12 µg/m3). These concentrations bracket the 
OEHHA chronic REL for formaldehyde of 7 ppbv (9 µg/m3) (OEHHA, 2015).  

The measured formaldehyde concentrations in the attic were two to four times higher than the 
concentrations in the other zones. The attic in the NZERTF is within the conditioned space, 
but is only connected to the occupied zone via two passive transfer grills. The tracer decay 
rate in the attic was two to three times lower than other measured locations in the NZERTF 
during Session 1. This lower air change rate is consistent with the attic having higher 
formaldehyde concentrations assuming the equivalent emission rate for all the spaces. In the 
CONTAM model the formaldehyde emission rate was defined to be evenly distributed 
throughout the 1st floor, 2nd floor and attic based on floor area. The model data (solid lines in 
Figure 1) follow the same trends as the measured data, with the attic concentration being two 
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to three times higher than the other zones. Since the model was assigned the same 
formaldehyde emission value throughout the 1st floor, 2nd floor and attic, this result indicates 
that the elevated concentrations in the attic are largely due to the reduced ventilation in the 
attic compared to the other zones in the house.  

 

Figure 1. Real time formaldehyde concentration (ppbv) data from two three-day sampling 
sessions. During Session 1 (left) the average outdoor temperature was 3.5 °C (standard 
deviation SD=4.4 °C) and the average wind speed was 0.9 m/s (SD = 1.3 m/s). During Session 
2 (right), the average outdoor temperature was 12.7 °C (SD = 4.9 °C) and the average wind 
speed was 0.9 m/s (SD=1.1 m/s).. 

The higher average outdoor temperature of 12.7 °C during Session 2 (Figure 1, right) likely 
resulted in higher formaldehyde concentrations as compared to Session 1 (3.5 °C). The 
average wind speed was the same for both sessions. As the outdoor temperatures approach 
indoor temperatures there is a lower driving force for infiltration. Lower infiltration rates 
should have greater influence on chemical concentrations in zones without direct mechanical 
ventilation, such as the attic in this house. The modeled emission rates were constant and not 
adjusted for indoor temperature changes. This indicates that the greater increase in 
formaldehyde concentrations during Session 2 in the attic compared to the rest of the zones is 
likely the result of reduced outdoor air change in the attic. 

Air mixing within the NZERTF also varied between Session 1 (more mixing) and Session 2 
(less mixing). Due to the lower temperatures during Session 1, the heat pump system operated 
for a longer period of time and resulting in more mixing during Session 1 than Session 2.  In 
addition, during Session 1 a fan was placed at the top of the stairwell between the basement 
and 1st floor to enhance the mixing of the tracer. During Session 2 the door to the basement 
was closed. The decrease in mixing in Session 2 led to a greater difference between the 
measured 1st and 2nd floor concentrations and the basement concentrations (especially on 
12/12/15) (Figure 1, right) compared with Session 1 (Figure 1, left).  

The measured formaldehyde concentration on the 2nd floor varied to a greater extent than the 
measured concentration on the 1st floor and basement (Figure 1). To investigate this variation, 
the formaldehyde concentration was measured in the middle of the 2nd floor master bedroom 
continuously for one day (Figure 2). The master bedroom was supplied with outside air via 
the HRV for 40 minutes of every hour (black line Figure 2). Every time the HRV was off the 
formaldehyde concentration in the room increased 1 ppbv (1.2 µg/m3) in roughly 15 minutes. 
The formaldehyde concentration decreased by a similar amount during the 45 minutes the 
HRV was supplying outdoor air to the room.  
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Formaldehyde emissions rates in laboratory settings have been shown to be temperature and 
relative humidity dependent (Liang et al. 2015). Preliminary observations show that the 
master bedroom formaldehyde concentration correlated more strongly with the outdoor 
relatively humidity values (Figure 2), rather than the indoor relatively humidity. No trends 
were observed between the formaldehyde concentration, ozone concentration, indoor 
temperature and outdoor temperature. These dependencies will be the subject of future studies 
at the NZERTF. The collected master bedroom data does show that during the winter, the 
impact of a 12 % change in outdoor relatively humidity at the NZERTF had a lesser effect on 
formaldehyde concentrations than turning off the HRV.  

The importance of ventilation in high performance buildings is underscored by the fact that (i) 
a lower air change rate in the NZERTF attic led to elevated formaldehyde concentrations in 
the attic and (ii) the formaldehyde concentration and the HRV operation in the master 
bedroom were correlated. 

 
Figure 2. Real-time formaldehyde concentration (ppbv) data from master bedroom. The HRV 
was on and providing outdoor air to the master bedroom for 40 minutes of every hour, as 
indicated by solid portion of the black line. The gaps in the black line show when the HRV 
was off. Blue data points are the formaldehyde concentration (ppbv) and orange data points 
are the outdoor relative humidity (%). 

The model achieved a reasonable, although not exact, agreement with the measured data 
(Figure 1) taken at the NZERTF. While measurements were made in winter, the model was 
run for a full year, using 2015 weather data, to assess peak formaldehyde concentrations in the 
NZERTF (Table 1). During the modelled year, the maximum simulated formaldehyde 
concentration in the attic was 47 ppbv (56 µg/m3), while the maximum simulated 
formaldehyde concentration in the living space was 9.5 ppbv (11.7 µg/m3). The average 
predicted formaldehyde concentrations in the summer months (June, July and August) were 
29 ppbv (±5.8 ppbv, 36 µg/m3 ±7.1 µg/m3) in the attic and 9.5 ppbv (±0.6 ppbv, 12 µg/m3 ±0.7 
µg/m3) on the 1st floor.  
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Table 1. Predicted Formaldehyde Concentrations in the NZERTF over a year of operation 
(ppbv). Average summer values are from June, July and August.  
Zone Maximum Summer  

Average  
Yearly  

Average 
Yearly Standard 

Deviation 
Attic 47.1 28.0 18.8 6.2 
Second Floor 8.7 6.8 5.9 0.8 
First Floor 9.5 7.8 7.3 1.0 
Basement 8.8 7.4 6.3 1.0 
 

4 CONCLUSIONS 
The purpose of the NZERTF is to demonstrate that a typical home can achieve net-zero 
energy operation while maintaining acceptable indoor environmental conditions. Key design 
elements of the NZERTF include thermal envelope construction with minimal air leakage and 
the provision of controlled mechanical ventilation. This research shows that even though the 
NZERTF meets the ventilation requirements in ASHRAE Standard 62.2 and uses building 
products with low emission rates, formaldehyde concentrations were elevated during times 
when the ventilation (HRV) is off and in zones with minimal ventilation air distribution 
(attic). As new construction seeks to employ these same design principles, specifically low 
envelope infiltration rates as well as effective and reliable mechanical ventilation, including 
both adequate outdoor air intake rates and good air distribution are critical for controlling 
indoor pollutants.  
 
While time-averaged sampling techniques are appropriate for evaluating potential chronic 
health impacts and have a cost advantage, real-time measurements of formaldehyde 
concentrations provide new insights to the indoor environment. Real time monitoring of 
formaldehyde proved to be beneficial for investigating coupling among zones, short term 
variations in concentrations attributable to mechanical system operation, and associations of 
concentrations with physical parameters. In addition, the frequent and high-accuracy 
measurements throughout the NZERTF allowed for verification of a coupled CONTAM and 
TRNSYS model. 
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SUMMARY  
 
The use of spray polyurethane foam (SPF) insulation in the United States is increasing.  The 
primary flame retardant used in SPF, Tris (1-chloro-2-propyl) phosphate (TCPP), has been 
detected in micro-chamber emission experiments investigating SPF.  However, due to the use 
of TCPP in furniture, SPF has not previously been positively identified as a source of indoor 
TCPP concentrations.  This research measured airborne TCPP concentrations in a furniture-
free residential test facility that contained 15 m2 of exposed, two-year-old, open cell SPF. 
 
INTRODUCTION 
 
Spray polyurethane foam (SPF) insulation is increasingly being used in both new 
construction and retrofits.  SPF is a unique building product in two ways:  1) SPF reduces 
both convective and conductive heat loss through the building envelope, and 2) SPF is 
created on site through the reaction of two sets of chemicals.  Chemicals used to make SPF 
include polyols, isocyanates, amines, surfactants, amine polyols, alkanolamines, blowing 
agents and flame retardants.  SPF can contain more than 8 % flame retardant (Sebroski 
2012).  Recent research (Poppendieck et. al. 2015) has shown than when a sample of new 
open cell, high pressure SPF was tested in micro-chamber environments at 40 °C and 100 
mL/min, the flame retardant Tris (1-chloro-2-propyl) phosphate (TCPP) was emitted at 
nearly a constant concentration (400 µg/m3 to 500 µg/m3).  However, it is unclear how TCPP 
emissions emission factors from SPF micro-chamber experiments relate to TCPP sources and 
concentrations in buildings.  TCPP is also used in products that contain polyurethane foam 
such as furniture, mattresses and sound insulation within consumer products.  Hence, if TCPP 
is measured in air of an occupied house containing SPF, the TCPP source cannot be solely 
attributed to the insulation or the furniture. 
 
The National Institute of Standards and Technology (NIST) built in 2012 a net-zero energy 
residential test facility (NZERTF) to support the development and adoption of cost-effective 
net-zero energy designs and technologies, construction methods, and building codes.  The 
design and construction of the NZERTF are described in Pettit et al. (2014). The NZERTF is 
a two-story, detached home with an unfinished basement and attic within the building 
thermal envelope. The garage is not attached. The house is similar in size (242 m2 for 
occupied floors, 485 m2 inside the building envelope including the attic and basement) and 
aesthetics to homes in the surrounding communities. To achieve the net-zero energy goals, 
several technologies are employed, including a high efficiency heat pump, a solar hot water 
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system, a heat recovery ventilator (HRV), and a 10.2 kW photovoltaic system. To comply 
with the outdoor air requirements in ASHRAE Standard 62.2-2010 (2010) the HRV was 
sized to deliver 137 m3 h-1 of outdoor air. Special attention was paid to the design and 
construction of the highly insulated and airtight building envelope.  Roughly 15 m2 of high 
pressure, open cell SPF was used to insulate the basement rim joists.  The basement is 
unfinished and the SPF is not covered by any finishing material.  The house has no carpet and 
is not furnished other than permanently installed cabinetry. Hence, if TCPP is present in the 
indoor air of the house and not measured in the outdoor air it can likely be attributed to the 
SPF.  This work sought to measure airborne TCPP concentrations in the NZERTF.   
 
METHODOLOGIES  
 
The first floor and basement of the NZERTF were sampled for TCPP over a period of two 
months.  The NZERTF TCPP sampling involved two Tenax sorbent tubes in series.  The first 
tube is used to quantify the TCPP concentration and the second to evaluate if there was 
breakthrough through the first.  If TCPP breakthrough to the second tube was found, the data 
was not used.  For each sampling event three sets of tubes were prepared.   
 
Each tube set was sampled at 50 mL/min using a mass flow controller sampling system. 
Sampling times varied from 52 min to 216 min (average 155 min).  The tubes were separated 
and spiked with internal standard (1.0 µL of 1.25 mg Toluene D-8/mL of methanol).  Blank 
tubes (with internal standard) were run between the samples to quantify any carryover 
between samples. Samples were analyzed using a thermal desorption-gas 
chromatography/mass spectrometer system (TD-GC/MS).   
 
When used in field applications TCPP typically consists of three isomers: tris(1-chloro-2-
propyl) phosphate (≈66%), bis(1-chloro-2-propyl) (2-chloropropyl) phosphate (≈30%) and 
(1-chloro-2-propyl) bis(2-chloropropyl) phosphate (≈4%).  The relative response ratios of the 
three isomers on the tubes with TCPP and the subsequent blanks were summed to determine 
the total response ratio.  The combined relative response ratio was then integrated using a 
five point standard curve (20 ng, 30 ng, 50 ng, 70 ng and 90 ng).  Typically, only the first two 
isomers were detected and only the first two isomers were quantified.   
 
The 13 standard curve R-square values averaged 0.98 for the first and second isomer.  On 
days when a standard curve was not run, check standards were run.  The instrument detection 
limit was 8.65 ng and the method detection limit was 0.71 µg/m3 to 2.86 µg/m3 depending on 
the sample volume.  Only values above the method detection limit for the corresponding 
sampling volume are shown below.   
 
Samples were run over a period of two months in the summer of 2014.  The initial thermostat 
set point (located on the first floor) was 23.9 °C, a setting that had been maintained for weeks 
prior to the analysis.  The thermostat was raised to 32.2 °C and maintained at the temperature 
for a period of seven days.  Temperatures in the basement were several degrees cooler than 
the thermostat set points. Temperature values shown in the following table and figure are 12-
hour average readings from a thermocouple located in the center of the open basement. 
 
To ensure that there we no sources of TCPP other than the SPF in the basement, small 
samples of a variety of materials with foam components were placed in a micro-chamber at 
40 °C and sampled for TCPP using the same Tenax sorbent tubes and TD-GC/MS analysis.  
The sampled materials include rigid expanded polystyrene insulation, duct insulation, and 
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two varieties of pipe insulation.  No TCPP was detected from any of these materials (method 
detection limit 2.0 µg TCPP/g material m3 air to 6.3 µg TCPP/g material m3 air).   

RESULTS AND DISCUSSION 

Samples were taken in the basement and on the first floor with the HVAC (Heating, 
Ventilating, and Air Conditioning) operating under normal conditions (typical air change 
rates: 0.15 h-1 to 0.22 h-1, Poppendieck et. al. 2015).  Samples were also taken outdoors and 
no TCPP was detected. Table 1 shows that the average TCPP concentration for the basement 
samples was nearly twice that of the first floor samples.  These data lends credence to the 
source of the TCPP being in the basement.  As mentioned above, none of the other measured 
materials in the basement contained TCPP and there have never been other potential sources 
of TCPP, such as furniture or mattresses, in the NZERTF.  This information indicates TCPP 
is being emitted from the SPF located in the basement, is transported to the living areas, and 
is measurable in the indoor air under normal operating conditions.   

Table 1:  Average TCPP concentrations measured in the NIST NZERTF.  

Location Average 
Temperature (°C) 

Number of 
Samples (n) 

Average Concentration 
(µg/m3) 

Relative Standard 
Deviation 

1st Floor 23.7 9 1.5* 7.0% 
Basement 21.0 12 2.8 9.9% 
*First floor samples ranged from 13 ng to 16 ng per sorbent tube.  This is below the lowest standard, but above
the instrument detection limit of 8.65 ng determined according to “Definition and procedure for the
determination of the method detection limit – Revision 1.11”  Pt. 136, App. B 40 CFR Ch. I (7–1–03 Edition).

Direct comparisons of measured concentrations (Table 1) to other residences is of limited use 
given the unique conditions of the NZERTF.  First, SPF was not the primary insulation used 
in the house.  SPF was only sprayed on 15 m2 of the house exterior, a relatively small fraction 
of the greater than 600 m2 of the building envelope.  Other SPF application scenarios may 
involve a larger fraction of the building envelope.  Second, the SPF was directly exposed to 
the basement air.  In many SPF applications there are finishing products between the SPF and 
the occupied space.  These products, such as drywall, can inhibit the transfer of TCPP to the 
occupied space.  Third, there were no other sources of TCPP (furniture and mattresses) 
present in the house.  Fourth, this work did not quantify the sorption and or re-emission of 
TCPP from dust or any other materials.  Finally, the toxicological relevance of these 
concentrations is beyond the scope of this paper.  There is limited data on chronic exposure 
to low TCPP concentrations (Farhat et. al. 2013).  Current efforts to expand this knowledge 
are underway by other researchers.   

Previous work (Poppendieck et. al. 2015) has shown a strong correlation between TCPP 
concentration and temperature when sampled in controlled micro-chamber experiments.  To 
see if this relationship also held true in a full scale residence, the temperature of the NZERTF 
was raised for seven days (average basement temperate 28.5 °C).  The results in Figure 1 
illustrate the TCPP concentrations in the NZERTF are also strongly correlated to indoor 
temperature.  There was minimal correlation with outdoor temperature (R square 0.03).  The 
average outdoor temperature was 23 °C during both sets of indoor temperature experiments.   

These data are consistent with the micro chamber data that demonstrate a relationship 
between temperature and emission rate of TCPP from SPF insulation.  More research is 

SP-763

Poppendieck, Dustin; Connor, Angelica . "Measuring Flame Retardant Emissions From Spray Polyurethane Foam in a Home." Paper presented at the Healthy Buildings 2015 Conference, Boulder, CO, Jul 19-Jul 22, 2015./NZERTF Paper 2015 V6/RESULTS AND DISCUSSION

Poppendieck, Dustin; Connor, Angelica . 
“Measuring Flame Retardant Emissions From Spray Polyurethane Foam in a Home.” 

Paper presented at the Healthy Buildings 2015 Conference, Boulder, CO, Jul 19-Jul 22, 2015.



needed to determine building envelope temperatures where SPF is applied and the fate and 
transport of TCPP through wall finishing materials.  

Figure 2:  TCPP concentrations measured in the NIST NZERTF basement at various temperatures. 
Error bars show two standard deviations of triplicate sampling.  

CONCLUSIONS 

This research indicates that under the tested conditions, airborne TCPP concentrations can be 
measured in the NZERTF and the source of the TCPP is likely exposed, two-year-old, open-
cell SPF.  
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Does Your SEM Really Tell the Truth?—How Would You Know? 
Part 4: Charging and its Mitigation   

Michael T. Postek# and András E. Vladár#
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ABSTRACT

This is the fourth part of a series of tutorial papers discussing various causes of measurement uncertainty in scanned 
particle beam instruments, and some of the solutions researched and developed at NIST and other research institutions. 
Scanned particle beam instruments, especially the scanning electron microscope (SEM), have gone through tremendous 
evolution to become indispensable tools for many and diverse scientific and industrial applications. These improvements 
have significantly enhanced their performance and made them far easier to operate. But, the ease of operation has also 
fostered operator complacency. In addition, the user-friendliness has reduced the apparent need for extensive operator 
training. Unfortunately, this has led to the idea that the SEM is just another expensive “digital camera” or another pe-
ripheral device connected to a computer and that all of the problems in obtaining good quality images and data have 
been solved. Hence, one using these instruments may be lulled into thinking that all of the potential pitfalls have been 
fully eliminated and believing that, everything one sees on the micrograph is always correct. But, as described in this and 
the earlier papers, this may not be the case. Care must always be taken when reliable quantitative data are being sought. 
The first paper in this series discussed some of the issues related to signal generation in the SEM, including instrument 
calibration, electron beam-sample interactions and the need for physics-based modeling to understand the actual image 
formation mechanisms to properly interpret SEM images. The second paper has discussed another major issue confront-
ing the microscopist: specimen contamination and methods to eliminate it. The third paper discussed mechanical vibra-
tion and stage drift and some useful solutions to mitigate the problems caused by them, and here, in this the fourth con-
tribution, the issues related to specimen “charging” and its mitigation are discussed relative to dimensional metrology. 

Keywords: calibration, charging, measurements, metrology, modelling, scanning electron microscope, SEM, standards, 
reference materials

1.0 INTRODUCTION

Scanning electron microscopes are used extensively in research and advanced manufacturing for materials characteriza-
tion, metrology and process control. Earlier papers [1 – 3], discussed some of the potential issues and pitfalls to avoid when 
quantitative measurements are made with an SEM. The first paper in the series discussed signal generation, instrument 
calibration, electron beam interactions, and the need for modeling to understand the mechanisms of the actual image gen-
eration [1]. Modeling has been discussed at greater length in other papers [4-5]. 

The second paper in the series, addressed another major issue confronting the microscopist, which is specimen con-
tamination and methods of contamination reduction and its elimination [2]. In a third paper, the additional components of 
measurement uncertainty induced by mechanical vibration and stage drift and some possible solutions to these issues were 
discussed [3]. In this, the fourth contribution, some of the issues related to specimen “charging” and methods for its miti-
gation are discussed. All four of these tutorial papers are unified in the discussion of how these particular problems effect 

1 Contribution of the National Institute of Standards and Technology, not subject to copyright. 
2 Certain commercial equipment is identified in this report to adequately describe the experimental procedure. Such iden-
tification does not imply recommendation or endorsement by the National Institute of Standards and Technology, nor does 
it imply that the equipment identified is necessarily the best available for the purpose.
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dimensional measurements made with the SEM. Over the years, several workers at NIST and other institutions have done 
a great deal of research into these issues in order to improve the fundamental metrology with particle beam instruments and 
some of this work, including some historical perspectives, is reviewed and discussed here. 

2.0 DISCUSSION

2.1 Specimen Charging. The term “charging” in a particle beam instrument relates to the build-up of either positive or 
negative potential at or near the surface of a sample while it is being irradiated by a particle beam. Charging results in a 
significant number of undesirable consequences, and in a few cases, it can be used to the advantage of the researcher (see: 
Section 4.0). Surface charging causes instability of the secondary electron image intensity which results in variations in the 
secondary electron yield and detector efficiency. Changes in the surface potential also alters the primary beam landing en-
ergy resulting in changes in magnification, beam drift, image distortions and potential errors, even in x-ray microanalysis. 
All of the issues induced by charging are detrimental to measurement data quality. 

Charging has been studied [6 - 9], but is not all that well understood. As discussed more extensively below, one can divide 
the possible cases of sample charging into four broad categories: non-charging - this is the case of metals, i.e., conduc-
tive samples where the primary beam electrons can readily travel to ground potential; un-noticeable charging - charge 
build-up is sufficiently minor that the operator does not readily observe obvious charging-related problems during the 
imaging and measurements of partially conductive, grounded samples. This is the most troublesome case since it often not 
recognized until after the micrograph has been taken; evidently charging - partially conductive samples that still allow 
limited imaging and measurements; and grossly charging - non-conductive and or non-grounded samples that preclude 
any meaningful imaging or measurements. 

Maxwell’s equations dictate that charge must be conserved, this is an accounting relationship. When viewing an ideal 
conductive sample at high accelerating voltage, the sum of the backscatteded electrons leaving the sample (backscattered 
electron coefficient - η), the secondary electrons leaving the sample (secondary electron coefficient - δ) as signal, may be 
less than unity but, must be balanced by those electrons flowing to ground, this can be measured as the specimen current.  
In an ideal case, the specimen current measured (Isc ) is a function of the beam energy (E). If incident beam current is rep-
resented as (Ibeam) then:

-Ibeam + (η+δ)Ibeam + Isc = 0

and for a conductive sample, that is typically, the case. Therefore, when (η+δ) is unity the measured Isc is zero.

Unfortunately, most of the more interesting samples are not ideal. In most cases, there are differences in the current flow 
to earth between the Ibeam  and the Isc . Those difference relate to the conductivity, the total signal leaving the sample and 
how much charge remains:

 Isc = 1 - (η+δ).

In a non-conductor,  Isc = O, so charge can accumulate. If η+δ < 1, negative charging will occur, and if η+δ > 1, positive 
charging will result. In those cases where charge accumulates, the goal is to achieve a Dynamic Charge Balance so that: 
η+δ = 1, so the number of electrons injected into the sample by the primary electron beam are balanced by those leaving 
the sample as signal [8]. Approaches to achieving that balance are discussed in Section 3.1 and Joy and Joy, 1996 [8].

The consequences of charge build-up in an SEM have been known and researched since the early days of television. This 
is because the early television and the SEM are both closely related technologically in that they were both scanned elec-
tron beam systems. Especially notable was the work at RCA Laboratories [10 - 12]. Aspects of that research were directly 
applicable to the early SEM instruments such as the ones developed by Zworykin, Hillier and Snyder [13] and those at 
Cambridge University [14 – 15] that ultimately led to the first commercial SEM instruments.

In some ways, charging is very capricious in that one can easily make a sample charge-up grossly (as discussed below), or 
subtle charging can go on essentially unnoticed and potentially result in significant measurement errors. This capricious 
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nature is largely due to the dynamic nature of charging, to the versatility of the scanning electron microscope, and to the 
variety of geometries and instrument conditions available in the various particle beam instruments. Often a sample that is 
charging in one instrument may show no obvious sign of charging in another. There are many reasons why this is the case 
(as discussed below). In the past, most of the research work has revolved around finding ways to avoid charging. This is 
quite understandable since this is a rather complicated problem to solve because of the large number of possible instru-
ment and sample variables. It is clear that it is up to the operator to recognize a charging situation and determine the proper 
conditions necessary to mitigate it and acquire the best images and measurement data. 

2.2 Types of Charging.  Of the four general cases described above, strictly speaking, it comes down to two types of speci-
men conditions that can be readily identified. These are non-charging and charging in the particle beam instrument. 

2.2.1 Non-Charging. A highly conductive sample, such as bulk gold, channels all of the electrons that it absorbs to ground 
and no charging (i.e., change in electrical potential) would come about either during image acquisition or after. Clearly, that 

3Low landing energy is used here since that term has replaced the term low accelerating voltage because in some of the 
newer instruments the electron source can emit electrons at high accelerating voltage, but they are decelerated to a lower 
landing energy in the column and/or at the sample stage. This technique allows the electron optical column to operate more 
optimally (See: Reference 1). In SEM literature, landing energy is usually given in kilo-electron volts (keV). For example, 
15 kV accelerating voltage with no deceleration results in (approximately) a15 keV energy primary electron beam.

4Although, horizontal field width and field of view are often used interchangeably (See: Reference 1), HFW has been 
adopted in this publication since field of view implies a two - dimensional array which is only valid when the beam scan is 
normal to the sample (zero degrees of tilt).

Figure 1. Examples of negative charging of a diamond chip. (Left) Micrograph demonstrating minimal charging with low 
landing energy3 at 1.0 keV (HFW4 = 36 μm).  (Right) Micrograph showing evidence of strong charging when the landing 

energy is increased to 10 keV, (HFV = 13 μm).
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is the most ideal situation. Most of the more interesting sam-
ple materials are not so cooperative. Even some, seemingly 
completely conductive metal samples, such as aluminum can 
have an oxide layer on the surface, can develop a charge de-
pending upon the instrument conditions applied.

2.2.2 Charging. When a material cannot effectively conduct 
the beam energy imparted to it by the primary electron beam 
to ground it is often said to be “charging.” This build-up of 
(or a change in) the electrical potential in or around the sam-
ple itself can result in detrimental effects to the imaging and 
any measurements made with the instrument on that sample. 
Samples may develop a static charge that - depending on the 
conductivity of the sample and its environment – can be re-
tained for long periods of time, in vacuum. Generally, it is 
advantageous to allow the static charge to completely drain 
from the sample, because the changes induced by the primary 
electron beam of the instrument can be interpreted better and 
are more repeatably. The accumulated charge in the sample 
material represents a potential energy, and when it is drained, 
the sample achieves a more neutralized, more stable, less en-
ergetic state. Electrical connections, including surface con-
duction due to humidity, all play a role in discharging the 
sample. Two major categories of charging can occur: 

2.2.2.1 Negative Charging - (η+δ < 1).  Negative charge build-up occurs when a number of electrons impinging on the 
sample are trapped within the material and a negative electrical potential builds up. This can be only few volts or as much 
as the primary electron beam, i.e., several thousands of volts. The most common manifestation of this situation is that the 
image appears to “glow” (brighter) or cause geometry distortion in the image as electron production is artificially enhanced 
or the beam is unintentionally deflected (Figure 1). In other cases, marginally adhered particles can be seen to “blast-off” 
from the specimen stub – never to be seen again (until they land upon a critical component within the column). Fibers, 
insect antennae and other protruding structures will also be seen waving at the operator as the beam scans across them. 

Since most samples are not totally conductive, charging is a common situation; a good deal of scientific literature has been 
devoted to this topic [16 – 18], as well as, the various references cited below. Negative charging is the most evident and 
troublesome type of charging and under the most extreme circumstances can disrupt and deflect the electron beam, and 
cause intolerable distortions. One of the first references to this, for the SEM, was Clarke and Stuart [19]. They formulated 
an explanation for the “formation of the distorted image of the electron collector of the scanning electron microscope when 
the instrument is used to observe uncoated insulating materials.” This was provided as a cautionary note because they cor-
rectly felt it could lead to image misinterpretation when uncoated insulating materials were being observed. 

Figure 2 shows an extreme case of charging resulting in a “mirror microscopy-like” image similar to the one described by 
Clarke and Stuart [19]. In this case, the sample has developed and is retaining a potential at or above that of the primary 
electron beam. The primary electron beam does not impinge on the sample, as it is scanned over the sample, but it is de-
flected throughout the specimen chamber generating signal from the internal components of the SEM specimen chamber, 
such as the final lens, and electron detectors [20, 21]. Even as strange as this mode of instrument operation is, it can also 
hold a diagnostic function since it can image particles and other contaminants on apertures and the final lens pole piece. 
Shaffner and Hearle, van Veld and Shaffner, and Shaffner and van Veld [22 - 24], reviewed the phenomenon of charging 
and also described the mirror mode described above and shown in Figure 2. The extreme negative charging at the sample, 
causes the primary electron beam to actually become diverted and image the inside of the specimen chamber.  Images 
become grossly distorted and the primary electron beam is deflected as it approaches the sample throughout the chamber 
when such charging is present. Tilting the sample can direct the beam to various locations of interest. There does not ap-

Figure 2. Example of extreme negative charging causing 
the primary electron beam to image the inside of the speci-
men chamber. The instrument “reports” it is scanning a 
horizontal field width (HFW) of 127 μm however, the stated 
magnification and HFV recorded on the micrograph are 
clearly wrong; the HFV is actually approximately 20 cm.
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pear to be any negative consequences to these actions, but it is 
startling to the operator the first time it occurs. This is an amusing 
application of charging, but this is not the main area where the 
typical charging problem exists. Typically the majority of prob-
lems exist between sample ground and just a few electron volts 
where subtle, un-recognized charging occurs. 

Often, charging is obvious, but sometimes it is quite subtle. 
Negative charging presents an insidious problem for dimensional 
measurements because there is the potential for it to deflect the 
beam such that it actually lands nanometers away from its in-
tended location. The amount of deflection can be negligible or it 
can be significant depending upon the instrument conditions and 
the 3-dimensional structure being measured.  As shown in Figure 
3, when the beam approaches a charging structure, its trajectory 
can be altered and the landing point where the signal is being 
generated and the point where the instrument scanning system 
believes the landing point can be different, hence leading to erro-
neous data and measurements. The delta (Δ) of this measurement 
is exaggerated for effect, and the amount of deflection is variable 
and depends on the electrical potential, the structure of charging 
sample, and on the landing energy3 of the electron beam. This 
effect was postulated by Postek [21] for photomask metrology 
and was later demonstrated by Davidson and Sullivan [22] who 
calculated the electric fields on dielectric materials and showed, 
with modeling and experimentation that measurements in the 
SEM could be compromised by several nanometers if charging 
of only a few volts was occurring on the sample. Further work in 
this area needs to be done in order to fully understand the uncer-
tainty that such charging poses to the accuracy of any measure-
ment. However, it is very important to be aware of the potential 
uncertainty this introduces into the measurement process and to 
work to eliminate charging in all possible cases. 

2.2.2.2 Positive Charging - (η+δ > 1). Positive potential can 
build up when more electrons are emitted from the sample than 
the primary electron beam provides. The positively charged re-
gions rather than glowing brighter, get darker, because the sec-
ondary electron (SE) emission is reduced, many of the SEs are 
attracted back to the sample surface. Positive charging turns the 
scanned area dark and it is often confused with the build-up of 
contamination (which was discussed in  Reference 2). Positive 
charging is far less detrimental than negative charging, and it is 
usually restricted only to a few volts of electrical potential. The 
main result is a loss of some valuable signal electrons as they are 
re-absorbed by the positively charging surface [27, 28]. Figure 4 
shows an interesting effect of the deposition of positive charging 
on a thin oxide film sample. The initial “writing” of the dark lines 
was carried out by the automatic exposure (contrast, brightness) 
setting circuitry that was scanning only over the partial field, re-
sulting in the widely spaced dark scan lines. The acquisition of 
the final overall image was then taken with that exposure setting. 

Figure 4. Positive charging on a thin oxide film sample 
showing dark lines where the primary electron beam 
was scanned over the sample during the automatic ex-
posure setting routine. In the case shown, the partial 
field scanning for the automatic exposure (contrast 
and brightness) adjustment resulted in positive charg-
ing on the portion of the sample exposed by the beam. 
After the initial adjustment, the final overall image was 
taken. Note the scan initiation, over-scanning and re-
trace can be clearly seen. The micrograph was taken 
at 1.0 keV (HFW = 2 250 μm). 

Figure 3. Artistic representation of potential beam de-
flection due to charging. Charging of structures can 
result in the potential of beam deflection of several na-
nometers (re-drawn from Davidson and Sullivan [26]). 
The magnitude of the deflection (Δ) is a function of a 
number of factors as discussed in the text.
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If that sample was allowed to remain in the instrument for a 
period of time, or removed and put back into the instrument, 
the dark lines will have disappeared since the charge dissipated 
due to the venting of the chamber.   

2.2.3 Diagnosing Charging. Positive and negative charging 
can be diagnosed quite easily to determine the proper landing 
energy and the sample’s conductivity, a further discussion can 
be found in Joy and Joy [9]: 

• Set-up the instrument to the proper instrument operating 
conditions.

• Locate an area of interest and focus on that area at a high 
magnification or the magnification where one you plan to 
do the majority of the work (the effect of charging is exac-
erbated at higher magnifications). 

• Irradiate the sample for a few seconds within the area se-
lected.

• Reduce the magnification by a factor of 5 and observe the 
sample.

• If a bright raster pattern appears (which may slowly disap-
pear upon going to the lower magnification), negative charging is probable. Therefore, try lowering the landing 
energy a few 100 eV. Then, repeat the procedure at a different location.

• If a dark raster pattern appears, and then (possibly) quickly disappears, positive charging is probable (Figure 3). If 
that occurs, raise the landing energy a few hundred volts. Then repeat the procedure.

• If the dark square remains, then positive charging is not likely to be the problem. Beam induced contamination is 
more likely the problem (see: Reference 2). 

3.0 SOME METHODS FOR CHARGE MITIGATION

Studies of the phenomenon of sample charging were carried out since early work with the SEM. The SEMs relative simi-
larity to early cathode-ray tube and television research led to many useful and parallel conclusions. The two most common 
approaches to the mitigation of charging are low accelerating voltage (low landing energy) operation and coating the sam-
ple with a thin conductive metal or carbon layer. Other possible solutions are discussed later in Section 3.3. 

3.1 Low Accelerating Voltage Observation. Low accelerating voltage (landing energy) operation was possible with most 
SEMs since the early days, but the imaging was generally poor due to instrument design, poor signal-to-noise ratio and 
lower resolution [29, 30]. It was not until the latter 1980s when scanning electron microscopes were able to routinely view 
most samples in a non-destructive, uncoated manner. Many innovative instrument improvements took place which eventu-
ally changed instrument operation and the terminology used to low landing energy techniques.3 The notable improvements 
that spurred this was the availability of high brightness electron sources such as lanthanum hexaboride and field emission  
electron sources and later frame storage electronics which evolved into the current digital imaging electronics. Non-de-
structive, low landing energy operation became common in semiconductor manufacturing where insulating samples (such 
as oxides and photoresist) are viewed routinely on the production lines. Early research work in cathode ray tubes and tel-
evision found that generally, at low landing energies, a charge balance could be achieved when an electron beam impinges 
on an insulating surface. Thornley [31] reported that at low (1-2 keV) landing energies the secondary electron coefficient 
could be greater than unity, as shown on Figure 5.

For most non-conductive materials, E1 and E2 are the points where the total electron emission is equal to 1. Joy and Joy 
have published data on a number of E2  points [9]. It is thought that the E1 and E2 points are relatively stable for a particular 
sample and set of instrument conditions being applied (landing energy, beam current, tilt, etc.) and they are the energies 
at which the sample is in charge balance. At that point, the number of electrons injected into the sample by the primary 

Figure 5. Total electron emission curve. The E1 and 
E2 points are the landing energies where Dynamic 
Charge Balance is achieved and no sample charging 
is expected to occur.
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electron beam is equal to the total of those electrons leaving the sample and thus no specimen charging presumably occurs. 
Usually there is a small range of voltages to which a sample can be exposed, up to and including the E2 value. E2 is the most 
stable value and is usually chosen for uncoated observation since it is found at a higher accelerating voltage, thus enabling 
a higher resolution operating condition for the instrument. However, the optimal landing energy needed is always depend-
ent on the required sample information. A high voltage primary beam will image layers deeper into the sample, while low 
voltages will provide more information from the sample surface. So compromises must always be optimized. Additionally, 
newer particle beam instruments with ultra-low voltage/high resolution capability can work acceptably in the E1 region 
without significant compromise to the resolution.

3.2 Specimen Coating. Traditionally, over-coating the non-conducting specimen with a heavy metal, conductive, mate-
rial (gold, gold/palladium, and osmium) has been the most commonly used method to overcome charging. Coating also 
increases the secondary electron emission from the sample especially if the sample is composed of low atomic number ma-
terials (especially biological). The one thing that must be remembered is that, if a sample is coated, signal is mainly being 
generated from the flux of electrons originating from the coating acting as a protective shell and not necessarily the sample 
of interest. In addition, a myriad of coating artifacts, such as cracking, can result. Adding the appropriate amount of coating 
has always been a complicated decision based upon the needed conductivity and the amount of artifacts one can tolerate. 
Vacuum evaporation (gold, gold/palladium), sputter coating (gold, gold/palladium) and aqueous or vapor deposition of 
osmium have all been used. The philosophy and techniques can be found in Postek et al., [32]. For x-ray microanalysis 
often carbon coating is also helpful in reducing charging and diminishes the effects of stray artifacts in the analysis [33].

A good continuous coating can mitigate charging, but can also introduce coating artifacts such as a change in surface de-
tails. Coating also increases the size of the structures being observed relative to the thickness of the coating applied. There-
fore, interpretations can be compromised. Figure 6 shows a nanocellulose material that has been coated with a deposition 
of a few nanometers of osmium vapor. Note that the core (observed through the coating) is about the expected 6-7 nanom-
eters in diameter for the cellulose nanomaterial but, surrounding it is several additional nanometers of coating. Therefore, 
coating a nanoparticle potentially compromises the measurements especially on nano-sized particles and structures. 

3.3 Other Potential Solutions. The simplest approach is often the best approach. Hence today, non-destructive low ac-
celerating voltage operation is the first method usually applied to an unknown sample, then coating may be tried if needed. 
Seasoned microscopists usually begin by applying low landing energies to an unknown sample, unless they know coating 
will not compromise the imaging or measurements. However, as discussed below, other methods have also been used with 
varying degrees of success.

Figure 6. Micrographs of cellulose nanofibrils that have been coated with osmium vapor in order to reduce the charging. 
The 6-7 nanometer visible core is likely the cellulose and the remaining thickness is the osmium vapor coating. Images 
taken at a landing energy of 5 keV (HFV, left = 250 nm, HFV, right = 316 nm).
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3.3.1 Charge Neutralization. Prior to the availability of high resolution imaging at low landing energies, Crawford [34, 
35] and others reported good success with specimen charge neutralization. In this case, the charge build-up is neutralized, 
as it builds up, by a beam of very low energy ions. The ions act to stabilize the surface potential, at the “ion zero kinetic-
energy point, independent of the nature of the insulating surface.” [34] This requires the installation and optimization of a 
charge neutralization device in proximity to the sample. The unit is positioned above the specimen and below the final lens 
in the specimen chamber of the SEM. Because of the amount of specimen chamber real estate needed by the device and 
the prevalence of low landing energy microscopy with high-brightness field-emission instruments, this method is not often 
practiced, today. In the scanning helium ion microscopes there is an option for an electron flood gun to work to neutralize 
the positive charging caused by the ions.

3.3.2 Fast, TV-Rate Imaging. Welter and McKee (1972) [36] demonstrated that fast scanning using a high-brightness 
field-emission electron microscope could alleviate charging problems. They stated that “if a layer of charge is put down 
on the specimen and reinforced at a scan rate faster than the average discharge rate,” charge equilibrium could be reached. 
They used a fixed TV scan rate of 1155 lines per frame and 15 frames/sec. and provided reasonable imaging even at low 
landing energies. This work paved the road for the more modern instruments displaying 60 frames/sec. (or greater). TV-rate 
imaging is now common on most instruments. But, it took successful demonstration of the concept of fast scanning with 
good signal-to-noise ratio to prove that charging could be mitigated in this manner.
 
3.3.3 Backscattered Electron Imaging.  One of the earliest approaches to charge mitigation in the SEM was to employ 
backscattered electron collection rather than secondary electron collection. Charging of the sample affects the second-
ary electron image far more than the higher-energy backscattered electrons. Most laboratory SEMs are equipped with a 
mechanism whereby the bias of the collection screen at the front of the SE detector can be grounded or negatively (reverse) 
biased, thus rejecting the SE and only allowing those high-energy BSEs that are in the proper geometrical relationship to 
the detector to be collected. Alternatively, dedicated backscattered electron detectors can be employed. Tilting the sample 
toward the detector is, not only, helpful to improve signal collection but alsom signal strength. BSE detection is also used 
on uncoated samples in the table-top instruments. Alternatively, the low loss technique developed by Wells [37] was shown 
to provide high-resolution images of the sample surface while mitigating the charging. 

3.3.3.1 Low-Loss Electron Imaging. Low loss imaging is a subset of backscattered electron imaging where the electrons 
are energy filtered in such a manner that only those that have minimally interacted with the sample are collected. These are 
the low loss electrons. These electrons have been demonstrated to have greater surface sensitivity and reduced apparent 
charging [38 – 41]. Overall, sample charging is not eliminated and beam deflection by surface charging can still occur - the 
charging is not dissipated, just ignored. If the charge builds up sufficiently, deflection of the primary electron beam is still 
possible. 

3.3.4 Conductive Spray. Prior to the prevailing use of high-resolution low landing energy microscopy, experiments were 
undertaken to use a “conductive” spray to eliminate charging. As early as 1957, Wells [15] described experiments with 
several potential anti-static materials. It is notable that, conductive spray was reported to be successfully used on polymers 
by Sikorski et al. (1967) [42] to view polymers with no or reduced charging at high landing energies. A “conductive film 
aerosol” was marketed in 1980, as a commercial product, but was taken off the market several years later. A similar product 
has been recently revived as ConductCoat [43]. This product appears to have some success in reducing charging on some 
materials, but an overall comparison if this material to low landing energy operation has not been done, nor have the effects 
on instrument or specimen contamination been fully studied.

3.3.5 Variable Pressure SEM. It is clear that, charging must be overcome in order to obtain any meaningful data from the 
SEM. Gross charging can readily distort the image and subtle charging can deflect the beam and lead to measurement error. 
An alternative that has not been fully explored for metrology is the employment of variable pressure or “environmental” 
microscopy [44 - 47]. This methodology uses a gaseous environment to neutralize the charge. For various technical rea-
sons, high-pressure microscopy has mostly been employed for specimens of a biological nature, not for many semiconduc-
tor samples. Figure 7 shows several images of photomask samples taken at high landing energies usingt variable pressure 
technoloogy demonstrating no charge accumulation. Photomasks are very prone to charging [48].  It has been reported that 
high accelerating voltage, injection of air of as little as 20 Pa ~0.15 Torr into the specimen chamber can reduce the charging 
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potential of an insulator at the surface by as much as an order of magnitude [49]. For accurate metrology, this methodol-
ogy affords a path that minimizes, if not eliminates, the need for charge modeling. Modeling of charging is exceptionally 
difficult since each sample, instrument and operating mode can respond to charging in different ways. This methodology 
shows great potential if optimal balance can be achieved in a reproducible manner. This methodology, although potentially 
desirable for charge neutralization, has not been seriously employed in photomask or wafer metrology [50]. This is largely 
because there is not an instrument available for full-scale production samples with high throughput. VPSEM was proven 
to be useful for photomask metrology [51] but no in-line instrument was developed to use the technology, either. Vari-
able pressure microscopy offers advantages of possible application of higher accelerating voltages and different contrast 
mechanisms [51].

Figure 7. SEM Micrographs of several chromium photomask samples using the variable pressure SEM. (Left) 13 keV 
landing energy (HFW =597 nm); (Center) 5keV landing energy (HFW = 746 nm); (Right) 13 keV landing energy (HFW 
=597 nm).  

Figure 8. Micrograph of tangled multiwall CNT structures in an epoxy matrix taken at 28keV (HFW = 10.6 μm) those that 
are sharper reside close to the surface and others are several nanometers below the surface (See: Reference 55). 

Downloaded From: http://proceedings.spiedigitallibrary.org/ on 01/28/2016 Terms of Use: http://spiedigitallibrary.org/ss/TermsOfUse.aspx

SP-773

Postek, Michael; Vladar, Andras. "Does Your SEM Really Tell the Truth? How Would You Know? Part 4: Charging and its Mitigation." Paper presented at SPIE Scanning Microscopies, Monterey, CA, Sep 29-Oct 1, 2015.



4.0 ADVANTAGES AFFORDED BY SAMPLE “CHARGING” 

On the other side of the coin, charging can be used and advantageously controlled. Charge contrast forms the basis of sev-
eral imaging modes such as voltage contrast (VC) and electron beam induced conductivity (EBIC). Both of these methods 
are used extensively in semiconductor electronics testing and quality control [27, 52, and 53]. 

4.1 Charge Contrast. More recently, some conductive materials buried on non-conducting matrices have been shown to 
be successfully imaged using charge induced contrast (Figure 8). By properly choosing the instrument operating condi-
tions, sub-surface imaging of materials, such as carbon nanotubes (CNT) in polymers (epoxy) can be imaged even embed-
ded as deeply as several hundred nanometers [54, 55]. 

5.0 CONCLUSION

Charging is an inevitable consequence of particle beam microscopy of non-conductive samples. It is clear that charging 
must be overcome in order to obtain meaningful and repeatable data from the SEM. Coating of the sample to make it con-
ductive is only one solution, which could lead to artifacts. Gross charging readily distorts the image and subtle charging 
can deflect the beam and hence can lead to measurement error. Charging can be overcome with judicious application of the 
methods discussed in this presentation. For general imaging, charging can be useful and it may create interesting micro-
graphs, but for measurements it can lead to a great deal of error if the operator is not careful.
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ABSTRACT

This is the fourth part of a series of tutorial papers discussing various causes of measurement uncertainty in scanned 
particle beam instruments, and some of the solutions researched and developed at NIST and other research institutions. 
Scanned particle beam instruments especially the scanning electron microscope (SEM) have gone through tremendous 
evolution to become indispensable tools for many and diverse scientifi c and industrial applications. These improvements 
have signifi cantly enhanced their performance and made them far easier to operate. But, the ease of operation has also 
fostered operator complacency. In addition, the user-friendliness has reduced the apparent need for extensive operator 
training. Unfortunately, this has led to the idea that the SEM is just another expensive “digital camera” or another pe-
ripheral device connected to a computer and that all of the problems in obtaining good quality images and data have 
been solved. Hence, one using these instruments may be lulled into thinking that all of the potential pitfalls have been 
fully eliminated and believing that, everything one sees on the micrograph is always correct. But, as described in this and 
the earlier papers, this may not be the case. Care must always be taken when reliable quantitative data are being sought. 
The fi rst paper in this series discussed some of the issues related to signal generation in the SEM, including instrument 
calibration, electron beam-sample interactions and the need for physics-based modeling to understand the actual image 
formation mechanisms to properly interpret SEM images. The second paper has discussed another major issue confront-
ing the microscopist: specimen contamination and methods to eliminate it. The third paper discussed mechanical vibra-
tion and stage drift and some useful solutions to mitigate the problems caused by them, and here, in this the fourth con-
tribution, the issues related to specimen “charging” and its mitigation are discussed relative to dimensional metrology. 

Keywords: calibration, charging, measurements, metrology, modelling, scanning electron microscope, SEM, standards, 
reference materials

1.0 INTRODUCTION

Scanning electron microscopes are used extensively in research and advanced manufacturing for materials characteriza-
tion, metrology and process control. Earlier papers [1 – 3], discussed some of the potential issues and pitfalls to avoid when 
quantitative measurements are made with an SEM. The fi rst paper in the series discussed signal generation, instrument 
calibration, electron beam interactions, and the need for modeling to understand the mechanisms of the actual image gen-
eration [1]. Modeling has been discussed at greater length in other papers [4-5]. 

The second paper in the series, addressed another major issue confronting the microscopist, which is specimen con-
tamination and methods of contamination reduction and its elimination [2]. In a third paper, the additional components of 

1 Contribution of the National Institute of Standards and Technology, not subject to copyright. 
2 Certain commercial equipment is identifi ed in this report to adequately describe the experimental procedure. Such iden-
tifi cation does not imply recommendation or endorsement by the National Institute of Standards and Technology, nor does 
it imply that the equipment identifi ed is necessarily the best available for the purpose.
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measurement uncertainty induced by mechanical vibration and stage drift and some possible solutions to these issues were 
discussed [3]. In this, the fourth contribution, some of the issues related to specimen “charging” and methods for its mitiga-
tion are discussed. All four of these tutorial papers discuss how these particular problems effect dimensional measurements 
made with the SEM. Over the years, several workers at NIST and other institutions have done a great deal of research into 
these issues in order to improve the fundamental metrology with particle beam instruments and some of this work, includ-
ing some historical perspectives, is reviewed and discussed here. 

2.0 DISCUSSION

2.1 Specimen Charging. The term “charging” in a particle beam instrument relates to the build-up of either positive or 
negative potential at or near the surface of a sample while it is being irradiated by a particle beam. Charging results in a 
signifi cant number of undesirable consequences, and in a few cases, it can be used to the advantage of the researcher (see: 
Section 4.0). The consequences of charge build-up in an SEM have been known and researched since the early days of 
television. This is because the early television and the SEM are both closely related in that they were both scanned electron 
beam systems. Especially notable was the work at RCA Laboratories [6-8]. Aspects of that research were directly applica-
ble to the early SEM instruments such as the ones developed by Zworykin, Hillier and Snyder [9] and those at Cambridge 
University [10 – 11] that ultimately led to the fi rst commercial SEM instruments.

Charging has been studied, but is not that well understood. As discussed more extensively below, one can divide the pos-
sible cases of sample charging into four broad categories: non-charging - this is the case of metals, i.e., conductive sam-
ples where the primary beam electrons can readily travel to ground potential; un-noticeable charging - charge build-up 
is suffi ciently minor that the operator does not readily observe obvious charging-related problems during the imaging and 
measurements of partially conductive, grounded samples. This is the most troublesome case since it often not recognized 
intil after the micrograph has been taken; evidently charging - partially conductive samples that still allow limited imaging 
and measurements; and grossly charging - non-conductive and or non-grounded samples that preclude any meaningful 
imaging or measurements. 

In some ways, charging is very capricious in that one can easily make a sample charge grossly (as discussed below), or 
subtle charging can go on essentially unnoticed and potentially result in signifi cant measurement errors. The capricious 
nature is largely due to the dynamic nature of charging, to the versatility of the scanning electron microscope, and to the 
variety of geometries and instrument conditions available in the various particle beam instruments. Often a sample that is 
charging in one instrument may show no obvious sign of charging in another. There are many reasons why this is the case 
(as discussed below). In the past, most of the research work has revolved around fi nding ways to avoid charging. This is 
quite understandable since this is a rather complicated problem to solve because of the large number of possible instru-
ment and sample variables. It is clear that it is up to the operator to recognize a charging situation and determine the proper 
conditions necessary to mitigate it and acquire the best images and measurement data. 

2.2 Types of Charging.  Of the four cases described above, strictly speaking, it comes down to two types of specimen 
conditions that can be readily identifi ed. These are non-charging and charging in the particle beam instrument. 

2.2.1 Non-Charging. A highly conductive sample, such as bulk gold, channels all electrons that it absorbs to ground and 
no charging (i.e., change in electrical potential) would come about either during image acquisition or after. Clearly, that is 
the most ideal situation. Most sample materials are not so cooperative. Even some, seemingly completely conductive metal 
samples, such as aluminum can have an oxide layer on the surface, can develop a charge depending upon the instrument 
conditions applied.

2.2.2 Charging. When a material cannot effectively conduct the beam energy imparted to it by the primary electron beam 
to ground it is often said to be “charging.” This build-up of (or a change in) the electrical potential in or around the sample 
itself can result in detrimental effects to the imaging and any measurements made with the instrument on that sample. Sam-
ples may develop a static charge that - depending on the conductivity of the sample and its environment – can be retained 
for long periods of time, in vacuum. Generally, it is advantageous to allow the static charge to completely drain from the 
sample, because the changes induced by the primary electron beam of the instrument can be interpreted better and are more 
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repeatable. The accumulated charge in the sample material represents a potential energy, and when it is drained, the sample 
achieves a more neutralized, more stable, less energetic state. Electrical connections, including surface conduction due to 
humidity, all play a role in discharging the sample. Two major categories of charging can occur: 

2.2.2.1 Negative Charging.  Negative charge build-up occurs when a number of electrons impinging on the sample are 
trapped within the material and a negative electrical potential builds up. This can be only few volts or as much as the pri-
mary electron beam, i.e., several thousands of volts. The most common manifestation of this situation is that the image 
appears to “glow” (brighter) or cause geometry distortion in the image as electron production is artifi cially enhanced or the 
beam is unintentionally defl ected (Figure 1). In other cases, marginally adhered particles can be seen to “blast-off” from 
the specimen stub – never to be seen again (until they land upon a critical component within the column). Fibers, insect 
antennae and other protruding structures will also be seen waving at the operator as the beam scans across them. 

3Low landing energy is used here since that term has replaced the term low accelerating voltage because in some of the 
newer instruments the electron source can emit electrons at high accelerating voltage, but they are decelerated to a lower 
landing energy in the column and/or at the sample stage. This technique allows the electron optical column to operate more 
optimally (see: Reference 1). In SEM literature, landing energy is usually given in kilo-electron volts (keV). For example, 
15 kV accelerating voltage with no deceleration results in (approximately) a15 keV energy primary electron beam.

4Although, horizontal fi eld width and fi eld of view are often used interchangeably (see: reference 1), HFW has been adopt-
ed in this publication since fi eld of view implies a two - dimensional array which is only valid when the beam is normal to 
the sample (zero degrees of tilt).

Figure 1. Examples of negative charging of a diamond chip. (Left) Micrograph demonstrating minimal charging with low 
landing energy3 at 1.0 keV (HFW4 = 36 μm).  (Right) Micrograph showing evidence of strong charging when the landing 

energy is increased to 10 keV, (HFV = 13 μm).
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Since most samples are not totally conductive, charging is 
a common situation; a good deal of scientifi c literature has 
been devoted to this topic [12 – 14], as well as, the referenc-
es cited below]. Negative charging is the most evident and 
troublesome type of charging and under the most extreme 
circumstances can disrupt and defl ect the electron beam, 
and cause intolerable distortions. One of the fi rst references 
to this, for the SEM, was Clarke and Stuart [15]. They for-
mulated an explanation for the “formation of the distorted 
image of the electron collector of the scanning electron mi-
croscope when the instrument is used to observe uncoated 
insulating materials.” This was provided as a cautionary 
note because they correctly felt it could lead to image mis-
interpretation when uncoated insulating materials were be-
ing observed. 

Figure 2 shows an extreme case of charging resulting in a 
“mirror microscopy-like”  image. In this case, the sample 
has developed and is retaining a potential at or above that of 
the primary electron beam. The primary electron beam then 
does not impinge on the sample as it is scanned over the 
sample, but it is defl ected throughout the specimen chamber 
generating signal from the internal components of the SEM 
specimen chamber, such as the fi nal lens, and electron de-
tectors [16, 17]. Even as strange as this mode of instrument 
operation is, it can also hold a diagnostic function since it 
can image particles and other contaminants on apertures and 
the fi nal lens pole piece. Shaffner and Hearle, van Veld and Shaffner, and Shaffner and van Veld  [18 – 20], reviewed the 
phenomenon of charging and also described the mirror mode described above and shown in Figure 2. The extreme negative 
charging at the sample, causes the primary electron beam to actually become diverted and image the inside of the speci-
men chamber.  Images become grossly distorted and the primary electron beam is defl ected as it approaches the sample 
throughout the chamber when such charging is present. Tilting the sample can direct the beam to various locations of inter-
est. There does not appear to be any negative consequences to these actions, but it is startling to the operator the fi rst time it 
occurs. This is an amusing application of charging, but this is not the main area where the typical charging problem exists. 
Typically the majority of problems exist between sample ground and just a few electron volts where subtle, un-recognized 
charging occurs. 

Often, charging is obvious, but sometimes it is quite subtle. Negative charging presents an insidious problem for di-
mensional measurements because there is the potential for it to defl ect the beam such that it actually lands nanometers 
away from its intended location. The amount of defl ection can be negligible or it can be signifi cant depending upon the 
instrument conditions and the 3-dimensional structure being measured.  When the primary beam approaches a charging 
structure, its trajectory can be altered and the landing point where the signal is being generated and the point where the 
instrument scanning system believes the landing point can be different, hence leading to erroneous data and measurements. 
The amount of defl ection is variable and depends on the electrical potential, the structure of charging sample, and on the 
landing energy3 of the electron beam. This effect was postulated by Postek [21] for photomask metrology and was later 
demonstrated by Davidson and Sullivan [22] who calculated the electric fi elds on dielectric materials and showed, with 
modeling and experimentation that measurements in the SEM could be compromised by several nanometers if charging of 
only a few volts was occurring on the sample. Further work in this area needs to be done in order to fully understand the un-
certainty that such charging poses to the accuracy and of any measurement. However, it is very important to be aware of the 
potential uncertainty this introduces into the measurement process and to work to eliminate charging in all possible cases. 

Figure 2. Example of extreme negative charging causing 
the primary electron beam to image the inside of the speci-
men chamber. The instrument “reports” it is scanning a 
horizontal fi eld width (HFW) of 127 μm however, the stated 
magnifi cation and HFV recorded on the micrograph are 
clearly wrong; the HFV is actually approximately 20 cm.
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mary electron beam provides. The positively charged regions rath-
er than glowing brighter, get darker, because the secondary electron 
(SE) emission is reduced, many of the SEs are attracted back to 
the sample surface. Positive charging turns the scanned area dark 
and it is often confused with the build-up of contamination (which 
was discussed in  Reference 2). Positive charging is far less detri-
mental than negative charging, and it is usually restricted only to a 
few volts of electrical potential. The main result is a loss of some 
valuable signal electrons as they are re-absorbed by the positively 
charging surface [23, 24]. Figure 3 shows an interesting effect of 
the deposition of positive charging on a thin oxide fi lm sample. The 
initial “writing” of the dark lines was carried out by the automatic 
exposure (contrast, brightness) setting circuitry that was scanning 
only over the partial fi eld, resulting in the widely spaced dark scan 
lines. The acquisition of the fi nal overall image was then taken with 
that exposure setting. If that sample was allowed to remain in the 
instrument for a period of time, or removed and put back into the 
instrument, those dark lines will disappear.   

2.2.3 Diagnosing Charging. Positive and negative charging can be 
diagnosed quite easily to determine the proper landing energy and 
the sample’s conductivity: 

• Set-up the instrument to the proper instrument operating con-
ditions.

• Locate an area of interest and focus on that area at a high mag-
nifi cation or the magnifi cation where one you plan to do the 
majority of the work (the effect of charging is exacerbated at 
higher magnifi cations). 

• Irradiate the sample for a few seconds within the area selected.
• Reduce the magnifi cation by a factor of 5 and observe the sam-

ple.
• If a bright raster pattern appears (which may slowly disappear

upon going to the lower magnifi cation), negative charging is
probable. Therefore, try lowering the landing energy a few 100
eV. Then repeat the procedure at a different location.

• If a dark raster pattern appears, and then (possibly) quickly disappears, positive charging is probable (Figure 3). If
that occurs, raise the landing energy a few hundred volts. Then repeat the procedure.

• If the dark square remains, then positive charging is not likely to be the problem. Beam induced contamination is
more likely the problem (see: Reference 2).

3.0 Methods for Charge Mitigation
Studies of the phenomenon of sample charging were carried out since early work with the SEM. The SEMs relative similar-
ity to early cathode-ray tube and television research led to many useful and parallel conclusions. The two most common ap-
proaches to the mitigation of charging are low accelerating voltage (low landing energy3) operation and coating the sample 
with a thin conductive metal or carbon layer. Other possible solutions are discussed later in Section 3.3. 

3.1 Low Accelerating Voltage Observation. Low accelerating voltage (landing energy) operation was possible with most 
SEMs since the early days, but the imaging was generally poor due to instrument design, poor signal-to-noise ratio and 
lower resolution [25, 26]. It was not until the latter 1980s when scanning electron microscopes were able to routinely view 
most samples in a non-destructive, uncoated manner. Many innovative instrument improvements took place which even-
tually changed instrument operation and the terminology used to low landing energy techniques.3. The notable improve-

Figure 3. Positive charging on a thin oxide fi lm 
sample showing dark lines where the primary 
electron beam was scanned over the sample dur-
ing the automatic exposure setting routine. In the 
case shown, the partial fi eld scanning for the au-
tomatic exposure (contrast and brightness) adjust-
ment resulted in positive charging on the portion of 
the sample exposed by the beam. After the initial 
adjustment, the fi nal overall image was taken. Note 
the scan initiation, over-scanning and re-trace can 
be clearly seen. The micrograph was taken at 1.0 
keV (HFW = 2 250 μm). 

2.2.2.2 Positive Charging. Positive potential can build up when more electrons are emitted from the sample than the pri-
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ments that spurred this was the availability of high brightness 
electron sources such as lanthanum hexaboride and fi eld emis-
sion (and later frame storage electronics which evolved into 
the current digital imaging electronics). Non-destructive, low 
landing energy operation became common in semiconduc-
tor manufacturing where insulating samples (such as oxides 
and photoresist) are viewed routinely on the production lines. 
Early research work in cathode ray tubes and television found 
that generally, at low landing energies, a charge balance could 
be achieved when an electron beam impinges on an insulating 
surface. Thornley [27] reported that at low (1-2 keV) landing 
energies the secondary electron coeffi cient could be greater 
than unity, as shown on Figure 4.

For most non-conductive materials, E1 and E2 are the points 
where the total electron emission is equal to 1. The SEs are 
not the only electrons that need to be considered, we have also 
BSE and sample current. For the sample, to be charge balance, 
all these must come to a stable state. It is thought that these 
points are relatively stable for a particular sample and set of 
instrument conditions being applied (landing energy, beam 
current, tilt, etc.) and they are the energies at which the sample 
is in charge balance. At that point, the number of electrons injected into the sample by the primary electron beam is equal 
to the total of those electrons leaving the sample and thus no specimen charging presumably occurs. Usually there is a 
range of voltages for which a sample can be exposed, up to and including the E2 value. E2 is the most stable value and is 
usually chosen for uncoated observation since it is found at a higher accelerating voltage, thus enabling a higher resolution 
operating condition for the instrument. However, the optimal landing energy needed is always dependent on the required 
sample information. A high voltage primary beam will image layers deeper into the sample, while low voltages will pro-
vide more information from the sample surface. So compromises must always be optimized. Additionally, newer particle 
beam instruments with ultra-low voltage/high resolution capability can work acceptably in the E1 region without signifi cant 
compromise to the resolution.

3.2 Specimen Coating. Traditionally, over-coating the non-conducting specimen with a heavy metal, conductive, mate-
rial (gold, gold/palladium, and osmium) has been the most commonly used method to overcome charging. Coating also 
increases the secondary electron emission from the sample especially if the sample is composed of low atomic number ma-
terials (especially biological). The one thing that must be remembered is that, if a sample is coated, signal is mainly being 
generated from the fl ux of electrons originating from the coating acting as a protective shell and not necessarily the sample 
of interest. In addition, a myriad of coating artifacts, such as cracking, can result. Adding the appropriate amount of coating 
has always been a complicated decision based upon the needed conductivity and the amount of artifacts one can tolerate. 
Vacuum evaporation (gold, gold/palladium), sputter coating (gold, gold/palladium) and aqueous or vapor deposition of 
osmium have all been used. The philosophy and techniques can be found in Postek et al,, [28]. For x-ray microanalysis 
often carbon coating is also helpful in reducing charging and diminishes the effects of stray artifacts in the analysis [29].

A good continuous coating can mitigate charging, but can also introduce coating artifacts such as a change in surface de-
tails. Coating also increases the size of the structures being observed relative to the thickness of the coating applied. There-
fore, interpretations can be compromised. Figure 5 shows nanocellulose material that has been coated with a deposition of 
a few nanometers of osmium vapor. Note that the core (observed through the coating) is about the expected 6-7 nanometers 
in diameter for the cellulose nanomaterial but surrounding it is several additional nanometers of coating. Therefore, coating 
a nanoparticle potentially compromises the measurements especially on nano-sized particles and structures. 

3.3 Other potential solutions. The simplest approach is often the best approach. Hence, non-destructive low accelerat-
ing voltage operation is the fi rst method usually applied to an unknown sample. Seasoned microscopists usually begin by 

Figure 4. Total electron emission curve. The E1 and 
E2 points are the landing energies where no sample 
charging is expected to occur.
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applying low landing energies to an unknown sample, unless 
they know coating will not compromise the imaging or meas-
urements. However, as discussed below, other methods have 
also been used with varying degrees of success: 

3.3.1 Charge Neutralization. Prior to the availability of high 
resolution imaging at low landing energies, Crawford [30, 31] 
and others reported good success with specimen charge neu-
tralization. In this case, the charge build-up is neutralized, as it 
builds up, by a beam of very low energy ions. The ions act to 
stabilize the surface potential, at the “ion zero kinetic-energy 
point, independent of the nature of the insulating surface.” [30] 
This requires the installation and optimization of a charge neu-
tralization device in the proximity of the sample. The unit is 
positioned above the specimen and below the fi nal lens in the 
specimen chamber of the SEM. Because of the large amount 
of specimen chamber real estate needed by the device and 
the prevalence of low landing energy microscopy with high-
brightness fi eld-emission instruments, this method is not often 
practiced, today. In the scanning helium ion microscopes there 
is an option for an electron fl ood gun to work to neutralize the 
positive charging caused by the ions.

3.3.2 Fast, TV-Rate Imaging. Welter and McKee (1972) [32] 
demonstrated that fast scanning using a high-brightness fi eld-emission electron microscope could alleviate charging prob-
lems. They stated that “if a layer of charge is put down on the specimen and reinforced at a scan rate faster than the aver-
age discharge rate,” charge equilibrium could be reached. They used a fi xed TV scan rate of 1155 lines per frame and 15 
frames/sec. and provided reasonable imaging even at low landing energies. This work paved the road for the more modern 
instruments displaying 60 frames/sec. (or greater). TV-rate imaging is now common on most instruments. But, it took 
successful demonstration of the concept of fast scanning with good signal-to-noise ratio to prove that charging could be 
mitigated in this manner.
 
3.3.3 Backscattered Electron Imaging.  One of the earliest approaches to charge mitigation in the SEM was to employ 
backscattered electron collection rather than secondary electron collection. Charging of the sample affects the second-
ary electron image far more than the higher-energy backscattered electrons. Most laboratory SEMs are equipped with a 
mechanism whereby the bias of the collection screen at the front of the SE detector can be grounded or negatively (reverse) 
biased, thus rejecting the SE and only allowing those high-energy BSEs that are in the proper geometrical relationship to 
the detector to be collected. Alternatively, dedicated backscattered electron detectors can be employed. Tilting the sample 
toward the detector is, not only, helpful to improve signal collection and signal strength but also, allow better collection of 
the BSE. Alternatively, the low loss technique developed by Wells [33] was shown to provide high-resolution images of 
the sample surface while mitigating the charging. 

3.3.3.1 Low-Loss Electron Imaging. Low loss imaging is a subset of backscattered electron imaging where the electrons 
are energy fi ltered in such a manner that only those that have minimally interacted with the sample are collected. These are 
the low loss electrons. These electrons have been demonstrated to have greater surface sensitivity and reduced apparent 
charging [34 – 37]. Overall, sample charging is not eliminated and beam defl ection by surface charging can still occur - the 
charging is not dissipated, just ignored. If the charge builds up suffi ciently, defl ection of the primary electron beam is still 
possible. 

3.3.4 Conductive Spray. Prior to the prevailing use of high-resolution low landing energy microscopy, experiments were 
undertaken to use a “conductive” spray to eliminate charging. As early as 1957,  Wells [11] described experiments with 
several potential anti-static materials. It is notable that, conductive spray was reported to be successfully used on polymers 

Figure 5. Micrograph of cellulose nanofi brils that have 
been coated with osmium vapor in order to reduce the 
charging. The 6-7 nanometer visible core is likely the 
cellulose and the remaining thickness is the osmium va-
por coating. Images taken at a landing energy of 5 keV 
(HFV = 316 nm).
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by Sikorski et al. (1967) [38] to view polymers with no or reduced charging at high landing energies. A “conductive fi lm 
aerosol” was marketed in 1980, as a commercial product, but was taken off the market several years later. A similar product 
has been recently revived as ConductCoat [39]. This product appears to have some success in reducing charging on some 
materials, but an overall comparison if this material to low landing energy operation has not been done, nor have the effects 
on instrument or specimen contamination been fully studied. 

3.3.5 Variable Pressure SEM. It is clear that, charging must be overcome in order to obtain any meaningful data from the 
SEM. Gross charging can readily distort the image and subtle charging can defl ect the beam and lead to measurement error. 
An alternative that has not been fully explored for metrology is the employment of variable pressure or “environmental” 
microscopy [40 – 43]. This methodology uses a gaseous environment to neutralize the charge. For various technical rea-
sons, high-pressure microscopy has mostly been employed for specimens of a biological nature, not for many semiconduc-
tor samples. Figure 6 shows several images of photomask samples taken at high landing energies usingt variable pressure 
technoloogy demonstrating no charge accumulation. Photomasks are very prone to charging [44]. It has been reported that 
high accelerating voltage, injection of air of as little as 20 Pa ~0.15 Torr into the specimen chamber can reduce the charging 
potential of an insulator at the surface by as much as an order of magnitude [45]. For accurate metrology, this methodol-
ogy affords a path that minimizes, if not eliminates, the need for charge modeling. Modeling of charging is exceptionally 
diffi cult since each sample, instrument and operating mode can respond to charging in different ways. This methodology 
shows great potential if optimal balance can be achieved in a reproducible manner. This methodology, although potentially 
desirable for charge neutralization, has not been seriously employed in photomask or wafer metrology [46]. This is largely 
because there is not an instrument available for full-scale production samples with high throughput. VPSEM was proven 
to be useful for photomask metrology [46] but no in-line instrument was developed to use the technology, either. Vari-
able pressure microscopy offers advantages of possible application of higher accelerating voltages and different contrast 
mechanisms [47].

4.0 ADVANTAGES OF SAMPLE CHARGING 

On the other side of the coin, charging can be used and advantageously controlled. Charge contrast forms the basis of sev-
eral imaging modes such as voltage contrast (VC) and electron beam induced conductivity (EBIC). Both of these methods 
are used extensively in semiconductor electronics testing and quality control [23, 48, and 49]. 

4.1 Charge Contrast. More recently, some conductive materials buried on non-conducting matrices have been shown to 
be successfully imaged using charge induced contrast. Properly choosing the instrument operating conditions, sub-surface 

Figure 6. SEM Micrographs of several chromium photomask samples using the variable pressure SEM. (Left) 13 keV 
landing energy (HFW =597 nm); (Center) 5keV landing energy (HFW = 746 nm); (Right) 13 keV landing energy (HFW 
=597 nm).  
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imaging of materials, such as carbon nanotubes (CNT) in polymers (epoxy) can be imaged embedded as deeply as several 
100 nm [50, 51]. Figure 7 shows an example of tangled multiwall CNT structures that reside close to the surface and also 
images those deeper in the matrix. 

5.0 CONCLUSION

Charging is an inevitable consequence of particle beam microscopy of non-conductive samples. It is clear that charging 
must be overcome in order to obtain meaningful and repeatable data from the SEM. Coating of the sample to make it 
conductive is only one solution, which could lead to artifacts. Gross charging readily distorts the image and subtle charg-
ing can defl ect the beam and hence can lead to measurement error. Charging can be overcome with judicious application 
of the methods discussed in this presentation. For general imaging, charging can be useful and it may create interesting 
micrographs, but for measurements it can lead to a great deal of error if the operator is not careful.
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Abstract: The thermally-driven motion of a nanomechanical resonator may be employed as an 

absolute thermometer.  We experimentally measure radiation pressure shot noise induced quantum 

correlations to absolutely calibrate the motional signal transduced onto an optical probe. 
OCIS codes: Quantum optics: 270.0270; Instrumentation, measurement, and metrology: 120.6780 Temperature; Quantum 
optics: 270.5290 Photon statistics. 

Nano-optomechanical systems are promising sensors for a wide variety of physical quantities from force, 

acceleration, and displacement to mass, pressure, and temperature.  Here, we focus on thermometry with on-chip 

optomechanical systems.  The basic concept is that the average mean square thermally-driven Brownian motion of a 

nanomechanical resonator is proportional to the absolute temperature of the sample.  This motion is read out with a 

cavity enhanced optical probe.  Once the mechanical to optical transduction factor is ascertained, this system can 

serve as an on-chip photonic temperature standard.  Pairing this standard with on-chip thermometers such as silicon 

photonic cavities [1, 2], whose large thermo-optical coefficient makes them fast and sensitive, will create robust, 

field-calibratable devices with all optical addressing. 

Determining the mechanical-to-optical transduction factor is vital for accurate thermometry and is 

experimentally challenging, typically requiring detailed knowledge of the system parameters such as the mechanical 

resonator effective mass, optomechancial coupling rate, optical cavity decay rate, and optical losses.  However, 

methods such as taking the ratio of the anti-Stoke to Stokes Raman scattering rate in material [3] or engineered 

optomechanical systems [4, 5] provides a fundamental, parameter-free calibration.  This ratio is given by nm/(nm+1) 

in the limit of small Stokes shift, where nm is the average phonon occupation number of the mechanical mode.  

Using linear optical detection, e.g. optical heterodyne, Raman ratio techniques amount to measuring the quantum 

correlations induced on the output by the optomechanical interaction [6, 7].  Common additional complications with 

Raman ratio techniques include correctly accounting for the optical density of states at the anti-Stokes and Stokes 

scattering frequencies, especially if narrowband optical resonant enhancement is employed and unraveling detector 

dispersion and nonlinearity.  To address these and other systematic effects, we investigate techniques such as driving 

the mechanics with an additional coherent force to act as a classical calibration tone and cross correlation 

measurements [8-10]. 

Our system consists of a silicon nitride optomechanical crystal [11] (Fig. 1), chosen for its relatively high 

mechanical resonance frequency, and consequently small nm.  A suspended nanobeam waveguide is patterned with 

holes that act as Bragg scatterers for both acoustic and optical waves.  A defect is introduced into the periodic hole 

array to create colocalized acoustic and optical resonances with a strong optomechanical interaction.  The silicon 

nitride optomechanical crystal is evanescently coupled to a tapered optical fiber to allow for optical addressing.  

Two optical modes with differing resonant wavelengths are addressed with two separate lasers, but both are 

optomechanically coupled to the same mechanical resonator.  One mode is driven with strongly amplitude 

modulated light to provide a coherent force on the mechanics.  The other mode is driven resonantly with a shot-

noise-limited laser, and serves as the optical readout of the mechanics.  Light collected from this mode is detected 

with optical heterodyne.  From the heterodyne signal, we can compute either the power spectrum of the heterodyne 

signal, giving direct access to the anti-Stokes and Stokes scattering peaks (Fig. 2(a)), or digitally mix down the 

photodiode signal to simultaneously access one or more optical quadratures (Fig. 2(b)), allowing for quadrature 

cross correlation measurements.  Computing the spectrum of correlations between two carefully chosen orthogonal 

optical quadratures reveals the radiation pressure shot noise induced quantum correlations free from additional 

background signals. The size of this correlation provides the calibrated increment for absolute thermometry. 

These types of measurements are quite demanding for megahertz [4] and gigahertz [5] frequency 

mechanical resonators and have been performed previously only at cryogenic temperatures and with additional 
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optical cooling.  For example, at room temperature, the average mechanical phonon occupation, nm, of our 3.6 GHz 

mechanical resonator is about 1700 quanta, meaning that the difference between the anti-Stokes and Stokes 

scattering peaks is only about 1/nm, or equivalently the quantum correlations are buried under uncorrelated noise on 

the order of nm times larger.  However, our measurement techniques should allow us to discern these small effects 

from cryogenic to room temperature. Our preliminary experimental results demonstrate the direct measurement of 

optomechanically-induced quantum correlations over a wide temperature range. 
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Fig. 1 Experimental Setup.  Two lasers resonant with two optical modes of the Si3N4 optomechanical crystal are combined on a dichroic mirror 

and sent through a tapered optical fiber evanescently coupled to the optomechanical crystal.  One laser is amplitude modulated at the mechanical 
resonance frequency to provide a coherent optical force.  A portion of the other laser is split off and frequency shifted to serve as a local 

oscillator.  After interacting with the cavity, the second beam and frequency shifted local oscillator are interfered to perform balanced heterodyne 

detection of the optomechanical Raman sidebands on the second beam. 
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Fig. 2.  (a) Heterodyne power spectrum of mechanical sidebands.  Lorentzian components are indicative of thermal motion.  Sharp peaks are the 

result of optically driven coherent motion.  Anti-Stokes sideband is blue. Stokes sideband is red.  Fits are black.  (b) Optical quadrature spectrum 
resulting from digitally mixing down heterodyne signal for an on resonant optical probe.  Frequency quadrature (FM) is purple and shows 

Lorentzian spectrum of thermally driven motion.  Amplitude quadrature (AM) is green and is dominated by shot noise.  For both plots the 

parameters are:  temperature 294 K, optical resonance wavelength 991 nm, optical linewidth ≈10 GHz, mechanical resonance frequency 3.616 
GHz, mechanical linewidth 1.3 MHz, optomechanical cooperativity<<1, heterodyne local oscillator offset frequency 10 MHz. 
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ABSTRACT 

 

International and domestic operating experience involving High Energy Arc Faults (HEAF) in 
Nuclear Power Plant (NPP) electrical power systems have demonstrated the potential to 
cause extensive damage to electrical components and distribution systems along with dam-
age to adjacent equipment and cables. An international study by the Committee on the Safe-
ty of Nuclear Installations (CSNI) “OECD Fire Project – Topical Report No. 1: Analysis of 
High Energy Arcing Fault (HEAF) Fire Events” published June 25, 2013 [1], illustrates that 
HEAF events have the potential to be major risk contributors with significant safety conse-
quences and substantial economic loss. In an effort to better understand and characterize 
the threats posed by HEAF related phenomena, an international project has been chartered; 
the Joint Analysis of Arc Faults (Joan of ARC) OECD International Testing Program for High 
Energy Arc Faults. One of the major challenges of this research is how to properly measure 
and characterize the risk and influence of these events. Methods are being developed to 
characterize relevant parameters such as; temperature, heat flux, and heat release rate of 
fires resulting from HEAF events. Full scale experiments are being performed at low 
(≤ 1000 V) and medium (≤ 35 kV) voltages in electrical components. This paper introduces 
the methods being developed to measure thermal effects and discusses preliminary results 
of full scale HEAF experiments. 
 
INTRODUCTION 

 

Switchgear, load centers, and bus bars/ducts (440 V and above) are subject to a unique fail-
ure mode and, as a result, unique fire characteristics. In particular, these types of high-
energy electrical devices are subject to high-energy arcing fault (HEAF). This fault mode 
leads to the rapid release of electrical energy in the form of heat, vaporized cop-
per/aluminum, and mechanical force. Faults of this type are also commonly referred to as 
high energy, energetic, or explosive electrical equipment faults or fires. 
The energetic fault scenario typically consists of two distinct phases, each with its own dam-
age characteristics. The first phase is characterized by a short, rapid release of electrical 
energy which may result in catastrophic failure of the electrical enclosure, ejection of hot pro-
jectiles (from damaged electrical components or housing) and/or fire(s) involving the electri-
cal device itself, as well as any external exposed combustibles, such as overhead exposed 
cable trays or nearby panels, that may be ignited during the energetic phase. The second 
phase, i.e., the ensuing fire(s) typically includes ignition of combustible material within the 
HEAF zone of influence (ZOI). The resulting fire may be due to the ejection of hot particles 
or piloted ignition of combustibles. HEAF events are of concern due to their potential to im-

                                                 

   This paper was prepared (in part) by employees of the United States Nuclear Regulatory Commission. It pre-
sents information related to NRC upcoming testing programs. NRC has neither approved nor disapproved its 
technical content. This paper does not establish an NRC technical position. 
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pact adjacent items important to safety and current limitations in characterizing the ZOI as 
defined in NUREG/CR-6850 [2]. 
Due to the potential safety significance of HEAF events, the OECD (Organization for Eco-
nomic Co-operation and Development) Nuclear Energy Agency (NEA) Integrity and Ageing 
Working Group (IAGE) initiated a task on High Energy Arcing Events (HEAF) in 2009 to pro-
vide an in-depth investigation on HEAF events in NEA member states [3]. The objective of 
this working group is to determine damage mechanisms, extent of areas affected, methods 
of protecting systems, structures and components (SSC) and possible calculation methods 
for modeling of HEAF events as applicable to fire protection in nuclear power plants (NPP). 
As part of this effort a testing program has been initiated to investigate the HEAF fire phe-
nomena to inform future deterministic and probabilistic methods.  
This paper presents methods for measuring the heat release rates of ensuing fires and 
measuring the heat fluxes above and around the electrical enclosures during the HEAF ex-
perimental program. Limited data are also presented. 
 

BACKGROUND 

 
In order to characterize the effects of the HEAF and ensuing fire on the surrounding equip-
ment, various phenomena were chosen for characterization in the OECD program. These 
include enclosure pressure, enclosure surface temperature, heat release rate, and heat flux 
to target equipment. Electrical test parameters such as arc voltage, arc current, and arc du-
ration were also measured during the experiments. 
Experiments were performed at KEMA-Powertest, located outside of Philadelphia, Pennsyl-
vania, USA. The test facility includes a five-sided test cell approximately 8 m (26 ft) high, 7 m 
(24 ft) deep, and 9 m (29 ft) wide. The sixth side of the test cell includes a roll-up door that 
was fully open during the experiments. Bus bar connections for supplying low and medium 
voltage test current are located on opposite side walls of the test cell. KEMA-Powertest pro-
vided measurements of electrical enclosure pressure, temperatures of slug calorimeters, 
electrical test parameters, videography, and high speed videography during the experiments. 
NIST provided measurements of heat release rate, heat flux, electrical enclosure surface 
temperature, thermal imaging, and multiple location videography during the experiments. 
The NPP equipment for the experiments was provided by OECD/NEA HEAF Project part-
ners. Fourteen experiments have been performed to date using six electrical enclosures. 
Nominal test voltages ranged from 480 VAC to 7200 VAC, and nominal test currents ranged 
from 24 kA to 50 kA. All of the experiments conducted thus far have been performed with 
three phase power supplied in a delta configuration. The arcs were initiated in the enclo-
sures by shorting across all three bus bar phases with a 2.6 mm diameter (10 AWG) tinned 
copper stranded wire prior to energizing the enclosures.  
 
EXPERIMENTAL METHODS 

 

Heat Release Rate 

 
In order to measure the heat release rate (HRR) of the ensuing fires caused by the HEAF 
events, a portable oxygen consumption heat release rate hood apparatus was deployed. 
The portable hood was first used in the HELEN-FIRE experiments to measure the heat re-
lease rates of fires in control cabinets as described in NUREG/CR-7197 [4]. The portable 
apparatus was further developed and refined for use in the HEAF experiments. In the current 
form, the apparatus is a portable stand-alone system resistant to the effects of electromag-
netic interference (EMI). 
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The portable hood, installed in the HEAF test cell with an electrical enclosure, is shown in 
Figure 1 and Figure 2. The hood was approximately 2.44 m by 2.44 m in width, with a clear 
height of approximately 3.0 m above the floor. Side skirts constructed of fiberglass welding 
curtain hung around the hood opening to reduce the quantity of smoke that escaped from 
the sides of the hood. 
The exhaust duct exiting the top of the hood is approximately 0.46 m in diameter, and carries 
air and combustion products through flow measurement, gas sampling, and exhaust fan sec-
tions. The ducting is supported by scaffolding (not shown). The distance between the hood 
and the flow measurement section was varied with additional duct sections (not shown) to 
provide adequate clearance between the electrical enclosures and the metal scaffolding. 
The hood exhaust fan motor was powered by a dedicated portable electrical generator lo-
cated outside of the test cell. The gas analyzers and data acquisition system were located in 
an interior hallway outside the rear of the test cell for protection from physical hazards, elec-
trical hazards, and combustion products. 

 
 

Figure 1 Elevation view of calorimetry hood, enclosure, and instrumentation. Plate 
thermometers facing downward under cable tray, slug calorimeters denoted 
by diamond symbols, stack thermocouples denoted by “TC”, exhaust gas 
sampling probe location denoted by “CO/CO2/O2”; earth ground cable at-
tached to hood denoted “GND”, bus bars labeled with phases A, B, and C; not 
to scale 
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Figure 2 Plan view of calorimetry hood, cabinet, and instrumentation; not to scale 

 
The heat release rates of the ensuing fire, �̇�(𝑡) (kW), was measured by oxygen consumption 
calorimetry, taking into account the measured concentrations of oxygen, carbon dioxide, and 
carbon monoxide in the exhaust gas [5], [6]. 

�̇�(𝑡) = [𝐸O2
∅ − (𝐸CO − 𝐸O2

)
1 − ∅

2
(

𝑋CO

𝑋O2

)]
�̇�e

1 + ∅(∝ −1)

𝑀O2

𝑀a

(1 − 𝑋H2O,∞ )𝑋O2,∞ (1) 

∅ =
𝑋O2,∞(1 − 𝑋CO2

− 𝑋CO) − 𝑋O2
(1 − 𝑋CO2,∞)

(1 − 𝑋O2
− 𝑋CO2

− 𝑋CO)𝑋O2,∞

 (2) 

Here ∝ is the combustion expansion factor of 1.105, ∅ is the oxygen depletion factor, 𝐸O2
 is 

the net heat released for complete combustion of typical fuels, 13100 kJ/(kg O2), 𝐸CO is the 
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net heat released for complete combustion of CO, 17600 kJ/(kg O2), 𝑀a is the molecular 
weight of incoming air [g/mol], 𝑀O2

 is the molecular weight of oxygen [g/mol], �̇�e is the ex-
haust mass flow rate in the duct [kg/s], 𝑋O2,∞ is the initial oxygen volume fraction, 𝑋O2

 is the 
measured oxygen volume fraction, 𝑋CO2,∞ is the initial carbon dioxide volume fraction, 𝑋CO2

 
is the measured carbon dioxide volume fraction, 𝑋CO is the measured carbon monoxide vol-
ume fraction, and 𝑋H2O,∞ is the volume fraction of water vapor. 
Due to the large range of possible heat release rates, the apparatus design was biased to-
ward resolution of the relatively small heat release rates expected from the ensuing fires. 
The heat release rate measurement range for the hood is approximately 10 kW to 3000 kW. 
The velocity of gases flowing through the hood duct was measured using an Annubar®1 av-
eraging differential pressure element attached to a differential pressure transducer. The ge-
ometry of the duct system differed from that specified by the manufacturer, resulting in less 
flow straightening and flow development. Due to the difference, calibration fires were used to 
determine the flow coefficient for the differential pressure element.  
Calibration fires were produced by a propane diffusion burner approximately 0.3 m by 0.3 m 
in size, providing fire heat release rates of approximately 35 kW and 50 kW. The propane 
burner heat release rates were calculated from the propane heat of combustion and the 
standard volume of propane provided to the burner as measured by a dry test flow meter 
corrected for temperature and pressure. For the oxygen consumption calculation of heat re-
lease from the propane burner, the value of 𝐸O2

 for propane is 12.78 MJ/(kg O2) [7]. The 
combined standard uncertainty, composed of Type A and Type B uncertainties, in the base 
heat release measurements was 10 %. The expanded uncertainty in the base heat release 
measurements was 20 %, with a coverage factor of 2, which corresponds to a confidence in-
terval of 95 % [8], [9]. 
During the experiments, the effects of wind and smoke escaping the sides of the hood in-
creased the level of measurement uncertainty. The one open side of the test cell allowed 
prevailing winds to drive combustion products away from the hood. Fire resistant fabric side 
skirts reduced the loss of smoke, but wind conditions resulted in the loss of significant quan-
tities of smoke in some experiments. For each HEAF fire experiment, additional uncertainty 
contributions due to wind and losses of combustion products were estimated using observa-
tions and video recordings. 
 
Temperature and Heat Flux 

 
One measure of the thermal environment during HEAF events and ensuing fires is the ther-
mal heat flux imposed on materials surrounding the cabinets. There are various techniques 
available for measuring thermal heat flux, including water cooled transducers, slug calorime-
ters, directional flame thermometers (DFT), and plate thermometers (PT). The use of these 
transducers for measuring the heat fluxes in HEAF events was explored in an NRC funded 
project [10]. For the OECD program HEAF experiments, the choice of transducers was revis-
ited.  
The prime considerations for the experiments included a transducer that was sturdy and 
possessed a relatively short response time. One of the technologies frequently used in fire 
experiments is the water-cooled heat flux transducer (Schmidt-Boelter and Gardon Gauge 
types). There are two major drawbacks for their use in HEAF experiments, however. The 
first drawback is the presence of cooling water in the test cell, which presents logistical com-
plications and safety hazards. The second drawback is related to the dynamic range of the 
                                                 

1
  Certain commercial equipment, instruments, or materials are identified in this paper in order to specify the ex-

perimental procedure adequately. Such identification is not intended to imply recommendation or endorse-
ment by the National Institute of Standards and Technology, nor is it intended to imply that the materials or 
equipment identified are necessarily the best available for the purpose. 

SP-794

Putorti Jr., Anthony; Melly, Nicholas; Bareham, Scott; Praydis, Joseph. " Characterizing the thermal effects of High Energy Arc Faults." Paper presented at SMiRT 23 - 14th International Seminar on Fire Safety in Nuclear Power Plants and Installations (GRS-A-3845), Salford, United Kingdom, Aug 17-Aug 18, 2015.

Putorti Jr., Anthony; Melly, Nicholas; Bareham, Scott; Praydis, Joseph. 
“Characterizing the thermal effects of High Energy Arc Faults.” 

Paper presented at SMiRT 23 - 14th International Seminar on Fire Safety in Nuclear Power Plants and Installations (GRS-A-3845), Salford, United Kingdom, Aug 17-Aug 18, 2015.



6 

sensors. In order to capture the low heat fluxes from small ensuing fires to a reasonable lev-
el of uncertainty, a transducer with a measurement range from approximately 10 kW/m2 to 
200 kW/m2 could be chosen, resulting in an expanded uncertainty of approximately 6 kW/m2 
(coverage factor of 2, 95 % confidence interval). A transducer of this range may be de-
stroyed, however, by the fluxes resulting from impingement of plasma from the arcing portion 
of the experiment, which may be on the order of 1 MW/m2. If a transducer with a measure-
ment range high enough to survive the arcing is used, the heat flux measurement uncertain-
ty would be too high for the ensuing fires.  
Plate thermometers are robust sensors that can survive in hostile HEAF environments. A 
plate thermometer similar to that described in the literature [11], [12], and [13] was chosen 
for heat flux measurements in the OECD experiments due to its rugged construction, low 
cost, lack of cooling water, and emissivity and convective heat flux coefficients similar to 
power plant safety-related equipment. 
The plate thermometer (PT) from the literature was modified for faster response and simpler 
manufacture. In order to decrease response time, the specified sheathed thermocouple was 
replaced by 0.51 mm diameter (24 AWG) Type-K thermocouple wires welded directly to the 
rear of an Inconel® 600 plate. The thickness of the mineral fiber blanket was increased to 
approximately 25.4 mm to decrease heat loss. A square plate of Inconel, approximately 
100 mm by 100 mm in size, replaces the bent plate to reduce heat losses from the sides and 
simplify electrical isolation. Machine screws with ceramic washers allow for legs to be at-
tached at the rear of the plate thermometer in order to simplify installation into cable trays 
and increase locational accuracy. The modified plate thermometer is shown in Figure 3 and 
Figure 4. 
The incident heat flux on a plate thermometer can be calculated from a heat balance using 
the following relation, a rearrangement of Equation 18 from Ingason and Wickstrom [12]: 

�̇�inc
′′ = 𝜎 ∙ 𝑇PT

4 +
(ℎPT + 𝐾cond)(𝑇PT − 𝑇∞)

휀PT

+
𝜌ST ∙ 𝐶ST ∙ 𝛿 ∙ (

∆𝑇PT

∆𝑡 )

휀PT

 (3) 

Here �̇�inc
′′  is the incident heat flux, 𝜎 is the Stefan-Boltzmann Constant, 5.670×10-8 W/(m2·K4), 

𝑇PT is the temperature of the plate (K), ℎPT is the convection heat transfer coefficient, 
10 W/(m2·K), 𝐾cond is the conduction correction factor determined from NIST cone calorime-
ter data, 4 W/(m2·K), 𝑇∞ is the ambient temperature (K), 휀PT is the plate emissivity, 0.85 at 
480 °C as rolled and oxidized and specified by the alloy manufacturer, 𝜌PT is the alloy plate 
density, 8470 kg/m3 from the alloy manufacturer, 𝐶ST is the alloy plate heat capacity, 
502 J/(kg·K) at 300 °C from the alloy manufacturer, 𝛿 is the alloy plate thickness, 0.79 mm, 
and ∆𝑡 is the data acquisition time step of 0.2 s. 
The modified PTs were heated in the cone calorimeter [14] to verify their performance and 
the fit of the simple thermal model in Equation (3). The plates were tested from 5 kW/m2 to 
75 kW/m2 by heating from ambient temperature to steady state and then allowing them to 
cool. At a steady state flux of 75 kW/m2 the calculated heat flux reached 63 % of the incident 
heat flux in approximately 0.7 s. The combined standard uncertainty in steady state heat flux 
measured by the plate thermometers, composed of Type A and Type B uncertainties, is 
2.5 % at 75 kW/m2. The expanded uncertainty in the steady state heat flux measurement is 
5 % at 75 kW/m2, with a coverage factor of 2 which corresponds to a confidence interval of 
95 % [8]. 
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Figure 3 Exploded view of modified 
plate thermometer with cone 
calorimeter sample holder 

Figure 4 Elevation view of modified 
plate thermometer on cone 
calorimeter sample holder 

 
The heating of plate TCs in the cone calorimeter was modeled in one dimension with the 
Fire Dynamics Simulator (FDS) [15] to verify the assumptions and property data. Agreement 
to within 1 % was found between the temperatures measured during exposure in the cone 
calorimeter and the FDS predicted temperatures. Data from heating the plate thermometer 
at 75 kW/m2 in the cone calorimeter is included in the FDS validation library. 
 

Sensor Wiring and Data Acquisition 

 

Due to the voltages, currents, and electrical arcing that are present in and around the electri-
cal equipment used in the HEAF experiments, electromagnetic interference (EMI) was pre-
sent in the test facility. The electric and magnetic fields are capable of inducing voltages and 
currents in the sensor and data acquisition wiring. In order to reduce the effects of EMI, sev-
eral strategies were employed in concert: shielding, isolation, signal conditioning, grounding, 
and electrical power conditioning. This multi-faceted approach greatly reduced or eliminated 
the effects of EMI on the measurement results. 
A conceptual drawing of the sensors, instrumentation, and data acquisition is shown in Fig-
ure 5 and Figure 6. Figure 5 shows the wiring concept for a typical sensor, which includes 
plate thermometers and thermocouples. Figure 6 shows the wiring concept for the gas ana-
lyzers and differential pressure transducer for measuring hood flow rates. 
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Figure 5 EMI resistant wiring concept for plate thermometer measurements 

 

 
 
Figure 6 EMI resistant wiring concept for gas analysis and hood flow measurements 

 
The sensor extension wiring is shielded, with the shield grounded near the sensor to earth 
ground. The sensor extension traveled through the test cell, via a route as far away from the 
current supply bus bars as practicable, through the back wall of the test cell, and to a signal 
conditioner and isolation transformer (isolation module). Each sensor channel had a dedi-
cated isolation module. For thermocouple channels, the isolation modules also converted the 
low level mV signal produced by the thermocouple to a high level signal (0 VDC to + 5 VDC) 
linearized for a temperature range of – 100 °C to 1350 °C using a simulated ice junction. 
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Non-thermocouple sensors were served by isolation modules that converted the input sig-
nals to ± 1 VDC or ± 5 VDC output signals.  
The output of each isolation module was connected to one of two data acquisition modules, 
housed in a separate enclosure, via a shielded cable that was grounded to earth ground. 
The high level signals from the isolation modules were sampled by the data acquisition sys-
tem (DAC), with the results communicated to a laptop computer (PC) via a USB cable. Data 
were recorded by the data acquisition system at a rate of 5 Hz. 
The main 115 VAC building power for the PC, data acquisition system, isolation modules, 
gas analyzers, and pressure transducer was supplied through signal conditioners, uninter-
ruptible power supplies, and isolation transformers. The equipment chassis were grounded 
to earth. The heat release rate hood and duct support scaffolding were also grounded to 
earth. Grounding all of the equipment and cable shielding to the same earth ground prevent-
ed ground loops. The cable trays above the electrical enclosures were electrically isolated 
from the enclosure and hood and ungrounded. The enclosures were supplied with 3 phase 
power in a delta configuration, with the enclosure ungrounded. 
 
RESULTS 

 

Heat Release Rate 

 
During the arcing phase of the HEAF experiments it was common for large quantities of rap-
idly generated combustion products to escape the measurement hood to the atmosphere 
and therefore avoid measurement. In order to measure heat release rate during the arcing 
phase, a larger hood would be needed to capture the combustion products, the size of which 
is impractical for a portable system. To measure larger fires, the exhaust mass flow rate 
would need to be increased, which would decrease the ability to resolve small fires, and in-
crease measurement uncertainty. The purpose of the portable apparatus is to measure the 
HRR of the secondary phase of the HEAF event, i.e., the ensuing fire.  
Oxygen consumption calorimetry for ordinary combustible materials such as flammable gas-
es, flammable and combustible liquids, wood, and polymers utilizes a heat content of ap-
proximately 13.1 MJ/kg of oxygen consumed [5]. During the HEAF portion of the experi-
ments, a significant quantity of copper and aluminum were oxidized. The heat release rate 
calculations do not take into account the difference in EO2 between oxidation of metals and 
the combustion of ordinary combustibles. During the HEAF portion of the experiments, the 
average heat release rate [MW] was estimated from the arc energy [MJ] divided by the arc 
duration (s) instead of oxygen consumption calorimetry.  
The HEAF and ensuing fire from an experiment in a medium voltage cabinet are shown in 
Figure 7 and Figure 8. The nominal cabinet operating conditions were 7200 VAC and 24 kA 
with an arc of approximately 2554 ms in duration. The initial heat release from the cabinet 
due to the arc was not fully captured, but may be estimated as an average of approximately 
28 MW from the arc energy expended during the arc. The heat release rate of the ensuing 
fire that occurred in the electrical enclosure following the HEAF event was recorded, with the 
primary fuel load consisting of the breaker housing. The maximum heat release rate of the 
ensuing fire was 165 kW. The expanded uncertainty in the heat release measurement is 
25 %, with a coverage factor of 2, which corresponds to a confidence interval of 95 %. 
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Figure 7 Medium voltage HEAF Figure 8 Ensuing fire 

 

Temperature and Heat Flux 

 
A low voltage HEAF in an enclosure with nominal operating conditions of 480 VAC and 
50 kA with an arc of approximately 2115 ms in duration is shown in Figure 9 and Figure 10. 
The locations of the plate thermometers installed in the experiment are shown in Figure 1 
and Figure 2. The temperatures reported by the thermocouples attached to the back of the 
nickel alloy plates of the modified plate thermometers are shown in Figure 11 and Figure 12. 

  

Figure 9 Low voltage HEAF;  
front of cabinet 

Figure 10 Low voltage HEAF; 
top of cabinet; cable tray visi-
ble in upper right of photo 

 
During some of the experiments, plate thermometers were directly impacted by plasma 
ejected from the cabinet. This contact resulted in abnormal thermocouple voltages and 
therefore to abnormal temperature change readings from the thermocouples. The resulting 
abnormal voltages, temperatures, and heat fluxes could be positive or negative. The data 
from plate TCs directly impacted by plasma could be used outside of the time where the arc 
was present by using the plate TC equations. An average heat flux during the arc can be 
calculated by treating the plate as a well-insulated, thermally-thin solid. 
The heat flux histories of the plate thermometers in the low voltage experiment were calcu-
lated from the temperature data and are shown in Figure 13 and Figure 14. In this particular 
case, the plasma generated by the arc event did not cause significant abnormal voltages. 
The peak incident heat flux measured approximately 0.9 m (3 ft) from the cabinet at PT loca-
tion 10 was 17 kW/m2 during this experiment. The peak incident heat flux measured in the 
cable tray located approximately 0.3 m (1 ft) above the cabinet at PT location 5 was 
72 kW/m2 during this experiment. 
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Figure 11 Cable tray plate thermometer 
temperatures, low voltage test. 
Temperature expanded uncer-
tainty of ±3°C with coverage 
factor of 2 

Figure 12 Vertical plate thermometer 
temperatures, low voltage 
test. Temperature expanded 
uncertainty of ±3°C with cove-
rage factor of 2 

 

  

Figure 13 Cable tray PT heat flux, low 
voltage test; heat flux expand-
ed uncertainty of ±4 kW/m2 at 
75 kW/m2 with coverage factor 
of 2 

Figure 14 Vertical PT heat flux, low volt-
age test; heat flux expanded 
uncertainty of ±4 kW/m2 at 
75 kW/m2 with coverage fac-
tor of 2 

 
The Fire Dynamics Simulator [15] was used to simulate the one dimensional heating of a 
plate thermometer (PT5 above) exposed to the heat flux history calculated from the plate 
thermometer measurement, Equation 3. The experimentally measured plate temperature 
and the corresponding FDS prediction agreed to within 2 %, which serves as verification of 
the method to calculate the heat flux from the measured plate temperature.  
The test facility provided slug calorimeters for the measurement of the incident energy; that 
is, the total energy absorbed by thermally-thin targets at various locations around the enclo-
sure. The incident energy was calculated from the temperature history according to standard 
methods [16]. The measurements from the slugs were also found to be adversely affected 
by direct impingement of plasma exiting the cabinets. The incident energy during the arc 
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phase of the 480 V experiment was approximately 31 kJ/m2 (0.75 cal/cm2), measured at 
Slug 2. 
 

CONCLUSIONS 

 

The portable oxygen consumption calorimetry hood is effective for measuring the heat re-
lease rate of HEAF ensuing fires. As expected, HEAF arcing events produce too much efflu-
ent to be captured by the hood as designed. The average energy release rate during the arc-
ing period, however, can be estimated from the electrically measured arc energy and arc 
time. 
Plate TCs are an effective method for characterizing the thermal assault on NPP cable trays 
and equipment, and can serve as input boundary conditions for FDS modeling of target ob-
jects. Data during the arc event may need to be averaged over the time of the arc if plasma 
impingement on the plate TC causes abnormal signals. 
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INTRODUCTION  

The Dimensional Metrology Group (DMG) at the 
National Institute of Standards and Technology 
(NIST) is involved in the development of 
documentary standards for volumetric 
performance evaluation of laser scanners.  

The proposed tests evaluate the performance of 
laser scanners by determining the measurement 
error between two derived points§ at many 
positions in its work volume. Some of the 
proposed test positions are along the ranging 
direction of the laser scanner. Considerable 
work was done by the ASTM E57.02 committee 
on “Test methods”, however targets specified by 
the ASTM E2938 [1] standard are limited to 
planar targets.  

This paper explores non-planar target artifacts 
such as spherical and trihedral targets, primarily 
to understand the influence of target geometry 
on ranging errors. 

TARGET SELECTION  

Flat planar targets are convenient to use in 
evaluating the relative range error. These 
targets are easy to fabricate or obtain 
commercially.  They yield a measurand whose 
length value is dependent on its 
angle/orientation, processing method, density 
and distribution of data collected on the target.  

A sphere’s derived point is its center and can be 
calculated with lower uncertainty by using a 
least-squares minimizing algorithm. For larger 
distances, larger diameter spheres are needed 
to capture enough data points on its surface. 
Since the sphericity (form) of the target sphere 
affects the determination of its center [2], 
obtaining commercially manufactured spheres of 
larger diameters and good sphericity is cost 

                                                      
§ A derived point is a uniquely identifiable point on a 
target that is dependent on its geometry. Examples 
include sphere center, apex of a pyramid etc.  

prohibitive. Spheres measured using laser 
scanners also suffer from the issue of having 
increased measurement noise towards the outer 
periphery of the sphere surface.   

Contrast targets used by some laser scanner 
manufacturers employ proprietary methods to 
calculate the derived point on the target and 
hence are difficult to evaluate independently. 
Further, this derived-point calculation may not 
use the 3D point coordinates directly, but may 
use an indirect correspondence between the 
intensity data and the 3D coordinates.  

In some proposed test positions for the 
volumetric evaluation, the targets may be 
located asymmetrically (not equidistant from the 
scanner). In such cases, the derived points 
calculated from the scans suffer from the 
problem of unequal range noise and uncertainty 
for all the four target geometries mentioned in 
this paper.  

MEASUREMENT NOISE VS INCIDENCE 
ANGLE  
A test was conducted to understand the effect of 
angle of incidence on the range noise of a laser 
scanner. This test consisted of mounting a flat 
aluminum plate on an adjustable stage and 
scanning multiple times at different angles.      

 
Figure 1. Noise vs incidence angle 
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By fitting a plane to the scan data, the RMS 
(root-mean-square) values of the residuals 
(noise) were calculated. It was observed that the 
noise increases exponentially as the angle of 
incidence increases beyond 45º.  
Figure 1 shows the results of this test. It should 
be noted that, the instrument manufacturer 
specifies a value of 50º as the angle beyond 
which the measurement signal deteriorates 
resulting in higher noise. 

TESTS TO COMPARE RANGE USING 
TARGETS OF VARYING GEOMETRY 
A series of four tests were performed to 
understand the effect of target geometry on the 
relative range error (ERR). Each of the four tests 
varies in either the target geometry, or the 
procedure to calculate the reference/test length. 
The setup consists of two locations for the target 
on a sturdy tripod – a near position and a far 
position. The reference instrument (RI) was a 
laser tracker and the instrument under test (IUT) 
was a laser scanner. The four targets used in 
these tests were as follows: 

a) Flat plane target 
b) Trihedral target 
c) Hollow sphere target 
d) Integrating sphere target 

 

For all targets except the integrating sphere 
target, the RI, IUT and the tripod positions were 
as illustrated in Figure 2. These three targets 
were tested simultaneously. For the fourth target 
(integrating sphere), the RI and IUT were on 
either side of the target as illustrated in Figure 3. 

Of the two positions, the near position was at 
about 3 m away from IUT and the far position 
was about 8 m away from the near position, 
along the line joining IUT and the near position. 
 

To reduce any errors due to the angular 
encoders, the RI and IUT need to be mounted 
on the same tripod in succession for taking the 
reference and IUT measurements. However, 
that was not the case in the setup described in 
Figure 2. This setup introduces an error of about 
0.03 mm (1σ) in the reference length due to the 
angular encoder errors which was considerably 
smaller than the relative range errors.   

In all the tests, four derived points were obtained 
- two at the near position and two at the far 
position. At the near position, the first derived 
point was obtained using the RI, and the second 
derived point was obtained using the IUT. The 

target was then moved to the far position and 
two more derived points were obtained similarly 
using the RI and IUT. Reasonable care was 
taken to make sure that the angle/orientation of 
the targets does not significantly change (with 
respect to the IUT). This was accomplished by 
marking the footprints of the tripod on the floor at 
both the positions and placing them back at 
approximately the same location during repeat 
measurements.  

 

 

Figure 3. Location of RI, IUT and the two 
locations of the Integrating sphere target.  

The reference length (LRI) was the Euclidean 
distance between the derived points obtained 
using the RI at the near and the far positions. 
The test/IUT length (LIUT) was the Euclidean 
distance between the derived points obtained 
using the IUT at the near and the far positions. 
The relative range error (ERR) was calculated 
using equation 1.  

          ERR = LIUT - LRI 1 

In the next few sub-sections, the various target 
geometries are described and methods to obtain 

 

 

Figure 2. Location of RI, IUT and the two 
locations of 3 targets in Figure 4. 
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LIUT and LRI are explained. These values were 
then used to calculate ERR, using equation 1. 

Figure 4. Picture of the trihedral, flat and hollow 
aluminum sphere targets mounted on a tripod 

Flat plane target: 

The flat plane target was constructed from a 
triangular aluminum plate as depicted in Figure 
4. Its surface was bead blasted to make its
surface diffusely reflecting for the laser scanner.
The derived point was the centroid of this plane.
This target was mounted on to the tripod and
placed at the near position and the far position
successively and was measured using the RI
and IUT to calculate the relative range error ERR.

Calculating LRI: To obtain the two derived points 
for the reference length using the RI, seven 
points were measured on the flat plate at both 
the positions (near and far) using the SMR 
(surface mounted retroreflector) walking method 
[2]. Three points were collected close to the 
vertices of the triangle, three points at the mid 
points of the sides and one point at the center of 
the triangular plate.  The Euclidean distance 
between the two derived points (centroids) at the 
near and far positions will yield an LRI value. A 
repeatability test was conducted to estimate the 
variation in the reference length in the ranging 
direction and the 1σ variation of 10 
measurements was 0.165 mm.  

Calculating LIUT: The test length (LIUT) was 
calculated by using the following procedure:  

a) First the scan data was segmented to
obtain the data corresponding to the flat
plate.

b) Then the edge points were eliminated.
This was performed by considering a
cylindrical region whose axis passes
through an initial centroid of the scan
data and was along the ranging
direction. The radius of this cylindrical
region was empirically determined to
exclude the edge points. All the points
within this cylindrical region were
considered for further processing.

c) A plane fit was performed on the data
obtained in step #b) and the residuals
were obtained. Points corresponding to
the residuals exceeding two times the
standard deviation (2σ) value were
excluded from this data.

d) A centroid was calculated for the data
obtained in step #c) and this was the
derived point for the flat plane.

e) Another derived point was obtained at
the far position and the Euclidean
distance between the two derived points
was the test length (LIUT).

Note that this procedure for the flat plane target 
does not adhere to the procedure described in 
the ASTM E2938 [1] standard.  

Trihedral target: 

Three aluminum flat triangular plates similar to 
the flat plane target were used to form a trihedral 
target and are depicted in Figure 4. The derived 
point for this target was the intersection of the 
three planes. This target was first mounted on to 
the tripod. It was then measured using the RI 
and IUT while placed at the near position and 
then at the far position to calculate the relative 
range error ERR. The three planes of the trihedral 
target were oriented in such a way that the 
incident angle of the laser beam from the IUT 
was ≈15º.  

Calculating LRI: To obtain the two derived points 
for the reference lengths using the RI, the three 
planes were measured using the method similar 
to that for the flat plate. Seven points were 
measured on each of the three surfaces of the 
target and three planes were fitted to these three 
sets of data. The intersection of these three 
planes was the derived point of the trihedral 
target. The Euclidean distance between the two 
derived points at the near and far positions will 
yield LRI. A repeatability test was conducted to 
estimate the variation in the reference length in 
the ranging direction and the 1σ variation of 10 
measurements was 10 µm. 
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Calculating LIUT: To obtain the derived point 
using the IUT, the data on each of the three 
planes was processed using the steps a), b), 
and c) described for the flat-plane target. Three 
planes were then fit to these three sets of data 
and the intersection of these three planes was 
the derived point for the trihedral target. 
Similarly, the second derived point was 
calculated at the far position and the test length 
(LIUT) was calculated. 

Hollow spherical target: 

A bead blasted hollow aluminum sphere (101.6 
mm in diameter) was mounted on the tripod as 
depicted in Figure 4. The derived point for this 
target was the sphere center.  

Calculating LRI: The two derived points for the 
reference length were the two sphere centers 
calculated by using the SMR walking method [2]. 
A set of ≈15 points were measured on the 
sphere surfaces at both the positions using the 
RI. The sphere centers were then calculated by 
fitting a sphere using a constrained non-linear 
least squares algorithm. The Euclidean distance 
between the two sphere centers at the near and 
far positions will yield LRI. A repeatability test 
was conducted to estimate the variation in the 
reference length in the ranging direction and the 
1σ variation of 10 measurements was 0.010 
mm. 

Calculating LIUT: The two derived points for 
calculating the test length (LIUT) were obtained 
by first scanning the spheres at both the 
positions (near and far) using the IUT. The scan 
data was segmented to extract the sphere 
region and was then fitted using a constrained 
non-linear least squares algorithm. 

Integrating sphere target: 

A commercial sphere called the “Integrating 
sphere” was used in this test. This is a truncated 
sphere (100 mm in diameter) that has a pocket 
milled into the truncated portion of the sphere. 
Centered at the bottom of this pocket is a 
kinematic seat for a 1.5 in. diameter (38.1 mm) 
SMR/sphere. The concentricity of a 1.5 in. (38.1 
mm) diameter sphere and the Integrating
sphere, as measured by a coordinate measuring
machine (CMM) was <10 µm. The derived point
for this target was the sphere center. 

Calculating LRI: The two derived points for the 
reference lengths were an average of 20 points 
as measured by the RI using an SMR when it 

was seated in the integrating sphere’s kinematic
seat. A set of 10 points were obtained from the 
RI before the IUT measurement scan and 10 
points after the scan. A repeatability test was 
conducted to estimate the variation in the 
reference length in the ranging direction and the 
1σ variation of 10 measurements was 0.005 
mm.  

Figure 5. Illustration of the top view of integrating 
sphere mounted for measurement by the IUT 
and RI 

Calculating LIUT: The two derived points for 
calculating the test length (LIUT) were obtained 
by a process similar to that for the hollow 
sphere. The sphere was scanned at both the 
positions (near and far) using the IUT. The scan 
data was then segmented to extract the sphere 
region and the data was fitted using a 
constrained non-linear least squares algorithm. 

RESULTS AND DISCUSSION 

For each of the four targets, eight values of 
relative range error (ERR) were obtained. Figure 
6 shows a plot of the relative range errors for 
various target geometries and Table 1 shows 
the corresponding statistics for each target.  

A few observations can be made from these 
results:  

 The two spherical targets have the
lowest variation (1σ) in the relative
range error (ERR) compared to the other
targets.

 The flat plane target has the largest
variation (1σ) of ERR.

 The ERR values for both the spheres
were statistically similar.

 The trihedral target has the lowest
absolute mean value of ERR, but has
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slightly higher 1σ variation than the 
spheres. 

 The flat plane target has the largest
absolute mean value of ERR apart from 
the largest 1σ variation of ERR.   An 
explanation for a possible reason for 
such a large bias will be provided later 
in this section.

 The flat plane targets measure shorter
than their reference lengths, whereas
the spherical targets measure longer
than their reference lengths.

Flat plane targets using the centroid as a 
derived point resulted in relative range errors 
that were larger compared to other targets used 
in these tests. The measurement of the derived-
point to derived-point lengths for data from both 
the instruments relies on the target plates to be 
perfectly parallel.  

For two perfectly parallel planes, if the centroids 
determined by RI and IUT are not identical, then 
the error is negligible as this error is not in the 

** Sphere-H is the hollow sphere and Sphere-I is the 
integrating sphere 

ranging/sensitive direction (cosine/second order 
error). However, if the planes are not parallel, an 
error in the centroid determination will result an 
error in the sensitive direction (first order error). 
This was exacerbated by the fact that the 
reference length was calculated based on a 
centroid determined by only seven points at 
each position. 

As an example, consider two flat plane targets at 
the near position and the far position that are not 
parallel and are at 1° with respect to each other. 
Also consider that there is a 5 mm error in 
locating the centroid in the plane perpendicular 
to the sensitive direction. Such a setup will result 
in an error of 87 µm error in the relative range.  

We plan to perform more tests using the flat 
plane target by making sure that the targets at 
the near and far positions are truly parallel and 
using alternative processing methods.  The 
parallelism might be achieved by designing a 
kinematic mounting setup that uses a plane 
mirror and a laser for alignment.  

One alternative processing method is to fit the 
data from the near and far locations using a 
parallel plane fitting algorithm [3] and calculating 
the distance between the fitted parallel planes.  
This method can still suffer from a first order 
effect with respect to the parallelism of the 
planes. Other methods to try include a bounding 
box method and the intersection of diagonals [1]. 

CONCLUSION 

Four targets were tested for measuring relative 
range error of a laser scanner. Of these, one 
used a flat plane target. The flat plane target, 
where the centroid was the derived-point for the 
reference length results in larger relative range 
errors compared to the other three targets.  

In contrast, spheres and trihedral targets have 
lower relative range errors and are less sensitive 
to their angle/orientation with respect to RI and 
IUT. 

These tests indicate that the target geometry, 
alignment and the processing method affect the 
relative range error. More tests are planned 
(various lengths and processing methods) to 
understand the effect of target geometry on the 
relative range error.  

Figure 6. Plot showing the relative range errors 
for various geometries 

Table 1. Statistics for the relative range error tests 
on four targets 

Target 
type 

Nom. 
length 
( LNOM)

1σ of 
LRI 

(mm) 

Mean 
of ERR
(mm) 

1σ of 
ERR

(mm) 
Sphere-I** 7.8 m 0.005 0.094 0.017 
Sphere-H** 8.4 m 0.010 0.195 0.028 
Trihedral 8.4 m 0.010 0.051 0.259 
Flat plane 8.4 m 0.165 -0.781 0.403 
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1 INTRODUCTION  

The Dimensional Metrology Group (DMG) at the National Institute of Standards and 
Technology (NIST) is performing research to support the development of documentary standards 
within ASTM E57 [1] for the point-to-point performance evaluation of 3D imaging systems that 
use a spherical coordinate system.  

The currently proposed tests call for the evaluation of point-to-point performance of these 
systems by determining the measurement error between two derived points* at a number of 
positions in the instrument’s work volume. A part of the proposed standard involves 
measurements along the ranging/radial direction of the instrument and investigations were carried 
out at NIST to understand the suitability of various targets for this aspect of the standard. This 
paper will only discuss the variety of artifacts that were considered and investigated for use in 
these ranging test positions. The other aspects of the point-to-point tests are covered in another 
report [2]. 

2 OVERVIEW OF STANDARDS ACTIVITIES 

The ASTM E57.02 sub-committee on “Test Methods” started work in 2007 to standardize test 
methods to evaluate the performance of 3D imaging systems. The first test that the sub-committee 
decided to develop was the relative range test because the ability to measure range was 
fundamental to these systems. The work concluded in 2013 and a relative range standard was 
published in 2015 (ASTM E2938 [3]).  

In 2013, the sub-committee started to work on an expanded scope to evaluate the point-to-
point performance of these instruments. The sub-committee meets every two weeks over a 
WebEx† teleconference to present the technical work and discuss the proposed standard.  

The initial draft of this point-to-point performance standard has 12 two-face tests and 35 point-
to-point tests, repeated three times. Two-face tests involve the measurement of a single stationary 
target using the front face and again using the back face of the instrument under test (IUT) [4]. 

                                                 
* A derived point is a unique point obtained from a group of measured points on an artifact and is not a measured point. 
It is dependent on the artifact geometry. Examples include a sphere center obtained by fitting a sphere to points 
measured on the sphere’s surface; the apex of a pyramid obtained by the intersection of three or more planes by 
measuring the planar surfaces of the pyramid.   

† Disclaimer: Commercial equipment and materials may be identified in order to adequately specify certain procedures. 
In no case does such identification imply recommendation or endorsement by the National Institute of Standards and 
Technology, nor does it imply that the materials or equipment identified are necessarily the best available for the 
purpose.    
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The distance between the derived points obtained from the front face and back face is itself the 
error; no reference length measurements are required for these tests.  

Point-to-point tests involve measuring the distance between two targets using a reference 
instrument (RI), then with the IUT and comparing them. The draft standard on point-to-point 
performance includes point-to-point tests in both the radial and non-radial directions. Of these 35 
tests, three tests are along the ranging/radial direction. 

By the end of 2015, a test facility for implementing the point-to-point tests was established at 
NIST and in May 2016, a run-off meeting was held to allow manufacturers to evaluate all of the 
tests in the draft standard. Five manufacturers participated in this meeting, performed all the tests 
and provided feedback to improve the standard.  

A significant topic that was debated prior to and during the run-off meeting was the choice of 
target geometry for the three ranging direction tests. The sub-committee agreed that a target with 
spherical geometry would be used for all two-face tests and all point-to-point length tests that are 
not along the radial direction. However, it was not clear if spheres would be suitable for long 
ranging/radial length tests. In this context, the DMG at NIST investigated various artifact 
geometries to determine their relative merits as targets for the ranging/radial length tests.  

The next sections will discuss the targets that were considered and the objective criteria to 
evaluate each of them.  

3 OVERVIEW OF RELATIVE RANGE TESTS  

A relative range test is performed by placing the target at two positions (a near position and 
a far position), measuring the target at both positions with the IUT and the RI and calculating the 
relative range error. If LIUT and LRI are the distances between the targets as measured by the IUT 
and RI respectively, then the relative range error (ERR) is given by: ERR = LIUT - LRI. The RI in all 
the tests performed at NIST is a laser tracker and the IUT is a laser scanner, however the choice 
of instrument for RI is left to the user.  

Depending on the design of the target, the relative range tests can be performed in one of 
two configurations. In the first configuration, both the RI and IUT are on the same side of the target 
(Figure 1) and in the second configuration, they are on the opposite side of the target (Figure 2). 
Alternative configurations were proposed and discussed by the sub-committee, but these two 
configurations offered lower uncertainties in obtaining the reference lengths.   

The choice of the configuration depends on the procedure to obtain the derived point using 
the RI. It should be noted that, the configuration in Figure 1 yields a slightly greater uncertainty in 
determining the reference lengths as the RI is not in-line with the target positions. In such a 
configuration, errors associated with the angular encoders increase the reference length 

 

 

 

 

 

 

 

 

 

Figure 1: Relative range test with RI and 
IUT on the same side of the target. 

 

 
Figure 2: Relative range test with RI and 

IUT on either side of the target. 
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uncertainty. Even though the configuration in Figure 2 offers lower uncertainty (than the first 
configuration), it results in higher uncertainty for shorter lengths and lower uncertainty for longer 
lengths. This may be problematic as the IUT will likely have tighter specifications for shorter 
lengths and wider specifications for longer lengths.  

The published ASTM E2938 [3] standard mandates the use of plane targets. Since the work 
on this standard concluded in 2013, new targets started becoming commercially available that 
offer more efficient ways to realize these tests. The pros and cons of each of these targets will be 
discussed in the subsequent sections.  

4 CHARACTERISTICS OF AN IDEAL TARGET  

To objectively evaluate the benefits of various targets, some of the following characteristics 
were considered: 

1. The IUT has to be able to measure the targets at all the test distances‡ (1 m to 60 m), with 
respect to size and reflectivity and result in reliable data to calculate a derived point. 

2. Measurement of the reference distance should be as simple/convenient as possible and 
practical in order to reduce measurement time. 

3. The derived point needs to be obtained from dimensional data only (instead of intensity 
images etc.) 

4. The RI and IUT have to measure the same point on the target so as to permit comparison 
of the measured lengths. 

5. The target should be able to be aligned and mounted in a manner which minimizes the 
reference length uncertainty (URL) and results in URL that is a suitable fraction of the IUT 
specification limit.   

6. The measurement procedure should limit the physical touching of the target or the 
mounting apparatus to prevent introduction of additional errors.  

7. The target influences (such as geometry, surface finish, texture, color, lack of symmetry 
etc.) on the measurement should be as small as practically possible.  

8. The procedure to obtain the derived point 
should be sufficiently repeatable over the 
entire testing range. 

9. The target has to be relatively inexpensive to 
fabricate.  

Five target types were considered for the 
purpose of evaluating the relative range of 3D 
imaging systems, namely a) Planes, b) Contrast 
targets, c) Spheres, d) Pyramids and e) Hybrid 
targets. They will be discussed in the subsequent 
sub-sections: 

4.1 Planes 

Planar targets have geometries that are simple 
and introduce insignificant geometry dependent 
errors that vary with range. The plane targets that are 
considered for use with laser scanners are metal 

                                                 
‡ The proposed tests are for IUT with a maximum range of 150 m. However, the long range facility at NIST is 60 m long 
and the artifacts can be reliably tested only within 60 m range. The instrument range may go beyond 60 m (Typically 
100 m to 300 m) 

 
Figure 3: An illustration of the measurement 

process to obtain the derived point of a plane 
target using a reference instrument.  
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(usually aluminum) that have been vapor/media blasted, resulting in a lambertian surface with 
diffuse reflectivity. Such surfaces result in data that has relatively low noise (when compared to 
shiny or dark surfaces) and a return signal that is of uniform intensity over its entire surface. The 
target specifications (flatness, finish etc.) are simple enough for most machine shops to fabricate 
them with relative ease.  

The ASTM E2938 [3] standard allows a variety of methods to calculate the reference and test 
lengths between two target positions. One method to obtain the derived point of a square plane 
target is to use a “shank tool”, a spherically mounted retroreflector (SMR) and a laser tracker as 
an RI. A “shank tool” is a special commercial mount for an SMR that allows it to be positioned 
over an edge of the target to measure points that are offset from the plane. The two planes at the 
edge need to be nearly orthogonal to each other for an effective use of the “shank tool”. The 
procedure to obtain the derived point is described below and is illustrated in Figure 3.  

1. An SMR mounted on a “shank tool” in conjunction with a laser tracker is used to collect 4 
sets of data on a plane target (one set per edge). Each set consists of four points resulting 
in a total of 16 points. More points can be recorded and processed if needed.  

2. A 3D line is fitted to each set of points corresponding to each of the four offset edges 
yielding four 3D line equations. 

3. Points corresponding to the four corners are calculated by intersecting the four pairs of 
two adjacent 3D lines. Because two 3D lines may not intersect at all, the point of 
intersection of two 3D lines is the point in space which is the closest point to both of the 
lines, determined in a least-squares sense.  

4. The average of these four intersection points is the centroid of an offset surface from the 
plane target. The offset distance ‘d’ is equal to the distance from the base of the “shank 
tool” to the center of the SMR mounted in it (as illustrated in Figure 3).  

5. A plane is then fit to the 16 points obtained in step #1. This is a plane that is offset from 
the target surface by the same distance ‘d’ towards the IUT.  

6. Another plane is constructed that is parallel to the offset plane (obtained in step #5) and 
is at a nominal distance ‘d’ away from the IUT.  

7. The centroid obtained in step #4 is then projected on to the plane constructed in step #6.  

8. This projected point is the derived point for the plane target. 

 
Figure 4: Relative range test with planes placed at two locations in-line with each other 

and the IUT (laser scanner) 
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To determine the centroid of the plane from the scan data, the following procedure is required 
by ASTM E2938 [3] standard. 

1. Eliminate from the IUT data set all measured points that are part of the background, 
surroundings, and plane target supports. 

2. Select measured points that will be used for the plane fit by omitting the measured points 
that are in the edge exclusion regions. 

3. Fit a least-squares plane and calculate the standard deviations of the residuals. 

4. Eliminate measured points on the plane targets for which the magnitude of the residuals 
is greater than twice the standard deviation of the residuals of the plane fit. 

5. Determine the geometric center of the plane target using 2D or 3D methods. 

To minimize the relative range errors, these targets need to be aligned perpendicular to the 
line joining the target positions and IUT (Figure 4). Any misalignment will result in Abbe errors 
that alter the relative range errors. For example, if the error in determining the geometric center 
of the plane (from IUT data) is 3 mm and if there is a 5° error in aligning the target with respect to 
the line joining the IUT and two target positions, this will result in 0.26 mm error in the ranging 
direction.  

4.2  Spheres 

Spheres are popular targets among users of 
3D imaging systems (like laser scanners) as their 
geometry is the same in all the directions. This 
property is helpful when registering or aligning 
scans obtained from various positions. The 
derived point of a sphere target is its center and 
calculating a sphere center can be accomplished 
by a variety of established algorithms.  

Three sphere targets were evaluated for 
relative range tests. They are a) Hollow - Painted 
plastic spheres, b) Hollow - Custom aluminum 
spheres, c) Special “integration spheres”. Each of 
these targets will be discussed in the following 
sections. 

4.2.1 Hollow – Painted plastic spheres 

These are hollow plastic spheres that are 
typically painted with a white and diffuse coating 
and are mounted on a stem. These are commercially available from a variety of vendors. Due to 
the white paint used on these spheres, these spheres are visible to the 3D imaging systems from 
large distances.  

These targets however are light, fragile and are not dimensionally stable. The form 
(sphericity§) on these spheres is also poor and is in the range of 0.3 mm to 2.0 mm, which results 
in an unacceptably large reference length uncertainty. These characteristics of the plastic spheres 
also make the determination of a reference length (with acceptable level of uncertainty) very 
challenging.  

                                                 
§ In this publication, sphericity is defined as the smallest separation of two concentric spheres that contain all the points 
of the surface under consideration. 

 
Figure 5: Hollow spheres – Painted 

plastic laser scanner sphere 
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4.2.2 Hollow – Custom aluminum spheres 

These are custom aluminum spheres (mounted on a stem) that are media blasted to provide 
a dull finish that is nearly lambertian. The form (sphericity) on these spheres is typically less than 
0.02 mm on a 100 mm diameter sphere (by design). These are dimensionally stable artifacts that 
allow in-situ measurement using a laser tracker and an SMR to obtain the derived point (and 
thereby a reference length).  

Though dimensionally stable, these spheres are less reflective than the painted spheres and 
do not scan as well at longer distances (compared to a similarly sized white painted sphere). Also, 
due to the fact that these are custom made spheres, they are more expensive and are not as 
readily available commercially as the painted spheres.  

To obtain the reference derived point of the sphere (sphere center), an SMR walking method 
[5] is used. Several points (typically more than 25) are obtained by probing the sphere surface 
using an SMR. The sphere center is determined by fitting these points using a non-linear least 
squares algorithm that constrains the radius of the sphere to its calibrated value (known a priori 
by measuring it on a touch probe CMM**). The second sphere is measured and the derived point 
is calculated using the same method. The distance between the two sphere centers is the 
reference distance for that particular test.  

4.2.3 Integration spheres 

These are commercial aluminum spheres that have a kinematic nest (with a magnetic 
preload) near their centers for a 1.5 in. diameter (38.1 mm) sphere or a 1.5 in. SMR. The kinematic 
nest is constructed in such a way that the center of a 1.5 in. diameter sphere (located in the 
kinematic nest) is concentric with the center of the outer sphere to within 0.01 mm. The form 
(sphericity) on these integration spheres is also within 0.01 mm and the outer surface has a near 

                                                 
** Coordinate measuring machine 

 
Figure 6: SMR walking method to obtain the reference length between two spheres. 
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lambertian finish.  Custom modifications were done to add mounting holes on its outer periphery 
to mount it on a flat plate (as depicted on the right side in Figure 7).  

To measure the reference distance between spheres at two locations, a single point 
measurement using a reference instrument is sufficient at each position. This process does not 
involve any touching of the target and minimizes any mounting related errors. This design allows 
the possibility of automating the reference length measurement and also techniques that could 
lower the reference length uncertainty [2]. 

4.2.4 Point cloud data 

considerations for spheres 

Spheres, although suitable for 
the reasons discussed in the 
previous sections, have a few 
shortcomings with respect to data 
quality and reliability of the derived 
point obtained from such data. 
Some of these are discussed in the 
next few sub-sections. 

 

4.2.4.1 Coverage 

For a given instrument setting, 
the number of points on a target 
that is farther from the IUT is less 
than that for a target that is closer to 
the IUT (as illustrated in Figure 8). 
For a sphere target, this issue is 
exacerbated by the fact that the return intensity is not the same from all the locations on its 
surface. Return beam corresponding to lower return signal intensity may not register with the 
instrument, resulting in missing points from a sphere’s outer periphery (compared with data from 
the sphere’s surface at the center). This reduces the “coverage area” of the scan data on a sphere 
at the farther location, compared with that at the nearer location (as illustrated in Figure 9). This 

 
Figure 7: Two designs of a commercial “integration sphere” 

 
Figure 8: Point density variation from near to far 

position 
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in turn increases the error when calculating the center of the sphere using a non-linear least-
squares fitting algorithm.   

4.2.4.2 Squishing and Flaring of spheres 

For some instruments, the quality of the scan data 
from the sphere surface varies over its surface from its 
center to the outer periphery. There are a number of 
hypotheses as to why this effect is observed: varying 
slope, beam width, multi-path effects due to the mounting 
apparatus or a variety of other instrument related error 
sources. Because of this, when the data from such 
targets is fit to a sphere using a non-linear least-squares 
algorithm without constraining the radius, the resulting 
radius (RUNC) is different from its calibrated radius (RCAL). 
As a result, the spheres may appear “squished”          
(RUNC < RCAL) or flared (RUNC > RCAL).  

When the center of the sphere 
is determined using a constrained 
radius fit (as would be done to find 
the center to center distance for 
IUT evaluation), that center will be 
shifted towards or away from the 
IUT due to the squishing/flaring of 
the measured points, resulting in 
an apparent ranging error.   

In most cases, the sphere 
appears to be “squished”, rather 
than “flared”. Also, in practice, this 
affect appears to be more 
prominent when using phase-
based laser scanners than pulse-
based laser scanners.  

4.2.5 Contrast targets 

Contrast targets are popular among the surveying community (depicted in Figure 11).  One 
type of contrast target has planar targets mounted on truncated 1.5 in. (38.1 mm) diameter 
spheres in such a manner that the center of the truncated sphere lies on the front surface of the 
target. This center is designed to nearly coincide with the intersection point of the pattern shown 
in Figure 11.  

The truncated sphere allows the contrast target to be mounted on magnetically preloaded 
kinematic nests. To determine the relative range error, the distance between kinematic nests (at 
two positions) is first measured using a laser tracker using a 1.5 in. SMR. The SMR is removed 
and a contrast target is placed in the same nests (one at a time) and scanned using a 3D imaging 
system [4]. Proprietary algorithms (that use both image intensity and dimensional data) are then 
used to obtain the derived points of each of the targets and thereby the distance between the two 
positions using the 3D imaging system.  

Since the calculation of the derived point for a contrast target uses a combination of image 
intensity data and dimensional data, its accuracy and precision is dependent on a variety of factors 
such as contrast difference, orientation of the target etc. These issues make contrast targets less 

Figure 9: Coverage on a 
sphere at the near location (left) 
and at a farther location (right). 

Figure 10: “Squishing” effect (left) and “Flaring” effect 
(right). 
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preferable for use in relative range tests for evaluating the dimensional measurement 
performance of 3D imaging systems.  

4.2.6 Pyramid or Polyhedral targets 

Pyramid or polyhedral targets attempt to address the shortcomings of the planar and 
spherical targets. These targets have three or more planes. The derived point of such targets is 
the apex, which is the intersection of the planes of the target. In case of a trihedral target 
(triangular pyramid), the intersection of the three planes is unique and is the derived point.  In 
case of a target with more than three planes (e.g. square pyramid), the derived point is the 
intersection point of the four planes in a least-squares sense.  

For a pyramid, the slant angle is the angle that each plane makes with the base of the pyramid 
(as illustrated in Figure 14). This slant angle is chosen so as to maximize the return signal intensity 
to the IUT while minimizing the errors associated with determining the intersection point of the 
planes.  

 
Figure 11: Contrast target front side (on the left) and back side with the truncated sphere 

mount (on the right) 

Figure 12: NIST tetrahedral target Figure 13: NRC trihedral target [6] 
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Polyhedral targets constructed with planes at shallow slant angles, say 1°, will not produce a 
sufficiently repeatable apex coordinate because of the noise in the data from the IUT. Small 
changes in the location and direction of the normal vector to the best fit planes (to the noisy data) 
create relatively large changes in the location of the apex. Polyhedral targets constructed with 
planes at a steep slant angle, say 75°, will also not produce a sufficiently repeatable apex 
coordinate. This is because of the fewer number of data points acquired on the plane and the fact 
that these points have higher noise levels due to the steep incidence angle of the laser beam with 
the plane.  

 Simulations were performed to understand the effect 
of the slant angle of a pyramid target on the repeatability 
of its apex. These simulations indicated that pyramid 
targets with a slant angles between 10° and 30° yield a 
sufficiently repeatable derived point (apex) when 
measured with laser scanner systems.  

Determining the derived point using a laser tracker 
depends on the design of the target. If the target is 
designed as shown in Figure 12, where the SMR center is 
designed to be coincident with the apex, a single point 
measurement is sufficient to determine the target’s derived point. For the design depicted in 
Figure 13, the SMR walking method may be used to manually probe each plane to determine the 
apex [6,7].  Another method to get the derived point for the same design in Figure 13 is to use 
three 1.5 in. (38.1 mm) diameter spheres mounted rigidly in kinematic nests on the plate holding 
the target. The apex of these planes is determined with respect to a coordinate system established 
by the centers of the three spheres and is calibrated on a CMM. During the relative ranging test, 
the RI is used along with a 1.5 in. SMR to calculate the apex (using the CMM data) with respect 
to the locations of the SMR centers located in these three kinematic nests.  

 The derived point from IUT data is calculated by extracting the data corresponding to each 
plane of the target, fitting a plane to each data set and intersecting them. The data set for each 
plane is obtained by excluding the edge points, either manually or by using an automated method.   

 The pyramid targets have 
some shortcomings when 
compared with other targets. The 
process of extracting a derived point 
from a pyramid target requires more 
steps than for other targets. Also, for 
the target depicted in Figure 12, the 
SMR needs to be concealed during 
a scan to avoid any specular 
reflections from the target.  

4.2.7 Hybrid targets 

Hybrid targets, such as the 
Plate-sphere target designed at 
NIST (depicted in Figure 15), 
leverage the benefits of the 
geometries of both the sphere and a 
plane. A plane suffers from the lack 

 

Figure 14: Slant angle of a 
pyramid artifact. 

 
Figure 15: NIST Plate-sphere target 
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of a unique derived point, but can be measured at large distances. A sphere suffers from the fact 
that its geometry introduces a high variability in determining the radial distance from the scanner 
to its center. A hybrid target like the NIST Plate-sphere target combines both these geometries to 
overcome and complement individual target inadequacies 

 The NIST Plate-sphere target uses a plate target and a 200 mm diameter integration sphere 
that has a 1.5 in. SMR mounted in its kinematic nest. The derived point for this target is obtained 
by using a laser tracker and the SMR located inside the integration sphere.  

For this target, the 3D imaging system (IUT) and the laser tracker (RI) are placed on opposite 
sides of the target (as illustrated in Figure 2). The laser tracker measures the sphere center from 
one side and the laser scanner measures the derived point from the other.  

The derived point using the laser scanner is determined using the following series of steps: 

1. The sphere and the plane data are individually extracted from the scan data. 

2. A least-squares plane is fit to the data corresponding to the plane. 

3. A sphere is fit to the data corresponding to the sphere using a non-linear least squares 
algorithm that constrains the radius of the sphere to its calibrated value (known a proiri).  

4. The sphere center is then projected on to the least-squares plane in a direction that is 
normal to the fitted plane.  

5. This projected point is the derived point of this plate-sphere target. 

This procedure to obtain the derived point overcomes the issue of high variability of a sphere 
center in the ranging direction and high variability of the centroid of a plane in the non-ranging 
directions. It also reduces the need to accurately align the target perpendicular to the laser beam.  

One of the drawbacks of the Plate-sphere target is that the sphere occupies a sizeable portion 
of the center of the plate. When the target is close to the IUT, the data from the plane involves 
exercising the angular axes and also is not along the line joining the IUT and the RI. Another 
drawback is that this target is relatively expensive to fabricate.  

4.2.8 Alternative designs 

To overcome some of the shortcomings of the targets, two more designs are under 
consideration and are described below: 

1. A Plate-sphere artifact with three or more spheres on the outer periphery of the plate to 
act as a fiduciary instead of a sphere at the center.  

2. A Pyramid artifact similar to the one depicted in Figure 12, but designed in such a way 
that the SMR is accessible from the back of the pyramid.  

5 SUMMARY 

A variety of targets for use in relative ranging tests were designed and/or procured by DMG 
at NIST and evaluated. Each target was evaluated objectively based on a variety of desired 
characteristics, their relative merits and practicality. Each target offers distinctive advantages as 
well as a few disadvantages for this activity. More work is planned at NIST to improve on the 
existing designs to evaluate targets for relative ranging.     

6 ACKNOWLEDGEMENTS 

The authors would like to thank Mr. Luc Cournoyer of the National Research Council (NRC), 
Ottawa, Canada for his valuable feedback and suggestions that went into this work.  

 

 

SP-819

Rachakonda, Prem; Muralikrishnan, Balasubramanian; Shilling, Katharine; Cheok, Geraldine; Lee, Vincent; Blackburn, Christopher; Everett, Dennis; Sawyer, Daniel. "Targets for Relative Range Error Measurement of 3D Imaging Systems." Paper presented at The Coordinate Metrology Society Conference, Nashville, TN, Jul 25-Jul 29, 2016.

Rachakonda, Prem; Muralikrishnan, Balasubramanian; Shilling, Katharine; Cheok, Geraldine; Lee, Vincent; 
Blackburn, Christopher; Everett, Dennis; Sawyer, Daniel. 

“Targets for Relative Range Error Measurement of 3D Imaging Systems.” 
Paper presented at The Coordinate Metrology Society Conference, Nashville, TN, Jul 25-Jul 29, 2016.



  

7 REFERENCES  

[1] ASTM E57.02 – “Test Methods”, WK 43218: New Test Methods for Evaluating the 
Performance of Medium-range, Spherical Coordinate 3-D Imaging Systems for Point-to-Point 
Distance Measurements.  

[2] Muralikrishnan, B.,  Rachakonda,  P., Shilling, M., Lee, V., Blackburn, C., Sawyer, D., Cheok, 
G., Cournoyer, L., Report on the May 2016 ASTM E57.02 instrument runoff at NIST, Part 2 
NIST realization of test procedures and measurement uncertainties, to be published as a NIST 
internal report. 

[3] ASTM E2938 standard: “Test method to evaluate the relative-range measurement 
performance of 3D imaging systems in the medium range”  

[4]  Ferrucci, M., Muralikrishnan, B., Sawyer, D., Phillips, S., Petrov, P., Yakovlev, Y., Astrelin, A., 
Milligan, S., Palmateer, J., “Evaluation of a laser scanner for large volume coordinate 
metrology: A comparison of results before and after factory calibration", Measurement Science 
And Technology, September 2014.  

[5] Rachakonda, P.,  Muralikrishnan, B., Lee, V., Sawyer, D.,     Phillips, S., Palmateer, J., “A 
Method of Determining Sphere Center to Center Distance Using Laser Trackers For Evaluating 
Laser Scanners”,  Proceedings of the American Society for Precision Engineering, Annual 
Conference, Boston, Massachusetts, November 09-14, 2014.  

[6] MacKinnon, D., Cournoyer, L., Beraldin, J., “Single-plane versus three-plane methods for 
relative range error evaluation of medium-range 3D imaging systems”,  Proc. SPIE 9528, 
Videometrics, Range Imaging, and Applications XIII, 95280R (June 21, 2015) 

[7] Rachakonda, P.,  Muralikrishnan, B., Shakarji, C., Lee, V., Sawyer, D.,     “Evaluation of the 
Range Performance of Laser Scanners using Non-Planar Targets”,  Proceedings of the 
American Society for Precision Engineering, Annual Conference, Austin, Texas, November 01-
06, 2015. 

 

 

SP-820

Rachakonda, Prem; Muralikrishnan, Balasubramanian; Shilling, Katharine; Cheok, Geraldine; Lee, Vincent; Blackburn, Christopher; Everett, Dennis; Sawyer, Daniel. "Targets for Relative Range Error Measurement of 3D Imaging Systems." Paper presented at The Coordinate Metrology Society Conference, Nashville, TN, Jul 25-Jul 29, 2016.

Rachakonda, Prem; Muralikrishnan, Balasubramanian; Shilling, Katharine; Cheok, Geraldine; Lee, Vincent; 
Blackburn, Christopher; Everett, Dennis; Sawyer, Daniel. 

“Targets for Relative Range Error Measurement of 3D Imaging Systems.” 
Paper presented at The Coordinate Metrology Society Conference, Nashville, TN, Jul 25-Jul 29, 2016.



On The Feasibility of Performing Line Scale Measurements on a High Accuracy 

Coordinate Measuring Machine 

 

W. Ren, R. Sundahl, T. Doiron 

Engineering Physics Division 

National Institute of Standards and Technology, 

Gaithersburg, MD 20878 

 

 

1. Introduction 

1.1 History of NIST Line Scale Interferometer (LSI) 

The linear distance between rules is a fundamental length measurement of vital importance 

in many scientific and industrial operations. From encoded scales to photo lithographic 

grids, linear rules are used as check standards and must be calibrated and traceable to the 

international standard of length. In 1958, the National Institute of Standards and 

Technology (NIST), then known as the National Bureau of Standards (NBS), developed 

an early design of an interferometric line scale comparator [1]. By 1981, the instrument 

was modernized and automated, and consisted of a scanning electro-optical line detector, 

a high precision one-axis motion system, and a high accuracy heterodyne interferometer 

for determining the displacement of the test artifact beneath the line detector [2]. 

 

1.2 Requirement changes for LSI measurement 

Over the years, there has been a trend away from line standards as our calibration income 

chart in Fig. 1 shows. In recent years, we have calibrated only a few scales from industry; 

our largest customer for LSI measurements has been the NIST Dimensional Metrology 

Group itself. The LSI machine is very old and difficult to maintain. The expenses for 

upgrades to the machine are not feasible given the income and lack of industrial customers. 

This paper describes recent work in transitioning line scale measurements from this old 

LSI machine to a vision probe equipped Moore-M48 Coordinate Measuring Machine¹ 

(CMM) based platform. The clear advantage of such a transition is that we can employ a 

single CMM for multiple calibrations including line scales, thereby keeping our 

maintenance and operational costs to a minimum. 

 

 
Fig. 1 NIST LSI calibration income 
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2.  New NIST LSI System 

2.1 CMM stage 

The new NIST LSI system (Fig. 2) uses a Moore M-48 CMM as a precision stage to move 

the line standard under a video microscope. The CMM structure consists of a heavy cast 

iron, jig-grinder base. The machine rests directly on the floor of an underground laboratory. 

The extremely stable floor makes the vibration effect during image acquisition negligible. 

The X-axis table and the Y-axis cross-carriage motions are carried out by high precision 

lead screws immersed in oil baths and are guided by precision double “V” roller ways [3]. 

These motions are pulled against the thrust faces of the lead screws by constant force 

springs, reducing backlash. A flat granite surface plate is seated on the machine table which 

helps transform complex table motion errors into rigid body motion errors which are then 

mapped out. When the M48 is used as the LSI, we have an additional external laser system, 

where the vacuum wavelength is calibrated at NIST with a fractional expanded uncertainty 

of 5 x 10-9, to record the table X-axis displacement, which makes the residual machine 

motion errors ignorable.  

 

2.2 External laser system 

Our external laser system includes a laser head sitting on a tripod on the floor capturing the 

table X-axis motion, an interferometer cube sitting on the M48 X-axis table, and a retro-

reflector mounted behind and under the objective lens (Fig. 3). We mount the retro-

reflector as close as possible to the focal point in order to accurately locate the position of 

the camera each time an image is acquired. Laser readings are influenced by the index of 

refraction of the air along the laser path; we monitor the temperature, barometric pressure 

and humidity along this path during image acquisition. We then correct the refractive index 

of air using a modified version of Edlén Equation.  

 

 
Fig. 2 New NIST LSI system on Moore M-48 CMM 
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2.3 Camera and Microscope 

Our microscope system (Fig. 3) includes an industrial FireWire¹ camera, a white light LED 

illumination system, and a 50X objective lens. The system is mounted on the Z-axis ram 

of the CMM. The line images acquired by the camera under different lighting and different 

exposure times were tested to achieve the best quality image. For each line image, we use 

 

 
Fig. 3 A retro-reflector mounted on the objective lens 

 

a LabView¹ advanced edge detection algorithm that uses a kernel operator to compute the 

edge strength to find the center of the line [4]. The kernel operator is a local approximation 

of a Fourier transform of the first derivative [4]. The algorithm also has the option to 

provide subpixel offset from the whole pixel location to find a better estimate of the edge 

location.  

 

2.4 Software 

A LabView program controls the operation of the LSI system. The program communicates 

with the CMM controller through an Ethernet connection to command the machine move 

to specific positions, acquires the image with the FireWire interface at each position, 

analyzes the image, computes the line position at each field of view, and saves the 

measurement data to a file. The program also records the laser readings during image 

acquisition and records temperature, barometric pressure, and humidity from individual 

instruments via USB ports after each image acquisition.  

 

3.  System Setup and Measurement Process 

3.1 System alignment 

Alignment of the artifact, laser and optics along the machine axis of motion is a critical 

aspect of LSI measurement [5]. The Z-axis of the camera must be aligned perpendicular 

to the XY plane. The laser beam must also be aligned with the X-axis table motion. 

 

 

¹ Certain commercial equipment, instruments, or materials are identified in this paper in 

order to specify the experimental procedure adequately. Such identification is not intended 

to imply recommendation or endorsement by the National Institute of Standards and 

Technology, nor is it intended to imply that the materials or equipment identified are 

necessarily the best available for the purpose. 
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Finally, the line scale artifact must be aligned with the laser. It should be noted that a cosine 

error will be introduced if the laser beam is not aligned with the artifact to be measured. 

There are four steps to align the laser beam with the measurement artifact.  

 

First, we align the laser head with the X-axis table motion using a retro-reflector mounted 

at the far end of the table. By moving the table back and forth along the X-axis, the laser 

should receive the return beam signal from the retro-reflector well centered with an X-Y 

shift of less than 0.5 mm. Second, we position the interferometer with a plain mirror sitting 

on the table and move the table back and forth along the X-axis to align the return beam 

with the laser detector. This laser serves as the reference beam in our LSI system. Third, 

we adjust the height of the retro-reflector, which is mounted on the back of the objective 

lens to align with the interferometer. The two return beams should overlap and be detected 

by the laser. When the CMM table moves, the distance between the interferometer and the 

retro-reflector reflects the position close behind and above the focal point of the microscope 

objective. Finally, we find the center of laser beam, which we call the measurement line. 

(Fig. 4) We locate the measurement line by searching for the laser signal boundary at the 

near and far ends and find the centers. We then align the scale along the measurement line 

by adjusting the position of the scale to keep both ends of the scale in focus. 

 

 

 

 

 

 

 

 

 
Fig. 4 Measurement line alignment 

 

 

 
 

Fig. 5 Scale mounting technique 

 

3.2 Measurement 

A scale is placed on adjustable stages and located at the Bessel points where the scale will 

have minimum bending. One Bessel point support is a fixed half cylinder which constrains 

the scale in the X-Y plane but allows x-pitch, and the other is a full cylinder allowed to 

translate along the X-axis but fully constrain the x-pitch. (Fig. 5) Before the program starts, 

we manually locate the focus of each line, record the X, Y, Z positions, and save the 
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positions. Our main LabView program runs on a Windows 7 desktop machine. The 

LabView program commands the M48 to move to each of the recorded X, Y, Z positions. 

At each position, the program commands the camera to take images, and simultaneously 

commands the laser to repeatedly record the camera position during exposure. After taking 

the image, the program reads temperature, pressure, and humidity values from the 

instruments, before the CMM moves to the next line. In order to eliminate the system drift, 

we measure the scale forward and back, and then average the two passes for a final result. 

 

3.3 Camera Calibration 

While the procedure described above will capture images of the line along with the laser 

readings, evaluating the position of the center of line in linear units still requires the 

calibration of the camera. We perform this calibration in-situ by obtaining multiple images 

at very close positions on the table, thus obtaining a number of pixel position and laser 

reading pairs. We then perform a least-squares fit to determine the actual coordinate of the 

line-center. For purposes of detail, our camera images and laser readings are acquired at 9 

positions around the nominal in the following sequence: 0 µm, +5 µm, +10 µm, +5 µm, 0 

µm, -5 µm, -10 µm, -5 µm, 0 µm. (Fig. 6) The center position is measured three times, the 

two positions at +/-5 µm are taken twice and the two positions at +/-10 µm are taken once. 

This choice of locations favors the center line measurement in the fit and symmetrically 

samples small positioning errors due to machine approach direction, and also samples small 

image distortion due to different field of view.  Each point taken is a pseudo-null 

measurement. The slope of the line is the calibrated x-pixel size and the intercept is the 

measurement. (Notice that the x-pixel size is irrelevant to the measurement.) This 

technique eliminates the requirement of the old LSI to position and hold the zero position 

while recording the laser. 

 

 
 

Fig. 6 Camera pixel value vs External laser reading at first line position 

 

3.4 Data analysis 

The laser position measurement is based on the refractive index of air for a given 

wavelength of light and given atmospheric conditions. Our calculations are performed 

using an updated version of the Edlén equation [6] [7] as a function of air temperature, 

pressure and humidity input parameters to improve the accuracy of the laser reading. We 
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also record the free-air distance from the interferometer to the retro-reflector at zero fringe 

count to correct for deadpath changes present in each laser reading. Since the retro-reflector 

is mounted about 3 mm above and 3 mm behind the focal point, machine X-axis pitch must 

be known in order to correct for their effects. The known X-axis pitch is measured through 

in house error mapping technique.  

 

3.5 Repeatability and Performance  

We measured two scales using the new NIST LSI system, a 500 mm Mitutoyo Zerodur¹ 

scale and a 500 mm Bausch&Lomb Glass¹ scale. Each scale is measured multiple times. 

Both scales have long term in-house measurement history. The deviations from the mean 

for each run (Table 1&2) show the pool standard deviation less than 10 nm. Comparing to 

old LSI results measured in 2009 and 2015, both scales agree to within 120 nm on 500 mm 

line (Fig. 7&8). There is different deviation between 100 mm and 400 mm lines compared 

to the old LSI data. We suspect the difference between those lines may be related to the 

fact that the new LSI system focuses on each line we measure, however, the old LSI only 

focuses on the first and last line.  

 

3.6 Conclusion 

This paper describes recent efforts at NIST to develop an alternative to the old LSI system. 

We describe hardware and measurement control design used in our LSI that helps reduce 

system uncertainty significantly. Some key attributes are: 

a. We correct the refractive index of air real time by monitoring the atmospheric 

conditions during image acquisition.  

b. We accurately align the scale artifact with measurement line thus reducing the 

contribution of major error sources.   

c. By measuring the laser and acquiring camera images at nine steps in and around the 

nominal position, we significantly improve system reliability. 

 

3.7 Future work 

There are some additional hardware and software improvements that can be made in the 

new NIST LSI system, such as software controlled camera autofocus function and software 

controlled lighting system. We also plan to develop a detailed uncertainty budget in the 

near future. 
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Table 1: 500 mm Mitutoyo Zerodur scale deviation from mean 

 

Nominal 

(mm) 

Run 1 

(nm) 

Run 2 

(nm) 

Run 3 

(nm) 

Run 4 

(nm) 

Run 5 

(nm) 

0 3 1 -1 -3 1 

100 -4 4 -3 1 2 

200 2 -3 -2 3 0 

300 4 -4 -2 5 -3 

400 1 1 -2 2 0 

500 5 3 1 -4 5 

 

Table 2: 500 mm Bausch&Lomb Glass scale deviation from mean 

 

Nominal 

(mm) 

Run 1 

(nm) 

Run 2 

(nm) 

Run 3 

(nm) 

Run 4 

(nm) 

Run 5 

(nm) 

0 3 -1 -1 3 -5 

100 -9 -2 4 5 2 

200 -3 -1 1 4 -1 

300 0 4 -6 4 -2 

400 2 6 -7 9 -10 

500 3 -2 -3 10 -8 
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Fig. 7 Mitutoyo 500 mm Zerodur scale measurement result 

 

 

 
 

Fig. 8 Bausch&Lomb 500 mm Glass scale measurement result 
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Abstract— Many smart city and Internet of Things (IoT) 
solutions are suffering from fragmentation and lack of economies 
of scale. To address this issue, the National Institute of Standards 
and Technology (NIST) initiated the Global City Teams 
Challenge (GCTC) to catalyze collaboration among different 
stakeholders.  The goal is to design and deploy IoT and smart city 
solutions that are replicable, scalable, and sustainable, thereby 
leading to the identification and adoption of a consensus 
framework for smart city technologies. The second round of 
GCTC is currently in its first phase. Future smart city projects 
would benefit from a widely distributed IoT communications 
fabric that can serve as an infrastructure for the deployment of 
truly sharable and replicable smart city solutions. 

Index Terms—Internet of Things, Smart City, Global City 
Teams Challenge, GCTC, Replicability, IoT Fabric 

I. INTRODUCTION 
The concept of Cyber-Physical Systems (CPS) or Internet 

of Things (IoT), which has been around for more than a decade 
[1], is currently creating a great deal of buzz in the marketplace 
and media, with a promise to enhance the way we live our 
lives. There are three major arenas for IoT applications—in the 
consumer, industrial, and public sectors. Recent interest has 
mainly focused on the consumer side, including consumer 
appliances, home area networks and other applications   
Industrial applications are promising to improve business 
outcomes for many sectors, including manufacturing, asset 
management and healthcare.  

In the case of public sector applications, the Internet of 
Things is a major enabling concept to accelerate the 
development and deployment of smart city solutions. This 
article discusses the overall architecture of IoT and the issues 
of current practice of smart city deployments.  The article then 
presents a new collaborative approach that uses the concept of 
a “challenge” for the acceleration of broader and faster 
adoption.  

II. IOT AND SMART CITIES ARCHITECTURES  
To understand the basic characteristics of IoT and smart 

cities, it is useful to analyze the composition of a typical IoT 
solution and show how the architecture can be mapped to that 

of smart cities. Figure 1 illustrates a simplified layered 
architecture of IoT.  

 

Figure 1: Simplified IoT and Smart Cities Architecture 

 
At the bottom of the structure is the Hardware layer, 

where tangible hardware elements such as sensors, actuators, 
chips, and radios are found. The elements in this layer typically 
interact directly with the environment, with other hardware 
elements, or sometimes with the users/consumers.  

The next layer is the Communications layer, which is 
sometimes called “connectivity.” This layer connects and binds 
different components in the Hardware layer so that information 
can flow between layers or between hardware components. 
This is where well-known technologies such as Ethernet, Wi-
Fi, cellular, and short-range wireless are found. For some 
applications, the Communications layer is minimal (e.g., scaled 
down to an internal bus or to simplified connectivity among 
different hardware components). 

The next layer is the Data Analytics layer. This layer 
receives data from the Communications layer, and then stores, 
analyzes, and processes them. This is where “big data” 
applications could reside, for example, in the case of 
applications that require collection and analysis of data from a 
large number of sources. However, it should also be noted that 
this layer could be relatively thin and simple, especially in the 
case of embedded applications. In other words, the Data 
Analytics layer does not necessarily imply the need for a huge 
database and an extremely fast processor.  
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Many distributed IoT-based control systems employ a 
relatively small-scale Data Analytics layer. An example of a 
small-scale layer can be found in a smart thermostat that could 
also function as a local decision maker within the home 
network.  

On the other hand, many IoT solutions deployed at a city-
wide scale may require a big centralized data repository and 
more powerful processors to handle a larger amount of data 
from multiple sectors and applications. An example of such a 
system could be a city’s disaster command center that is 
designed to provide simultaneous visibility into different 
departments (e.g., water, energy, transportation, healthcare, 
etc.).  

The main function of the Data Analytics layer is to collect 
data from the lower layers and extract useful information from 
the set of data. Note that the set of data itself may not have 
significant value and may not be very useful to the user. The 
information extracted from the data, however, could be 
valuable in taking actions and achieving a desired end result.  

The top layer is the Service layer. This layer is where 
intelligence resides and decisions are made. This layer receives 
information from the Data Analytics layer, and then makes 
decisions on next steps. The next steps could include 
displaying the information on a monitor screen or operating 
and controlling actuators. The Service layer is important 
because it is in the position in the architecture to create the 
highest value for the users of the system. Many business 
decisions are made in this layer, including human-in-the-loop 
actions. The human-machine interface can be an important 
factor in this layer. 

Once the decision of the next step is made at the Service 
layer, sometimes (but not always) information starts flowing in 
the reverse manner (i.e., from Service layer down to the 
Hardware layer). This is especially true for systems based on 
some type of autonomous control. On the other hand, it is 
sometimes a human being who makes the decision and 
executes it. In either case, the end result is some type of action 
that closes the loop of the information flow. A similar 
representation of IoT data flow was proposed in another article 
[2].   

Many developers consider IoT to be the combination of just 
the two bottom layers (Hardware and Communications). It is 
important to note, however, that these two layers are merely a 
part of the whole IoT architecture. In many cases, the top two 
layers (Data Analytics and Service) play more important roles 
in defining and producing the real value from the system. Also 
in many cases, the design and implementation of the top two 
layers may be more complex and unclear than the bottom two 
layers. In many cases, the top two layers are heavily coupled 
with business cases that are important factors in determining 
sustainability and replicability of the solutions.  

In the case of smart city applications, it is often easier to 
conceptualize the architecture as two groups of layers—
Infrastructure and Applications.  “Infrastructure” typically 
refers to the bottom two layers of the IoT architecture, and 
“Applications” refers to the top two layers.  In some cases, 
however, the Data Analytics layer could belong to the 

infrastructure group, depending on the nature of its 
functionality. Many solutions/products that belong to the 
application group have more flexibility in deployments than the 
ones belonging to the infrastructure group. This simple IoT 
architecture can serve as an initial template to map different 
smart city solutions to build consensus on their technical 
interoperability, which is essential in addressing the challenges 
in accelerating the market momentum for IoT and smart cities..  

III. CHALLENGES FOR ADVANCING IOT IN CITIES 
Smart cities use smart technologies such as IoT and CPS to 

improve the quality of life of the residents and citizens. 
Although progress in deploying IoT solutions has been quite 
impressive, the IoT market still suffers from the issue of 
“fragmentation, [3]” and the smart city market shares similar 
concerns. Many smart city solution projects are isolated and 
heavily rely on custom-solution developments. Naturally, 
many of them are “one-off” projects with heavy emphasis on 
customization and inadequate consideration for future 
upgradability and extensibility.  As a result, these deployments 
are isolated and do not enjoy economies of scale. Although 
many cities share the same issues (i.e., parking problems, 
traffic jams, air pollution, etc.), they often do not share best 
practices and end up reinventing the wheel. In this landscape, it 
is very difficult to create common standards for development 
and deployment of interoperable solutions. 

IV. GLOBAL CITY TEAMS CHALLENGE 
To address this issue, the National Institute of Standards 

and Technology (NIST) has teamed up with US-Ignite and 
private sector partners to create the Global City Teams 
Challenge (GCTC) program [4][5]. The goal of GCTC is to 
establish and demonstrate replicable, scalable, and sustainable 
models for incubation and deployment of interoperable, 
standards-based IoT solutions and to demonstrate measurable 
benefits in smart communities/cities. “Replicability” means 
that the solutions should be designed to operate in more than 
one city or community with minimal customization. 
“Scalability” means that the solution should be functional 
regardless of the size and volume of the deployment. 
“Sustainability” means that the project should be designed to 
last beyond its initial funding stage.  In other words, the 
deployed solution must either (1) create its own revenue to 
support the operational cost or (2) provide enough tangible 
benefits that the municipal governments are willing to cover 
the operation cost using their budgets. Many of today’s smart 
city deployments lack one or more of these characteristics. 
GCTC places significant emphasis on the ability to measure 
tangible benefits for residents and citizens, thus empowering 
leaders within communities to demonstrate the benefits of 
adoption.  

A. Approach 
To achieve the goal of GCTC, the program was designed to 

create a voluntary environment for multi-stakeholder 
collaboration. As can be seen in Figure 2, multiple cities and 
technology innovators are brought into the program and asked 
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to coalesce around shared challenges (e.g., air pollution, traffic 
management, emergency response) to create teams called 
“Action Clusters.” Each Action Cluster creates a project plan 
with a timeline to demonstrate their accomplishments in a 
tangible manner. Because each action cluster includes multiple 
members, it is likely that the outcome of the solution will be 
replicable to other cities. In the case that a team has only one 
municipal partner, the team is encouraged to establish 
additional partnerships with other cities by demonstrating 
measurable and quantifiable benefits of the solution. It is also 
important to note that replicability and interoperability should 
be based on collaboration that is global rather than just 
regional. 

 

Figure 2: GCTC Approach 

Cities have two strong reasons for participating in GCTC. 
For the cities that have already gone through successful 
deployments, it is an opportunity to promote their solutions and 
be the origin of replication for other cities that are facing 
similar challenges. For the cities that are just starting to 
consider the deployment of smart city solutions, it is an 
opportunity to learn from other cities’ projects and to showcase 
their own city as a ready partner to organizations with 
replicable smart city technologies.  

For corporations, GCTC is an opportunity to identify new 
business partners, demonstrate their proven solutions, and 
enlarge their market.  

Academic institutions participate in order to find 
opportunities for joint R&D with cities/communities and 
partners that will enable the joint development and deployment 
of new technologies.  The process also allows researchers to 
identify key common characteristics and components among 
different applications and implementations, which will help the 
market to find convergence on best practices and eventually 
lead to broadly adopted standards.  

B. GCTC 2015 
The first round of GCTC culminated on June 1, 2015, after 

a nine-month-long process of team building, incubation, 
solution development, and deployment. More than 60 teams, 
composed of over 200 organizations and three dozen 

cities/communities around the world, gathered at the National 
Building Museum in Washington, D.C., to present and 
demonstrate the impact of their smart city solutions. Many 
high-profile visitors and speakers, including King Willem-
Alexander and Queen Maxima of the Netherlands and U.S. 
Secretary of Transportation Anthony Foxx, came to celebrate 
and encourage the teams’ accomplishments. The event was 
attended by over 1300 people and was covered by many media 
outlets. 

C. GCTC 2016-2017 
Based on the success of GCTC 2015, the next round was 

launched in November 2015. This new GCTC round is 
composed of two phases. The first phase will continue until 
June 2016, with the focus on building the teams and defining 
the project goals, timelines, and Key Performance Indicators 
(KPI) of the quantifiable impacts to residents and citizens. 
Participants will demonstrate and pilot the solutions and will 
build partnerships with as many cities as possible. The second 
phase will focus on deploying the solutions, achieving the 
goals (based on the KPIs devised during Phase 1), and 
measuring the impacts.  Phase 2 will culminate in June 2017.  

GCTC 2016-2017 carries over the key elements of GCTC 
2015, and adds two more ambitious goals, encouraging the 
teams to: 

• deploy the shared and replicable solutions in multiple 
cities, potentially on multiple continents and  

• provide tangible measurements of the improvements 
made by the solutions, such as reduction of average 
commute time, reduction of air pollution, reduction of 
water loss.   

V. FURTHER DISCUSSIONS: IOT SMART CITY FABRIC 
One of the missing links in accelerating the deployment of 

IoT/CPS and smart city solutions is the lack of a “connectivity 
fabric”--a commonly shared IoT/CPS network infrastructure 
among cities and communities [6]. As of today, there is no easy 
mechanism for an IoT solution to be deployed and become 
operational in a plug-and-play manner. For example, a simple 
flood-level sensor deployed in one city may not share the same 
backbone infrastructure required to exchange data with sensors 
in other cities. The current landscape of IoT and smart city is 
similar to that of the communications infrastructure of pre-
Internet days.  

It is essential that a communications fabric infrastructure be 
developed that can enable IoT devices and smart city solutions 
to identify and communicate in a plug-and-play manner, to 
create synergy between sectors, to reduce overhead, and to 
catalyze the mass adoption of affordable solutions by the 
residents in cities and communities. The IoT/Smart City fabric 
would enable sharing and replication of the solutions beyond 
the city limit, just as the Internet broke the physical-distance 
barrier for communications and commerce. Combined with 
multi-stakeholder collaboration programs such as GCTC, the 
IoT/Smart City fabric—built to be open and neutral--could 
allow many cities and communities, large and small, to enjoy 
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the benefits of advanced technologies to improve the quality of 
life. 

Starting with its Challenge programs [7][8], NIST has 
already taken steps in the direction of promoting consensus 
around reference architectures for interoperability. Informed by 
GCTC, NIST has taken the first step to establish an 
international technical public working group to help develop an 
“IoT-Enabled Smart City Framework.” [9]  
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ABSTRACT 
In this paper, we provide an overview of our on-going 
implementation of a 3rd Generation Partnership Program (3GPP) 
Proximity Services (ProSe) module in ns-3 to enable the 
performance evaluation of device-to-device (D2D) discovery and 
communication in Long Term Evolution (LTE) networks.  
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• Networks ➝	 Network performance evaluation • Networks ➝	 
Network types ➝	 Mobile networks.  

Keywords 
3GPP; Long Term Evolution; Device-to-Device communication; 
network modeling; ns-3. 

1.   INTRODUCTION 
Device-to-device (D2D) communication is a common feature in 
technologies such as Bluetooth and WiFi. However, this is a fairly 
new concept for 3GPP where historically access to the radio 
resources has been controlled by the network. If the network is not 
available, the devices are not able to communicate. With Release 
12 and the introduction of ProSe [1], 3GPP provides the ability for 
User Equipments (UEs) to discover each other and, in some cases, 
communicate with each other without eNodeB intervention. The 
discovery service provided by ProSe responds to the increasing 
use of social media where users want to know what is happening 
around them. Some of the use cases include advertisement 
broadcast in shopping malls or notifications of nearby people with 
similar interests. While discovery is available to all UEs when the 
network supports it, direct communication is currently restricted 
to Public Safety users, which have identified this feature as 
critical in order to fully transition to LTE. Furthermore, D2D 
communication has been identified as one of the enablers for 5G 
communications [2] indicating that further research is needed in 
that domain and that the current restrictions may have to be 
removed. The rest of this document provides an overview of the 
ProSe module implementation followed by validation results, 
open issues and future work. 

2.   IMPLEMENTATION 
Our ProSe module is extending the ns-3 LTE model [3] by adding 
UE to UE communication capabilities. In 3GPP specifications, the 

term sidelink refers to the D2D communication in contrast to 
downlink and uplink communication between the eNodeB and the 
UE. 

2.1   Architecture 
In our implementation, the structure of the LTE UE nodes, shown 
in Figure 1, has not been changed. However, the extension 
involved some modifications at all levels of the LTE protocol 
stack, from the Non Access Stratum (NAS) down to the physical 
layer. The main design alteration, shown in Figure 2, was the 
addition of a new instance of the SpectrumPhy class in the UE in 
order to allow the reception of packets sent by other UEs on the 
uplink channel. 

 
Figure 1: LTE radio protocol stack architecture for the UE on 
the data plane 
 

 
Figure 2: New PHY and channel model architecture for the 
UE 
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Figure 3: Topologies used for model validation
 

2.2   Summary of modifications 
2.2.1   Radio Resource Control (RRC) Protocol 
The RRC layer provides signaling between the eNodeB and the 
UE to perform attachment and setup radio bearers. Extensions to 
the protocol have been made so the UE can indicate its interest in 
performing D2D when in coverage of an eNodeB. It also stores 
the preconfigured radio resources when the UEs are out of 
coverage.  

2.2.2   Packet Data Convergence Protocol (PDCP) 
and Radio Link Control (RLC) Protocol 
The sidelink radio bearers use the Unacknowledged Mode (UM) 
transmission mode that is already available in ns-3. However, the 
identifier for the logical channels has been extended to include the 
source L2 ID and destination L2 ID that identifies the transmitter 
UE and the group to which the packets must be delivered.  

2.2.3   Medium Access Control (MAC) Protocol 
The MAC protocol responsible for allocating radio resources had 
to be modified at both the eNodeB and the UE. The changes 
include the processing of sidelink Buffer Status Request (BSR) to 
indicate how much D2D traffic needs to be transmitted and the 
schedulers to handle the new type of resource allocations. The 
concept of scheduling algorithm is new to the UE implementation 
as it normally just follows the information provided by the 
eNodeB at each subframe. With D2D, the UE has to decide how 
to allocate resources when it is out of coverage or when it is in 
coverage but the allocation mode is UE selected. The initial 
scheduler implementation provides a static allocation, with the 
same number of resource blocks and subframes used in each 
sidelink period, that is configurable from the scenario.  

2.2.4   Physical Layer Protocol 
The physical layer was extended to support additional physical 
channels such as the Physical Sidelink Discovery Channel 
(PSDCH) to send and receive discovery messages, Physical 
Sidelink Control Channel (PSCCH) to carry the allocation 
information, and Physical Sidelink Shared Channel (PSSCH) to 
carry the D2D data. The model also supports scanning and 
transmission of sidelink synchronization messages so UEs can 
detect and synchronize with each other. Finally, a half-duplex 
constraint has also been added so UEs cannot send and receive 
uplink/sidelink transmissions as the same time. 

2.2.5   Propagation and Error Modeling 
Several D2D propagation models have been implemented as 
specified by 3GPP [4] to model outdoor to outdoor, outdoor to 
indoor, and indoor to indoor environments. A new error model 
was introduced to handle interference from multiple sources on 
the same resource blocks and to properly characterize uplink 
modulations.  

3.   VALIDATION 
A critical step for the adoption of a new model is to compare the 
results obtained using well defined scenarios. This section 
describes the performance evaluation of the sidelink shared (data) 
channel and shows that our results are within range of other 
models documented in [4].  

3.1   Modeling assumptions 
The assumptions contained in Table 1 were used to perform the 
evaluation of the sidelink shared channel. 

Table 1: Simulation parameters 

Parameter Value 

Transmission BW (RBs) 2.0  

Packet size including CRC (bits) 328.0  

Modulation and Coding Scheme QPSK 

Coding Turbo 
Number of 

symbols/Transmissions 12.0  

Tx Power (dBm) 23.0  

Num HARQ transmissions 4.0  
Frequency Diversity (across 

transmissions) Yes [per period] 
Time Diversity (across 

transmissions) Yes [per period] 

Number of TX/cell 3.0  

RSRP threshold (dBm) -112.0 

Traffic 
On/off Voice over IP 

(VoIP) 
 

Outdoor'uniform Outdoor'hotspot Indoor'Outdoor
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3.2   Topologies 
The validation scenarios are based on a 19 macro-cell topology. 
The UEs are deployed following one of three options: in outdoor 
uniform, all UEs are uniformly and randomly deployed within 
each sector; in outdoor hotspot, some of the UEs are concentrated 
in random locations; finally, for indoor outdoor, buildings are 
randomly placed in the topology and UEs are deployed either 
indoor or outdoor. Random transmitters are selected throughout 
the topology and receiver UEs are associated to the transmitters if 
the RSRP is above the preconfigured threshold. For legibility, 
Figure 3 illustrates those deployments for a 7 macro-cell 
deployment. 

3.3   Simulation results 
In this section we present the performance results obtained with 
our model side by side with the results provided in [4]. The first 
performance metric used is the fraction of successful VoIP links, 
which is defined by a link with less than 2 % packet loss. As 
shown in Figure 4, our results are comparable to the other 
companies. 

 
Figure 4: Fraction of successful VOIP links for various 
deployments 
The second metric is the number of successful links per 
transmitter. As with the fraction of successful links, Figure 5 
shows that our results are in the same range as the other 
companies. 

 
Figure 5: Number of successful links per transmitter for 
various deployments 

4.   OPEN ISSUES 
Among the model limitations, we can mention the lack of idle 
mode in the default LTE implementation. Workarounds had to be 
made to simulate the out of network scenarios. In addition, we 
would like to create an UE scheduler interface as currently done 
in the eNodeB so that researchers can easily test their own 
algorithms. Finally, traces will need to be extended to support the 
D2D packet transmissions. 

5.   CONCLUSION AND FUTURE WORK 
In this extended abstract, we presented an overview of the 
extensions made to the ns-3 LTE implementation to support D2D 
discovery and communication. The model presented is under 
active development and several new features may be added such 
as UE-to-network relay or priority queues, which are features 
added in 3GPP Release 13. 
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ABSTRACT 
The manufacturing industry is evolving and starting to use 

3D models as the central knowledge artifact for product data 
and product definition, or what is known as Model-based 
Definition (MBD).  The Model-based Enterprise (MBE) uses 
MBD as a way to transition away from using traditional paper-
based drawings and documentation.  As MBD grows in 
popularity, it is imperative to understand what information is 
needed in the transition from drawings to models so that models 
represent all the relevant information needed for processes to 
continue efficiently.  Finding this information can help define 
what data is common amongst different models in different 
stages of the lifecycle, which could help establish a Common 
Information Model.  The Common Information Model is a 
source that contains common information from domain specific 
elements amongst different aspects of the lifecycle.  To help 
establish this Common Information Model, information about 
how models are used in industry within different workflows 
needs to be understood.  To retrieve this information, a survey 
mechanism was administered to industry professionals from 
various sectors.  Based on the results of the survey a Common 
Information Model could not be established.  However, the 
results gave great insight that will help in further investigation 
of the Common Information Model.   

INTRODUCTION 
Model-based definition (MBD) is a strategy for moving 

from two-dimensional (2D) paper-based drawings to three-
dimensional (3D) computer-aided design (CAD) models where 
the model will contain all the information so that one day 
drawings may no longer be needed.  However, in today’s 

modeling environment, drawings are still used [1].  With 
advances such as better time-to-market, efficiency, and 
improved product quality, MBD has gained substantial 
popularity within the aerospace and defense industry [2]. 
However, a good majority of companies are not yet convinced 
on the idea of moving to an environment with no drawings [1]. 

While MBD has been gaining popularity, several questions 
remain regarding the full definition of MBD.  Standards such as 
ASME Y14.41 [3] and ISO 16792 [4] exist to document how a 
model should be defined with annotations.  These standards 
also help in understanding how to interpret the data within the 
model.  However, the standards do not document the required 
amount of information that the model must contain [5]. It is 
important to understand what information needs to be 
communicated when considering moving from drawings to 3D-
CAD models so the engineers can continue to do their jobs 
efficiently. 

In today’s industry, it is common that several disciplines 
and enterprises collaborate and share resources to complete 
various tasks.  Elements that describe this type of scenario 
include entities and connections between the entities.  The 
entities include applications, persons, and enterprises, whereas 
the connections between these entities include data exchange 
and collaborations.  Product models are crucial in achieving this 
interoperability within the network of entities [6].  It is 
important to organize the information that is relevant to the user 
inspecting or working with the model so that they do not have 
to sift through layers of unnecessary data [7,8].  Designers from 
different disciplines usually work on the same models, which 
can distract them when they interact with design details that are 
unnecessary to them.  Finding a common ground between 
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different design disciplines can provide several benefits 
including protecting sensitive information, enabling 
collaborative supply chains, and facilitating multi-disciplinary 
design [9]. 

This paper is focused on finding the information that is 
common among different aspects of the product’s lifecycle.  
Design, manufacturing, and quality is the main focus of this 
paper. Maintenance, sustainment, and decommission will be 
addressed in future work. Ultimately, all phases of the product’s 
lifecycle will be reviewed – leading to a Common Information 
Model.  Establishing an understanding for what all information 
needs to be in a 3D-CAD model so it represents and 
communicates the same level of information as a 2D drawing is 
key in formalizing the Common Information Model and the 
main reason why this paper focuses on the early phases of the 
product’s lifecycle. 

LITERATURE REVIEW 
A review of relevant academic literature has been 

composed to further investigate MBD and the information that 
needs to go into a 3D model to relay all the necessary 
information a drawing traditionally carries as well as how 
ontologies can be integrated to help product data.  A review of 
frameworks and workflows has also been conducted. 

Model-based Definition 
MBD is the strategy of moving away from drawings and 

other means of product definition and moving to 3D-CAD 
models.  This would establish the 3D-CAD model the only 
source for defining the product and its geometry.  Adamski [10, 
p. 40] talks about the evolution of how MBD came to be: 

“In the past, 2D-drawing sheets with geometric 
dimensions and tolerances were used to define a part. 
Next, 3D models with 2D drawings, projection, 
geometrical dimensions, tolerances were used … So, 
model based definition includes one system file, model 
3D geometry, GD&T [geometric dimensioning and 
tolerancing] data with notes and comments such as 
base coordinate system, dimensions, tolerances, flag 
notes and technical comments concerning material, 
surface smoothness, weight and general notes.  Model-
based definition is a process that allows the design 
team to input all their information into the 3D model, 
thus eliminating the need to create a drawing.” 

Traditional drawings have been used in industry to 
communicate design because they are easy to understand.  The 
engineering drawing’s main purpose is to carry and maintain 
product definition in a way that no assumptions or 
misinterpretations can be made.  However, CAD software’s 
development over the past decades has helped with the 
production of engineering drawings.  Product development 
within CAD systems has become the standard and engineering 
drawings are no longer used as the primary product-definition 
source [1]. 

MBD is not widely utilized yet within industry [10,11]; 
however, it is gaining popularity in engineering and 
manufacturing environments due to a wealth of benefits [2].  
The benefits of MBD include reduction in manually reproduced 
data, reduced errors in design, better communication, quicker 
response times, fewer files to maintain, and reductions in cost 
[10,11]. 

Domain Ontologies 
Anderson and Vasilakis [12, p. 11] define an ontology as “a 

rigorous conceptual model of a specific domain.” These 
conceptual models have several contexts including “advanced 
information retrieval, knowledge sharing, web agents, natural 
language processing, and simulation and modeling.”  
Ontologies can either be domain specific or general.  Domain 
specific ontologies model information used in a specific setting, 
while a general ontology serves several domain-specific 
ontologies [12]. 

Anderson and Vasilakis [12, p. 14] take their definition of 
an ontology further by stating: 

“An ontology embodies some sort of world view with 
respect to the given domain.  The world view is often 
conceived as a set of terms (e.g. entities, attributes, and 
processes), their definitions and inter-relationships; 
terms denote important concepts (classes of objects) in 
the domain.  This is referred to as conceptualization. 
Recording such a conceptualization with an ontology 
is referred to as ontology development.” 

The benefits to ontologies are they share a common 
understanding of information in knowledge domains, and they 
can improve interoperability within applications that use 
domain knowledge.  Ontologies make assumptions explicit so 
applying changes is easier as assumptions evolve, and they 
enable re-use of domain knowledge, which means the ontology 
can be used by multiple applications [12].  Ontologies help 
bridge the gap of data interoperability between different 
software systems and assist the communication between 
software systems during a product’s lifecycle. Ontologies can be 
used with standard file formats to allow various data types to be 
contained with a product, which can help convey design intent. 
Using ontologies with standard file formats is also good for 
long term archival [13]. 

Frameworks 
A framework is created to help support a product 

throughout all phases of the product’s lifecycle.  The framework 
is to help information flow and be obtained through the 
different phases of the lifecycle.  Frameworks for PLM have 
been deployed to help integrate business and technical 
information systems. They also allow partners to collaborate 
effectively when creating products.  According to Srinivasan 
[14, p. 464] these frameworks: 

“Allow engineering and business objects and processes 
to be built or composed as modular pieces of software 
in the form of services that can communicate with each 
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other and be used across different parts of a business. 
These modular software pieces can be reused and 
reconfigured in new ways as business conditions 
change, thereby saving time and money for 
companies.” 

When used in a PLM system, a framework is “intended to 
capture product, design rationale, assembly, and tolerance 
information from the earliest conceptual design stage…to the 
full lifecycle” [15, p. 1399].  According to Sudarsan et al. [15, 
p. 1402], the National Institute of Standards and Technology
(NIST) information modeling framework has the following 
attributes: 

“It is based on formal semantics, and will be supported 
by an appropriate ontology to permit automated 
reasoning; it is generic; it deals with conceptual 
entities such as artifacts and features, and not specific 
artifacts such as motors, pumps or gears; it is to serve 
as a repository of rich variety of information about 
products, including aspects of product description that 
are not currently incorporated; it is intended to foster 
the development of novel applications and processes 
that were not feasible in less information-rich 
environments; it incorporates the explicit 
representation of design rationale, considered to be as 
important as the product description itself; and there 
are provisions for converting and/or interfacing the 
generic representation schemes with a production-level 
interoperability framework.” 

The NIST information modeling framework’s 
implementation will provide a repository of all product data and 
information from every stage of the design process.  The 
framework will serve all product description data to the PLM 
system using a single information exchange protocol, and 
“support direct interoperability among CAD, CAE, CAM and 
other interrelated systems where high bandwidth, seamless 
information interchange is needed,” [15, p. 1399]. 

The NIST information modeling framework contains four 
components.  These components are the Core Product Model 
(CPM), the Open Assembly Model (OAM), the Design-analysis 
Integration Model (DAIM), and the Product Family Evolution 
Model (PFEM).  The CPM establishes a base-level, generic 
product model.  It is capable of capturing the entire context 
commonly shared in development.  According to Sudarsan et al. 
[15, p. 1404-1407], the OAM establishes “a standard 
representation for exchange protocol for assembly and system-
level tolerance information.”  The DAIM is “a conceptual data 
architecture that provides the technical basis for tighter design-
analysis integration than is possible with today’s tools and 
information models.”  Lastly, the PFEM “represents the 
evolution of product families and the rationale of the changes 
involved.” 

Workflows 
Understanding how information flows throughout a 

company and through different processes is crucial knowledge. 

Workflows are an important technology.  There are a vast 
amount of tools that support workflow design.  Having a good 
workflow can help share data efficiently.  Good workflows can 
also help workers find where data was created and understand 
how the “original source of data was used [16, p. 537].” 

A primitive science of workflow designs contains workflow 
orchestration, workflows, and workflow instances.  According 
to Deelman et al. [16, p. 528], “workflow orchestration refers to 
the activity of defining the sequence of tasks needed to manage 
a business or computational science or engineering process.”  A 
workflow is a template for the workflow orchestration and a 
workflow instance refers to the specific workflow of a problem, 
which includes the definition of input data.  In a science and 
engineering environment, these terms have a broader meaning 
and can be spread out into four areas.  These four broad areas 
are composition, mapping, execution, and provenance.  
Composition, representation, and data model refer to the 
composition of the workflow using means such as text, 
graphics, etc.  Mapping is defined as “mapping from the 
workflow to underlying resources [16, p. 529].”  Execution is 
the “enactment of the mapped workflow on the underlying 
resources [16, p. 529].”  Metadata and provenance refers to “the 
recording of metadata and provenance information during the 
various stages of the workflow lifecycle [16, p. 529].” 

Common Information Model 
A Common Information Model represents details that are 

relevant in different versions of models including design, 
manufacturing, and quality models.  Within these models used 
in different workflows are domain specific elements.  The 
Common Information Model will contain the information that is 
common amongst these different domain specific elements.  To 
reach a Common Information Model, several sets of 
information will need to be understood.  In an MBD 
environment, the model is the main knowledge artifact for 
product definition – what information a MBD needs to provide 
must be known.  Also, in certain circumstances, different 
disciplines in industry will use the same model, but require 
different perspectives or contexts of the model.  Breaking the 
data up across different platforms can be a challenge, but 
beneficial to the users.  Bouikni et al. [7, p. 71] state 
“generating an appropriate view makes it possible to provide a 
favorable environment to the actors, where information is 
targeted in quantity and in contents to be adapted to the 
requirements of the task.”  To understand what information is 
common among different versions of models such as design, 
manufacturing, and quality, the information that goes into an 
MBD environment must be understood. 

What Needs to Go In. Before attempting to establish a 
Common Information Model, it is important to understand what 
information needs to be in the 3D-CAD model to be able to 
communicate the same amount of information as a 2D drawing. 
Quintana et al. [1, p. 506] point out “significant time and effort 
is required to properly assess the drawings’ replacement,” 

3
SP-838

Ruemler, Shawn; Zimmerman, Kyle; Hartman, Nathan; Hedberg, Thomas; Barnard Feeney, Allison. "Promoting Model-Based Definition to Establish a Common Information Model." Paper presented at the ASME International Manufacturing Science and Engineering Conference (MSEC), Blacksburg, VA, Jun 27-Jul 1, 2016.

Ruemler, Shawn; Zimmerman, Kyle; Hartman, Nathan; Hedberg, Thomas; Barnard Feeney, Allison. 
“Promoting Model-Based Definition to Establish a Common Information Model.” 

Paper presented at the ASME International Manufacturing Science and Engineering Conference (MSEC), Blacksburg, VA, Jun 27-Jul 1, 2016.



meaning it will not be easy to determine what information needs 
to be contained within the 3D-CAD model. 

GD&T Information. For models to convey all the 
information contained in drawings, they will need to contain a 
wide variety of data.  MBD should consist of one central 
knowledge artifact containing 3D geometry with GD&T and 
functional tolerances and annotations (FT&A).  GD&T and 
FT&A refer to the products dimensions, tolerances, and any 
other annotations that the model must contain to be correctly 
interpreted [10]. 

Relevant Information. Product Lifecycle Management 
(PLM) is imperative and its core aspects should be consistent 
for the designer to keep that designer focused on the 
information that is relevant for a particular phase.  According to 
Bronsvoort and Noort [8, p. 929]: 

“A major goal of integral product development, which 
is an important aspect of product lifecycle 
management, is to allow the designer of any 
development phase to focus on the information that is 
relevant for that phase, without being diverted by 
information that is relevant for other phases only. On 
the other hand, the information for all phases should be 
integrated, so that no inconsistency can arise.” 

Basic Characteristics. Companies within industry have 
certain standards while working with CAD/CAM systems. 
These standards include layers arrangement, new projects 
naming and numbering rules, rules for creating drawings, rules 
for creating 3D-CAD models, rules of creating models of parts 
machined on computer numerical control (CNC) machines, 
notes, comments, tolerances, etc.  MBD files must contain basic 
characteristics of the product.  These characteristics that must 
be contained within the model are notes, base-coordinate 
systems, dimensions, tolerances, flag notes, technical comments 
regarding material, surface smoothness, weight and other 
general notes [10]. 

Information Assurance. Information assurance is 
critical within each step of a models process through PLM, and 
there are several information assurance issues in the context of 
collaborative design.  Information assurance creates new 
problems that need to be addressed accordingly so there can be 
development of collaborative CAD systems. These issues 
include protecting sensitive information; enabling collaborative 
supply chains; facilitating multi-disciplinary design, role-based 
viewing, and security framework for collaborative CAD and 
role-based-view generation [9]. 

Security. Each process of PLM security is extremely 
important for any company.  Certain technologies exist 
managing digital rights.  Organizations such as NIST’s 
Information Technology Laboratory and the World Intellectual 

Property Organization (WIPO) are creating standards within 
this area [9]. 

Standardization. Standardizing product meta-data is 
crucial for company collaboration and efficiency in production. 
Product meta-data includes information such as part number, 
bill-of-material, product-assembly structure, author, approver, 
supplies, version, and change history. Having this information 
standardized throughout engineering systems reaches out to 
other information systems.  These systems include Enterprise 
Resource Planning (ERP), Manufacturing Execution Systems 
(MES), Customer Relationship Management (CRM), and 
Enterprise Asset Management (EAM), which leads to an 
increasing demand for standardization. Srinivasan [14, p. 465] 
clarifies on this increase: 

“One of the most striking developments in the past few 
years is the wide-spread acceptance of product meta-
data as business objects and the enterprise-wide 
engineering processes as business processes. This 
metamorphism, as it were, is profound because it has 
propelled PLM as an information system of concern 
from essentially engineering organizations to a much 
wider business enterprise. This, in turn, has provided 
the impetus to standardize business objects, and 
languages for business process modeling and 
execution.” 

Singular Data File. A critical part within each process of 
a Common Information Model is keeping it a singular data file 
for downstream consumers, in which case can be easily 
distributed within other areas of other departments such as 
design, manufacturing and inspection.  Briggs et al. [14, p. 11] 
state: 

“All the data required to define the product are 
currently captured and available to downstream 
consumers, such as manufacturing, although these data 
are actually captured and distributed in a single 
electronic source. One widely understood benefit of 
MBD is a significant reduction in manually reproduced 
data.” 

Transformation of Information. Aside from what 
information needs to go into the Common Information Model, 
another issue that must be addressed is if the model needs to be 
used in a different software package or if the model will ever 
need to be translated using a neutral file format.  If this is the 
case, it is important to know what information needs to come 
out of the model after being translated as opposed to what 
information actually does come out in the resulting file.  It is 
also important to know and understand what information gets 
lost in this translation. 

METHODOLOGY 
To help investigate the Common Information Model, a 

survey was conducted with industry professionals.  This survey 
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was sent out to a large number of industry professionals from 
multiple companies and locations around the world.  This 
diverse group of industry members helped give a good look into 
how models are used throughout different industries.  The 
survey helped understand how models are used in different 
industries and where industry members are when it comes to 
using models in the place of drawings.   

The survey was comprised of a demographics section, 
which gave background information on from where the results 
are coming.  Questions about how information is received, as 
well as in what format were asked, and also where models are 
used in processes.  If the respondents to the survey did not use 
models, the survey ended.  If the respondents did use models in 
their processes, more questions were asked to get a better 
understanding of how and where.  An understanding of where 
the respondents’ level of capability was with using 3D-CAD 
models in their processes is crucial information for this study.  
After this, we asked what types of inspections the respondents 
do in-house, as well as what tools they use.  Along with this, 
respondents were asked what types of manufacturing processes 
they use.  The respondents were asked to give impacts of 
different issues typically faced within a manufacturing 
environment.  The last set of questions for respondents was on 
why they have not moved to an MBD environment and the risks 
involved.   

The survey information was collected and observed using 
charts and graphs.  The following section is a summary of the 
survey results.  Conclusions about the survey have been made, 
as well as recommendations, and will be given after the survey 
summary. 

SURVEY RESULTS 
To get an understanding of how models are used within 

companies, the Promoting Model-based Definition survey was 
given to industry professionals and returned 37 responses.  To 
give an understanding of the sample being used, some questions 
were asked regarding the size of their company and where they 
were located.  The largest amount of respondents (38%) worked 
at a company with more than 500 employees.  Most of the 
responders (86%) are located within the United States, with the 
majority (75%) being located in the Midwest.  The primary role 
of the respondents within their companies varied greatly as seen 
in Figure 1.  These answers were fairly diverse and ranged from 
sales, engineering/design, manufacturing/production, 
quality/inspection, management, as well as others, with the 
majority coming from engineering/design and management. 
The respondents who answered “other” possessed roles such as 
CEO, system analyst, owner, training, and consulting.  This 
range of roles can help provide a diverse look into the questions 
within the survey. 

The respondents were asked how they receive customer 
order information and were given the following options: 
drawings only, primarily drawings (with supplemental models), 
primary 3D-CAD models (with supplemental drawings), and 
3D-CAD models only.  There were 27 responses for this, and 

Figure 2 is a breakdown of the responses. Primary drawings 
with supplemental models was the highest at 44 percent.  3D-
CAD models only received just over a quarter of the responses 
at 26 percent.  And drawings only and primary 3D-CAD models 
with supplemental drawings received 15 percent of the 
responses each.  This shows that drawings are still play a crucial 
role in the transfer of data with 74 percent of the responses 
using a drawing somehow.  While 85 percent of the responses 
use 3D-CAD models in some fashion for carrying data, only 41 
percent of the responses use the 3D-CAD model as the only or 
primary source of information. 

FIGURE 1 - PRIMARY ROLES OF THE RESPONDENTS 

WITHIN THEIR COMPANY 

FIGURE 2 - BREAKDOWN OF HOW THE RESPONDENTS 

RECEIVE CUSTOMER INFORMATION 

The next question asked to the respondents was whether or 
not they would be able to produce a part according to 
specification if given only a 3D-CAD model and no drawing, 
which received 25 responses.  Figure 3 gives a breakdown of 
the responses, with only 4 percent of the respondents giving a 
definite “no”.  A solid 36 percent responded they could produce 
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the part with no other conditions.  The other 60 percent 
responded they could produce the part to specification; however 
they would need to interrogate the model manually for 
dimensional information, with 40 percent of the overall 
respondents needing to consult with the customer to gather 
manufacturing and inspection detail. 

The respondents had a diverse use for models in their 
processes.  The respondents were to select all the processes for 
which they use models.  There were 26 responses, and most of 
the options presented to the respondents were selected with high 
quantities, almost evenly, with CMM/Inspection programs 
receiving the most selections.  Only one respondent selected 
that they do not use models in their production inspection or 
processes.  Figure 4 gives the distribution of the answers.  The 
two votes for “other” were finite element analysis and design. 

FIGURE 3 - BREAKDOWN OF WHETHER RESPONDENTS 

WOULD BE ABLE TO PRODUCE A PART TO SPEC GIVEN 

ONLY A CAD MODEL AND NO DRAWING 

FIGURE 4 - WHERE THE MODELS ARE USED IN 

PROCESSES 

After seeing where the respondents were using models, the 
respondents were asked in what formats they receive 
information for making parts and to select all formats that apply.  

There were 18 responses.  Figure 5 shows the responses, with 
native 3D-CAD model (14) and STEP (11) receiving the most 
responses. 

Knowing how the respondents received information, they 
were asked what format of information to make parts best suits 
for their process/needs.  Figure 6 gives the distribution of these 
answers, which came from 18 of the respondents.  The options 
given were native 3D-CAD model, 3D PDF (Portable 
Document Format), JT (Jupiter Tessellation), STEP (Standard 
for the Exchange of Product model data), IGES (Initial 
Graphics Exchange Specification), 2D PDF, DXF (Data 
Exchange Format), and other.  Native 3D-CAD model received 
the highest selection at 56 percent.  The next highest was STEP 
with 22 percent.  3D PDF, IGES, 2D PDF, and DXF all 
received 6 percent and there were no selections for JT. 

The next question in the survey was regarding what types 
of inspections were done in house.  Again, there were 18 
responses.  The options were first article inspection (FAI), 
receiving, in-process, and final.  All options received several 
selections, with FAI, in-process, and receiving getting the most, 
as seen in Figure 7. 

FIGURE 5 - WHAT FORMAT INFORMATION IS RECEIVED IN 

FIGURE 6 - FORMATS OF INFORMATION TO MAKE PARTS 

BEST SUIT THE PROCESS/NEEDS 
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FIGURE 7 - WHAT TYPES OF INSPECTIONS ARE DONE IN-

HOUSE 

Knowing what types of inspections the respondents do in-
house, they were asked what inspection equipment they 
currently use.  All 18 responded, however none of the 
respondents selected that their inspections were outsourced. 
The highest selected options, in order, were visual, non-CMM 
gauges, and CMMs with 3D-CAD models only.  The lowest two 
options receiving votes were CMMs with drawings only and 
scanning, as seen in Figure 8. 

The next question in the survey asked the respondent to 
rate the level of impact of issues on their business from 1-4, 1 
being not an issue and 4 being a serious issue.  In between were 
minor issue (2) and moderate issue (3).  Figure 9 shows the 
mean frequency of the impact of the issues.  Below are the 
issues given to the respondent (1-19) to rate.  In Figure 9, these 
issues are represented by the number associated with them.  
There were 18 responses to this question. 

1. Performing inspection is a bottleneck
2. Performing off line programming for inspection is time

consuming
3. Receiving multiple files and/or media formats for as

single product
4. 3D-CAD models and associated drawings don’t agree
5. 3D-CAD model derivations/translations are

problematic
6. Verifying CMM programs is time consuming.
7. 3D-CAD model is not available from customer.
8. Communication with customer is difficult and/or not

timely.
9. New designs have producibility issues.
10. Time/volume of report requirements is overwhelming.
11. There are limited design feedback opportunities from

supplier to OEM.
12. There is too much variation in production scheduling

from OEMs.
13. Data such as 3D-CAD models, drawings, and

specifications from customer are not always up to date.
14. Unable to change manufacturing processes due to

certification regulations or customer policies.
15. Certification process is sometimes difficult.
16. Obtaining capital is challenging.
17. Ability to hire and retain qualified/skilled workers is

problematic.

18. It is expensive to implement Model-based
Manufacturing.

19. Help from local, state, and the federal government is
either nonexistent or hard to identify.

According to the chart in Figure 9, the issues that impacted 
companies the greatest (mean above 2.7) were the ability to hire 
and retain qualified/skilled workers (3.17), performing 
inspection is a bottleneck (2.89), 3D-CAD models and 
associated drawings don’t agree (2.89), and new designs have 
producibility issues (2.72).  Several issues still had a mean over 
2.6 including obtaining capital is a challenge (2.67), it is 
expensive to implement Model-based Manufacturing (2.67), 
verifying CMM programs is time-consuming (2.61), data such 
as 3D-CAD models, drawings, and specifications from 
customer are not always up to date (2.61).  The issues with the 
lowest impact based on mean were 3D-CAD model 
derivations/translations are problematic (2.33) and unable to 
change manufacturing processes due to certification regulations 
or customer policies (2.33).  

FIGURE 8 - INSPECTION EQUIPMENT USED IN-HOUSE 

FIGURE 9 - MEAN FREQUENCY OF IMPACT OF ISSUES 

Respondents were then asked their current level of 
capability with using 3D-CAD models as input to their CAM 
and CMM processes and given three options.  The answers they 
had to choose from were: 
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• Highly proficient; only minor difficulties
• Somewhat proficient; internal deficiencies still exist
• Currently using drawings and manual input, but have

no desire to move to model-based manufacturing

Only one of the respondents claimed they used drawings and 
had no desire to move to model-based manufacturing.  Eleven 
of the 18 respondents selected somewhat proficient, and six 
selected highly proficient. 

The survey then asked the respondents to select all their 
manufacturing processes, with only 17 respondents opting to 
answer.  Figure 10 gives a distribution of the selections. 
Traditional material removal such as cutting, turning, milling, 
and drilling received every vote, with assembly being the 
second highest selection. 

To wrap up the survey, the respondents were asked what 
they perceived was the biggest risk for adoption of the Model-
based Manufacturing approach as manufacturing and inspection 
technologies increasingly rely on 3D-digital data.  Eighteen 
respondents were given seven options including other, and 
capital investment is too large was biggest risk at 28 percent.  
Figure 11 gives a breakdown of the responses.  The responses 
for other were interoperability. 

This breakdown helps give insight into why some 
companies are not interested yet in moving to MBD.  Legacy 
designs (22%) is almost always an issue because drawings have 
been used as the main source of information and moving all that 
data to models can be time consuming and costly.  Of the 
respondents, 22% said there was a lack of business pull, which 
appears to be that companies do not necessarily see the 
potential benefits of MBD just yet. 

FIGURE 10 - MANUFACTURING PROCESSES USED 

FIGURE 11 - BREAKDOWN OF THE BIGGEST RISKS OF 

THE ADOPTION OF THE MODEL-BASED MANUFACTURING 

APPROACH 

DISCUSSION AND CONCLUSION 
The survey helped give insight to current standing in 

industry.  A fairly wide range of affiliations were represented as 
well as job positions.  A Common Information Model cannot yet 
be fully defined from these surveys, but critical information has 
been identified.  This information will be used to develop plans 
for replacement of drawings with 3D-CAD models.  These 
surveys developed the capability of industry’s readiness to use 
models as the master definition and the potential inhibitors of 
their use. 

This paper has supported the need to establish a Common 
Information Model.  A Common Information Model contains 
the information that is the same from domain specific elements 
among different aspects of the product’s lifecycle.  A review of 
literature was conducted and a survey was analyzed to help give 
a greater understanding of what information needs to be 
addressed in the Common Information Model, and where 
industry stands in terms of implementing MBD.  The following 
are the key results upon which we drew our conclusions: 

• A majority of the survey respondents are potentially
accepting of the idea of MBD

• Most of the survey respondents already use 3D-CAD
models as a source of product data

• Most of the survey respondents still utilize 2D
drawings (along with their 3D-CAD models)

• The survey respondents have skepticism and concern
about eliminating 2D drawings

• The survey respondents identified several risks when
moving from drawings to 3D-CAD models

From our observations of the survey results, we conclude 
(1) the Common Information Model would need to be workflow 
specific and (2) more information is needed to establish a 
Common Information Model for the early phases of the 
product’s lifecycle.  

The conclusions from the survey seem to contradict each 
other; however, they are consistent with what was concluded 
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from the literature review.  Industry may be accepting of the 
idea of MBD, and most already utilize 3D-CAD models for 
product data, although most still use 2D drawings along with 
their 3D-CAD models.  From these results, it can be concluded 
industry only accepts the idea of MBD as long as 2D drawings 
are still used because skepticism remains in completely getting 
rid of 2D drawings.   

While research, such as Hedberg et al. [17], shows MBD 
can be a major benefit to companies, the survey shows that 
many industry members have legitimate concerns for only using 
3D-CAD models.  For example, there are times when using 2D 
drawings would be easier or make more sense to a company, 
such as on a shop floor where the company does not have the 
infrastructure to support 3D-CAD technology.  Many 
respondents felt there was too big of a risk in moving solely to 
3D-CAD models from 2D drawings. 

While the survey provides evidence that industry is 
potentially accepting of the idea of MBD and may support the 
fact that 3D-CAD models can be used as the main source of 
product data in a production environment, it cannot yet be 
concluded what information needs to go in to the Common 
Information Model.  The survey helped lay a foundation of 
knowledge, but more research needs to be done to help 
understand what specific information goes into the models in 
the different aspects of the lifecycle.   

As of right now, it is difficult to conclude what information 
is common amongst different models.  Based on the results of 
the surveys, a proposed Common Information Model would 
need to be workflow specific because of the varying degrees of 
information in the different workflows.  A general Common 
Information Model would lack enough information to be 
beneficial to a company’s processes. 

To establish a Common Information Model, more specific 
information regarding the workflows is needed.  Also, a clearer 
definition of “common” and “domain specific” will have to be 
established.  A proposed solution would be to have a follow up 
survey that lists the different elements from this survey and has 
the respondents “rank” each of them from 1-10, 1 being 
common and 10 being domain specific.  This could help shed 
light on how the members of industry see the different elements 
from the lifecycle, which would help further establish the 
Common Information Model. 
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Abstract  —  We have performed direct dc comparisons 
between two cryocooled 10 V programmable Josephson voltage 
standards utilizing an automated synchronization scheme for the 
voltage reversals, which enables the use of a high sensitivity null 
detector on its 3 µV range by preventing any overload condition. 
No switches or manual operations are necessary to protect the 
null detector. Comparing the two systems under various test 
conditions provides robust verification of ideal system 
performance, and enables verification of the key components of 
the uncertainty budget for both the measurement methods and 
system operations. 

Index Terms — Josephson arrays, Precision measurements, 
Uncertainty, Voltage measurement. 

I. INTRODUCTION 

The NIST programmable Josephson voltage standard 
(PJVS) with an output voltage of 10 V has been fully 
implemented on a cryocooler [1]. Turn-key cryocooled PJVS 
systems are replacing conventional Josephson voltage 
standards, not only in national metrology institutes (NMI), but 
also in primary calibration laboratories (PCL). Direct PJVS to 
PJVS comparisons [2] are not only becoming prevalent for 
NMI key comparisons, but are also essential to qualify the 
performance of PJVS systems disseminated to the PCL. The 
lowest Type-A uncertainty in direct voltage standard 
comparisons is generally achieved with the use of an analog 
null detector [2, 3]. However, the use of an analog detector 
often demands fastidious manual operations to prevent any 
overloading during the PJVS polarity reversals required to 
eliminate the contributions of thermal electromotive forces 
(EMFs). If the input stage of the analog nanovoltmeter is 
overloaded, it may take several minutes to completely recover.  

This paper presents the first fully automated direct 
comparison of two cryocooled 10 V PJVS systems. We have 
developed a synchronization method to simultaneously reverse 
the polarity of both PJVS systems, which prevents 
overloading the analog detector, while eliminating the need 
for a manual low thermal EMF switch to protect the detector 
input. The main advantage of this method is the ability to 
automatically acquire longer data sets, thus improving the 
statistical uncertainty of the comparison and eliminating the 
risk of improper manual operation that may produce an 
accidental overload. 
 

 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Block diagram of the automated comparison between the 
two PJVS systems measured with an analog nanovoltmeter (NVM).  

II. MEASUREMENT SETUP AND SYNCHRONIZATION 

The measurement setup is presented in Fig. 1.  An analog 
nanovoltmeter (NVM), EM N111, was used as a null detector 
to measure the voltage difference between the two cryocooled 
voltage standards, PJVS(1) and PJVS(2). The isolated output 
of the NVM was connected to a digital voltmeter (DVM) for 
digital readout. The acquisition computer (ACQ PC) controls 
the amplitude of both PJVS systems by means of an Ethernet 
connection. The two 24-channel current sources for each 
PJVS are isolated from ground, and the two microwave 
generators (not shown) are locked to the same 10 MHz 
frequency reference (derived from the NIST atomic clock). An 
arbitrary waveform generator provides two optical clock 
signals for synchronization, one for each PJVS current bias 
source. The two PJVS systems are identical, with comparable 
cable lengths (optical fiber for the clock input, current bias 
leads, voltage output leads).  

The magnitude of the voltage at the input of the NVM, must 
always remain within the range selected to prevent an 
overload. Each synchronous change of voltage uses a four-
level waveform2 (Table 1) triggered by four successive clock 
pulses at 5 kHz (Fig. 2). The waveform is first loaded in the 
memory of both current sources and is programmed to run for 
                                                           
1 Certain commercial equipment, instruments, or materials are identified in 
this report to facilitate understanding. Such identification does not imply 
recommendation or endorsement by NIST, nor does it imply that the materials 
or equipment that are identified are necessarily the best available for the 
purpose. 
2 Minimum waveform size allowed by the current source. 
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a single cycle. Once the waveform is completed, the voltage of 
each PJVS remains at the final voltage level selected. 
 

Table 1. Waveform used to synchronously switch the voltage 
output polarity of both arrays  

 
 
 
 
 
 
 
 
 
 
Fig. 2. Schematic of the waveform used to perform the 
synchronous switching between voltages, (A: start, B: from +10 V to 
-10 V, and C: from -10 V to 10 V). The four clock pulses are shown 
in red. The data acquisition occurs once both PJVS output voltages 
are fully settled (gray area).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. Comparison results with (A) both systems floating from 
ground, and (B) with the low input of the NVM connected to earth 
ground. 

III. RESULTS 

Figure 3 shows the results of two multi-hour automated 
comparisons at 10 V. Each value reported is calculated with a 
linear fit based on four polarity reversal sets “+-+-“ in order to 
remove the contributions of thermal EMFs. A polarity set 
consists of 15 DVM readings at 10 power line cycles. The 

Type-A uncertainty shown (error bar, k = 1) is extracted from 
the fit residuals [4]. No overload is observed during the 
polarity reversals with the NVM set to the 3 µV range and the 
filter set to the maximal bandwidth (position 1), which 
confirms that the synchronization method is successful. To 
minimize potential error due to dielectric absorption time, the 
acquisition of each set starts 40 s after switching the voltage 
polarity. The data in both plots of Fig. 3 utilize the applied 
dither current technique [2], which confirms that both PJVS 
systems maintain a sufficient current margin when connected 
in series to the NVM throughout the full measurement time. 
The reported data are not corrected for the gain error of the 
NVM, since the measured relative correction is less than 
5 pV/nV and is well below the noise floor of the measurement.  

The result extracted from Fig. 3A shows excellent 
agreement between the two PJVS systems of VPJVS(2) -
 VPJVS(1) = (-0.05 ± 1.22) nV, where the uncertainty is the 
standard deviation (k = 1). Additional analysis of the 1/f noise 
of the detector will be required to determine the standard 
deviation of the mean. However, when the low input of the 
NVM is connected to ground (Fig. 3B), the final result is 
VPJVS(2) - VPJVS(1) = (-1.26 ± 3.11) nV.  Grounding the circuit 
modifies the leakage current distribution, which affects the 
result of the comparison and also slightly increases the noise 
of the measurement. Due to the complex distribution of the 
leakage current in PJVS systems, additional measurements are 
required to understand and evaluate the uncertainty 
contributions related to leakage. 

IV. CONCLUSION 

We have performed automated comparisons between two 
cryocooled PJVS systems at 10 V dc.  Synchronization of the 
two systems when switching between output levels enables the 
use of a high sensitivity null detector with a ±3 µV input 
range. No switches or manual operator tasks are required in 
these measurements, which minimizes wiring connections. In 
the final paper on this work, we will present a detailed 
uncertainty budget including further investigation of potential 
Type-B contributions. 
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Switching 
mode 

Start 
voltage 

Waveform (4 levels) 
#1 #2 #3 #4 (end) 

A (start) 0 V 0 V 0 V 10 V 10 V 
B (+ → -) 10 V 0 V 0 V -10 V -10 V 

C (- → +) -10 V 0 V 0 V 10 V 10 V 

D (end) 10 V 0 V 0 V 0 V 0 V 
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Abstract  —  We have performed direct ac comparisons 

between two types of quantum voltage standards, a pulse-driven 
Josephson arbitrary waveform synthesizer and a programmable 
Josephson voltage standard, at 1 V rms amplitude and a 
frequency of 100 Hz. The system architectures for these two 
Josephson technologies are quite different. However, in the range 
where their capabilities overlap, they should produce identical 
results. This comparison under various test conditions is a 
powerful method for verifying ideal performance of the systems, 
and exploring a number of potential systematic errors in both 
measurement methods and system operations. 

Index Terms —, Josephson arrays, Signal sampling, Standards, 
Voltage Measurement. 

I. INTRODUCTION 

Programmable Josephson voltage standards (PJVS) are 
capable of generating stepwise-approximated reference 
waveforms with frequencies ranging from sub-hertz to a few 
kilohertz. Such waveforms, when combined with a sampling 
voltmeter and the differential sampling method, have been 
used to determine the root-mean-square (rms) output voltage 
of a commercially available high spectral-purity voltage 
source [1]. Recent improvements in superconductive circuit 
design and pulse generator electronics for the Josephson 
arbitrary waveform synthesizer (JAWS) have enabled 1 V rms 
output voltages and have extended the low end of the 
waveform frequency range down to 1 Hz [2]. With the JAWS 
and PJVS operating ranges now significantly overlapping, 
both indirect [3] and direct [4] comparisons between these two 
types of quantum voltage standards are possible.  

Taking advantage of the intrinsic stability of the JAWS and 
the PJVS, direct comparison is an ideal tool to verify the 
parameter range where quantum accuracy is achieved in both 
systems. Subsequently, we can search for potential systematic 
errors associated with both the quantum voltage standards and 
the comparison technique. This paper presents initial results at 
1 V and discusses the challenges associated with directly 
comparing the two quantum voltage standards. 

II. DIFFERENTIAL SAMPLING 

Both the JAWS and PJVS systems were operated in liquid 
helium with waveforms at rms amplitudes of 1 V and a 
frequency of 100 Hz. A commercially available digitizer 
measures the differential voltage between the low-voltage 
output lead of each system. The digitizer is battery powered, 

and therefore floating. All the instruments are locked to the 
same 10 MHz clock reference (NIST primary frequency 
standard). Synchronization between the two waveforms and 
the digitizer is achieved with optically coupled trigger signals 
generated by the PJVS electronics and connected to both the 
JAWS pulse generator and the digitizer. The relative phase 
between the two waveforms is adjusted by rotating the pattern 
of the JAWS waveform in order to minimize the differential 
voltage. Prior to every data acquisition, the average gain error 
of the digitizer is measured with a 60 mV peak amplitude 
PJVS waveform. The duration of each PJVS level is set to 
125 µs (N = 80 levels/period and 100 Hz). We acquire 100 
periods of the differential voltage with a sampling frequency 
of 10 MHz, average, and apply the previously mentioned gain 
correction for the digitizer [5]. The first 30 µs and last 10 µs 
of each PJVS level are discarded to remove the PJVS 
transients and the oscillations due to the finite impulse 
response filter of the digitizer. The JAWS sine wave is 
reconstructed by adding the corrected differential voltages to 
the nominal PJVS levels, and the fundamental of the JAWS 
sine wave (VMEAS

(PJVS)) is extracted with a sine-fit. The 
deviation from the nominal value VJAWS=1 V is given by 
 ΔV = VMEAS

(PJVS) – VJAWS. 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Measured dither current flat-spot of the PJVS and JAWS 
systems with their outputs connected in series.  

III. MEASUREMENTS 

Each data point represented in the manuscript is the mean 
value of 25 consecutive measurements. The error bars 
represent the Type-A uncertainty (k = 2). Measurements were 
repeated twice to show the repeatability. Figure 1 shows the 
effect of a dc current offset applied to the PJVS array (“S” 
shape, red squares) and the JAWS array (“U” shape, black 
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dots). Note that with the JAWS-PJVS differential 
configuration the amplitude resolution obtained is a few 
nanovolts, which is a 20 times greater sensitivity than attained 
with previous methods (i.e., using the digitizer directly with 
the JAWS or PJVS). 

Both measurements show that ΔV is constant over a range 
of offset detuning, namely “flat-spots” with magnitudes 
1.4 mA (PJVS) and 1.5 mA (JAWS). Note the excellent 
agreement between PJVS and JAWS amplitude. ΔV is on the 
order of 10 nV over the full flat-spot range, corresponding to a 
measured relative difference of less than a few parts in 108.  
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Flat-spot measurement of  ΔV vs. the JAWS compensation 
signal amplitude (repeated twice). The flat-spot boundaries 
correspond to a compensation amplitude variation of -1 .2 mA to 
+0.7 mA relative to 10.5 mA (Δi =0), the setting selected where the 
operating margin is maximum. 
 

Direct comparison between the JAWS and the PJVS is a 
high-resolution diagnostic tool for measuring the operating 
range over which the various bias parameters retain quantum-
accurate outputs of the JAWS and PJVS systems. For 
example, Fig. 2 presents the flat-spot obtained as a function of 
the JAWS compensation amplitude [2]. For clarity, the data on 
the y-axis are expressed as a relative quantity to highlight the 
effect of the dithered parameter. We plan to measure flat-spots 
for all of the JAWS and PJVS bias parameters. 

Figure 3 presents the effect of detuning the PJVS amplitude 
from the ideal 1 V that matches the JAWS amplitude, thus 
forcing the digitizer to measure larger difference voltages. 
There is a small slope in Fig. 3 indicating that the measured 
error is proportional to ΔVPJVS. We applied a simple gain 
correction on the digitizer measured data (typically of the 
order of 6 parts in 105), but a small, non-negligible, systematic 
error on the determination of ΔV remains. Further 
investigations on the non-linearity of the digitizer and its 
impact on ΔV are required in order to minimize this error. 

IV. DISCUSSION 

The results presented in Fig. 3 emphasize the critical 
importance of searching for and evaluating all potential 
systematic effects related to voltage differences (ΔV). Among 
other potential errors, leakage currents are a critical 
component of the uncertainty budget that must be evaluated. 

Unlike PJVS to PJVS comparisons, where the various leakage 
resistances to ground are of primary importance, additional 
leakage effects due to the stray capacitances to ground are 
likely to be important when comparing ac voltage waveforms. 
We plan to perform the JAWS-PJVS comparison with various 
earth grounding configurations that may provide additional 
information to evaluate the Type-B uncertainty associated 
with leakage currents. Additionally, the voltage error 
contribution due to the on-chip inductors also needs to be 
evaluated as function of the waveform frequency. 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Measured linear dependence of the relative JAWS rms 
amplitude as a function of PJVS amplitude variation ΔVPJVS = VPJVS –
 1 V (repeated twice).  

V. CONCLUSION 

The agreement between the NIST JAWS and PJVS systems 
at 1 V rms and 100 Hz is presently measured to be a few parts 
in 108. The reported offset current margins of 1.4 mA or more 
for both systems confirms that both Josephson standards retain 
large operating margins when connected in series. We will 
continue our work on JAWS-PJVS comparisons with 
additional measurements, including a detailed analysis of 
potential systematic errors associated with both the quantum 
voltage standards and the measurement method so as to 
present a complete uncertainty budget. 
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Abstract — We have recently demonstrated new 2 V PJVS 
devices configured with two voltage outputs and two sets of least 
significant bits in order to simultaneously generate two 
independent stepwise output waveforms. This development 
improves upon our previous alternating dual waveform method 
in that the two voltage waveforms can now be measured 
simultaneously, and the sampler overload condition that existed 
in the previous configuration has been eliminated. Applications 
such as the NIST Quantum Watt for ac power calibrations will 
benefit from these developments through reduced measurement 
uncertainties and improved flexibility. 

Index Terms — Josephson arrays, Signal sampling, Standards, 
Power Measurement, Voltage Measurement. 

I. INTRODUCTION 

Programmable Josephson voltage standards (PJVS) have 
improved continuously since 1995 [1]. Besides dc voltage 
metrology applications in which the 10 V PJVS systems are 
commonly used, PJVS systems with lower output voltage (1 V 
or 2 V) are implemented in other applications such as the 
electronic kilogram programs and in low-frequency ac electric 
power programs, such as the NIST Quantum Watt [2]. 

The Quantum Watt requires two independent low harmonic 
distortion voltage sources with typical rms amplitudes of 
1.2 V and 0.5 V. These two reference sources are utilized to 
measure, respectively, the voltage and the current components 
of electric power. Presently, the rms value of each source is 
alternately measured using the differential sampling method 
and a multi-period reference waveform generated by a single 
PJVS [3]. 

This paper presents a new method to simultaneously 
synthesize two voltage waveforms from a single 2 V PJVS 
circuit recently developed at NIST. The advantage of this 
method is the new ability to simultaneously measure the 
voltage and current waveforms with a single PJVS system, 
which reduces both the complexity and operating costs of the 
Quantum Watt. 

II. 2 V PJVS ARRAY 

We have developed a 2 V PJVS superconducting integrated 
circuit containing 61 204 Josephson junctions (JJs) that are 
capable of generating a maximum dc output voltage of 
±2.278 V when biased at a microwave frequency of 18 GHz 

(Fig. 1). The circuit is equipped with two full and identical 
sets of least significant bits (LSBs), one on each extremity of 
the chip, that are each subdivided in a ternary sequence. The 
smallest LSB contains four JJs in a single segment, which is 
made from a pair of double stack Nb/NbxSi1-x/Nb/NbxSi1-x/Nb 
junctions. The mirrored distribution of the subarrays across 
the chip allows for a perfect 0 V output during dither current 
flat-spot measurements when the symmetric matching 
subarrays are biased alternately on the n = ±1 steps. These 
circuits are capable of operating over a wide microwave 
frequency range from 15 GHz to 21 GHz. 

An extra common voltage tap was added to this new 2 V 
PJVS circuit to allow the top and bottom array subsections to 
produce independent voltage outputs. The dc-current-bias 
electronics developed for the NIST 10 V PJVS, which 
contains 24 digital-to-analog converter (DAC) voltage sources 
each with a 112 Ω bias resistor, is fully compatible with the 20 
subarrays of the new 2 V PJVS circuit. Figure 2 shows a flat-
spot width of 1.75 mA measured with nanovolt resolution. 

 
Fig. 1. Block diagram of the 2 V PJVS circuit, illustrating the 
two sets of LSBs (number of JJs in red), the current bias leads 
(left side), and the voltage output taps (right side). 
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III. DOUBLE WAVEFORM SYNTHESIS 

In order to generate two independent voltage outputs from a 
single chip, the array circuit is divided into two sections 
separated by the common tap (Fig. 1). The bottom and top 
sections, respectively, contain 39 346 JJs and 21 858 JJs. 
When biased with a microwave frequency of 20.86 GHz, the 
peak voltages for each section are Vbottom = 1.697 V and 
Vtop = 0.943 V. These values enable the PJVS to 
simultaneously generate the two stepwise-approximated 
reference sinewaves with rms amplitudes of 1.2 V and 0.5 V 
that are required for the NIST Quantum Watt. 

To implement this double voltage waveform synthesis, 
some simple hardware modifications were made to the 
existing NIST PJVS system. Two additional twisted pair 
voltage outputs run from the chip to room temperature, and 
their corresponding two coaxial output connectors (for Vtop 
and Vbottom) are mounted on the cryoprobe. The connector 
outer shields share the on-chip common node.  

The software was modified to generate arbitrary waveforms 
for the two outputs. At each step in the waveform sequence 
the array common node adjacent to DAC 11 (denoted by the 
black dot in Fig. 1) is kept at a potential of 0 V, which limits 
the capacitive loading effect of the bias electronics power 
supply. The bias electronics are fully isolated from earth 
ground, so the user can choose whether or not to ground the 
common node for a given application. Since a single 
microwave source is used to bias both sections of the array, 
fine adjustment of the voltage by slightly detuning the 
microwave frequency can only be performed relative to a 
single output. Both waveforms are loaded simultaneously and 
share the same clock signal. Relative phase adjustment 
between the two waveforms is achieved by adjusting the 
waveform data with a resolution of 172.5 µV (4 JJs), as shown 
in Fig. 3.  

IV. APPLICATION TO THE QUANTUM WATT 

As presently implemented in the Quantum Watt, the PJVS 
reference waveform alternates between the two waveform 

amplitudes every 16 to 20 periods [3], due to the finite 2048 
sample size of the DAC biases. As a result, the acquisition 
time of the differential voltage is reduced, increasing the 
Type-A uncertainty on the signal of interest [4]. Furthermore, 
each sampling voltmeter is overloaded half of the time, 
requiring some time (typically one period of the signal of 
interest) to recover [3]. The new circuit, with dual waveform 
synthesized output signals eliminates these two limitations. 
Our next step will be to integrate the simultaneous double 
PJVS reference waveforms into the Quantum Watt 
measurement apparatus, utilizing two sinusoidal reference 
voltage sources and two sampling voltmeters. 

V. CONCLUSION 

The recent development of a 2 V PJVS circuit with dual 
voltage outputs, including two sets of LSBs, allows a single 
PJVS system to simultaneously generate two different output 
voltages. The NIST electric power standard will benefit from 
this new capability and measurement method, with the 
advantage of increasing the performance of the present 
differential sampling approach with minimal hardware 
modification. This method opens the door to new metrology 
applications that require two voltages, and avoids the 
complication and cost of two independent PJVS systems. 
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Fig. 3. Example of simultaneously-measured oscilloscope traces 
of the PJVS output voltages Vtop and Vbottom. The two stepwise-
approximated PJVS waveforms shown have 32 levels each, and a 
frequency of 100 Hz. The relative phase difference between the two 
waveforms is software selectable, and in this example is 30 degrees. 

 
Fig. 2. Dither current flat-spot measurement performed with the 
first half of the 2 V subarrays biased on the n = +1 step and the 
second half biased on the n = −1 step. The error bars represent the 
standard deviation (k=1) of four measurements. 
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ABSTRACT 
For years (decades, in fact) a definition for datum planes 

has been sought by ASME and ISO standards writers that 

combines the contacting nature of traditional surface plate 

mating with a means of balancing rocking conditions when 

there is a centrally positioned extreme point or edge on the 

datum feature. This paper describes a completely self-

balancing method for datum plane establishment that matches 

traditional surface plate mating while automatically stabilizing 

rocker conditions. The method is based on a constrained L2 

(L2) minimization, which, when seen mathematically, elegantly 

combines the desirable contact properties of the constrained L1 

(L1) minimization with the stable properties of the 

unconstrained least-squares and does so in a manner that 

avoids the drawbacks of either of those two definitions. The 

definition is shown along with proofs of a mathematical 

development of an algorithm that relies on a strategically 

chosen singular value decomposition that allows for an elegant, 

robust solution. Concise code is included for the reader for 

actual use as well as to full clarify all the algorithmic details.  

Testing has shown the definition defined here does indeed 

provide attractive balancing of full contact with rocker stability, 

leading to guarded optimism on the part of the key standards 

committees as an attractive default definition. Since both the 

ISO and ASME standardization efforts are actively working to 

establish default datum plane definitions, the timing of such a 

rigorously documented study is opportune. 

 

1.  BACKGROUND AND INTRODUCTION 
In the world of Geometric Dimensioning and Tolerancing 

(GD&T), datums are used extensively to locate and orient 

tolerance zones [1-7]. Datum planes in particular are common 

and are established by mating planes to imperfect datum 

features on parts during inspection [3] (see Fig. 1). Distances 

and orientations on drawings and three-dimensional models are 

established from these datum planes, relative to which tolerance 

zones are located and oriented. In many cases there is a need 

for more than one datum plane. In fact a full Cartesian 

coordinate system in three dimensions is often established 

using datums. Datum planes, in particular, are widely used for 

this. The importance and prevalence of datum planes in 

specifications are given in greater detail in [8] and will not be 

revisited in this paper.  

 

 
Fig. 1. Deriving a datum plane from a datum feature. 

 

Given that datum planes are ubiquitous, it might be 

surprising that—short of standardization—there are several 

different yet reasonable approaches by which a datum plane can 

be established from a datum feature [9]. Furthermore, the 

International Organization for Standardization (ISO) and the 

American Society for Mechanical Engineering (ASME) are 

actively working to establish default datum plane definitions.
1
 

                                                           
1 The constrained 𝐿2 planar datum definition, as described in this paper, 

has been adopted as the default planar datum definition for by ISO for the Draft 

International Standard ballot to take place in 2015 for the revision of ISO 5459 
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Consequently, the timing of this paper is opportune, since we 

seek to demonstrate an algorithm that naturally combines a 

correspondence to physical, surface plate mating with 

automatic balancing in the case of rockers. 

Till now the ASME definitions (ASME Y14.5, Y14.5.1) 

have employed a complex “candidate” datum system, which 

they now desire to replace or supplement with a default, 

unambiguously defined planar datum. The ISO working group 

is also seeking to improve its default planar datum definition in 

its emerging replacement of the ISO 5459 standard. The ISO 

definition (ISO 5459) had, since 1982, relied on non-rigorous 

language that implies using the full contact of a surface plate 

with balancing in the case of rocking conditions (and an 

intermediate “improvement” has its own issues). Both 

standards groups seek a mathematical definition that makes 

sense in ordinary cases of surface plate mating but one that also 

balances rocking conditions. The purpose of this paper is to 

document a new and advantageous definition and algorithm for 

establishing a datum plane from a datum feature—one that is 

appropriate for national and international standard definitions. 

In Section 2 of this paper, we define what the 𝐿2 norm is in 

the context of datum planes. Section 3 gives details of another 

planar datum definition based on a constrained 𝐿1 norm that 

will give the appropriate context to understand the benefit of 

the constrained 𝐿2 solution. Section 4 details the constrained 𝐿2 

algorithm and gives mathematical details that show how it is 

actually a combination of traditional least-squares fitting and 

the constrained 𝐿1 datum. That section also gives mathematical 

means for an efficient algorithm. Section 5 is an important part 

of the paper, as it answers why 𝐿2 the constrained datum 

definition is appealing in that it automatically gives the desired 

result of a full contact or balancing solution. Section 6 gives 

our conclusions. Matlab code for the 2D case is included in the 

appendix for any readers who wish to independently examine 

the effects of the algorithm on various data sets.  

 

 

2. L2 NORM DEFINED IN THE CONTEXT OF DATUM 
PLANES 

 
First, we describe what is meant by a constrained 𝐿2 fit in 

our context.
2
 To fit a one-sided 𝐿2 plane to a surface patch in 

space, we pose the following optimization problem (with 

reference to Fig. 2): Given a bounded surface 𝑆, and a direction 

𝒂∗ (that points into the material), find the plane 𝑃 that 

minimizes ∫ |𝑑2(𝒑, 𝑃)|𝑑𝑠
 

𝑆
, subject to the constraint that 𝑃 lies 

entirely to one side (as determined by 𝒂∗ ) of the surface 𝑆. 

                                                                                                       
on datums. Thus it is likely that this datum plane definition will be adopted for 

worldwide use. 
2 The 𝐿2 norm is also known as a least-squares norm. However, in this 

paper, in order to avoid confusion, the datum definition we propose is 

consistently called the constrained 𝐿2 datum. It is not called a constrained least-
squares plane (though correct) in order to emphasize that this is different than 
the normal least-squares plane and also different from a shifted least-squares 

plane. 

Here 𝑑(𝒑, 𝑃) denotes the signed perpendicular (to 𝑃) 

distance of a point p on surface patch S from the plane P that 

will be fitted. We note that ∫ 𝑑𝑠
 

𝑆
 is the area of the surface patch. 

If the surface consists of several patches, then the integrals can 

be evaluated over each patch and then summed. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2. Fitting a plane to a surface patch. 

 

The objective function cannot, in general, be evaluated in 

closed form. So we resort to numerical integration over the 

surface S. We can sample points on a surface patch after 

dividing up the patch into discrete areas ΔAi and approximate 

the objective function as 

 

∫ 𝑑2(𝒑, 𝑃)𝑑𝑠 ≈  ∑ 𝑑2(𝒑𝑖 , 𝑃)(∆𝐴𝑖) ,
𝑁
𝑖=1

 

𝑆
               (1) 

 

where pi are the N sampled points, one in each subdivision. 

Thus we are led to minimizing ∑ [|𝑑(𝒑𝑖 , 𝑃)| ∙ ∆𝐴𝑖 ]
𝑁
𝑖=1  over the 

parameters of the plane P, where ΔAi's are treated as the 

weights. 

The distance from a point 𝒑 to a plane 𝑃 defined by a point 

on the plane, 𝒑𝟎, and the unit normal to the plane, 𝒂, is 

 

𝑑(𝒑, 𝑃) = 𝒂 ∙ (𝒑 − 𝒑𝟎). 
 

The two-dimensional case is a readily-apparent restriction 

from the three-dimensional case shown above.  

 

 

3. A BRIEF LOOK AT THE CONSTRAINED L1 
MINIMIZATION DATUM PLANE DEFINITION 

 

Before examining the advantageous properties of the 

constrained 𝐿2, it is helpful to understand the constrained 𝐿1 

datum plane definition—both its advantages and disadvantages. 

Doing so will highlight how the new, constrained 𝐿2 definition 

largely keeps the advantages of the constrained 𝐿1, along with 

elegantly removing the issues with the constrained 𝐿1. 

P 

S 

ds 

p 

d(p,P) 
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In an earlier paper [8] and then improved in [10], we 

presented the theory and algorithms for datum plane 

establishment using a constrained minimization search based on 

the 𝐿1 norm. In short, the algorithm worked as follows: Given a 

surface (or set of sampled points), the datum plane was defined 

as the plane that (1) is constrained to lie on the nonmaterial side 

of the surface (or points), and (2) minimizes the integral (or 

sum) of absolute distances between the plane and the surface 

(or points). We showed that finding such a plane actually turns 

out to be quite simple, since we proved that it is equivalent to 

finding the plane that minimizes the distance between the 

centroid of the surface (or of the weighted points) and the 

plane. This simplification led to efficient algorithms (and code 

provided) for the primary and secondary planar datums (the 

tertiary case being trivial). 

The reader is encouraged to fill in details as desired from 

the earlier paper itself [10], but we give a summary of the 

constrained 𝐿1 algorithm as follows:  

1) Given a set of points sampled on a surface, compute 

the lower convex envelope of those points. This 

surface is the part of the convex hull of those points 

that lies to the outside of the material. The constrained 

𝐿1 definition will now be applied to this surface (as 

opposed to the points) 

2) Compute the centroid of the surface as the weighted 

combination of the centroids of the triangles making 

up the convex surface. In 2D, the centroid of the 

convex, piecewise linear curve would be computed as 

the weighted combination of the centroids (midpoints) 

of the line segments that it is comprised of. The 

weights are the relative areas of the triangles (or 

relative lengths of the line segments in 2D, one such 

length shown in fig. 3, middle picture). 

3) Find the plane containing a triangular facet of the 

convex hull closest to the computed centroid (or, in 

2D, find the line containing a line segment of the 

curve closest to the centroid). 

Figure 3 shows these three steps in a 2D case. 

 

 
 

 

 
Fig. 3. The three main steps of computing the constrained 

𝐿1 datum plane, given a discrete set of points. 

 

Theorems were proved in [10] that showed that the 

algorithm summarized above is an efficient means of exactly 

obtaining the constrained 𝐿1 datum plane. Some of the 

appealing properties of this method are: 

 

1) It mimics the contact achieved by the effect of gravity, 

if the surface were placed onto a mathematically 

perfect, horizontal plane. 

2) In a 3-2-1 datum reference frame, the primary datum 

plane always contacts three data points (minimum) 

and the secondary, always two minimum. This is in 

the context of discrete, sampled points.  

3) The method works well even for non-uniformly 

sampled data without needing any weights to be 

provided for the points or any part information. 

4) The method yields pleasing results for several example 

cases studied. 

Other advantages are given in [10], but these should suffice 

for our needs here. In summary, the appeal of the constrained 

𝐿1 definition is how closely it mimics many uniform-thickness, 

real parts sitting on surface plates under the influence of 

gravity.  

However, common practice with a surface plate also 

employs balancing rocker conditions as shown in fig. 4. 

 

 

Fig. 4. A planar datum feature of a wedge shape being 

stabilized to avoid rocking, thus giving the dashed line 

shown as the datum. 

 

If the constrained 𝐿1 definition were applied to the wedge 

shape shown in fig. 4, the datum plane would lie coincident 

with one side or the other of the datum feature. This drawback 

manifests itself in a few important ways. First, if the part were 

convex (bowl shaped) and sampled with five points (one in 

each corner and one in the middle) then the effect would be that 

of an upside-down pyramid, and the constrained 𝐿1 plane 

would coincide with one of its triangular faces. In a symmetric 

case, the choice of which triangular face would be chosen 

would depend on something as little as measurement error 

during the time of inspection.  
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Another case to consider is a 3D concave datum feature, 

where a rectangular feature has four low spots, one at each 

corner. In this case, the part would naturally sit on a horizontal 

plane like a four-legged chair. That is, it would rest along one 

diagonal (contacting two opposite corners) and rock between 

contacting either of the two corners off that diagonal. Here 

again, the desire among many in the standards communities is 

to balance that rock, a feature the constrained 𝐿1 definition does 

not employ. 

It does little good to seek to remedy the various rocking 

situations described by simply stating in words that the 

constrained 𝐿1 definition holds except in rocking situations, 

where the rock should be balanced. This is insufficient (1) due 

to the lack of rigor in defining a rocking condition and (2) due 

to the lack of rigor in defining how the rock should be 

balanced. But even if crisp definitions are added to the above 

words, there would still be discontinuities at the thresholds of 

rocking/non-rocking states that could lead to instability in the 

resulting datum plane from one measurement to the next. 

In contrast to the problems just described with the 

constrained 𝐿1 datum definition, it is well known that the 

traditional least-squares fitting plane is a smoothly varying, 

stable association to a planar feature.
3
 We will show that the 

constrained 𝐿2 takes the best of both worlds. It exactly matches 

the 𝐿1 solution when there is not a rocker condition and also 

(naturally and automatically) balances rocker conditions 

smoothly (like traditional least-squares) without any special 

“if” statements employed to do so. 

 

 

4. THE CONSTRAINED L2 DEFINTION AND EFFICIENT 
ALGORITHM 

 

As in the constrained 𝐿1 defintion above, the proposed 

constrained 𝐿2 datum plane definition first forms the lower 

convex surface of the datum feature and then finds the plane 

that minimizes the sum-of-squares (or integral, in the 

continuous case) of the distances from the plane to that convex 

surface. 

The reasons for forming the convex envelope first are 

given in detail in [10], but are summarized by these three 

points: (1) it represents the actual interaction of a plane with the 

feature (if one rocks a datum feature on a perfect plane, the 

plane never contacts the concave sections), (2) it prevents the 

need for weights or part information when given discrete data 

points, since the convex envelope allows appropriate weighting 

to be included in the algorithm itself, and (3) it better handles 

broken surfaces. 

For simplicity sake, the remainder of this section will often 

deal with the two-dimensional case, though we will still use the 

                                                           
3 We do not go into detail here about the disadvantages of a least-squares 

or shifted least-squares datum definition. That has been done in [10]. We only 

note here the advantage of its stability in order to show that the constrained 𝐿2 
definition contains a similar appealing property. 

terms “plane” and “surface” instead of “curve” and “line” since 

all these concepts will apply to the 3D case as well.  

Given a set of points (as shown in fig. 5), we compute the 

lower convex surface as shown.  

 

 
 

Fig. 5. Above: The lower convex envelope computed from a 

set of points. Below: A candidate datum plane P is shown 

along with its distance to a point of the surface. 

 

It is important to emphasize that we now seek find the 

plane that minimizes the constrained 𝐿2 objective function 

between the plane and convex surface, not the original points. 

So then, applying the constrained 𝐿2 norm to the convex 

surface, we seek to minimize, from Eq. (1), 

 

∫ 𝑑2(𝒙, 𝑃)𝑑𝑠 ,
 

𝑆
                                 (2) 

 

where the plane P is constrained to lie on the non-material side 

of the convex surface S. It is immediately clear that the P that 

minimizes the objective function will contact S, since, if it did 

not, the objective function could be lowered by shifting P 

closer to S. 

If S is obtained as the convex surface formed from discrete 

input points, then it is a piecewise linear surface. (In 3D it is a 

union of discrete triangles). For any candidate plane, P, the 

solution to equation (2) can be found by summing individual 

integrals along each line segment of S. But the solution to (2) 

over each line segment will be a 3
rd

 degree polynomial. 

However, the problem can be converted into a least-

squares problem, which will allow a much more efficient 

numerical solution. Simpson’s rule [11] is a numerical 

integration technique that uses three function values at the left, 

right, and middle of an interval to approximate the integral of a 

function over an interval (fig. 6) and a similar method for 

integrating over a triangle in our 3D case. While Simpson’s rule 

is generally an approximation, it has been proved that it is exact 

for integrals of functions that are polynomials of degree 2, 

which is the case here. Therefore, we can solve (2) exactly over 

each line segment (or triangle) that comprises S in order to 

solve a minimum sum-of-squares problem using well known 

methods. 
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Fig. 6. The locations and weights for function evaluations 

for numerical integration using Simpson’s rule over an 

interval and triangle. 

 

Simpson’s rule for integrating over an interval or triangle 

depends only on the weighted values of the function at the 

endpoints (vertices) and centroid. Over an interval, Simpson’s 

rule is given by: 

∫ 𝑓(𝑥)𝑑𝑥 ≈
𝑏

𝑎

(𝑏 − 𝑎) (
1

6
𝑓(𝑎) +

2

3
𝑓 (

𝑎 + 𝑏

2
) +

1

6
𝑓(𝑏)), 

and for integrating over a triangle, 𝑇, as shown in fig. 6,  

 

∫ 𝑓(𝒔)𝑑𝑇 ≈
𝑇

 

Area(𝑇) (
1

12
𝑓(𝑎) +

1

12
𝑓(𝑏) +

1

12
𝑓(𝑐) +

3

4
𝑓 (

𝑎 + 𝑏 + 𝑐

3
)). 

 

 

If each line segment of S is called 𝑆𝑖 having left endpoint 

𝒙𝒊, right endpoint 𝒙𝒊+𝟏, midpoint, 𝒎𝒊, and length 𝐿𝑖, (i = 1, 2, 

…, N, the number of edges and where L denotes the total 

length, 𝐿 = ∑ 𝐿𝑖
𝑁
𝑖=1  ) then Simpson’s rule gives  the integral 

evaluation as 

 

∫ |𝑑2(𝒙, 𝑃)|𝑑𝑠 =
𝐿𝑖

6

 

𝑆𝑖
[𝑑2(𝒙𝒊) + 4𝑑2(𝒎𝒊) + 𝑑2(𝒙𝒊+𝟏)].   (3) 

 

Because Simpson’s rule is exact for functions of degree 2, 

we note that in Eq (3) this is an exact calculation of the integral 

and not a mere approximation. (Simpson’s rule is also exact for 

our 3D case). The framing of this problem as a weighted sum-

of-squares now allows us to solve the objective function as a 

singular value decomposition problem. See [12] for a general 

treatment of the singular value decomposition as a method for 

minimizing the total least-squares problem, and [13] for an 

application of it applied to planar fitting with weighted points, 

which is our case here. 

In the Appendix, we prove theorems 1 and 2, which when 

applied to our applications give us the remarkable result, that 

(in 2D) the objective function for any candidate plane P is 

given by the efficient formula:  

 

𝜎1
2Cos2𝜃 + 𝜎2

2Sin2𝜃 + 𝐿𝑑𝑐
2,                    (4b) 

or equivalently 

𝜎1
2𝑎2 + 𝜎2

2𝑏2 + 𝐿𝑑𝑐
2,                           (4a) 

                         

where (see fig. 7) 𝑑𝑐 is the distance from the plane P to the 

centroid, 𝜎1 and 𝜎2  are the singular values from the singular 

value decomposition (SVD, of the matrix M below), and 𝜃 

represents the angle P makes with the singular vector 

corresponding to the smallest singular value, 𝜎1 . (Eq. (4b) is 

just a restatement of (4a), where (𝑎, 𝑏) = (Cos𝜃, Sin𝜃) is the 

unit normal to the candidate plane expressed as dot products 

with the singular vectors.) The 3𝑁 × 2 matrix, M, that is used 

in the singular value decomposition comes from the elements of 

Eq. (3), repeated for each of the N line segments: 

 

𝑴 = √
1

6

[
 
 
 
 
 
 
 
 
 
 √𝐿1(𝑥1) √𝐿1(𝑦1)

2√𝐿1 (
𝑥1 + 𝑥2

2
) 2√𝐿1 (

𝑦1 + 𝑦2

2
)

√𝐿1(𝑥2)

⋮

√𝐿𝑁(𝑥𝑁)

2√𝐿𝑁 (
𝑥𝑁 + 𝑥𝑁+1

2
)

√𝐿𝑁(𝑥𝑁+1)

√𝐿1(𝑦2)

⋮

√𝐿𝑁(𝑦𝑁)

2√𝐿𝑁 (
𝑦𝑁 + 𝑦𝑁+1

2
)

√𝐿𝑁(𝑥𝑁+1) ]
 
 
 
 
 
 
 
 
 
 

 

 

(The construction of M is done with the data translated so the 

centroid is at the origin. This translation is not shown explicitly 

in the matrix due to lack of space. See Theorem 1 in the 

appendix for further details.)  

 
Fig. 7. The objective function for any candidate datum can 

be found simply by finding the angle θ and distance dc and 

using Eq. (4). 

 

Using Eq. (4) to compute the objective function means that the 

singular value decomposition only has to be computed once and 

its result can be applied to any given candidate datum plane. 

This makes for a much more efficient minimization algorithm. 

What is fascinating about Eq. (4) is that the first two terms 

are exactly the objective function used in a traditional least-

squares minimization while the last term is the objective 

function in an 𝐿1 fit. And we will see that the objective function 

indeed does manifest itself as having the properties of both, 

which is what is desired. 
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This can extend to 3D as well, since we showed that there 

is an extension of Simpson’s rule that applies to integration 

over a triangular region. For the 3D case, the objective function 

for any candidate plane P is given by the efficient formula: 

 

𝜎1
2𝑎2 + 𝜎2

2𝑏2 + 𝜎3
2𝑐2 + 𝐴𝑑𝑐

2,                       (5) 

 

where 𝑑𝑐 is the distance from the plane P to the centroid, 

𝜎1 , 𝜎2 and 𝜎3  are the singular values from the singular value 

decomposition (SVD, of the matrix M below), and (𝑎, 𝑏, 𝑐) is 

the unit normal to the candidate plane P expressed as the dot 

product of that normal with each of the three singular vectors. 

Applying Simpson’s rule for each of the N triangles, the 

4𝑁 × 3 matrix, M, that is used in the singular value 

decomposition is: 

𝑴 = √
1

12

[
 
 
 
 
 
 
 
 
 
 
 
 
 √𝐴1𝑥1A √𝐴1𝑦1A √𝐴1𝑧1A

√𝐴1𝑥1B √𝐴1𝑦1B √𝐴1𝑧1B

√𝐴1𝑥1C √𝐴1𝑦1C √𝐴1𝑧1C

3√𝐴1�̅�1 3√𝐴1�̅�1 3√𝐴1𝑧1̅

⋮ ⋮ ⋮

√𝐴𝑁𝑥𝑁A √𝐴𝑁𝑦𝑁A √𝐴𝑁𝑧𝑁A

√𝐴𝑁𝑥𝑁B √𝐴𝑁𝑦𝑁B √𝐴𝑁𝑧𝑁B

√𝐴𝑁𝑥𝑁C √𝐴𝑁𝑦𝑁C √𝐴𝑁𝑧𝑁C

3√𝐴𝑁�̅�𝑁 3√𝐴𝑁�̅�𝑁 3√𝐴𝑁𝑧�̅�]
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

(The construction of M is done with the data translated so the 

centroid is at the origin. This translation is not shown explicitly 

in the matrix due to lack of space. See Theorem 1 in the 

appendix for further details.)  

 

 

The notation used in showing 𝑴 (just above)  assumes the 

surface is comprised of N triangles Ti , each having area 𝐴𝑖 and 

vertices (xiA, yiA, ziA), (xiB, yiB, ziB), and (xiC, yiC, ziC), their 

average being (�̅�𝑖 , �̅�𝑖 , 𝑧�̅�) 

 

We can summarize the 3D constrained 𝐿2 algorithm as follows 

(the 2D case being similar):  

Given:  

1) Data points 𝒙1,  𝒙2,  𝒙3, ⋯ ,  𝒙𝑀, where each 𝒙𝑖 =

(𝑥𝑖 ,  𝑦𝑖 ,  𝑧𝑖 , ), and 

2) A direction, 𝒂∗ that indicates the direction into the 

material, 

then the datum plane is established using the following steps: 

 

1) Compute the convex hull of the data points and 

represent it by the union of a set of triangles. 

2) Select the N triangles (where N < M) that are exterior 

to the material (i.e., the triangles that comprise the 

lower convex envelope). This can be accomplished by 

computing the normal to each triangle (pointing into 

the hull) and comparing its direction to  𝒂∗. (The sign 

of the dot product can easily be used here). 

3) Compute the centroid, �̅�, of the convex surface of Step 

2. The centroid of each triangle can be trivially 

computed as the average of its vertices. The sum of 

these centroids when weighted by their relative areas 

is the centroid of the lower convex envelope. If the 𝑁 

triangles each has area 𝐴𝑖, then each relative weight is 

𝑤𝑖 = 𝐴𝑖 ∑ 𝐴𝑖
𝑁
𝑖=1 .⁄  

4) Construct the matrix M as defined above and compute 

its singular value decomposition to obtain the singular 

values 𝜎1 , 𝜎2 and 𝜎3 and their corresponding 

singular vectors. 

5) The objective function can now be used efficiently in a 

minimization algorithm to find the optimal plane that 

is constrained to lie on one side of the material. Given 

any candidate orientation, the candidate plane can be 

found easily by shifting it just to the outer edge of the 

material. The objective function of this candidate 

plane can be easily computed using Eq. (5). 

Before moving on to the next section that highlights why 

the algorithm is so appealing to the standards writers, we note 

that the only three nontrivial mathematical functions needed for 

implementation of this algorithm are (1) a convex hull function, 

(2) a singular value decomposition function, and (3) a 

minimization function. All three of these are well researched, 

documented, and available to the numerical community. In fact, 

the minimization algorithm (3) can be eliminated, as is 

explained in the code in the appendix, where an even more 

efficient solution is explained. 

 

5. THE APPEALING PROPERTIES OF THE 
CONSTRAINED L2 DATUM PLANE DEFINITION 

 

When we saw that the 𝐿2 constrained objective function in Eq. 

(4) was in fact a combination of 𝐿1 and traditional least-squares 

objective functions, we suspected that this datum plane 

definition might manifest itself as combining the advantageous 

properties of them both. This turns out to be the case. Figure 8 

shows two typical cases where, on the left, one would seek to 

balance the rocking condition, and on the right, one would seek 

for the datum plane to be stably flush with the edge of the 

datum feature. This is what the constrained 𝐿2 solution does 

automatically.  
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Fig. 8. Two typical cases of datum features with the 

associated constrained 𝐿2 datums shown. The balanced 

rocking case is on the left and the stable, flush case is on the 

right. 

 

For the rocker condition pictured on the left side of fig. 8, 

if the line segment on the right were made longer, the 

constrained 𝐿2 datum plane would roll to the right smoothly. 

For the stable case pictured on the right side of fig. 8, if the line 

segment on the right were made somewhat longer, the 𝐿2 

constrained datum plane would not move from its stable state. 

It would remain flush with the edge of the datum feature until 

the line segment on the right grew long enough to make a 

rocker condition, at which point the 𝐿2 constrained datum 

would smoothly begin to roll to the right to balance the rocker. 

In contrast, the shifted least-squares solution would 

achieve a flush mating with the datum feature (as pictured on 

the right of fig. 8) for only an instant. That is, as the line 

segment on the right began to be extended, there would only be 

one length that resulted in a flush mating. This contrast shows 

the fascinating feature of the constrained 𝐿2, which stays flush 

with the datum feature—even while the line segment extends—

until it reaches such a length that a rocking condition exists, 

like shown in fig. 9. 

 

 
 

Fig. 9. The line segment on the right is long enough for the 

constrained 𝐿2 datum to treat it as a rocking condition and 

separate from the flush contact it had in the right hand 

picture of fig. 8. 

 

6. CONCLUSIONS 
 

The constrained 𝐿2 datum definition for planes has the 

remarkable benefit of combining desired properties from both 

the constrained 𝐿1 definition and traditional least-squares 

definition, which each have their deficiencies by themselves. 

We have shown that the objective function in the constrained 𝐿2 

definition actually can be mathematically broken down to be 

seen (perhaps unexpectedly) as a combination of the objective 

functions of the constrained 𝐿1 and traditional least-squares. 

Furthermore, a careful application of Simpson’s rule and 

singular value decomposition (which is widely available) 

allows for the objective function to be evaluated efficiently and 

solved with popular optimization algorithms. 2D code in 

Matlab is provided in the appendix for the reader and has been 

evaluated in numerous test cases to be found appealing in its 

behavior and stable in its results. 
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APPENDIX: PROOF OF THE EFFICIENT OBJECTIVE 
FUNCTION FORMULAS 

Two theorems need to be proved in order to justify Eqs (4) 

and (5). They are closely related to the well-known principal 

axis theorem and parallel axis theorem. The 3D and 2D proofs 

are similar, and one can infer one straightforwardly from the 

other, so to minimize cumbersome notation, we show the 3D 

case. 

 

Theorem 1. Assume that we are given a set of data points 
{𝒙1,  𝒙2, ⋯ ,  𝒙𝑁}, where 𝒙𝑖 = (𝑥𝑖 ,  𝑦𝑖 ,  𝑧𝑖), and the 

corresponding positive weights: 𝑤1,  𝑤2, ⋯  𝑤𝑁, where all the 

weights are positive and where the centroid (i.e. the weighted 

centroid, 
∑ 𝑤𝑖𝒙𝑖

𝑁
𝑖=1

∑ 𝑤𝑖
𝑁
𝑖=1

) is expressed as 𝒙 = (�̅�, �̅�, 𝑧)̅. Then the sum 

of the squares of the distances from these points to a plane 

passing through the centroid is 𝜎1
2𝑎2 + 𝜎2

2𝑏2 + 𝜎3
2𝑐2, where 

𝜎1 , 𝜎2 and 𝜎3 are the singular values of  M (as defined below) 

and (𝑎, 𝑏, 𝑐) is the unit normal to the plane expressed in terms 

of the eigenvectors of M. 

  

Proof: For a plane passing through the centroid, having 

unit normal 𝒏 = (𝑛1, 𝑛3, 𝑛3), define the sum-of-squares of the 

distances as 

 

𝐹(𝒏) = ∑ 𝑤𝑖𝑑𝑖
2

𝑁

𝑖=1
= ∑ 𝑤𝑖[𝒏 ∙ (𝒙𝑖 − 𝒙)]2

𝑁

𝑖=1
. 

 

Let 𝐺(𝒏) = 0 be the constraint that n be a unit vector (where 

𝐺(𝒏) = |𝒏|2 − 1). Using the method of Lagrange multipliers, 

we know that the critical points of 𝐹(𝒏) subject to the 

constraint that 𝐺(𝒂) = 0 occurs when ∇𝐹 = 𝜆∇𝐺. In this case 

we have,  

∇𝐹 =

[
 
 
 
 
 
 
𝜕𝐹

𝜕𝑛1

𝜕𝐹

𝜕𝑛2

𝜕𝐹

𝜕𝑛3]
 
 
 
 
 
 

 , 

 

which, when expanded becomes: 

2

[
 
 
 
 
 
 ∑ 𝑤𝑖[𝒏 ∙ (𝒙𝑖 − 𝒙)](𝑥𝑖 − �̅�)

𝑁

𝑖=1

∑ 𝑤𝑖[𝒏 ∙ (𝒙𝑖 − 𝒙)](𝑦𝑖 − �̅�)
𝑁

𝑖=1

∑ 𝑤𝑖[𝒏 ∙ (𝒙𝑖 − 𝒙)](𝑧𝑖 − 𝑧̅)
𝑁

𝑖=1 ]
 
 
 
 
 
 

, 

 

which can be rewritten as 

 

2 [

𝑤𝑖(𝑥𝑖 − �̅�)2 𝑤𝑖(𝑥𝑖 − �̅�)(𝑦𝑖 − �̅�) 𝑤𝑖(𝑥𝑖 − �̅�)(𝑧𝑖 − 𝑧̅)

𝑤𝑖(𝑥𝑖 − �̅�)(𝑦𝑖 − �̅�) 𝑤𝑖(𝑦𝑖 − �̅�)2 𝑤𝑖(𝑦𝑖 − �̅�)(𝑧𝑖 − 𝑧̅)

𝑤𝑖(𝑥𝑖 − �̅�)(𝑧𝑖 − 𝑧̅) 𝑤𝑖(𝑦𝑖 − �̅�)(𝑧𝑖 − 𝑧̅) 𝑤𝑖(𝑧𝑖 − 𝑧̅)2

] [

𝑛1

𝑛2

𝑛3

], 

 

where each entry in the 3 × 3 matrix is understood as being 

summed from 1 to N. However, the 3 × 3 shown can be written 

as 𝑴𝑇𝑴 where 𝑴 is defined as the 𝑁 × 3 matrix  

 

𝑴 =

[
 
 
 
 √𝑤1(𝑥1 − �̅�)

√𝑤2(𝑥2 − �̅�)

√𝑤1(𝑦1
− �̅�)

√𝑤2(𝑦2
− �̅�)

√𝑤1(𝑧1 − �̅�)

√𝑤2(𝑧2 − �̅�)

⋮

√𝑤𝑁(𝑥𝑁 − �̅�)

⋮

√𝑤𝑁(𝑦
𝑁

− �̅�)

⋮

√𝑤𝑁(𝑧𝑁 − �̅�)]
 
 
 
 

. 

 

We also have ∇𝐺 = 2𝒏 making ∇𝐹 = 𝜆∇𝐺 become a 3 × 3 

eigen-problem given by 

 

𝑴𝑇𝑴[

𝑛1

𝑛2

𝑛3

] = 𝜆 [

𝑛1

𝑛2

𝑛3

]. 

 

These three equations can be written: 

 

∑ 𝑤𝑖(𝑥𝑖 − �̅�)[𝒏 ∙ (𝒙𝑖 − 𝒙)]
𝑁

𝑖=1
= 𝜆𝑛1 

∑ 𝑤𝑖(𝑦𝑖 − �̅�)[𝒏 ∙ (𝒚𝑖 − �̅�)]
𝑁

𝑖=1
= 𝜆𝑛2 

∑ 𝑤𝑖(𝑧𝑖 − 𝑧̅)[𝒏 ∙ (𝒛𝑖 − �̅�)]
𝑁

𝑖=1
= 𝜆𝑛3 

 

Multiplying these equations by 𝑛1, 𝑛2, and 𝑛3 respectively, 

then summing the equations gives 

 

∑ 𝑤𝑖[𝒏 ∙ (𝒙𝑖 − 𝒙𝑨)]2𝑁
𝑖=1 = 𝜆|𝒏|𝟐 = 𝜆                 (6) 

 

But the sum on the left is just the objective function, 𝐹(𝒂), 

hence the sum of squares of the distances to a plane passing 

through the centroid (when the plane’s normal is an eigenvector 

of 𝑴𝑇𝑴) is equal to the eigenvalue (𝜆) corresponding to that 

eigenvector. We note 𝑴𝑇𝑴 is a real, symmetric matrix and thus 

its eigenvectors are orthogonal (and can be assumed to 

orthonormal by simple scaling). 

Now consider the more general case of any plane P passing 

through the centroid (not necessarily having its normal as one 

of the eigenvectors) whose unit normal is 𝒂 = (𝑎, 𝑏, 𝑐) when 

expressed in terms of the orthonormal eigenvectors of 𝑴𝑇𝑴. 
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(The eigenvectors are being used as a basis to express the 

normal to the plane.) The Pythagorean Theorem can be used to 

show the square of the orthogonal distance from each point to 

the plane is equal to the sum of the squares of the distances 

from the point to the three orthogonal planes formed by the 

eigenvectors. (Figure 10 shows a 2D depiction).  

 

 
Fig. 10.  The distance from a point to a plane is decomposed 

into separate distances to the orthogonal planes formed as 

normal to the eigenvectors. 

 

Therefore, the sum of the squares of the distances from the 

points to P can be grouped by distances to each orthogonal 

plane and then the sum of the squares for each group can be 

replaced by the eigenvalue associated with its plane as we 

showed. Thus if the eigenvalues are labeled 𝜆1,  𝜆2, and 𝜆3, then 

the sum of the squares of the orthogonal distances to the plane 

P is simply 

 

𝑎2𝜆1 + 𝑏2𝜆2 + 𝑐2𝜆3. 
 

Because the singular vectors from the singular value 

decomposition of M are the same as the eigenvectors of 𝑴𝑇𝑴 

[14], and since the singular values of 𝑴 are the square root of 

the singular values of 𝑴𝑇𝑴 [14], we have that the sum of the 

squares of the distances can be restated as  

 

𝑎2𝜎1
2 + 𝑏2𝜎2

2 + 𝑐2𝜎3
2.                               █ 

 

Theorem 1 is related to the principal axis theorem. The 

following theorem, related to the parallel axis theorem, states 

that when a plane is translated away from passing through the 

centroid, the increase to the sum-of-squares of the distances 

increases by an easily computed amount, namely the square of 

the distance moved times the sum of the weights. In our 

application, the sum of the weights is the total area (in 3D) or 

the total length (in 2D). 

 

 Theorem 2. Assume that we are given a set of data points 
{𝒙1,  𝒙2, ⋯ ,  𝒙𝑁}, where 𝒙𝑖 = (𝑥𝑖 ,  𝑦𝑖 ,  𝑧𝑖), and the 

corresponding positive weights: 𝑤1,  𝑤2, ⋯  𝑤𝑁, where all the 

weights are positive and where the centroid (i.e. the weighted 

centroid, 
∑ 𝑤𝑖𝒙𝑖

𝑁
𝑖=1

∑ 𝑤𝑖
𝑁
𝑖=1

) is expressed as 𝒙 = (�̅�, �̅�, 𝑧)̅. Assume also 

that 𝛼 represents the sum of squares of the distances from that 

plane to a plane P passing through the centroid. If P* is 

parallel to P but separated from by a distance 𝑑𝑐, then the sum 

of squares of the distances from the points to P* is 𝛼 +
𝑑𝑐

2 ∑ 𝑤𝑖
𝑁
𝑖=1 . 

 

Proof: Given that 𝛼 = ∑ 𝑤𝑖𝑑𝑖
2𝑁

𝑖=1 , we seek to find 

∑ 𝑤𝑖(𝑑𝑖 + 𝑑𝑐)
2𝑁

𝑖=1 . Expanding the square yields  

∑ 𝑤𝑖𝑑𝑖
2

𝑁

𝑖=1
+ 𝑑𝑐

2 ∑ 𝑤𝑖

𝑁

𝑖=1
+ 2𝑑𝑐 ∑ 𝑤𝑖𝑑𝑖

𝑁

𝑖=1
. 

But the first term is just 𝛼 and the last term is zero. The last 

term must be zero, since 

∑ 𝑤𝑖𝑑𝑖

𝑁

𝑖=1
= ∑ 𝑤𝑖[𝒏 ∙ (𝒙𝑖 − 𝒙)]

𝑁

𝑖=1
= 

𝒏 ∙ [∑ 𝑤𝑖

𝑁

𝑖=1
𝒙𝑖 − 𝒙∑ 𝑤𝑖

𝑁

𝑖=1
], 

And substituting 
∑ 𝑤𝑖𝒙𝑖

𝑁
𝑖=1

∑ 𝑤𝑖
𝑁
𝑖=1

 for 𝒙 causes the bracketed term to 

vanish. Thus the shift by 𝑑𝑐 caused the sum of squares to 

become 

𝛼 + 𝑑𝑐
2 ∑ 𝑤𝑖

𝑁
𝑖=1                                       █ 

 

In our application of this theorem, the weights are the areas 

of the triangles (or the the lengths of the line segments in 2D) 

so the sum of the weights is the total area A (or total length L in 

2D). The shift of a plane by an amount 𝑑𝑐 as shown in fig. 7 

results in an addition to the sum-of-squares of A𝑑𝑐
2 in 3D or 

L𝑑𝑐
2 in 2D. 

 

 

APPENDIX: 2D CODE IN MATLAB 
The algorithm documented in this paper showed how the 

objective function could be efficiently expressed and used in a 

minimization algorithm. However, the (2D) code below 

employs an even faster method. Specifically, Eq. (4) is used to 

find the line coincident with a line segment of the convex 

surface that minimizes the objective function. Then both 

endpoints of that line segment are evaluated to see if balancing 

a rocker condition on either vertex improves the objective 

function. These tests on the two endpoints are achieved using 

two other calculations of the singular value decomposition. 

While the details of this are not gone into in this paper, it has 

been tested in over 250,000 test cases with simulated data sets 

to ensure the exact equivalence. Thus the faster algorithm is 

given here. 

Though 3D code is not included here, Eq. (5) can be used 

to find the triangle that minimizes the objective functions. Then 

similar tests could be used to check the vertices and edges of 

that triangle to see if balancing a rocker condition (on an edge 

or point) improves the sum-of-squares.  

 
function [point, direction] = L2C2Dline(originalpts, 

refdir) 

% L2C2Dline returns the line that minimizes the sum- 

% of-squares of distances between the line and the  

% lower convex envelope of a set of points ("lower"  

% as determined by refdir) and such that the line is 

% constrained to lie on the lower side of the convex  

% envelope. The function can be used, for example, as 

% [point, direction] = L2C2Dline(originalpts, refdir)  
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% 

%  The function returns [point, direction] where  

% "point" is a point on the line and "direction" is a  

% unit vector giving the direction of the line.  

% "orignalpts" is an N X 2 matrix of points: [x1  

% y1;x2 y2;...;xN yN] and "refdir" is a direction [x  

% y] (not = {0, 0}) that points into the material.  

% "refdir" allows the algorithm to know on which side  

% of the points the line must lie. Generally, refdir  

% does not need to be known very accurately. The  

% number of points, N, must be at least two. 

%    

% Check for the two point case: 

% 

if (size(originalpts,1) == 2) 

    point = sum(originalpts)/size(originalpts,1); 

    direction = originalpts(2,:)-originalpts(1,:); 

    direction = direction/norm(direction); 

    if ([refdir(2) -refdir(1)]*[direction]' < 0) 

        direction = -direction; 

    end 

    else 

 

% 

% Translate and rotate the original data set, so that  

% the points are close to the origin and so that  

% refdir points in the direction of the +y-axis. 

% 

translation = sum(originalpts)/size(originalpts,1); 

pts = bsxfun(@minus,originalpts,translation); 

dir = refdir/norm(refdir); 

pts = pts*[dir(2) dir(1);-dir(1) dir(2)]; 

% 

% Now that the point lie somewhat along the x-axis,  

% sort them according to increasing x-values 

% 

[~,indices]=sort(pts(:,1)); 

pts = pts(indices,:); 

 

indices = convhull(pts(:,1),pts(:,2)); 

pts = pts(indices,:); 

 

midpts = (pts(2:end,:) + pts(1:end-1,:))/2; 

vectors = pts(2:end,:) - pts(1:end-1,:); 

pts = pts(1:end-1,:); 

normals = [-vectors(:,2) vectors(:,1)]; 

indices = normals(:,2) > 0; 

pts = pts(indices,:); 

midpts = midpts(indices,:); 

vectors = vectors(indices,:); 

normals = normals(indices,:); 

pts = [pts;pts(end,:)+vectors(end,:)]; 

% 

% Now "pts" contains only the vertices of the lower 

% convex envelope. We now compute a single Singular  

% Value Decomposition that can be used to obtain the  

% objective function values for all the lines  

% containing edges of the lower convex envelope. 

% 

normals = bsxfun(@rdivide,normals,rssq(normals,2)); 

lengths = rssq(vectors,2); 

L = sum(lengths); 

centroid = lengths'*midpts/L; 

 

weights = ([lengths;0] + [0;lengths])/6; 

shiftedpts = bsxfun(@minus,pts,centroid); 

weightedpts = 

bsxfun(@times,shiftedpts,sqrt(weights)); 

shiftedmidpts = bsxfun(@minus,midpts,centroid); 

weightedmidpts = 

bsxfun(@times,shiftedmidpts,sqrt((2/3)*lengths)); 

allweightedpts = [weightedpts; weightedmidpts]; 

 

[~,S,V] = svd(allweightedpts,0); 

ssq1 = S(2,2)^2; 

ssq2 = S(1,1)^2; 

direction = V(:,1)'; 

if direction(1) < 0 

    direction = -direction; 

end 

 

angleSVD = atan2(direction(2),direction(1)); 

angles = atan2(vectors(:,2),vectors(:,1)); 

anglediffs = angles - angleSVD; 

objfunangle = ssq1*(cos(anglediffs)).^2  + 

ssq2*(sin(anglediffs)).^2; 

ds = dot(normals',-shiftedmidpts')'; 

objfunedges = objfunangle + L*ds.^2; 

 

[bestobjvalue,minedgeindex] = min(objfunedges); 

bestdirection = 

[cos(angles(minedgeindex)),sin(angles(minedgeindex))]

; 

bestpoint = midpts(minedgeindex,:); 

% 

% Now that the best edge has been found, we look at  

% the endpoints of that edge to see if a line  

% (external to the material) passing through either 

% endoint gives a better objective function. This  

% will involve one Singular Value Decomposition for  

% each of the two endpoints. 

% 

for ii = minedgeindex:minedgeindex+1 

    pt = pts(ii,:); 

    shiftedpts = bsxfun(@minus,pts,pt); 

    weightedpts = 

(bsxfun(@times,shiftedpts,sqrt(weights))); 

    shiftedpts = bsxfun(@minus,midpts,pt); 

    weightedmidpts = 

bsxfun(@times,shiftedpts,sqrt((2/3)*lengths)); 

    allweightedpts = [weightedpts; weightedmidpts]; 

     

    [~,S,V] = svd(allweightedpts,0); 

    direction = V(:,1)'; 

    if direction(1) < 0 

        direction = -direction; 

    end 

     

    normal = [-direction(2) direction(1)]; 

    shiftedpts=(bsxfun(@minus,pts,pt)); 

    dists = (normal*shiftedpts')'; 

    [~,minindex]=min(dists); 

     

    if (minindex == ii && S(2,2)^2 < bestobjvalue) 

        bestobjvalue = S(2,2)^2; 

        bestdirection = direction; 

        bestpoint = pt; 

    end 

end 

point = translation + bestpoint*[dir(2) -

dir(1);dir(1) dir(2)]; 

direction = bestdirection*[dir(2) -dir(1);dir(1) 

dir(2)]; 

end 

end 
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Abstract 

First, we present an efficient algorithm for establishing planar datums that is based on a constrained minimization search based on the L2 norm 

after forming a convex surface from sampled points. Visualized by Gauss maps, we prove that the problem reduces to a minimization search 

where the global minimum is localized about the minimizing facet. Second, we highlight advantages of this planar datum, including the major 

advantage that the datum planes have full mechanical contact with the datum features in stable cases yet are automatically balanced for rocking 

conditions. These advantages make this definition appealing for standardization. 
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1. Introduction 

In the world of Geometric Dimensioning and Tolerancing 

(GD&T), datums are used extensively to locate and orient 

tolerance zones [1-7]. Datum planes in particular are common 

and are established by mating planes to imperfect datum 

features on parts during inspection [3] (see Fig. 1). Distances 

and orientations on drawings and three-dimensional models are 

established from these datum planes, relative to which tolerance 

zones are located and oriented. Additional details of the 

importance and prevalence of datum planes in specifications are 

given in [8] and will not be revisited in this paper.  

 

 

Fig. 1. Deriving a datum plane from a datum feature. 

 

Given that datum planes are ubiquitous, it might be 

surprising that—short of standardization—there are several 

different yet reasonable approaches by which a datum plane can 

be established from a datum feature [9]. Furthermore, the 

International Organization for Standardization (ISO) and the 

American Society for Mechanical Engineering (ASME) are 

actively working to establish default datum plane definitions.  

In [10] we introduced a definition for a planar datum that 

naturally combines a correspondence to physical, surface plate 

mating (i.e., “high points”) but with automatic balancing in the 

case of unstable, rocking conditions. The datum plane 

definition is based on a constrained total least-squares criterion 

(abbreviated here as L2C), which is explored in this paper. This 

should not be confused with an unconstrained total least-

squares fit that is shifted out of the material. 

Given a set of points sampled on a datum feature, the two 

major steps in establishing the L2C datum plane are as follows: 

1) Compute the “lower” convex envelope of those points. 

This is the portion of the convex hull that lies on the 

nonmaterial side of the datum feature. In 3D, this 

convex envelope consists of a union of non-overlapping 

triangles, while in 2D it is a union of line segments 

creating a piecewise linear curve. 

2) Find the plane, constrained to lie on the nonmaterial side 

of the computed convex surface that minimizes the 

integral of squared distances from that surface, 

namely∫ 𝑑2(𝒑, 𝑃)𝑑𝑠
 

𝑆
, where S is the convex surface and 

d is the distance from a point p on the surface to the 

SP-862

Shakarji, Craig; Srinivasan, Vijay. "Theory and algorithm for planar datum establishment using constrained total least-squares." Paper presented at the CIRP Conference on Computer Aided Tolerancing - CAT, Gothenburg, Sweden, May 18-May 20, 2016.

Shakarji, Craig; Srinivasan, Vijay. 
“Theory and algorithm for planar datum establishment using constrained total least-squares.” 

Paper presented at the CIRP Conference on Computer Aided Tolerancing - CAT, Gothenburg, Sweden, May 18-May 20, 2016.

http://www.sciencedirect.com/science/journal/22128271


2 Craig M. Shakarji/ Procedia CIRP 00 (2016) 000–000 

plane, P. If P contains x and has normal a, then 𝑑 = 𝒂 ∙
(𝒑 − 𝒙).  

Concentrating on the second step, we find the need to 

integrate over a set of triangles (or line segments in 2D). For 

each triangle (or line segment) this integral can be replaced by 

the Simpson’s rule approximation (see Fig. 2)  [11] (which we 

will see is actually exact in our case). 

 

 
Fig. 2. The locations and weights for function evaluations for numerical 

integration using Simpson’s rule over an interval and triangle. 

 

Simpson’s rule for integrating over an interval (or triangle 

for the 3D case) depends only on the weighted values of the 

function at the endpoints (or vertices in 3D) and at the centroid. 

Over an interval, Simpson’s rule is given by: 

∫ 𝑓(𝑥)𝑑𝑥 ≈
𝑏

𝑎

(𝑏 − 𝑎) (
1

6
𝑓(𝑎) +

2

3
𝑓 (

𝑎 + 𝑏

2
) +

1

6
𝑓(𝑏)), 

and for integrating over a triangle, 𝑇, as shown in Fig. 2,  

∫ 𝑓(𝒔)𝑑𝑇 ≈
𝑇

 

Area(𝑇) (
1

12
𝑓(𝑎) +

1

12
𝑓(𝑏) +

1

12
𝑓(𝑐) +

3

4
𝑓 (

𝑎 + 𝑏 + 𝑐

3
)). 

Because Simpson’s rule [11] is exact for functions of degree 

2 (our case), we note that in the two formulas just above, these 

are exact calculations of the integrals and not mere 

approximations. The framing of this problem as a weighted 

sum-of-squares now allows us to solve the objective function 

as a singular value decomposition (SVD) problem. See [12] for 

a general treatment of using the SVD as a method for 

minimizing the total least-squares problem, and [13] for an 

application of it applied to planar fitting with weighted points 

(essential to be physically correct), which is our case here. 

For the 3D case, let a S be a lower convex surface be made 

up of N triangles, T1, T2, …,TN, where Ti has vertices 

(xiA, yiA, ziA), (xiB, yiB, ziB), and (xiC, yiC, ziC) and where each 

triangle has centroid (�̅�𝑖 , �̅�𝑖 , 𝑧�̅�) and area 𝐴𝑖. If P is a candidate 

plane and, for each triangle, 𝑑𝑖𝐴,  𝑑𝑖𝐵 ,  𝑑𝑖𝐶  are the distances 

between P and the vertices and  �̅�𝑖  is the distance from P to the 

triangle’s centroid. Then, the L2C objective function to be 

minimized is: 

∑ 𝐴𝑖 (
𝑑𝑖𝐴

2

12
+

𝑑𝑖𝐵
2

12
+

𝑑𝑖𝐶
2

12
+

3�̅�𝑖
2

4
)𝑁

𝑖=1 .                    (1) 

For the 2D case, where the convex surface is comprised of 

𝑁 − 1 line segments, each having length Li , endpoints (xi, yi), 

and (xi+1, yi+1),  𝑑𝑖 being the distance from P to (xi, yi),  and  �̅�𝑖  

is the distance from P to the line segment’s midpoint, we then 

have the objective function being  

∑ 𝐿𝑖 (
𝑑𝑖

2

6
+

𝑑𝑖+1
2

6
+

2�̅�𝑖
2

3
)𝑁−1

𝑖=1 .                      (2) 

In [10] we proved that the (2D) objective function for any 

candidate plane P is given by the elegant, efficient formula:  

 

𝜎1
2Cos2𝜃 + 𝜎2

2Sin2𝜃 + 𝐿𝑑𝑐
2,                    (3a) 

or equivalently 

𝜎1
2𝑎2 + 𝜎2

2𝑏2 + 𝐿𝑑𝑐
2,                           (3b) 

                       

where (see Fig. 3) 𝑑𝑐 is the distance from the plane P to the 

centroid, 𝜎1 and 𝜎2  are the singular values from the SVD of the 

matrix M below, and 𝜃 represents the angle P makes with the 

singular vector corresponding to the smallest singular value, 

𝜎1 . Eqs. (3a) and (3b) are equivalent, where (𝑎, 𝑏) =
(Cos𝜃, Sin𝜃) is the unit normal to the candidate plane when 

expressed as the dot product of that normal with each of the two 

singular vectors (e.g., 𝑎 is the dot product of the unit normal to 

the plane with the first singular vector). The 3𝑁 × 2 matrix, M, 

that is used in the SVD comes from the elements the Simpson’s 

rule approximation (see [10] for more detail), repeated for each 

of the N line segments: 

𝑴 = √
1

6

[
 
 
 
 
 
 
 
 
 
 √𝐿1(𝑥1) √𝐿1(𝑦1)

2√𝐿1 (
𝑥1 + 𝑥2

2
) 2√𝐿1 (

𝑦1 + 𝑦2

2
)

√𝐿1(𝑥2)

⋮

√𝐿𝑁(𝑥𝑁)

2√𝐿𝑁 (
𝑥𝑁 + 𝑥𝑁+1

2
)

√𝐿𝑁(𝑥𝑁+1)

√𝐿1(𝑦2)

⋮

√𝐿𝑁(𝑦𝑁)

2√𝐿𝑁 (
𝑦𝑁 + 𝑦𝑁+1

2
)

√𝐿𝑁(𝑥𝑁+1) ]
 
 
 
 
 
 
 
 
 
 

 

(The construction of M is done with the data translated so the 

centroid is at the origin. This translation is not shown explicitly 

in the matrix for reasons of space.)  

 
Fig. 3. The objective function for any candidate datum can be found 

simply by knowing the angle θ and distance dc and using Eq. (3). 

 

Using Eq. (3) to compute the objective function means that 

the SVD has to be computed only once, and its result can be 

applied to any given candidate datum plane. This makes for a 

much more efficient minimization algorithm. 

What is fascinating about Eq. (3) is that the two terms on the 

left are exactly the objective function used in a traditional least-

squares minimization while the term on the right is the objective 

function in a constrained 𝐿1 fit [14, 15]. We will see that the 

objective function indeed does manifest itself as having the 

balancing property of the unconstrained least-squares and the 

full mechanical contact of the constrained 𝐿1 definition, which 

is what is desired. 

This can extend to 3D as well, since we showed that there is 

an extension of Simpson’s rule that applies to integration over 

a triangular region. For the 3D case, the objective function for 

any candidate plane P is given by the efficient formula: 
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𝜎1
2𝑎2 + 𝜎2

2𝑏2 + 𝜎3
2𝑐2 + 𝐴𝑑𝑐

2,                       (4) 

where 𝑑𝑐 is the distance from the plane P to the centroid, 𝜎1 ,
𝜎2 and 𝜎3  are the singular values from the SVD of the matrix 

M below, and (𝑎, 𝑏, 𝑐) is the unit normal to the candidate plane 

P when expressed as the dot product of that normal with each 

of the three singular vectors (e.g., 𝑎 is the dot product of the 

unit normal to the plane with the first singular vector). Applying 

Simpson’s rule for each of the N triangles, the 4𝑁 × 3 matrix 

M that is used in the SVD is: 

𝑴 = √
1

12

[
 
 
 
 
 
 
 
 
 
 
 
 
 √𝐴1𝑥1A √𝐴1𝑦1A √𝐴1𝑧1A

√𝐴1𝑥1B √𝐴1𝑦1B √𝐴1𝑧1B

√𝐴1𝑥1C √𝐴1𝑦1C √𝐴1𝑧1C

3√𝐴1�̅�1 3√𝐴1�̅�1 3√𝐴1𝑧1̅

⋮ ⋮ ⋮

√𝐴𝑁𝑥𝑁A √𝐴𝑁𝑦𝑁A √𝐴𝑁𝑧𝑁A

√𝐴𝑁𝑥𝑁B √𝐴𝑁𝑦𝑁B √𝐴𝑁𝑧𝑁B

√𝐴𝑁𝑥𝑁C √𝐴𝑁𝑦𝑁C √𝐴𝑁𝑧𝑁C

3√𝐴𝑁�̅�𝑁 3√𝐴𝑁�̅�𝑁 3√𝐴𝑁𝑧�̅�]
 
 
 
 
 
 
 
 
 
 
 
 
 

 

(The construction of M is done with the data translated so 

the centroid is at the origin. This translation is not shown 

explicitly in the matrix for reasons of space.)  

The notation used in showing 𝑴 (just above) assumes the 

surface is comprised of N triangles Ti , each having area 𝐴𝑖 and 

vertices (xiA, yiA, ziA), (xiB, yiB, ziB), and (xiC, yiC, ziC), their 

average being (�̅�𝑖 , �̅�𝑖 , 𝑧�̅�). 

We can summarize the 3D constrained 𝐿2  algorithm as 

follows (the 2D case being similar): Given data points 

𝒙1,  𝒙2,  𝒙3, ⋯ ,  𝒙𝑀 , where each 𝒙𝑖 = (𝑥𝑖 ,  𝑦𝑖 ,  𝑧𝑖 , ) , and a 

direction that indicates the direction into the material, then the 

datum plane is established using the following steps: 

1) Compute the convex hull of the data points and 

represent it by the union of a set of triangles. 

2) Select the N triangles (where N < M) that are exterior 

to the material. 

3) Compute the centroid, 𝒙, of the convex surface of 

Step 2.  

4) Construct the matrix M as defined above and 

compute its SVD to obtain the singular values 𝜎1 ,

𝜎2 , and 𝜎3 and their corresponding singular vectors. 

5) The objective function can now be constructed by Eq 

(4) and used to find the optimal plane. 

2. Gauss maps and convexity 

The procedure to accomplish the optimization in Step 5 (just 

above) is not obvious. This section will use Gauss maps to 

describe the nature of the objective function, which will drive 

our choice of method to search for the optimal plane. In 2D, the 

search is for the optimal line with only one degree of freedom, 

namely the angle of the line (Fig. 4).  

Thus we can envision a candidate datum line rolling (with 

increasing angle, as pictured in Fig. 4) from the left to the right, 

contacting different points and edges along the piecewise-

linear curve. We note that the “rolling candidate line” will 

contact each vertex of the curve for some finite time, and 

coincide with each edge for only an instant before the point of 

contact shifts to the next vertex. This can be viewed as a Gauss 

map as in Fig. 5. 

  

Fig. 4. A candidate datum is defined by its angle alone. Its location is 

automatically determined to just contact the curve. 

 

 

 

 

 

 

 

Fig. 5. (a) a rolling candidate line; (b) a 2D Gauss map showing a 

(dashed) example of a composite elliptical shape. 

  

In this view, one can see that an edge on the curve 

corresponds to a point on the circle (Gauss map) and a vertex 

on the curve corresponds to an arc on the circle. 

The objective function, when superimposed on the Gauss 

map, would be a composite elliptical shape. That is, the image 

of each arc on the circle would correspond to a part of an 

ellipse. (Note: the dashed curves in Fig. 5(b) show an example 

of a composite elliptical shape. It is not meant to correspond to 

the exact composite elliptical shape arising from the fig 5(a) to 

its left) 

In 3D, there are two angular degrees of freedom in the 

optimization search. This can be visualized on a Gauss map 

using a sphere. The set of triangles that makeup the convex 

surface includes faces, edges, and vertices. The 

correspondences to the Gauss map are: triangular faces on the 

convex surface correspond to points on the sphere, edges on the 

convex surface correspond to edges on the sphere, and vertices 

on the convex surface correspond to (somewhat triangular) 

patches on the sphere. The objective function superimposed on 

the Gauss map forms a composite ellipsoidal shape, the 3D 

equivalent of the 2D case. 

Realizing that the objective function has such a composite 

ellipsoidal/elliptical shape paves the way for the means to prove 

that the objective function is convex, a fact that is extremely 

helpful in creating an algorithm to efficiently find the global 

minimum. 

3. The objective function is convex over the relevant 

search region. 

We now give an outline of the proof that the objective 

function is convex with respect to any reasonable range of 

candidate orientations. Here, convexity is not a mere detail of 

technical interest but one we identify as a key accomplishment 
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of this paper. Assurance of convexity is powerful, in that it 

allows for a much faster (and, in our case, non-iterative) 

solution to find the datum plane. Convexity of the objective 

function is not obvious, since the term 𝐿𝑑𝑐
2 that appears on the 

right of Eq (3) is not convex with respect to 𝜃 . Here we 

understand the objective function to be dependent solely on the 

candidate plane’s orientation—its location is understood to be 

always just-contacting the convex surface. 

We will first consider the 2D case, along with the 

assumption that the datum feature, and the discrete points 

arising from it, are approximately planar. (And thus the convex 

surface arising from the points is approximately planar.) This 

assumption is reasonable, since planar datums are nominally 

planes that typically have form deviations that are orders of 

magnitude smaller than their size. Even if the form deviation 

were, say, 10 % or 20 % of the extent of the planar patch (which 

would be an extremely large relative form error) the proof still 

holds, which is outlined in the following two steps. 

Step 1: For each fixed vertex of the convex surface, the 

objective function (which is solely a function of the orientation, 

𝜃) is convex over each interval of 𝜃 that represents the rolling 

of the contacting plane about that vertex.  

One way to see this is that we know the Gauss map of the 

objective function over the circular arc is an ellipse. This is 

shown in [16], which states that any linear transformation 

applied to the unit circle yields an image that is an ellipse. The 

size, shape, and orientation of the ellipse can be seen by the 

observing the SVD of the linear transformation matrix. Since 

the surface is nominally planar, the shape of the ellipse is 

predictably oriented and elongated similar to that as shown in 

Fig. 6. (Typically the elongation will be much more extreme 

than that shown.) Since the curvature of the ellipse between 

between 𝜃1 and 𝜃2 is sufficiently small, it is clear that a plot of 

the radial value of the ellipse between 𝜃1 and 𝜃2 is convex, as 

depicted in Fig. 6. The objective function is the square of the 

function shown in Fig. 7, but we note that the square of any 

nonnegative, convex function is also convex.  

 

Fig. 6. A unit circle with its elliptical image. 

 

Fig. 7. The polar plot from 𝜃1 to 𝜃2 from Fig. 6 when expressed as a function 

of 𝜃 in a Cartesian graph. 

We note that 𝜃1  and 𝜃2  would be limited, if needed, to 

conform to a reasonable range of candidate orientations. 

Another way of demonstrating Step 1 is to observe that the 

objective function for a plane passing through a fixed vertex is 

𝜎1
2Cos2�̂� + 𝜎2

2Sin2𝜃,                            (5)                         

where 𝜎1 and 𝜎2  are the singular values from the SVD of the 

matrix �̂� (which is 𝑴 defined above, but with the data points 

shifted so that the vertex under consideration is the origin). �̂� 

represents the angle P makes with the singular vector 

corresponding to the smallest singular value, 𝜎1 , which is also 

the direction of the least-squares line constrained to pass 

through the vertex (Fig. 8). Since the second derivative of the 

function is a constant times  Cos(2�̂�), and since a function is 

convex over the region that its second derivative is nonnegative, 

this function is convex for all angles, �̂� , between −45°  and 

+45°. This requirement is easily met under our assumption that 

the surface be somewhat planar.  

 

Fig. 8 The dashed line is the unconstrained least-squares fit to the piecewise 

linear curve, which is the basis from which the angle is measured for Eq. (5). 

We note that it is indeed true that for the ends of the convex 

surface, a steep edge can exist, but we are only seeking to show 

the objective function is convex in the reasonable search range 

of values of 𝜃, which excludes those extreme angles. 

Step 2: The convexity from one piece of the graph to the 

next is preserved. Outline of proof of Step 2: The issue to be 

proven here is illustrated in Fig. 9. Depending on how the two 

functions come together determines whether convexity is 

preserved or broken. 

 

Fig. 9. (a) two convex functions over adjacent intervals result in a single 

convex function over the entire interval; (b) two convex functions over 

adjacent intervals result in a single nonconvex function over the interval. 

Convexity can be proved by showing the first derivative is 

nondecreasing. Therefore we can prove that any two adjacent 

parts of the objective function come together in a manner like 

Fig. 9(a) rather than Fig 9(b) by comparing the derivative from 

the left with the derivative from the right. The derivative on the 

left equals the derivative on the right when observing the first 

two terms (on the left) in Eq (3a). However the third term (on 

the right) is different, since the vertex about which the 

candidate line rotates changes. 

Three cases exist: In Case 1, as 𝜃 increases such that the 

candidate datum plane (line in 2D) rotates about vertex A, 

approaching the line segment, 𝑑𝑐 (the distance to the centroid) 

is decreasing, see Fig. 10(a). Once 𝜃  increases past the line 

segment so that it is contacting and rotating about vertex B, 𝑑𝑐 

is increasing. Hence the derivative of the objective function is 

increasing through the transition from one piece to the next. 

In Case 2, as 𝜃  increases such that the candidate datum 

plane (line in 2D) rotates about vertex A, approaching the line 

segment, 𝑑𝑐  is decreasing, see Fig. 10(b). Once 𝜃  increases 

past the line segment so that it is contacting and rotating about 
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vertex B, 𝑑𝑐 is still decreasing but at a slower rate (seen by the 

lower “leverage” due to a closer fulcrum). Hence the derivative 

of the objective function is increasing through the transition 

from one piece to the next.  

 

 

Fig. 10. As the point of contact shifts from A to B, (a) the distance to the 

centroid is decreasing then increasing, (b) the distance to the centroid is 

decreases more slowly (with respect to the angle). 

Case 3 (not pictured, but somewhat like a mirror image of 

Fig. 11) is like case 2, but 𝑑𝑐 is increasing in both cases, but 

increases at a faster rate after the transition from vertex A to 

vertex B. 

While the 3D case is certainly more complicated and is not 

put in writing in this paper, there is nothing fundamentally 

different in extending Steps 1 and 2 to demonstrate convexity 

in that case as well with appropriate changes (e.g., 2D ellipses 

become 3D ellipsoids). 

4. Convexity of the objective function leads to an efficient 

algorithm. 

The fact that we can rely on the objective function to be 

convex has powerful implications for the efficiency of our 

fitting algorithm. In particular, we will show that convexity 

allows us to search for the minimizing facet and then simply 

test the boundaries of that minimizing facet for a global 

solution. Convexity assures that such a search captures the 

global minimum and does not miss some hidden minimum 

elsewhere.   

Before giving an efficient, non-iterative algorithm, we note 

that the solution could be achieved by beginning with the 

orientation obtained using unconstrained total least-squares a 

starting orientation, and applying an iterative “downhill” 

minimization algorithm to the objective function as given in 

Eq. (1) (for 3D) or Eq. (2) (for 2D). For each candidate 

orientation, the candidate plane (or line in 2D) would be the 

one that just contacts the surface. Convexity assures that there 

is no risk of obtaining a local but not global minimum. While 

this may not be the most elegant approach, we mention it 

because it may be the simplest to code, which is desirable in 

some situations. 

But convexity can also be used to create an efficient and 

elegant solution. One can perform an SVD to get the objective 

function in the form of Eq. (3) (for 2D) or Eq. (4) (for 3D) and 

use it to quickly compute the objective function for every 

triangular facet (or line segment in 2D). 

In the 2D case, this step can be followed by checking the 

endpoints of the minimizing line segment to see if there exists 

a line passing through either endpoint that has a lower objective 

function and lies outside the material, see Fig. 11(a). This step 

can be achieved by—for each of the two endpoints—

computing the SVD of the matrix matrix �̂�  (which is 𝑴 

defined above, but with the data points shifted so that the 

endpoint under consideration is the origin). Form the line 

passing through the endpoint and oriented in the direction of 

the singular vector corresponding to the smallest singular 

value. Convexity allows us to know that if that line lies outside 

the material, then it is the line that minimizes the objective 

function. 

    

Fig. 11. (a) the minimizing line will coincide with the minimizing edge or 

will balance on one of the two adjacent vertices;. (b) the minimizing plane 

will be coincident with the minimizing facet or balance on one of the adjacent 

edges or vertices. The triangle shown is one of a collection of triangles (not 

shown) that make up the convex surface, but only this triangle’s edges and 

vertices need to be checked. 

 In 3D one can compute the centroid, shift to it, and then 

compute the SVD to achieve the objective function formula 

(Eq. (4)) for any candidate plane. Then the objective function 

can be computed for each triangle of the convex surface. For 

each triangle, this task is only a matter of evaluating Eq (4). As 

in the 2D case, only one SVD needs to be performed in order 

to gain the objective function values for all the triangles.  The 

triangle corresponding to the minimum objective function can 

then be identified. Then the vertices and edges of that triangle 

can be checked to see if a plane passing through any of them 

gives a lower objective function, see Fig. 11(b). The vertices 

can be checked using the 3D equivalent of the method 

described above in the 2D case. Each edge can be tested 

similarly, by rotating the data points such that the edge 

coincides with the Z-axis, and reducing the problem to a 2D 

one.  

5. Advantages of the constrained least-squares datum 

This L2C datum definition with the algorithm shown here 

has the following advantages: 

 The most complex mathematical tools required are a 

convex hull algorithm and SVD. Both of these are 

well studied, reliable, and available. 

 It can be performed efficiently. In fact, the limiting 

factor is the convex hull itself for which algorithms 

exist of time order 𝑛log(𝑛), where n is the number of 

original points. 

 It is not adversely affected by unevenly sampled data 

points as some datum definitions are. 

But the most notable advantage is the remarkable ability of 

the L2C datum definition that the datum makes full contact 

with the datum feature when it is stable to do so, and balances 

rocking conditions when there is instability that requires it.  

Figure 12 shows two typical cases where, on the left, one 

would seek to balance the rocking condition, and on the right, 

one would seek for the datum plane to be stably flush with the 

edge of the datum feature. This is what the L2C solution does 

automatically.  
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Fig. 12. Two typical cases of datum features with the associated L2C 
datums shown. The balanced rocking case is on the left and the stable, 

flush case is on the right. 

For the rocker condition pictured on the left side of Fig. 12, 

if the line segment on the right were made longer, the L2C 

datum plane would roll to the right smoothly. For the stable 

case pictured on the right side of Fig. 12, if the line segment on 

the right were made somewhat longer, the L2C datum plane 

would not move from its stable state. It would remain flush with 

the edge of the datum feature until the line segment on the right 

grew long enough to make a rocker condition, at which point 

the L2C datum would smoothly begin to roll to the right to 

balance the rocker. 

In contrast, the shifted least-squares solution would achieve 

a flush mating with the datum feature (as pictured on the right 

of Fig. 12) for only an instant. That is, as the line segment on 

the right began to be extended, there would only be one length 

that resulted in a flush mating. This contrast shows the 

fascinating feature of the L2C, which stays flush with the 

datum feature—even while the line segment extends—until it 

reaches such a length that a rocking condition exists, like 

shown in Fig. 13. 

 
 

Fig. 13. The line segment on the right is long enough for the constrained 

𝐿2 datum to treat it as a rocking condition and separate from the flush 
contact it had in the right hand picture of Fig. 12. 

6. Implementation 

The L2C datum definition has been coded and run under 

various input data set scenarios. The results are that the theory 

does in fact hold. For 2D, this means that the datum line 

contacts two points in sufficiently stable cases, and contacts 

one point when there is a rocking condition, which it 

appropriately balances. In 3D, the datum plane does, in fact, 

contact three points in sufficiently stable cases, and contacts 

two points along an edge, when there is a rocking condition 

along that edge (which it balances), and contacts one point 

when there is a rocking condition on that point (which is 

balanced by this datum plane definition). 

7. Conclusion 

The L2C datum plane definition automatically shifts 

between a full-contact solution to stabilizing rocker conditions. 

Besides other advantages, the definition is robust and, because 

the nature of the objective function has been investigated in this 

paper (and in particular because it is convex over the region of 

interest) reliable, efficient algorithms are available. The 

mathematical tools required to carry out implementation are 

reliable and available. Based on all these, the L2C is an 

attractive choice for standardization of planar datums. 
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ABSTRACT 
This paper proposes an approach to integrating advanced 

process control solutions with optimization (APC-O) solutions, 

within any factory, to enable more efficient production processes. 

Currently, vendors who provide the software applications that 

implement control solutions are isolated and relatively 

independent. Each such solution is designed to implement a 

specific task such as control, simulation, and optimization – and 

only that task.  It is not uncommon for vendors to use different 

mathematical formalisms and modeling tools that produce 

different data representations and formats.  Moreover, instead of 

being modeled uniformly only once, the same knowledge is 

often modeled multiple times – each time using a different, 

specialized abstraction. As a result, it is extremely difficult to 

integrate optimization with advanced process control.  

We believe that a recent standard, International 

Organization for Standardization (ISO) 15746, describes a data 

model that can facilitate that integration. In this paper, we 

demonstrate a novel method of integrating advanced process 

control using ISO 15746 with numerical optimization.  The 

demonstration is based on a chemical-process-optimization 

problem, which resides at level 2 of the International Society of 

Automation (ISA) 95 architecture. The inputs to that 

optimization problem, which are captured in the ISO 15746 data 

model, come in two forms: goals from level 3 and feedback from 

level 1. We map these inputs, using this data model, to a 

population of a meta-model of the optimization problem for a 

chemical process. Serialization of the metamodel population 

provides input to a numerical optimization code of the 

optimization problem. The results of this integrated process, 

which is automated, provide the solution to the originally 

selected, level 2 optimization problem.   

 

INTRODUCTION  

Smart Manufacturing Systems (SMS) make a range of 

planning and control decisions at all levels of the factory 

hierarchy. Data are critical inputs to, and outputs from, the 

decision-making process. In fact, according to The Smart 

Manufacturing Leadership Coalition (SMLC) report on 

implementing 21st Century Smart Manufacturing [1], large 

amounts of data must be collected, stored, analyzed, and 

transmitted across all levels in that hierarchy. The report went on 

to say that highly efficient, standardized models are needed to 

manage, integrate, and use that data effectively and affordably.  

Today, making planning and control decisions may involve 

using software tools to formulate and solve multi-criteria 

optimization problems. Due to the diversity of application 

environments and the variety of methodologies they implement, 

however, these tools are often isolated and relatively 

independent. Because of this, each tool typically requires 

specialized data formats, and abstractions. This means that, 

instead of being modeled uniformly once, the same data is often 

modeled multiple times using different modeling formalisms. 

Developing, reusing, and integrating the models based on these 

different formalisms is still a manual, error-prone, and time-

consuming activity. The only way to change this situation, as 

noted in the SMLC report, is to develop standardized data 

models. 

In the process industries, ISO 15519 provides rules and 

guidelines for representing measurement, control, and actuation 
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in process control diagrams [2]. ISO 10628 defines Piping and 

Instrumentation Diagrams (P&ID) [5], which capture the 

functional relationships among piping, instrumentation and 

system equipment. Several tools are available to create these 

diagrams. The International Electrotechnical Commission (IEC) 

62424 defines procedures and specifications for the exchange of 

control-relevant data provided by those P&ID tools [3]. ISO 

15926 is a standard for data modeling and interoperability that 

uses several Semantic Web technologies to provide a lifecycle 

description of a variety of oil, gas, and chemical processes [5]. 

However, none of these process-related standards addresses 

the data needed to integrate engineering optimization (O) tools 

with advanced process control (APC) tools. In this paper, we 

argue that there are two standards, one accepted and one quite 

new, that together may provide key to defining and representing 

that data. Those standards are ISA 95 [5], which does the 

defining and ISO 15746 [7], which does the representing. We 

will briefly describe how the ISA 95 hierarchy and its various 

levels are defined. We then describe how ISO 15746 uses those 

definitions to develop an interface data model between level 2 

and level 3. Next, we describe how we used that data model to 

develop interfaces between the second and third levels of a 

process plant implementing a pedagogical chemical process, the 

Tennessee-Eastman process. We then formulate an optimization 

problem to demonstrate how the interface actually works using 

standard Extensible Markup Language (XML) and optimization 

programming language metamodel. OPLmetamodel is used for 

the optimization model formulation and IBM CPLEX is used as 

the optimization solver to solve the problem.  

ISA 95 
The ISA-95 standard [5] provides a framework for 

exchanging manufacturing data between hierarchical levels in 

the factory. Figure 1 shows the high-level functions assigned to 

each level of that hierarchy. Level 4 defines the business-related 

activities needed to manage a manufacturing organization. 

Manufacturing-related activities include establishing the basic 

plant schedule, determining inventory levels, and making sure 

that materials are delivered on time to the right place for 

production. Level 4 determines what and when products are 

made; it operates on time frames of months, weeks, and days.  

Level 3 defines the workflow needed to produce the desired end 

products prescribed in Level 4. For each such product, this flow 

specifies which physical processes are used and in what order. 

For each of those processes, Level 3 also specifies the associated 

recipes. Level 3 typically operates on time frames of days, shifts, 

hours, minutes, and seconds. Level 2 sets the parameters needed 

to execute the prescribed workflow/recipes on the selected 

process. It also monitors and controls that execution. Level 2 

typically operates on time frames of hours, minutes, seconds, 

and sub-seconds. Level 1 defines the activities involved in 

sensing and manipulating the physical processes. Level 1 

provides the data needed for monitoring; it typically operates on 

time frames of seconds and faster. Level 0 defines the actual 

physical processes.  

In this paper, we explore a novel method of integrating the 

workflow/recipes and other data from Level 3 with the 

parameter setting optimization (O) and monitoring/control 

(APC) in Level 2. That integration is based on data models from 

a recent standard, ISO 15746. We map information from this 

data model to a population of a metamodel of optimization 

problems. Serialization of the metamodel population provides 

input to a numerical optimization code. Results of the 

optimization provide the parameter settings, which are the 

inputs needed for monitoring and control.  

 

Level 4
Establish the basic plant schedule for 
production, material use, delivery, shipping, 
determining inventory levels, operational 
management, etc. 

Business planning and 
logistics

Manufacturing operations 
and control

Batch 
control

Continuous 
control 

Discrete 
control 

Level 3
Work flow/recipe control to produce the 
desired end products. Maintaining records 
and optimizing the production process, 
dispatching production, detailed production 
scheduling, reliability assurance, etc.  

Level 2
          Monitoring, supervisory control and   
          automated control of the production process

Level 1
  Sensing and manipulating the production process

Level 0
  The actual production process

ISA 95 Functional Hierarchy

 
 

Figure 1.  ISA 95 Levels (ISO 2014) 

 

ISO 15746 
The ISO 15746 standard is intended to facilitate the 

integration and interoperability of software tools that provide 

automation solutions to optimization and advanced process 

control (APC-O) problems. Currently, the standard has two 

parts: ISO 15746-1 [7] and ISO 15746-2 [8]. ISO 15746-1 

defines a reference interoperability framework, based on the ISA 

95 hierarchy. Its goal is to reduce the cost and risk associated 

with developing and implementing integrated APC-O tools. Its 

scope is limited to specifying the set of concepts, terms, 

definitions, and the associated rules for describing the required 

functional capabilities of those tools.  
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The major focus of this paper, however, is on ISO 15746-2, 

which defines an information model of APC-O to enable 

integration of different applications and systems. It builds on 

framework in ISO 15746-1 by defining activity models for APC-

O systems and object models for data exchanges to support 

those activity models. In this paper, we focus on a few 

information models defined in ISO/CD [8]. Table 1 shows the 

various symbols used in those models and their definitions.  
Figure 2 shows overall structure of the information model 

starting from the top level as APC-O systems, which is 

comprised of one or more APC-O Modules [8]. An APC-O 

Module is identified by Name and Type and may also have one 

or more vendor-specific attributes that are provided through a 

discovery service interface. The unique attributes to the type 

goes into the Vendor-SpecificAttributes section within the 

module. Every module has an event set and a variable set. 

Events and variables both have their specific attributes. The top-

level diagram defines what types of variables each module has 

in sets. 

Figure 3 shows the information model for APC-OVariable 

type and the subtypes defined [8]. All APC-O variables Module 

types have VariableSets of base type APC-OVariable type. 

VariableSets are sets of variables used by the APC-O system. 

Defined variable sets are shown for each APC-OModule type. 

Variables in each of these sets are subtypes of APC-OVariable 

type, which is an object type defining common attributes of all 

variables used in APC-O.  

Based on ISO 15746-2 [8], there is no generic 

OptimizationDefinitionType, every optimization tool will need to 

provide its own unique structure. Figure 4 shows an example of 

OptimizationDefinition types [8]. It does not represent specific 

technologies in their entirety but rather illustrate how an 

integration object might look.  

The three instances shown are those that might be of 

interest external to the specific instantiation of the 

OptimizationModule. 

• A SteadyStateOpt object represents a type of optimization 

where an objective function is minimized using steady state 

process models. The path that the process takes to achieve 

the optimum steady state conditions is not considered.  

• A DynamicOpt object represents a type of optimization 

where an objective function is minimized over a fixed 

horizon using dynamic process models. Both the path and 

the final steady state conditions are considered in the 

solution.  

• An ExpertSystemOpt object represents a type of 

optimization where optimum conditions are determined by a 

set of rules similar to if-then-else logic. Process models may 

be embedded in and used by the rules, but these models are 

not the fundamental basis for determining optimum 

conditions.  

 

In this paper, we will exemplify the application of standard 

ISO 15746 using a chemical process, which is a continuous 

process.  

 

THE TENNESSEE-EASTMAN (TE) CHEMICAL 
PROCESS 

A schematic diagram of the TE chemical process is based 

on Downs and Vogel [9] as shown in Figure 5. The TE process 

has five major unit operations: a chemical reactor, a product 

condenser, a vapor-liquid separator, a product stripper, and a 

recycle compressor. The process produces two products from 

four exothermic, irreversible reactions. There are five process 

inputs labeled as A to E, with component B as an inert, process 

outputs G and H as the primary products, and process output F 

as a byproduct.   

The gases A to E flowing out of the reactor then go through 

the condenser. In the condenser, coolant is mixed with cold 

water and flows through to condense the gas into a liquid. The 

only measured value is the temperature of the cool water and the 

only manipulated variable is the cool water flowrate. The 

remaining gases and liquids are then sent to the vapor liquid 

separator. 

The vapor/liquid separator separates vapor and liquid by 

using gravity to pull down the liquids into one stream while the 

gas is taken up to another stream. The measured values for this 

operation include the separator’s pressure, temperature, and 

level. The only manipulated variable is the flowrate of the liquid 

leaving the separator. The gas is compressed and sent back to 

the reactor through the recycle valve. Some of the gas is purged 

before it gets to the compressor to prevent a buildup. The 

measured values in this process include the purge stream 

flowrate, the recycle flowrate, and the work done by the 

compressor. The manipulated variables include the Purge valve 

and a recycle valve positions. 

The liquid goes into stripper that removes some of the 

remaining reactants. This is done by sending steam and gas C 

around the liquid to strip them off the reactants. The measured 

values are the stripper's pressure, temperature, and level, the 

steam's flowrate and the underflow rate of the liquid products 

leaving the scope of the process. The product components, G and 

H, exit at the stripper base. The inert component, B, and the 

byproduct component, F, primarily exit the system as vapors 

from the vapor-liquid separator. 

The primary goal of this process is to facilitate a number of 

reactions. In the expressions that represent the reactions, (g) 

stands for gas and (liq) stands for liquid. The specific reactions 

are 

 

A (g) + C (g) + D (g) → G (liq) (the first product)               

(1) 

A (g) + C (g) + E (g) → H (liq) (the second product).         

(2) 

 

There are also two reactions that create the byproduct liquid 

F. These reactions are 

 

SP-870

Shao, Guodong; Denno, Peter; Jones, Albert; Lu, Yan. "Implementing the ISO15746 Standard for Chemical Process Optimization." Paper presented at the ASME International Manufacturing Science and Engineering Conference (MSEC), Blacksburg, VA, Jun 27-Jul 1, 2016.

Shao, Guodong; Denno, Peter; Jones, Albert; Lu, Yan. 
“Implementing the ISO15746 Standard for Chemical Process Optimization.” 

Paper presented at the ASME International Manufacturing Science and Engineering Conference (MSEC), Blacksburg, VA, Jun 27-Jul 1, 2016.



Table 1 - Information model symbols and definitions 

 

 
Figure 2. Information model for the APC-O system [8] 
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Figure 3.  Information model for the APC-O Variable Type [8] 

 

 

 

 
 

Figure 4. Optimization definition Type [8] 
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A (g) + E (g) → F (g)                                        

(3) 

3D (g) → F (liq)        .                    

(4) 

 

Chemical 
Reactor

Recycle
Compressor

Vap/liquid 
Separator

Product 
Condenser

Product 
Stripper

A
D
E

C

Liquid 
Output: 
G and H

Gas 
Input: 
A,C,D,E  

 

Figure 5. A simplified schematic diagram of the TE chemical 

process 

 

The reaction rates of the endothermic reaction are a function 

of heat and reaction is modeled as an ideal, continuous, stirred-

tank reactor with internal cooling to remove the heat of reaction. 

There are 41 measured values in the T-E process and 12 

manipulated variables.  

 

HOW TO USE ISO 15746 TO ACHIEVE INTEGRATION  
Using ISO 15746 involves a two-stage process. In the 

development stage (see Figure 6), a conceptual data model 

provided by the standard is used for specifying corresponding 

XML schemas. Once created, the XML schemas can be reused 

for multiple implementations. Any APC-O application can be 

instantiated based on the schema and the XML data can be 

exchanged for various uses, including data management, 

simulation, advanced control and optimization. 

 In this case, the XML schemas will be used for 

representing data for the T-E chemical process. Figure 7 and 

Figure 8 are examples of the created XML schemas.  

In the implementation stage, the T-E process is analyzed, 

equations and relevant data are derived from the MATLAB 

simulation [10] and literatures [9] [11], data and variables are 

represented as XML instances according to the developed XML 

schemas. Then, a subset of those XML instances, related to the 

optimization problem defined in (see (8) below), is used as input 

to level 2. Figure 9 is an example of the XML instances. 

Information from level 2 and level 3 systems is mapped to the 

optimization metamodel. Those instances are used to create an 

executable optimization program through the OPLmetamodel.  

 

 

 

 

 

 

 

XML representations for the case

Tools and Solvers

Database 
Management 

Systems

Advanced 
Control

Simulation Tools
Optimization 

(MP/CP solvers)

A chemical case

Subset of the standard 
representations  to formulate an 

optimization problem

Control, parameters, 
constrains,  KPIs/
metrics, objective 

functions

XML schema for the conceptual
 model

OPL (Optimization Programming 
Language) MetaModel

XML Schema 
files

ISO 15746 conceptual model

Development

Implementation

Is used to create

Is applied to 

Is analyzed to develop  

Is extracted to  

Is used by  

Is solved by  

Level 2

 

 

Figure 6. Flow of a chemical process optimization based on ISO 

15746 standard 
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Figure 7. The XML schema for variable 

 

 

 
 

Figure 8. The XML schema for controlled variable 

 

 

 
 

Figure 9. A XML instance for the optimization module. 

MAPPING THE DATA TO THE OPTIMIZATION 
METAMODEL    

A metamodel is a model of a modeling language that 

provides sufficient detail about the modeling language that it 

may serve as a storage form for the language. For example, the 

Unified Modeling Language (UML) metamodel provides 

description of the concept of things such as classes and methods. 

Instances of the UML metamodel can describe classes (model 

content) with sufficient fidelity so that automated tools can 

generate Java class definitions from the class descriptions.  

An optimization metamodel is a conceptual model for 

capturing, in abstract terms, the essential characteristics of a 

given optimization problem – such as an objective function and 

its constraints. The metamodel provides a schema of sufficient 

formality to enable the problem modeled to be serialized to 

statements in several, concrete optimization languages – such as 

the Optimization Programming Language (OPL) [12], A 

Mathematical Programming Language (AMPL) [13], and the 

General Algebraic Modeling System (GAMS) [14].   

Currently, however, the metamodel developed at the 

National Institute of Standards and Technology (NIST) only 

supports OPL [15]. The OPL metamodel specification can be 

found on the NIST GitHub site [15]. Using that specification, we 

have developed software to (1) read OPL models and (2) write 

populations of the metamodel needed to produce complete OPL 
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code for the problems. The purpose of (1) is to produce 

“templates” for classes of problems. Elements specific to the 

optimization problem at hand can be substituted for placeholders 

in the template. The purpose of (2) is, of course, to produce the 

OPL input for an OPL-capable, numerical optimizer – one of the 

tools and solvers at the bottom of Figure 6. 

An example of usage of the OPLmetamodel in chemical 

process manufacturing is depicted in Figure 10. The top portion 

of Figure 10 shows the inputs used in problem formulation 

(middle layer of Figure 10). Problem formulation concerns the 

development of design space constraints (typically mathematical 

inequalities) and objective function (typically an equation with 

weighted terms). There are many possible technical means of 

formulating the problem. For this problem, we simply process 

the XML-based data to expressions of the metamodel and 

substitute these for elements of the problem template. The 

completed OPLmetamodel population is then serialized to an 

optimization solver as depicted in the lower layer of Figure 10. 

 

Domain of discourse (Viewpoint of a chemical process) 

Instance 1
Reaction rate 

Instance 2
Cool water 

flow 

Instance n
Reactor 

temperature  
 . . .

Problem domain (in mathematical formalisms) 

Problem formulation  

Objective 
model

Constraint 
model

Compose

Analytical domain (in OPLmetamodel) 

OPLmetamodel

Instantiated 
values  

Optimal process 

parameters  

Map

Serialize

Optimization solver

Optimizaion result

 

Figure 10. The usage of the OPLmetamodel 

EXAMPLE OPTIMIZATION PROBLEM   
With the created XML instance files for the case, various 

analytical and/or control tasks can be modeled and performed. In 

this section, we demonstrate the model and data transformation 

using the OPL metamodel, we take a subset of the XML file 

created for the TE chemical process as input to model a 

simplified optimization problem. OPLmetamodel is used for the 

optimization model formulation and IBM CPLEX is used as the 

optimization solver to solve the problem.  

In the chemical case, there are four possible single input 

single output relationships from manipulated variable to 

measured value that govern the process: (1) Reactor Cool Water 

Flow → Reactor Temperature, (2) D-feed Flow → Reactor 

Level, (3) Separator Pot Liquid Flow → Separator Level, and (4) 

Product Liquid Flow → Stripper Level. We selected the first set, 

i.e., Reactor Cool Water → Reactor Temperature relationship as 

the base of our optimization problem. There is heat generated 

during the reaction process, so cool water is needed to flow 

through the reactor to regulate the temperature. Equations and 

data have been generated and collected by analyzing the 

corresponding MATLAB simulation program [10]. Particularly, 

the relationship between manipulated variables and the 

measured values at Mode 1 has been examined and plotted. The 

relevant simplified equations are listed below: 

 

Tr = -1.85 Cr +174.24               

 (5) 

     R = 0.1* Tr
2      .              

 (6) 

 

From Equation (5) and (6), we can derive 

 

R = 0.1* Tr 
2 = 0.1*(-1.85*Cr+174.24)2 , (7) 

 

where R: Reaction Rate, Tr : Reactor Temperature, Cr: Reactor 

Cool Water Flow 

 

To identify the control limits of the valve position, we want 

to conduct an optimization on the reaction rate (7). In other 

words, we want to find the value of cool water flow rate that 

leads to a minimum reaction rate so as to find the lower bound 

of the valve position of the cool water to avoid that. The 

constraints of Cr is 13.2 % < Cr < 100 % (out of 227.1 m3 h-1). 

Therefore, the actual optimization formulation is given by 

 

Min   R = 0.1*(-1.85*Cr+174.56)2 (8) 

 st 

Tr = -1.85*Cr+174.56 

13.27 % < Cr <100 % 
 

 

Figure 11 (at the end of the paper) is a CPLEX execution 

window that shows the optimization model produced from the 

optimization metamodel and the optimization result. 

We find that the minimum reaction rate is at approximately 

94.18 % of the cool water flow. The minimum reaction rate is 

zero, which means that the reaction stops at this point. The cool 

water flow valve should be controlled to avoid this cool water 

flow rate. 

SUMMARY AND FUTURE WORK 
In conclusion, we developed an approach for using ISA 95 

and ISO 15746 (parts 1 and 2) as a foundation for integrating 

optimization with advanced process control (APC-O) using our 

recently developed optimization metamodel. We developed XML 

schemas for the information models defined in the standard, and 
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applied them to a Chemical-processing-plant optimization 

problem at level 2 of the ISA 95 hierarchy as a demonstration of 

our approach. That demonstration was based on an OPL 

metamodel implementation. The OPL metamodel is translated to 

an OPL model, which is solved directly by a commercial solver, 

IBM CPLEX.   

Future work includes (1) verifying the needs of standard-

based modeling and analysis systems by industry and 

identifying appropriate real world case scenarios, (2) providing 

feedback to the standards organization responsible for 

developing ISO 15746, (3) developing metamodels and 

translators for other numerical solvers, and (4) developing 

dashboard for automating the modeling formulation and 

execution.  
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Figure 11. OPL code and CPLEX execution screen 
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Abstract 

This paper presents a flexure pressure sensor 
fabricated by means of 3D printing. This sensor 
combined with a biosimulant artifact from the National 
Institute of Standards and Technology (NIST) is used to 
measure the severity of injuries caused in the case of a 
robot impact with a human. The stiffness matrix is 
derived for the structure by means of screw theory. A 
Finite Element (FE) model is constructed to verify the 
analytical model and obtain the allowable pressure with 
regard to the yield stress.  

1 Introduction 

 The movement of manufacturing to countries 
featuring labor with low hourly wages over the last 
fifteen years has motivated the development of a new 
generation of industrial robots that can work side-by-side 
with human workers [1]. This has created a new 
technology of Human-Collaboration-Robotics (HCR), 
which combines the intelligence and dexterity of humans 
with the strength, repeatability, and endurance of 
industrial robots [2]. Since most robots are powerful 
moving machines, the safety of workers working around 
these robots has become a top priority for safety 
standards development.  

We are using biosimulant materials for the fabrication 
of inexpensive, disposable HCR safety testing artifacts. 
These testing artifacts will make possible the 
measurement of forces, pressure and strain when humans 
and robots come into contact and also the magnitude of 
injuries caused by robot static and impact pressure. The 
Dynamic Impact Testing and Calibration Instrument 
(DITCI) is a simple instrument, with a significant data 
collection and analysis capability that is used for the 
testing and calibration of biosimulant human tissue 
artifacts [3].  

Much work has been done in the design of pressure 
sensors. Additive manufacturing is widely used for rapid 
fabrication. Sander et al. [4] designed a monolithic 
capacitive sensor. Someya et al. [5] designed a flexible 
pressure sensor matrix for the application of artificial skin. 
Many Micro-electro-mechanical Systems (MEMS) 
designs are proposed for pressure sensing [6-12]. 
However, the costs of these pressure sensors are high. 
The most common 3D fabrication of polymer objects is 
fused deposition modeling (FDM). Some other 3D 
fabrication methods like selective laser melting (SLM), 
selective laser sintering (SLS), fused filament fabrication 
(FFF) and stereolithography (SLA) could be used for 
some other materials or for a higher precision. However, 
the cost is higher than FDM. 

 
Figure 1. Setting of robot impact testing 

 
In this paper, we propose a structural sensor design, 

which is mounted underneath the biosimulant artifact. As 
shown in Fig. 1, the structural sensor mounted under the 
artifact is set on the DITCI instrument stage. The rest of 
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the paper is organized as follows: Section 2 presents the 
design methodology and fabrication method. Section 3 
derives the stiffness matrices for a single pressure cell. 
Section 4 presents the finite element analysis (FEA) for 
the design. Section 5 presents the conclusions. 

2 Design and fabrication 

In this section, we describe the design and fabrication 
of the sensor structure. The sensor system includes a top 
biosimulant artifact and a bottom sensor. We fabricate the 
sensor by means of FDM. 

2.1 Biosimulant artifacts with bottom sensor 

As shown in Fig. 2, the sensor system consists of 
three layers. The top two layers are called the biosimulant 
artifact, which consists of disks of biosimulant skin and 
soft tissue [3]. The bottom layer is the structural sensor. 

 
(a) Artifact with pressure sensor 

(b) Schematic drawing of artifact with sensor 
Figure 2. Biosimulant artifact and bottom sensor 
 
The biosimulant artifact simulates human skin and 

muscle and simulates the stress distribution when the 
impact force is applied on the top of the skin. The bottom 
structural sensor can measure the pressure on the bottom 
surface of the ballistic gelatin. By studying the 
distribution of the stress in the ballistic gelatin caused by 
the dynamic impact force, we build the relationship of the 
top impact pressure and the pressure distribution on the 

bottom surface of the ballistic gelatin. Thus, we are able 
to reconstruct the top impact pressure from the 
measurements of the calibrated bottom structural pressure 
sensor. 

As shown in Fig. 3, the bottom sensor has two parts: 
the center structural sensor and a rigid disk. The white 
structural sensor will be deformed or destroyed at a 
certain pressure, while the orange rigid plate has no 
significant deformation during testing. After each impact 
testing, the white structural sensor is disposed and it can 
be replaced for multiple testing with the same biosimulant 
artifact and plate. This setting is designed to reduce 
disposable material for lower cost. The size of the white 
structural sensor should be larger than the tool size. Here, 
we use a 19 mm × 24 mm tool, as show in Fig. 1. The 
size of the white structural sensor could be changed based 
on the application. 

 
Figure 3. Bottom plate and pressure sensor 

2.2 Design of beam based pressure sensor 

The structural sensor is shown in Fig. 4. It mainly 
consists of three parts: top load cube, middle suspending 
beam, and bottom holding grid. Each top cube is 
independently supported by the beam. The two ends of 
each beam are fixed to the bottom grid. The bottom grid 
structure is designed to be stiff enough so that no 
deformation occurs when the loading force impacts on the 
whole structure. A single pressure cell is composed of one 
top cube, one beam, and bottom grid. Depending on the 
contact surface of the tool which is creating the impact 
force, a certain number of the pressure cells are affected 
so that the cubes will move downwards. Under sufficient 
pressure, the supporting beam will be destroyed and the 
top cube will be driven into the grid structure to show an 
obvious sign of large deformation. 

Leather skin 

Ballistic gelatin 

Bottom sensor 
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Figure 4. Pressure sensor design 

 
Figure 5 shows a modified design. In this design, the 

bottom grid has some beams of the grid removed to 
improve the reliability of the fabrication. Furthermore, 
the length of each beam is increased to lower the stiffness 
of the structure. Thus, the allowable pressure can be 
adjusted. However, the overall size of the sensor is 
increased. 

 
Figure 5. Modified sensor design 

2.3 FDM 3D printing fabrication 

There are many 3D printers available nowadays. Here, 
we use a Makerbot Replicator1 for the fabrication process. 
As shown in Fig. 6, a single top cubic structure is well 
printed. The outline is a clear square and there is no extra 
polymer strings remaining between the squares. We use 
Makerbot polylactic acid (PLA) as the printing filament 
material. The printing extrusion and travel speeds are 100 
m/s and 45 m/s, respectively. Nozzle temperature is 
210 °C and the nozzle size is 0.4 mm in diameter. A well 
calibrated printer is required to reach the high precision 
of the printing. Young’s modulus of PLA is 3500 
N/mm2 and the yield strength is 45 N/mm2.

                                                        
1 Certain commercial equipment, instruments, or materials are identified in 
this paper in order to specify the experimental procedure adequately. Such 
identification is not intended to imply recommendation or endorsement by 
the National Institute of Standards and Technology, nor is it intended to 
imply that the materials or equipment identified are necessarily the best 
available for the purpose. 

 
Figure 6. FDM pressure sensor  

3 Structural analysis 

In this section, the detailed structure of the design is 
described and later the screw theory based stiffness model 
is built to calculate the stiffness matrix.  

3.1 Design parameters 

A schematic drawing of the sensor is shown in Fig. 7. 
This design is constrained by the capabilities of the 3D 
printer. With a different type of 3D printing technology, 
the sensor could be made smaller or from different 
materials. For example, SLA commonly has a higher 
resolution and uses cured material like resin.  

Figure 7. Schematic drawing of sensor 
 

t 

l 

1.8 mm 

0.8 mm h 
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Here, the suspended beam has a rectangular cross 
section of thickness t and width w. In order to ensure the 
printing quality, the value of the supporting beams 
distance 𝑙 is set as 2.2 mm. A larger 𝑙 will cause the 
printed beam to sag, while a smaller 𝑙 will cause the gap 
between the top cubes to be too small. Thus, the 
remaining polymer strings would reduce the quality. The 
height h is 1.2 mm. 

The top cube also has a minimum printable size. If the 
size is too small, the top could not maintain the square 
shape. The ideal design is shown in Fig. 7. However, due 
to the limitation of FDM 3D printing, the actual shape of 
the printed sensor is shown in Fig. 8. Careful examination 
of the printed artifact shows that the end of the 
attachment to the beam center is reduced to a small 
square. This is because during FDM printing, the filament 
could not be fully attached to the beam. We take 
advantage of this phenomenon to create a better design. 
This design concentrates the applied force on the beam 
center to increase the free length of the suspending beam. 
Finally, the beam is easier to deform with the 
concentrated force loading on its center. Another feature 
that needs to be assured in the printing is that the two 
ends of the beam must be fixed on the bottom grid. As is 
shown in Fig. 8, the two ends of the beam in the actual 
design extend over the border so that the nozzle will start 
at the printing position outside the grid. 

 
Figure 8. Schematic drawing of FDM sensor 

3.2 Stiffness analysis 

Here, we adopt the screw theory [13-15] in the 
analysis of the stiffness matrix. In screw theory, the 
deformation is denoted by a general twist vector 
𝑇 = (𝜃𝑥 ,𝜃𝑦,𝜃𝑧,𝛿𝑥 ,𝛿𝑦 ,𝛿𝑧) and the loading is denoted by 
a wrench vector 𝑊 = (𝐹𝑥,𝐹𝑦,𝐹𝑧,𝑀𝑥 ,𝑀𝑦,𝑀𝑧).  The 
stiffness matrix is defined as 𝑊 = [𝐾]𝑇. Here, the units 

of the rotational and translational displacement are radian 
and millimeter, respectively. The units of force and 
moment are Newton and Newton-millimeter, respectively.                                    

In the stiffness modeling of the sensor structure, we 
split the beam to two segments from the center plane of 
the beam. The two segments are considered to be 
connected in parallel [16-17]. The stiffness of a single 
beam with rectangular cross section is 
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Through an adjoint transformation matrix [𝐴𝐴], we could 
derive the stiffness of the mechanism by means of the 
equation 

    
(3) 

where [ ]1Ad  and [ ]2Ad  are defined by  
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Here, [𝐷] is the skew-symmetric matrix defined by the 
translational vector d [12-13].  

[ ] ( )[ ]01 XR = ( )0,,01 hd = .                     (5) 

[ ] ( )[ ]πZR =2 ( )0,,02 hd = .                    (6) 

The subscript 1 means left half segment beam and 2 
means right half segment beam. After substituting for the 
material property of PLA, we could obtain the stiffness 
matrix as  
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The value 0.52 N/mm is the required force in the y 
direction for a 1 mm translational displacement. 

4 Verification via finite element analysis 

  
Figure 9. The FE model of a single pressure cell 

 
In order to verify the derivation of the stiffness matrix, 

we conduct the finite element analysis for the single 
pressure cell. As shown in Fig. 9, we build the FE model 
in Abaqus with 4502 elements. The structure is fixed at 
the bottom and pressure is applied on the top surface. 
When the maximum Von Mises stress reaches the yield 
stress of 45 N/mm2, we record the corresponding loading 
force and displacement. The top cube moved 0.056 mm 
downwards with a loading force 0.028 N. The loading 
force is evenly distributed on the top surface to form the 
pressure loading. 

 

Figure 10. Force vs displacement in the y direction 
 

According to the coordinate frame of Fig. 9, we 
present the relationship of the force and the displacement 

in the y direction. As shown in Fig. 10, the beam deforms 
linearly with respect to the loading. After fitting the 
points by means of the least squares method, we obtain 
the value of the stiffness 0.5 N/mm, which is close to the 
values derived from the stiffness matrix in Eq. 7. 
 

5 Conclusions 

   This paper presents a structural pressure sensor design 
fabricated by means of 3D printing. Some meaningful 
conclusions can be drawn as following. 
(1) The structural pressure sensor is disposable, low cost, 

and easy to fabricate.  
(2) We derived the stiffness matrix for a single pressure 

cell by means of screw theory.  
(3) From the result of the FE model, we obtain the 

loading force 0.028 N. By changing the area of the top 
surface, we could control the allowable failure 
pressure. 
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ABSTRACT
This paper presents the design of a disposable
biosimulant human tissue artifact system for robot
safety testing. It is used to provide a visual in-
dication of potentially severe injuries caused in
the case of a robot impact with a human. The
fabrication method is described including the de-
sign and fabrication of the calcium alginate bead
and the embedding procedure of the beads into
the biosimulant artifact. The artifact system is
tested with a Dynamic Impact Testing and Cali-
bration Instrument (DITCI) from the National In-
stitute of Standards and Technology (NIST). The
design is useful for the preparation of new robot
safety standards.

INTRODUCTION
The movement of manufacturing to countries
featuring labor with low hourly wages over the
last fifteen years has motivated the development
of a new generation of industrial robots that
can work side-by-side with human workers [1].
This has created a new technology of Human-
Collaboration-Robotics (HCR), which combines
the intelligence and dexterity of humans with the
strength, repeatability, and endurance of indus-
trial robots [2]. Since most robots are powerful
moving machines, the safety of workers working
around these robots has become a top priority
for safety standards development. We are us-
ing biological simulant (biosimulant) materials for
the fabrication of inexpensive, disposable HCR
safety testing artifacts. These testing artifacts will
make possible the measurement of forces, pres-
sure, and strain when humans and robots come
into contact as well as of the magnitude of in-
juries caused by robot static and impact pressure.
The Dynamic Impact Testing and Calibration In-
strument (DITCI) is a simple instrument shown
in Figure 1, with a significant data collection and
analysis capability that is used for the testing and

calibration of biosimulant human tissue artifacts
[3, 4].

Various research groups have used human sub-
jects to collect data on pain induced by the clamp-
ing force, pressure, and maximum impact force
of the HCRs [5, 6, 7, 8]. Although the results
of these tests are hard to reproduce and can
vary even among subjects of similar characteris-
tics, they can be very useful for the preparation
of safety testing standards. Unfortunately, human
safety testing is not an option for HCR industrial
applications every time there is a change of a tool
or control program, so the use of a biosimulant ar-
tifact system is expected to be a good alternative.

FIGURE 1. Impact testing set up.
Much work has been done in the design of pres-
sure sensors. Sander et al. [9] designed a mono-
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lithic capacitive sensor. Someya et al. [10] de-
signed a flexible pressure sensor matrix for the
application of artificial skin. A number of Micro-
electro-mechanical Systems (MEMS) designs are
proposed for pressure sensors [11, 12, 13, 14].
However, the cost of these pressure sensors is
high. Based on a chemical fabrication method,
we could build a cheap and disposable measure-
ment system. Daly and Knorr [15] proposed the
fabrication of a chitosan alginate capsule. Huguet
and Dellacherie [16] described the fabrication of
calcium alginate beads coated with chitosan.

In this paper, we present a chemical based fabri-
cation procedure for a disposable human artifact
embedded with calcium alginate bead for robot
impact safety testing. The rest of the paper is or-
ganized as follows: We firstly present the design
methodology of the artifact system. Secondly, the
fabrication method of the calcium alginate bead is
followed by a description of the procedure for em-
bedding the beads into the human tissue artifact.
Finally, the biosimulant artifact system is mounted
on the DITCI for an impact testing.

DESIGN OF BIOSIMULANT ARTIFACT WITH
EMBEDDED BEAD
In this section, we describe the design of the
biosimulant artifact system. As shown in Fig-
ure 2, the sensor system consists of three parts:
top leather, soft tissue, and embedded sensor.
The top leather is a piece of artificial skin of disk
shape. Soft tissue is made of ballistic gelatin. The
embedded sensor is a calcium alginate-based
bead design. The combination of top leather and
ballistic gelatin is called the biosimulant artifact
[3].

The biosimulant artifact simulates human skin
and muscle, and simulates the stress distribution
when the impact force is applied on the top sur-
face of the skin. The deformation of the ballistic
gelatin caused by the dynamic impact force re-
sults in the stress distributed on the bead sen-
sors. Thus, the embedded bead sensors will de-
form corresponding to the deformation of the bal-
listic gelatin. When the red beads over-deform,
they will be destroyed when the impact force
causes a certain pressure threshold to be ex-
ceeded. Due to the low fabrication costs, the arti-
fact may be disposed of after testing.

FABRICATION OF CALCIUM ALGINATE BEAD
In this section, we present the fabrication of the
calcium alginate bead. The main chemical reac-

Top leather

Beads

Ballis�c gela�n

(a) Side view of the ar�fact with imbedded 

bead sensors

(b) Bo!om view of the biosimulant ar�fact 

system

FIGURE 2. Biosimulant artifact and embedded
sensor.

tion is based on the mixing of a solution of sodium
alginate and calcium chloride. As shown in Figure
3, there are two solutions: base and bath. The
base solution is used to drop into the bath solu-
tion. Here, the base solution is sodium alginate
and the bath solution is calcium chloride.

The base solution consists of sodium citrate,
deionized (DI) water, latex, and sodium alginate.
The chemicals used in the fabrication are shown
in Table 1. Firstly, sodium citrate is dissolved in
the DI water to obtain a transparent solution. The
sodium citrate is used to remove the calcium ions
which will otherwise react with the sodium algi-
nate. Then, red latex enamel is added into the so-
lution. By stirring with a steel stick, we can obtain
a red solution without the calcium ion. Finally, we
add sodium alginate. Stirring the sodium alginate
solution continues until the sodium alginate pow-
der is fully dissolved. This takes approximately 15
minutes. The bath solution is obtained by drop-
ping calcium chloride into DI water. The materials
used in fabrication of the artifacts are food-grade,
making them easy to procure and use. Sodium
citrate, sodium alginate, and calcium chloride are
purchased from Modernist Pantry 1. The latex

1Certain commercial materials, equipment, and instru-
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FIGURE 3. Preparation of the base and bath.

enamel of gloss cherry is from Valspar.

As shown in Figure 4, the base is dropped into
the bath with a pipette. The viscosity of the base
should be higher than the one of the bath so that
the drop of the base maintains the original shape
of the beads instead of dispersing. If the viscosity
is not high enough, xanthan gum could be added
to the base to make the solution stickier.

The pipette is positioned at a height shown in Fig-
ure 4 to ensure the drop can maintain its shape
when it contacts the surface of the bath solu-
tion. We can continue dropping several drops, but
each drop needs to be kept at some distance from
the rest so that they do not stick to each other.
The beads are kept in the bath for 2 minutes. In
this step, the sodium alginate in the base attracts
the calcium chloride in the bath. This reaction
creates one layer of calcium alginate as shown in
Figure 4. The calcium alginate is a kind of mem-
brane which surrounds the inside liquid sodium
alginate. After we take out the beads from the
bath and soak them in the DI water, we manually
stir the water for about 2 minutes to clean the re-
maining calcium chloride on the outside surface
of the membrane. In this step, if the beads are

ments are identified in this paper in order to specify the ex-
perimental procedure adequately. Such identification is not
intended to imply recommendation or endorsement by the Na-
tional Institute of Standards and Technology, nor is it intended
to imply that the materials or equipment identified are neces-
sarily the best available for the purpose.

kept over 30 minutes in the DI water, the size of
the beads will increase because the calcium al-
ginate membrane is porous and the DI water is
absorbed by the beads.

Finally, we take the beads out of the DI water. In-
stead of drying the beads, we keep them wet and
store in the refrigerator. The extra calcium ions
in the outside membrane will keep reacting with
the inside liquid sodium alginate. After about 12
hours, the bead turns to be a uniform ball, which
contains water like a sponge.
TABLE 1. Chemicals of sodium alginate bead.

Chemical Quantity (g) Testing (g)
Sodium citrate 0.1 0.15

DI water 10 10.25
Latex enamel 2 2

Sodium alginate 0.08 0.08
Calcium chloride 0.2 0.2

DI water 20 20.6

FABRICATION OF BIOSIMULANT ARTIFACT
AND EMBEDDING PROCEDURE OF BEAD
Our current artifact consists of a disk of biosimu-
lant skin and the soft tissue shown in Figure 2. In
nature, human skin consists of a thin outer layer
called the epidermis, a thick inner layer called
the dermis, and subcutaneous fat. The skin is
the first layer of defense against impact injuries,
which have been studied by medical profession-
als and forensic researchers. Because cadav-
ers are expensive and difficult to maintain, foren-
sic researchers have been searching for biosim-
ulant materials with mechanical properties simi-
lar to those of human skin [17]. There are a few
suppliers of this type of material. For all of our
artifact test samples, we used chromed tanned
cowhide, Full Cowhide Side, Upholstery or Gar-
ment Leather Black [18]. Its thickness is about
1.1 mm and it well simulates the human skin of
the mechanical property.

Water solutions containing 10 % to 30 % mass
of gelatin have been studied extensively and
are considered to be good human muscle tis-
sue biosimulants [19]. Here are the most impor-
tant conclusions relevant to our work. For non-
penetrating injuries, a water solution containing
20 % mass of gelatin gives a better representa-
tion of muscle tissue impact response [20], since
the muscle tissue is compressed. For penetrating
injuries, a water solution containing 10 % mass of
gelatin is more appropriate [21], since the mus-
cle tissue is teared. Distilled water should be
used for the gelatin solutions to avoid contami-
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FIGURE 4. Fabrication of the calcium alginate beads.

nants and acidity variations [22]. For all of our
test artifact preparations, we used a distilled wa-
ter solution containing 10% mass gelatin powder
supplied by Vyse Professional Grade Ballistic &
Ordnance Gelatin [23].

As shown in Figure 5, the solution is poured on
top of the skin-biosimulant in an aluminum or
glass mold. The glass mold produced artifacts
of excellent transparency, and are preferred over
the metal molds. The gelatin forms a strong bond
with the back side of the skin biosimulant and is
observed never to delaminate during impact tests.

After pouring the first layer of ballistic gelatin, we
drop the beads into the liquid gelatin. The beads
will float due to their light weight. In order to seal
the beads, the liquid gelatin need to be cured.
The curing process could be accelerated by plac-
ing the gelatin in the refrigerator. When the first
layer of the gelatin is partially cured, we pour
the liquid gelatin for the second layer. Once the
second layer of gelatin is fully cured, the embed-
ding procedure is completed. The most important
thing in embedding is the temperature control of
the first and second layer of gelatin. The first layer
of gelatin needs to be cool enough in order to seal
the beads. The temperature of the poured liquid
gelatin for the second layer needs to be around
30 degree Celsius. If the temperature is too high,
the gelatin will heat up the contact surface of the
first layer of gelatin. This results in releasing the
sealed beads, which will float to the top surface

of the second layer of gelatin. If the tempera-
ture is too low, the bonding of the first and second
layer will be not strong enough to remain bonded
throughout the impact testing.

As shown in Figure 5, we take out the artifact
system from the mold after the ballistic gelatin is
fully cured. The height of the artifact corresponds
to the thickness of human tissue. In this paper,
the height of the used artifact was 5 cm (4”) be-
cause it simulates the soft tissue of the human
abdomen. The beads need to be sealed in the
gelatin because they are porous and contain wa-
ter. If the beads dry out, their behavior becomes
rubber-like.

IMPACT TESTING
In this section, we demonstrate the artifact sys-
tem in the robot impact testing device, shown in
Figure 1. The fabrication parameters of the sam-
ple bead are shown in Table 1. The tool attached
to the weight drops on the artifact. This simulates
the impact on the human abdomen.

As shown in Figure 6, the tool hits the leather first,
and then deforms the gelatin and the embedded
red bead. Here, we use a tool with a cross sec-
tion of 5 mm × 6 mm. The force sensor fixed
on the tool records a maximum value of 118 N.
Thus, the corresponding pressure is 3.93 N/mm2,
which is higher than the the maximum allowable
transient pressure, 2.86 N/mm2[24]. No tearing
is observed. This means that the tool has gen-
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FIGURE 5. Embedding procedure of the beads into the biosimulant artifact.

FIGURE 6. Impact testing of bead sensor em-
bedded artifact system.

erated a serious abdominal injury. Figure 7 (a)
shows the original embedded bead sensor. Fig-
ure 7 (b) shows the destroyed bead after the im-
pact testing.

After we section the ballistic gelatin, we can see
the destroyed bead sensor in Figure 7 (c).

CONCLUSION
In this paper, a design of a disposable low-cost
biosimulant human tissue artifact system is pro-
posed. It is used for the measurement of the in-
juries caused by a robot impact force. The fab-
rication and embedding procedure of calcium al-
ginate bead senors are described. In the impact
testing, the bead is destroyed and shows a clear
sign that the tool hit the artifact severely. This
design can be used in the preparation of artifact
safety test standards.
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Abstract.  
As the volume of online manufacturing information grows steadily, the need for de-
veloping dedicated computational tools for information organization and mining be-
comes more pronounced. This paper proposes a novel approach for facilitating 
search and organization of textual documents and also extraction of thematic pat-
terns in manufacturing corpora using document clustering and topic modeling tech-
niques. The proposed method adopts K-means and Latent Dirichlet Allocation 
(LDA) algorithms for document clustering and topic modeling, respectively. 
Through experimental validation, it is shown that topic modeling, in conjunction 
with document clustering, facilitates automated annotation and classification of 
manufacturing webpages as well as extraction of useful patterns, thus improving the 
intelligence of supplier discovery and knowledge acquisition tools.  

Keywords: text mining, topic modeling, document clustering, supplier discovery, 
manufacturing service, knowledge acquisition   

1 Introduction 

 
Manufacturing companies are increasingly enhancing their web presence in order to im-
prove their visibility in the global market and generate high quality leads.  Besides using 
conventional webpages, manufacturing companies publish online white papers, case stud-
ies, newsletters, blogs, info-graphics, and webinars to advertise their capabilities and ex-
pertise.  This has resulted in rapid growth in the volume of online manufacturing infor-
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mation in an unprecedented rate. The online manufacturing information is typically pre-
sented in an unstructured format using natural language text.  

The growth in the size and variety of unstructured information poses both challenges 
and opportunities. The challenge is related to efficient information search and retrieval 
when dealing with a large volume of heterogeneous and unstructured information. Tradi-
tional search methods, such as keyword search, with their limited semantic capabilities, 
can no longer meet the information retrieval and organization needs of the cyber manufac-
turing era.  More advanced computational tools and techniques are needed that can facili-
tate search, organization, and summarization of large bodies of text more effectively. At 
the same time, the unstructured text available on the Internet contains valuable infor-
mation that can be extracted and transformed into business intelligence to support 
knowledge-based systems.  

In this paper, a hybrid text mining technique is proposed for processing and categoriz-
ing plain-language manufacturing narratives and extracting useful patterns and unseen 
connections from them. Text mining is the process of deriving new, previously unknown, 
information from textual resources [5]. There exist multiple text mining techniques, such 
as summarization, classification, clustering, topic modeling, and association rule mining 
that can be applied to the manufacturing documents. Text mining techniques are either 
supervised or unsupervised. In supervised (also known as predictive) techniques, fully 
labeled data is used for training machine learning algorithms, whereas in unsupervised 
(also known as descriptive) techniques, no training dataset is required. Supplier classifica-
tion using supervised text mining technique was previously proposed and implemented 
[1].   

In this research, two unsupervised text mining techniques, namely, clustering based on 
k-means algorithm and topic modeling based on LDA algorithm, are adopted. Clustering 
is the process of grouping documents into clusters based on their content similarity, while 
topic modeling is a method for finding recurring patterns of co-occurring words in large 
bodies of texts [7]. Clustering and toping modeling can be regarded as complementary 
techniques since the unlabeled clusters, as the output of clustering process, can be charac-
terized and described by their core theme using topic modeling technique. The primary 
objective of this research is to use document clustering to build clusters of manufacturing 
suppliers and to use topic modeling to identify the core concepts that form the underlying 
theme of each cluster. Organization of manufacturing capability narratives into various 
clusters with known properties will improve the efficiency of the supplier discovery pro-
cess. Furthermore, extraction of hidden patterns from the capability narratives could lead 
to generation of useful information and insights about new trends and developments in 
manufacturing technology.     

This paper is organized as follows. The next section discusses the relevant literature in 
text analytics. The proposed hybrid method is presented in Section 3. This section also 
provides information about a proof-of-concept experimentation and validation. The paper 
ends with concluding remarks.  
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2 Background and Related Works 

Text mining has already been applied in areas ranging from pharmaceutical drug 
discovery to spam filtering and summarizing and monitoring customer reviews [9]. In the 
manufacturing domain, however, it is a relatively new undertaking.  

Kung et. al [2] used text classification techniques for identifying quality-related 
problems in semiconductor manufacturing based on the unstructured data available in 
hold records. Dong and Liu [3] proposed a tool for manufacturing website classification in 
based on determined genres for the websites [3]. Their proposed website classifier works 
based on a hybrid Support Vector Machine (SVM) algorithm. However, SVM is a 
supervised technique that requires high quality training data. Therefore, in absence of 
well-prepared training data, the proposed approach will not yield the expected outcome. 
To address this issue, researchers have adopted unsupervised approaches that eliminated 
the need for preparation of pre-labeled data. Topic modeling [4] and Clustering [5] are two 
prominent unsupervised methods for text classification and mining. While Clustering is a 
long existing technique, topic modeling is considered to be a relatively new method. Topic 
modeling techniques are used to discover the underlying patterns of textual data. 
Probabilistic Latent Semantic Analysis (PLSA) is one of the first topic modeling 
techniques introduced by Hofmann [6]. PLSA is a statistical technique that discovers the 
underlying semantic structure of data [7]. PLSA assumes a document is a combination of 
various topics. Therefore, by having a small set of latent topics or variables, the model can 
generate the related words of particular topics in a document. One successful application 
of PLSA is in the bioinformatics context where it is being applied for prediction of Gene 
Ontology annotations [8]. However, PLSA can suffer from over-fitting problems [9]. 
Latent Dirichlet Allocation (LDA) [10] extends the PLSA generative model. In LDA 
method, every document is seen as a mixture of different topics. This is similar to the 
PLSA, except that topic distribution in LDA has a Dirichlet prior which results in having 
more practical mixtures of topics in a document. LDA, as a method for topic modeling, 
has been used in different applications. For instance, [11] discusses a LDA-based topic 
modeling technique that automatically finds the thematic patterns on Reuters dataset. The 
main distinctive feature of their proposed method is that it incrementally builds and 
updates a model of emerging topics from text streams as opposed to static text corpora. 
Some researchers have applied LDA method to public sentiments and opinion mining in 
product reviews [12, 13]. Application of LDA-based topic modeling for exploring offline 
historical corpora is discussed in [14, 15].  

Most of the existing methods use either clustering or topic modeling techniques to 
help users categorize existing data and infer new information from unstructured data. This 
paper proposes a hybrid model based on clustering and topic modeling methods to 
facilitate online search and organization of manufacturing capability narratives and also 
extraction of thematic patterns in manufacturing corpora. 
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3 Proposed Methodology for Text Mining 

The standard method for web-based information search and retrieval is the keyword-based 
method. For example, in a supplier search scenario, a customer from the medical industry 
who is looking for precision machining services can simply use precision machining and 
medical equipment as the search keywords in a generic search engine. Nevertheless, the 
sheer size of the returned set would undermine the usefulness of the search result. One 
way to make the results more useful is to present them to the user as chunks or clusters of 
similar documents and then characterize each cluster using a set of features or themes. In 
the precision machining example, a cluster characterized by features such as precision 
machining, medical industry, inspection, and assembly would be of interest for the user if 
inspection and assembly were the secondary services that the user is looking for. This 
work proposes a hybrid text mining technique, which facilitates automatic clustering and 
characterization of the documents available in a large manufacturing corpus. The overall 
structure of the proposed approach is demonstrated in Fig. 1. As can be seen in this figure, 
the proposed approach is composed of four major steps as described below. 
 

 
Fig. 1:  The Proposed Hybrid Classifier 

3.1 Step 1: Building the Corpus 

The first step is to create a corpus of manufacturing documents to be used as the test data. 
The scope of this work was limited to the suppliers of CNC machining and metal casting 
services.   Therefore, to collect relevant websites, a generic web search based on a few 
keywords such as machining service, contract manufacturing, casting service, milling, 
turning, and sand casting were used. This keyword-based search is intended to return a set 
of webpages related to providers of contract manufacturing services. The keywords are 
selected subjectively based on the requirements of the search scenario and no particular 
protocol or guideline is used for keyword selection in this work.   Each document (i.e., 
webpages) in the returned set was converted into a text-only document with the XML 
format. The XML format, due to its generality and simplicity, can be used across different 
platforms and applications. Fig. 2 illustrates an example of a website that is converted to 
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the XML format with only two tags, namely, type and text. A corpus containing 100 XML 
documents with13544 terms was created for experimental validation of the proposed ap-
proach.  

 

3.2 Step 2: Customized 
preprocessing of the corpus 

Corpus documents need to be noise-
free before they can be analyzed and 
mined efficiently. Corpus prepro-
cessing entails removing the redundant 
and less informative terms in order to 
create a clean corpus. The first prepro-
cessing step is to remove numbers, 
punctuations, and symbols. The next 
step is to remove the stop words that do 
not contain significant manufacturing 
information. The words such as 
“quote”, “inquire”, “call”,  “type”, “re-
quest”, “contact”, and “address” that 
frequently appear in manufacturing 
websites, but has marginal information 
about the manufacturing capability, 
belong to this category. After the re-

moval of numbers, punctuations, symbols, and stop words,  the number of words in the 
corpus is reduced to 10357. Word stemming is the next step in preprocessing which deals 
with reducing the derived words into their word stem. For example, terms such as “cast-
ed” and “casting” are stemmed to “cast”.  This step is necessary for reducing the dimen-
sionality of data and improving the computational efficiency of the text analytics algo-
rithms. Stemming reduces the number of words to 7470.  

The last preprocessing step is to generate the Document-Term Matrix (DTM) for the 
manufacturing corpus. DTM is a matrix containing the frequency of the terms in the man-
ufacturing documents.  In the DTM, documents are denoted by rows and the terms are 
represented by columns.  If a term is repeated n times in a specific document, the value of 
its corresponding cell in the matrix is n. The DTM represents the vector model of the cor-
pus and is used as the input to the next step, document clustering.  

 
Fig. 2:   XML-based representation of a docu-
ment in the corpus 
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3.3 Step 3: Document Clustering 

This step involves creating groups of similar documents in the corpus. In this work, a K-
Means clustering algorithm is implemented which automatically clusters the documents 
of the corpus such that documents in a cluster are more similar to each other than the doc-
uments in other clusters.  In K-Means clustering technique, the user needs to specify the 
number of clusters (K) in advance [16]. Then the algorithm defines K centroids, one for 
each cluster.  The next step is to assign each document to the nearest centroid. The dis-
tance from a document to the centroids of the clusters is calculated based on the projection 
of multidimensional DTM on Euclidean planes. The objective function of the k-means 
algorithms is to minimize the sum of square of distances from the data points (i.e., docu-
ments) to the clusters. Therefore, multiple iterations are required until the convergence 
condition is met. The main steps of the clustering algorithm are listed below:  

1. Randomly distribute the documents among the K predefined clusters. 
2. Calculate the position of the centroid of each cluster. 
3. Calculate the distance between each document and each centroid 
4. Assign each document to the closets centroid. 
5. Iterate over steps 1 to 4 until each document is assigned to at least one cluster, no 

document is relocated to a new cluster, and the convergence condition is met. 

To estimate the proper number of clusters in the dataset, the Sum of Squared Error 
(SSE) method is used in this work. SSE refers to the sum of the squared distance between 
each document of a cluster and the centroid of the cluster. The corpus holds 100 docu-
ments. Therefore, the value of K ranges from 2 to 99. The challenge is to select the proper 
number of clusters through investigating the SSE corresponding to each cluster. General-
ly, as it is depicted in Figure 3, when the number of clusters increases from 2 to 99, the 
SSE decreases since the clusters become smaller in size.  
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Fig. 3:  SSE curve for different values of k Fig. 4:  Result of clustering  

 
 

Based on the SSE plot, the suggested number of clusters is determined by the point 
where the sharp drop in SSE ends [16]. This points is referred to as the elbow point.  As 
can be seen in Fig. 4, the elbow point occurs where the number of clusters is equal to 3. 
Therefore, three clusters were generated for this particular dataset. These three clusters 
with their assigned manufacturing documents are illustrated in Fig.4. 

The plot of clustering result, shown in Fig.4,  is obtained based on a dimension reduc-
tion technique called Principle Component Analysis (PCA). The proposed clustering algo-
rithm is based on the number of words in the corpus (7470 words or dimensions) which 
makes it impossible to visualize the documents of the clusters. To overcome this problem, 
PCA is used to enable the projection all data points (i.e., documents) on a 2D plane.   

As it can be seen in the plot, the two upper right clusters (clusters A and B) have partial 
overlap, while the third cluster (Cluster C) in the lower left corner is clearly distinct from 
the other two. After inspecting the clusters, it was revealed that the members of the over-
lapped clusters (A and B) were the websites of contract manufacturers who offer machin-
ing and casting services. The distinctive feature of the overlapping clusters is the depth of 
information provided by the member websites. The websites in cluster A contain general 
and high-level information about the type of process and services the suppliers offer while 
the websites in cluster B provide more detailed information about the type of processes, 
sub-processes, secondary services, and materials offered by the company. Cluster C main-
ly contained trade websites, blogs, or technical white papers. This experiment demonstrat-
ed that the clustering algorithm can successfully build meaningful clusters based on the 
type and nature of documents and also the level of detail incorporated in them. However, 
the clustering algorithm did not make a distinction between machining and casting web-
sites. Also, it is not possible to learn about the characteristics of each cluster without ex-
ploring each cluster and investigating its contents. To further analyze and explore each 
cluster automatically, topic modeling technique is used in the next step. Cluster B, which 
contains 50 documents, is selected as the input to the topic modeling process.   

3.4 Step 4: Topic Modeling 

Document clustering results in partitioning a heterogeneous dataset into multiple clusters 
with more similar members. However, it doesn’t provide any description or characteriza-
tion for the generated clusters. Topic Modeling is a text mining technique for analyzing 
large volumes of unlabeled text.  Latent Dirichlet Allocation (LDA) is used as the under-
lying algorithm for topic modeling. LDA technique can be used for automatically discov-
ering abstract topics in a group of unlabeled documents. A topic is a recurring pattern of 
words that frequently appear together. For example, in a collection of documents that are 
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related to banking, the terms such as interest, credit, saving, checking, statement, and APR 
define a topic as they co-occur frequently in the documents. LDA technique assumes that 
each document in the dataset is randomly composed of a combination of all available 
topics with different probabilities for each. The basic steps of the LDA technique are 
listed below. The reader is referred to [4] for more detailed discussion of the LDA tech-
nique: 

1. For each document d, randomly allocate each word in the document to one of the 
t topics. This random allocation provides topic representations of all the docu-
ments and also distributions of words of all the topics.   

2. For each document d, calculate two values.  
a. p (topic t | document d),  which is the proportion of words in document 

d which are currently assigned to topic t 
b. p (word w | topic t), which is the proportion of allocations to topic t over 

all available documents that are using word w.  
3. Reassign the word w to a new topic. 
4. Repeat the steps 1 through 3 until a steady state is achieved where the word-to-

topic assignments sound meaningful. 
 
As the last stage of the experiment, the application is run to find a predetermined num-

ber of topics in the dataset. The number of topics depends on the diversity of the docu-
ments in the dataset. More diverse documents discuss more topics, whereas more focused 
documents are centered around only a few themes. In this experiment, the desirable num-
ber of topics was set to four after studying the documents and their themes.   Table 1 
shows these four topics and their 10 most frequent words.  

 
Table 1: Top 10 stemmed terms in Topic 1 through Topic 4 

 Topic 1 Topic 2 Topic 3 Topic 4 
1 turn cast cnc machine 
2 service die turn custom 
3 steel mold part process 
4 industry aluminum tool product 
5 component sand equip quality 
6 alloy housing mill manufacture 
7 format iron material high 
8 stainless rang product engine 
9 standard test chuck grind 

10 aerospace system precision provide 
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From Table 1, it can be inferred that Topic 2 is mainly about casting processes while 
Topic 3 corresponds to the turning and milling processes. However, as mentioned earlier, 
each document can address more than one topic. The LDA addresses this issue by return-
ing topic probabilities associated with each document. Table 2 lists these probabilities for 
five example documents in the dataset.  

 
Table 2:  Documents and their topic probabilities 

Document Topic 1 Topic 2 Topic 3 Topic 4 
1.xml 0.091 0.166 0.554 0.187 
2.xml 0.609 0.053 0.223 0.113 
4.xml 0.149 0.659 0.085 0.105 
5.xml 0.215 0.203 0.226 0.354 

 
From Table 2, it can be concluded that the first document belongs to topic 3 which is 

mainly about CNC machining services. Also, the calculated probabilities suggest that the 
fourth document belongs to topic 2, which corresponds to the casting process and ser-
vices. Furthermore, document 5 equally discusses topics 1 through 5 which implies that 
the supplier pertaining to this document is not specialized in only one manufacturing pro-
cess. The performance of the proposed technique can be improved in time by adding more 
terms to the list of stop words that will be filtered out at the preprocessing stage. For ex-
ample, the terms component and format under topic 1 are not as informative as the other 
terms in the group and can be eliminated from the vector model.  

4 Conclusions  

This paper presents a hybrid text mining method based on document clustering and topic 
modeling techniques. The objective of the proposed method is to build clusters of 
manufacturing websites and discover the hidden patterns and themes in the identified 
clusters. Furthermore, it harvests the key manufacturing concepts that can be imported 
into manufacturing thesauri and ontologies. Given the unsupervised nature of the 
algorithms used in this work, there is no need to prepare training data. This significantly 
reduces the initial setup cost and time.  The results provided in this paper are only based 
on a single run of the mining process. The performance of the proposed method can be 
further improved through multiple iterations and subsequent elimination of less 
informative words under each topic. When highly informative terms are clustered together 
under a topic, the likelihood of discovering useful patterns in data increases. The corpus 
used in this proof-of-concept implementation contains only 100 documents. To reap the 
true benefits of text mining in manufacturing, the size of the corpus has to be significantly 
larger. 
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  There are multiple areas that can be further explored in the future. One future 
task is to evaluate the performance of different topic modeling algorithms that can be used 
in the proposed framework. In the current implementation, the number of topics is 
determined upfront by the user, but there is a need for calculating the optimum number of 
topics in the corpus automatically.  
Acknowledgement: The work described in this paper was funded in part by NIST coop-
erative agreement with Texas State University No. 70NANB14H255. 
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Abstract—Timing and synchronization play a key role in
cyber-physical systems (CPS). Precise timing, as often required
in safety-critical CPS, depends on hardware support for en-
forcement of periodic measure, compute, and actuate cycles.
For general CPS, designers use a combination of application
specific integrated circuits (ASICs) or field programmable gate
arrays (FPGAs) and conventional microprocessors. Micropro-
cessors as well as commonly used computer languages and
operating systems are essentially devoid of any explicit support
for precise timing and synchronization. Modern computer science
and microprocessor design has effectively removed time from
the abstractions used by designers with the result that time
is regarded as a performance metric rather than a correctness
specification or criterion.

There are interesting proposals and avenues of research
to correct this situation, but the barrier is quite high for
conducting proof of concept studies or collaborative research
and development. This paper proposes a conceptual design and
use model for a reconfigurable testbed designed specifically to
support exploratory research, proof of concept, and collaborative
work to introduce explicit support for time and synchronization
in microprocessors, reconfigurable fabrics, language and design
system architecture for time-sensitive CPS.

Reconfigurable computing is used throughout the system in
several roles: as part of the prototyping platform infrastructure,
the measurement and control system, and the application system
under test.

Index Terms—Cyber-Physical Systems, Timing and Syn-
chronization, Reconfigurable computing, Testbed, Correct-by-
construction

I. MOTIVATION

Timing and synchronization play a key role in cyber-
physical systems (CPS). The typical CPS implements a mea-
sure, compute, and actuate cycle. To ensure stability of the
resulting control loop, a fundamental requirement is to control
the loop time. As CPS become more complex with multiple
sensors driving the control function and possibly with multiple
actuators involved, the timing becomes even more critical in

ensuring precise coordination and control. For example, each
application will specify the temporal relationships between the
sensor data, usually requiring simultaneous sampling within
some tolerance. Likewise, any resulting actuation will have
similar temporal constraints.

Traditionally, sensors and actuators communicate directly
with the CPS controller via analog lines, point-to-point digital
links, or via a specialized data bus such as controller area
network (CAN) or highway addressable remote transducer
(HART) protocols. In modern designs, the spatial extent or
the need for greater bandwidth has resulted in CPS with
multiple controllers, involving networks for communication.
The control of timing in such systems is much more difficult
than in the earlier, compact systems.

For safety-critical systems, time-triggered techniques are
often used and depend on hardware support for enforcement of
periodic measure, compute, and actuate cycles. Time-triggered
architectures are relatively inflexible and do not scale well.
In addition the model is a poor match for systems with
asynchronous sporadic inputs. For general CPS, designers
must use a combination of ASICs or FPGAs and conventional
microprocessors.

Unfortunately, modern computer science and micropro-
cessor design have effectively removed explicit time from
microprocessor hardware, operating systems and languages
with the result that time is essentially a performance metric
rather than a correctness specification or criterion [1]. With-
out the semantics and standard interfaces to specify timing
requirements, it becomes costly and difficult to build a CPS
with robust timing leading to a methodology where system
timeliness issues are corrected through test and adjustment.
This methodology results in customized, application specific
designs which are expensive to maintain and commission.
Furthermore, system components are less likely to be inter-
operable and adding or swapping components can result in
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costly re-validation of timing requirements. Users of major or
critical CPS systems often purchase a lifetime supply of all
components since the replacement of a hardware component,
e.g. a faster microprocessor, or a change in code or firmware
typically results in expensive re-qualification of the system.

In a time-triggered architecture, it is necessary to ensure
that the computations can be completed in the allotted time.
In a CPS utilizing general purpose hardware and software,
the task of ensuring correct timing is even more difficult.
What is clearly needed is a systematic design methodology
where the designer can explicitly specify system timing and
given a target computer, software, and network environment,
be able to determine whether the proposed design can actually
be executed in this environment with the proposed timing.
Finally if the answer is yes, then the designer should be
able to compile the design into an executable form with the
assurance that during execution the system timing will agree
to the designed timing within specified error bounds. This
is simply not possible today using general purpose software
development tools and hardware platforms.

There are interesting proposals and avenues of research
to correct this situation, but the barrier is quite high for
conducting proof of concept studies or to conduct collaborative
research and development on this subject.

In this paper, we describe our vision for a testbed and
usage model designed specifically to support research, proof of
concept, and collaborative work to introduce explicit support
for time in microprocessor, reconfigurable fabrics, language
and design system architecture for time-sensitive CPS.

The ultimate outcome of the research enabled by the
proposed testbed should be the development of modular, in-
teroperable system components including novel microproces-
sor architectures, software design, communication interfaces,
compilers and semantics where timing correctness can be
explicitly described and verified. Explicit time specifications
can be enunciated, incorporated into application and soft-
ware/firmware design and executed in such a way that the
timing in the executing system matches the time specifications
of the designer to within the accuracy of the CPS real-time
clock. In other words, the ultimate goal is to enable correct-
by-construction CPS system timing.

II. TESTBED RESEARCH CHALLENGE AREAS

One of the primary impediment to a designer’s ability
to have correct-by-construction timing is the availability of
explicit support for time in the code stack from microprocessor
to hardware, e.g., to support design requirements such as
“raise on pin 3, a signal x microseconds following the time a
signal was raised on pin 2 to within the precision of the local
clock where x is a value determined at run time by system
state”. Timing specific instructions cannot be specified such
that it would be reliably executed today except by custom
design in ASICs or FPGAs. If explicit time was appropriately
supported, then it would be possible to design true, portable
real-time operating systems (OS), programming languages

would emerge to build on this capability, and time-sensitive
application and communication design practices would follow.

One of the key research challenges is enabling bounded
timing support in the code stack. Of course there have been
prior efforts in this direction [2]. Another example is the
Programming Temporally Integrated Distributed Embedded
Systems (PTIDES) model developed at the University of Cal-
ifornia Berkeley [3]. More research challenges and potential
solutions have also been discussed in the National Institute
of Standards and Technology (NIST) Cyber-Physical Systems
Public Working Group [4]. Stemming from the challenge of
enabling hardware agnostic timing support in the code stack is
the ability to define common semantics and interfaces to en-
able correct-by-construction on a variety of microprocessors.
Another research challenge is the ability to measure and verify
that the system can achieve worst-case bounded timing or be
able to handle graceful degradation if timing requirements are
not achieved.

There are of course other issues such as providing syn-
chronized clocks in each node and ensuring that network
communications realize timing specifications. However the
state of the art in clock synchronization is quite good using
available technologies such as Global Navigation Satellite
Systems (GNSS), Network Time Protocol (NTP) [5], IEEE
1588 Precision Time Protocol [6], or Conseil Europen pour
la Recherche Nuclaire’s (CERN) White Rabbit [7][8]. The
situation with networks is less satisfactory but there is a
concerted ongoing effort in the IEEE 802 community to enable
time-sensitive networking (TSN) [9].

We envision a distributed testbed bringing together a com-
munity of multi-disciplinary experts to enable exploration
of time aware interfaces, methodologies, and measurement
capabilities to the simple CPS architecture diagrammed in
Figure 1. Illustrated are four CPS nodes communicating via
a fabric and with each node interacting with the external
physical world to be measured and/or controlled.

As illustrated, each node consists of a system stack with
custom hardware at the bottom, interacting with the external
physical world and the communication fabric. This layer
is typically a combination of an FPGA, digital to analog
converters (DACs), analog to digital converters (ADCs), com-
munication physical layer (PHYs), input/output (I/O) etc., with
standard computer interfaces to the operating system of the
microprocessor. The designer creates code running on the
microprocessor and a closely connected or integrated recon-
figurable fabric, which in conjunction with the underlying
hardware, realizes the functional and timing specifications of
the CPS.

The following sections describe a conceptual design and use
model for a testbed designed specifically to support research,
proof of concept, and collaborative work to introduce explicit
support for time in microprocessor, reconfigurable fabrics,
language and design system architecture for time-sensitive
CPS. Because the testbed includes a physical monitoring and
control scenario, it will be possible to quantitatively compare
different approaches by measuring the timing performance of
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CPS Code

Physics

Fig. 1. Simple CPS

two or more proposed designs. One of the objectives of the
testbed architecture is to support the exploration of application
designs and practices in explicit timing support in hardware,
operating system and code design stack of underlying real-time
applications. For distributed systems, the proposed testbed
could be expanded to enable research on time-sensitive net-
work components and practices.

III. THE TESTBED ARCHITECTURE

The proposed testbed architecture is illustrated in Figure 2.
The key elements are as follows:

• Four CPS nodes described in section III-A. These are
connected to a communication fabric and interface to
testbed physics.

• Communication fabric: Standard gigabit Ethernet imple-
mented with an IEEE 1588 bridge to enable precise clock
synchronization among the distributed nodes. Synchro-
nization is needed to ensure timing requirements can be
estimated and measured in a distributed system.

• Physics: A selection of devices to be used in simple CPS
applications. See section III-B.

• Physics Monitoring and Control: Instrumentation to mon-
itor, configure and control the experiment physics to pro-
vide ground truth timing measurements for comparison
with the specifications of the CPS system being tested.
See section III-C.

• Testbed Site Computer: The computer has three main
functions:

– Communication Monitor and Device Configuration:
This interface monitors traffic on the testbed com-
munication fabric, e.g., with Wireshark. It also in-
terfaces with the Physics Monitoring and Control
instrumentation. It provides the interface to the four

CPS nodes for downloading node FPGA and soft-
ware.

– Local Testbed Management: Manages the operation
of the testbed. Included is user session manage-
ment, loading of default CPS node designs, etc. A
repository of testbed site approved introductory code
samples similar to “hello world” would be main-
tained here. The repository of code contributed will
enable the community to share code and evolve the
algorithms and software implementations to ensure
hardware portability and system scalability as each
user may apply improve upon the code to fit their
use case and system. The repository will also aid
in growing the ontology for enabling explicit tim-
ing support by exploring frequently used semantics
needed to describe the timing requirements. Through
exposure to a wide variety of CPS use cases as
well as experimental algorithms and methodologies,
the distributed testbed will enable the community to
ensure semantics for explicit timing support are ad-
equately captured and provide the flexibility needed
to meet a wide range of CPS timing requirements.
Flexibility in application requirements and hardware
relies on a high quality, stable and complete ontology
to describe the features that are pertinent to reliable
system timing. See section III-D.

– Interface to Remote Users: Provides an interface
to remote user sites to permit download of CPS
node design, monitoring of the network, CPS node
performance, and physics monitoring and control. It
provides security and login functions.

• Internet: The public Internet is used for communications
between remote user sites and testbed sites.

• User Site Computer: The user site computer has the
following functions:

– Interface to Remote Testbed: Provides an interface to
remote user sites to permit download of CPS node
design, network monitoring, CPS node performance,
and physics monitoring and control. It also provides
security and login functions.

– User Interface, Design and Configuration Tools: The
interface enables exploration of explicit timing sup-
port methodologies, such as PTIDES, to allow a
remote user to generate FPGA design, to program
and compile software for the microprocessor, to
download FPGA designs and code executables, and
to monitor and configure the CPS. FPGA design
interfaces and code compilers could execute on the
client side or done remotely on tools executing at the
remote testbed site. The tools and the testbed would
enable experimenting with different:

∗ designs for hardware support of explicit time,
∗ designs for true real-time operating systems,
∗ languages, compilers, and other software develop-

ment infrastructure
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Fig. 2. Testbed Architecture

∗ techniques for exploiting explicit time in applica-
tions both within a single node and in a distributed
CPS system.

A. Testbed CPS Node Architecture

The architecture of each of the four CPS testbed nodes is
illustrated in Figure 3 and consists of a circuit board with the
following components:

• An FPGA: A fairly large FPGA to give users plenty
of room to try out designs. Several options will be
supported: the FPGA can have resident microprocessors
either for user code or to implement all or part of the
network or clock synchronization stacks, or the FPGA
will serve as an interface to a separate chip level im-
plementation of the microprocessor design. In any case,
the FPGA will contain IEEE 1588 hardware clock to
provide synchronized clock service among the peers in
the CPS. It also contains any needed network interface.
The clock will interface to user FPGA designs and/or to
the microprocessor. It should be noted that it is our intent
to support new and evolving standards such as the IEEE
TSN [9].

• A microprocessor: The specific microprocessor, associ-
ated memory and support are to be determined as well
as whether a different microprocessor should be on each
board to allow investigation/proof that a explicit timing
support methodology, such as correct-by-construction,
can be invariant to microprocessor speed, cache size,
etc. The testbed intends to include a wide range of
hardware designs for supporting explicit time. Some of
the hardware currently shown in the FPGA block may
reside in the microprocessor.

• Ethernet PHY with IEEE 1588 support: These PHYs
are readily available and simplify the implementation of

DACs, ADCs, and
digital I/O

Ethernet PHY with
IEEE 1588 support

FPGA

Microprocessor with user code,
support such as UDP stack

To Network FabricTo Physics

Test Bed Circuit Board

User FPGA
Design

IEEE 1588 Clock and
Stack, Network Interface

Fig. 3. Testbed Node Architecture

the IEEE 1588 stack. The PHY will also provide data
connectivity to the gigabit network fabric.

• Physics interface: A selection of DACs, ADCs and digital
I/O will be provided. The specifics depend on the details
of the experimental physics section of the testbed.

B. Testbed CPS Physics

The testbed physics enables testing of time sensitive designs
applied to realistic CPS applications and the comparison of
alternative designs. The selection of components should be
simple at first but at a minimum should provide devices suit-
able for analog, digital and frequency dependent applications.
Examples might include one or more of the following:

• Two small laboratory bench size motor-generator sets,
mock transmission lines, capability to measure wave-
forms or phase, and capability to connect/disconnect from
a load. This could be used to mimic power system
applications such as synchronizing two generators prior
to connecting to a load.

• A digital pattern generator and capture device to allow
testing of stimulus response applications with sporadic
or patterned signals.

• Two or more vibration sensors, perhaps mounted on the
motor-generators to allow testing of machine condition
monitoring style applications where frequency control of
ADCs is important.

• The physics could be implemented in a Hardware-in-
the-Loop (HIL) simulation manner, in which a powerful
computer is running a model of the physics in real-time.

C. Testbed CPS Physics Monitoring

The testbed monitoring capabilities will depend on the
specifics of the testbed physics. The monitoring will generate
a variety of time series data which could be fused together
from local or remote locations. Ideally the physics and moni-
toring should be designed together and in many cases can be
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implemented using standard small scale laboratory equipment
available from several manufacturers. In some cases this
equipment can be synchronized to the IEEE 1588 timescale
to simplify comparison of ground truth monitoring with the
results obtained from the CPS nodes. In the case where
the physics are done via HIL simulation, physics monitoring
would be integrated into the model and connected directly to
the rest of the system.

D. Testbed Hello World Examples

As with any set of tools, users will experience a learning
curve. A proven way to shorten the learning curve is to
provide hello world examples that illustrate how to formulate
the FPGA and code designs, load them into the testbed and
observe the results. The current testbed design is comprised
of:

• A simple time-triggered application: The measure, com-
pute, and actuate cycle could be implemented in the
FPGA in combination with microprocessor code. This
would be suitable for implementing the power generation
test example mentioned in section III-B. This technique
is discussed in [10].

• A PTIDES-based application: The PTIDES model [3]
could be implemented for a simple control or measure-
ment system. The power systems example would be
appropriate as would monitoring and response to sporadic
signals. Such a test application is described in [11].

• A National Instrument (NI) Reconfigurable I/O (RIO)
system, where the application under test could be de-
veloped in LabVIEW using both Real-Time and FPGA
modules, implemented on a CompactRIO controller, and
the physics could either be a physical experiment and
NI-PXI equipment would be used as measurement and
control, or the Physics could be an HIL simulation
implemented in NI PXI equipment using real-time and
FPGA RIO hardware and software, and the measurement
and control sub-system would be integrated with the
physics. [12]

IV. THE TESTBED USAGE MODEL

Initially we envision separate testbeds at the location of
the core group of participants. This will make it easier to
converge on a suitable and robust design for the testbed. As
the number of users grows we will want to replicate all or part
of the testbed in their own facilities. The testbed hardware and
software tools would be open source.

• The designs, code and parts lists will be made available
to the technical community.

• Once the testbed model is deployed, the idea would be to
expand towards a modular, distributed testbed to enable
remote access to one or more locations that would be
available to researchers and to encourage collaborative
efforts. One of our goals in presenting this paper at this
conference is to solicit open feedback and start building
a community around this effort.

Ideally researchers in remote locations could reserve time
on a testbed. Remote access to the testbed would provide
monitoring of usage, agreement on testbed policy, etc. They
would use the provided design tools to implement their designs
which would then be loaded onto the testbed. Execution
would be monitored by the users to verify performance and
correctness of the implementation.

After some experience with the testbed, it might be ap-
propriate to provide additional open source examples. The
repository is critical to publicizing successful developments
arising out of the use of the testbed. What is needed is the
ability of interested researchers and potential industrial users
to leverage the proposed solutions and to experiment with the
code without having to recreate the entire system in their own
facility.

Provision would be made for multidisciplinary researchers
to collaborate enabling systems, compilers and networking re-
searchers, among others, can evolve their technologies realize
correct-by-construction.

Finally it is critical to develop clear, well documented exam-
ples and tutorials to encourage and educate system designers
and developers. Depending on the selection of the initial
example this work should be done by people with experience
with the example techniques and applications.

V. BENEFITS OF THE TESTBED

Aside from the principal benefit of enabling individual and
collaborative research on explicit time support in the node
stack, other possible uses and benefits include:

• Allowing semiconductor manufacturers to explore trade-
offs on the distribution and form of hardware timing
support in microprocessor, the development of time-
explicit tool chains and the like. This capability should
shorten their learning curve, allow beta demonstrations
to gather customer feedback and make it much easier
for manufactures to confidently incorporate the advances
arising out of the use of the testbed.

• Plugfest activity: The testbed should be relatively portable
which should enable its use for conducting tests and
demonstrating the new technologies. The presence of the
testbed should encourage expansion of the ideas explored.

• University teaching projects: Many universities include
projects for classes in embedded system design, control
and related subjects. A distributed testbed enables stu-
dents to develop code on a variety of platforms for differ-
ent CPS scenarios, without having to acquire potentially
costly equipment.

• Developing a cadre of researchers, students, and others
who are familiar with the developed techniques would
be of great benefit to societal innovation. One of the
barriers to changing system design and programming
methodologies is the lack of an experience base and
thorough validation. The emerging cadre of experienced
students by learning through community and online ex-
amples would facilitate adoption and encourage the idea
to proliferate in a variety of domains and platforms.
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The testbed concept would be an ideal way for industry
to rapidly gain experience and innovate safety-critical
systems more rapidly.

• As a way of promoting the principles and technologies
for time-explicit design, the testbed would be an ideal
demonstration platform easily used by application en-
gineers. Introductory, open-source examples would be
a boon to proliferating the understanding, adoption and
expansion of the ideas.

• The proposed testbed would also benefit standards de-
velopment and other industry efforts to enable explicit
timing support in dealing with CPS.
The testbed can be particularly useful in allowing re-
search groups and industry to rapidly evaluate academic
work in the area of CPS timing and to promote collabora-
tive development of standard interfaces among consortia,
government, and academic researchers. As a result, an
important aspect of the testbed is to make the interfaces
open, generic and interoperable, so that some other
equipment or processor can be used to build the system,
and evaluated. Such organizations include The AVNU
Alliance, http://avnu.org/, the Industrial Internet Consor-
tium (IIC), http://www.industrialinternetconsortium.org/,
and the IEEE 802.1 TSN http://www.ieee802.org/1/pages/
tsn.html working group.

VI. ROLE OF RECONFIGURABLE COMPUTING (RC) AND
FPGA TECHNOLOGY IN THE TESTBED

Reconfigurable computing and FPGA technology play a key
role in this project. It will be used at least in the following
subcomponents:

• System interface for the testbed nodes. RC/FPGAs will be
used to implement the deterministic networking interface
and the logic to interface to microprocessors and I/O.

• Device under Test. Since the researchers using this facility
are mainly trying to test out new technologies, RC and
FPGAs provide a great vehicle to test their designs. A
shared or dedicated FPGA can used also be part of the
testbed node.

• Deterministic networking. As part of the system interface,
this component will rely on existing (IEEE 1588) or new
(IEEE TSN) standards to provide a global notion of time
and deterministic data transfer, respectively. Since these
are going to be evolving standards, having the flexibility
of the FPGA is very important.

• Physics modeling. The testbed user has an option of inter-
facing to the real physics associated with their system, or
to simulate the physics with HIL infrastructure based on
high performance instruction processors or RC/FPGAs.

• Measurement infrastructure. In order to accurately corre-
late results of the interaction of a CPS cyber-controller
and the plant/physics, the measurement infrastructure
would interface to the deterministic network using
RC/FPGAs to enable measurement processing in real-
time. In addition, the testbed would also support mea-
surement capabilities for explicit timing support. Through

experience, the efforts of the testbed can determine the
pertinent metrics needed to ensure distributed, determin-
istic, and interoperable timing support.

VII. CONCLUSION

We have proposed a conceptual design and use model
for a reconfigurable testbed designed specifically to support
research, proof of concept, and collaborative work to introduce
explicit support for time and synchronization in micropro-
cessors, reconfigurable fabrics, language and design system
architecture for time-sensitive CPS. Reconfigurable computing
is used throughout the system in several roles: as part of
the prototyping platform infrastructure, the measurement and
control system, and the application system under test.

Disclaimer: Certain commercial entities, equipment, or ma-
terials are identified in this document in order to describe the
experimental design or to illustrate concepts. Such identifica-
tion is not intended to imply recommendation or endorsement
by the National Institute of Standards and Technology, nor is
it intended to imply that the entities, materials, or equipment
are necessarily the best available for the purpose.

Official contribution of the National Institute of Standards
and Technology; not subject to copyright in the United States.
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Abstract—We present a combinatorial coverage measurement 
analysis for (subsets) of the TLS cipher suite registries by 
analyzing the specified ciphers of IANA, ENISA, BSI, Mozilla 
and NSA Suite B. The method introduced here may contribute 
towards the design of quality measures of cipher suites, and 
may also be applied more broadly to the analysis of configurable 
systems. 

Keywords—Combinatorial testing, coverage, measurement, TLS, 
subsets, cipher suites. 

I. INTRODUCTION 

Security protocols continue to suffer from security flaws in 
their implementations, like the POODLE attack in SSL/TLS 
or the Heartbleed bug in the OpenSSL cryptographic library. 
Clearly, additional steps have to be taken to ensure or better 4
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a large number of combinations. Combinatorial coverage 
measures the inclusions of t-way combinations in a test set. 
Note that this measure is different from conventional structural 
coverage metrics (such as statement or branch coverage) and 
is independent of these other measures. Because combina
torial coverage measures the input space that is tested, and 
consequently also the untested portion of input space, it is 
a useful in gauging the residual risk after testing. A variety 
of combinatorial coverage measures are available, including 
a fundamental measure of total variable-value configuration 
coverage: for a given combination of t variables, the proportion 
of all t-way value settings that are covered by at least one test 
case in a test set [3]. 

For example, two binary variables have four possible 
settings. Consider four tests containing variables a, b, c, and d:g } 
{0000, 0110, 1001, 0111 . There are = 6 possible variable}}contribute towards their quality assurance, as part of the g
combinations and 22 × 4

2 
urations. Of these, 19 variable-value configurations are covered 

= 24 possible variable-value configtesting cycle where critical points in the system state-space 
are covered. The full system state-space, consisting of all 
valid configurations, is generally impossible to cover, because 
the number of configurations is too large. However, empirical 
research shows that the number of factors interacting in system 
failures is relatively small [1]. This has also been confirmed 
in the case of web application security testing [2]. 

II. COMBINATORIAL COVERAGE 

Empirical data show that a significant number of software 
failures are induced by the interaction of two or more factors, 

and the only ones missing are ab = 11, ac = 11, ad = 10, 
bc = 01, bc = 10, so the total variable-value configuration 
coverage is 19/24 = 79%. These measures are shown in Figure 
1, where the upper right-hand corner represents the 21% of 
the 2-way combinations in the input space not tested. Figure 
2 shows measurements for 2-way through 5-way combination 
coverage for 7,489 tests for a NASA spacecraft. Note that 
the untested portion for 2-way combinations (above red line) 
is only about 6% of the total, and 3-way to 5-way coverage 
is relatively high. In contrast, as we shall see shortly after 
the situation changes rapidly when measuring the combinationand interaction faults can be extremely difficult to identify. 
coverage for the TLS cipher suites. 

III. INPUT MODELS FOR CIPHER SUITES 

A cipher suite is a combination of key exchange, au
thentication, encryption and MAC algorithms which are used 
together to provide the security of TLS. For example, the ci
pher suite TLS_RSA_WITH_AES_256_GCM_SHA384 spec
ifies that session secrets are exchanged using RSA while AES 
with a 256 bit key is used for encrypting the application 
data and integrity is provided by SHA384. These combi
nations are specified in various RFCs. For example, NSA 
Suite B (before a 2015 revision) consisted of the 2 cipher 
suites TLS_ECDHE_ECDSA_AES_128_GCM_SHA256 and 
TLS_ECDHE_ECDSA_AES_256_GCM_SHA384. We have 
developed an input parameter model (IPM) for splitting the 
suites into parameters (Table XI). It is revealed that 2-way 

Thus it is useful to measure the proportion of 2-way, 3-way, 
and higher strength combinations that are covered by a test set. 
Any combinations that have not been tested represent a portion 
of the input space for which the application has not been 
shown to be correct. Measuring the proportion of the input 
space for which the system response is untested and unknown 
can thus provide a useful quantity in estimating residual risk 
after testing. We explain the concept of combinatorial coverage 
measurement, a variety of measures that are available, and 
theorems relating (static) combinatorial coverage to (dynamic) 
structural coverage. These concepts are illustrated with exam
ples comparing measures of tests for a NASA spacecraft and 
open source test configurations for the TLS cipher suite, which 
is the main focus of this paper. g } 

nA configuration with n variables contains t-way com-t 
binations, so a test set with many configurations will contain 
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Fig. 1: Example test set 

Fig. 2: Measured combinatorial coverage for 7,489 tests. 

coverage is achieved for all pairs of parameters except for 
the parameter pair (Key size, MAC) where the tuples (256, 
SHA256) and (128, SHA384) are missing. 

In addition, we have performed a comparison of the spec
ified cipher suites of IANA, ENISA, BSI, Mozilla and NSA 
Suite B and our measurement results are given in Table XII. 
Note that TLS is used only as an illustration of the analysis 
method, because complex constraints embedded in the TLS 
code of different implementations have not been included. 

For example, if encryption is selected as NULL in the IANA 
cipher suites, then the key length must be zero and the mode 
must be NULL as well. Similarly, when the AES key size is 128 
bits in NSA suite B, then the hash function must be SHA-256 
with 128-bit collision resistance to match the security strength; 
and when different curves are used with ECDHE_ECDSA, key 
lengths must be changed. The figures in Table XII can therefore 
be considered upper bounds rather than exact sizes of the 
configuration spaces. A complete analysis including specific 
TLS constraints can be considered in a future paper. 

A. IANA 

The Internet Assigned Numbers Authority (IANA) records 
all cipher suites which have been specified for TLS (versions 
1.0, 1.1 and 1.2) and each cipher suite is assigned a unique 
identifier (2-byte value).1 The whole cipher suite list contains 
317 cipher suites which are omitted for space reasons, but we 

1https://www.iana.org/assignments/tls-parameters/tls-parameters.xhtml# 
tls-parameters-4 

KEX Enc Key size Mode Hash 

NULL NULL 0 NULL NULL 
RSA RC4 40 CBC MD5 

RSA EXPORT RC2 56 EDE CBC SHA 
DH DSS EXPORT IDEA 128 GCM SHA256 

DH DSS DES 168 CCM SHA384 
DH RSA EXPORT 3DES 256 CCM 8 

DH RSA AES 
DHE DSS EXPORT CAMELLIA 

DHE DSS SEED 
DHE RSA EXPORT ARIA 

DHE RSA 
DH anon EXPORT 

DH anon 
KRB5 

KRB5 EXPORT 
PSK 

DHE PSK 
RSA PSK 

ECDH ECDSA 
ECDHE ECDSA 

ECDH RSA 
ECDHE RSA 
ECDH anon 
SRP SHA 

SRP SHA RSA 
SRP SHA DSS 
ECDHE PSK 

PSK DHE 

TABLE I: IANA IPM 

Fig. 3: Coverage IANA 

give the resulting IPM in Table I. In the context of this paper, 
we consider a cipher suite list as a test set. 

1) Key length constraints: 

•	 For each encryption algorithm one constraint for al
lowed key sizes (e.g. AES ⇒ key size = 128 or 256) 

•	 Only necessary for IANA model since the other sub
sets don’t allow for invalid combinations 

B. ENISA 

The following recommendation is issued by the ENISA 
(European Union Agency for Network and Information Secu
rity). The recommendation notes that none of the available key 
exchange mechanisms are particularly favorable for future use 
(long term) as no proof of security exists, but recommends 
(EC)DHE together with RSA, DSS or ECDSA for legacy use 
as this provides forward secrecy 2. See Table II for the whole 
list of cipher suites. 

2https://www.enisa.europa.eu/activities/identity-and-trust/library/ 
deliverables/study-on-cryptographic-protocols/at%5fdownload/fullReport 
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KEX Enc Key size Mode Hash 

DHE DSS CAMELLIA 128 GCM SHA256 
DHE DSS AES 128 GCM SHA256 
DHE DSS CAMELLIA 256 GCM SHA384 
DHE DSS AES 256 GCM SHA384 
DHE RSA CAMELLIA 128 GCM SHA256 

ECDHE RSA CAMELLIA 128 GCM SHA256 
DHE RSA AES 128 GCM SHA256 

ECDHE RSA AES 128 GCM SHA256 
DHE RSA CAMELLIA 256 GCM SHA384 

ECDHE RSA CAMELLIA 256 GCM SHA384 
DHE RSA AES 256 GCM SHA384 

ECDHE RSA AES 256 GCM SHA384 
DHE RSA AES 128 CCM SHA256 
DHE RSA AES 128 CCM 8 SHA256 
DHE RSA AES 256 CCM SHA256 
DHE RSA AES 256 CCM 8 SHA256 

ECDHE ECDSA CAMELLIA 128 GCM SHA256 
ECDHE ECDSA AES 128 GCM SHA256 
ECDHE ECDSA CAMELLIA 256 GCM SHA384 
ECDHE ECDSA AES 256 GCM SHA384 
ECDHE ECDSA AES 128 CCM SHA256 
ECDHE ECDSA AES 128 CCM 8 SHA256 
ECDHE ECDSA AES 256 CCM SHA256 
ECDHE ECDSA AES 256 CCM 8 SHA256 

TABLE II: ENISA recommended cipher suites 

KEX Enc Key size Mode Hash 

ECDHE ECDSA AES 128 GCM SHA256 
ECDHE RSA CAMELLIA 256 CCM SHA384 

DHE RSA CCM 8 
DHE DSS 

TABLE III: ENISA IPM 

C. BSI 

The BSI, a German Federal Agency responsible for com
puter and network security, gives out recommendations for 
cipher suites it considers secure to use. See table IV for a 
full list of these cipher suites. 3 

D. Mozilla 

Mozilla recommends specific cipher suites for server side 
TLS as a guideline for helping system administrators harden 
the configuration of servers, most notably webservers 4. We 
analysed the recommended cipher list for modern compatibil
ity. See table VI for a full list of cipher suites. 

3https://www.bsi.bund.de/SharedDocs/Downloads/DE/BSI/Publikationen/ 
TechnischeRichtlinien/TR02102/BSI-TR-02102-2.pdf?%5f%5fblob= 
publicationFile&v=1 

4https://wiki.mozilla.org/Security/Server Side TLS 

KEX Enc Key size Mode Hash 

ECDHE ECDSA AES 128 CBC SHA256 
ECDHE ECDSA AES 256 CBC SHA384 
ECDHE ECDSA AES 128 GCM SHA256 
ECDHE ECDSA AES 256 GCM SHA384 

ECDHE RSA AES 128 CBC SHA256 
ECDHE RSA AES 256 CBC SHA384 
ECDHE RSA AES 128 GCM SHA256 
ECDHE RSA AES 256 GCM SHA384 

DHE DSS AES 128 CBC SHA256 
DHE DSS AES 256 CBC SHA256 
DHE DSS AES 128 GCM SHA256 
DHE DSS AES 256 GCM SHA384 
DHE RSA AES 128 CBC SHA256 
DHE RSA AES 256 CBC SHA256 
DHE RSA AES 128 GCM SHA256 
DHE RSA AES 256 GCM SHA384 

TABLE IV: BSI recommended cipher suites 

KEX Enc Key size Mode Hash 

ECDHE ECDSA AES 128 CBC SHA256 
ECDHE RSA 256 GCM SHA384 

DHE RSA 
DHE DSS 

TABLE V: BSI IPM 

Fig. 5: Coverage BSI 

KEX Enc Key size Mode Hash 

ECDHE ECDSA AES 128 CBC SHA 
ECDHE ECDSA AES 256 CBC SHA 

ECDHE RSA AES 128 CBC SHA 
ECDHE RSA AES 256 CBC SHA 

ECDHE ECDSA AES 128 CBC SHA256 
ECDHE ECDSA AES 256 CBC SHA384 

ECDHE RSA AES 128 CBC SHA256 
ECDHE RSA AES 256 CBC SHA384 

ECDHE ECDSA AES 128 GCM SHA256 
ECDHE ECDSA AES 256 GCM SHA384 

ECDHE RSA AES 128 GCM SHA256 
ECDHE RSA AES 256 GCM SHA384 

DHE RSA AES 128 CBC SHA 
DHE DSS AES 256 CBC SHA 
DHE RSA AES 256 CBC SHA 
DHE DSS AES 128 CBC SHA256 
DHE RSA AES 128 CBC SHA256 
DHE RSA AES 256 CBC SHA256 
DHE RSA AES 128 GCM SHA256 
DHE RSA AES 256 GCM SHA384 
DHE DSS AES 128 GCM SHA256 
DHE DSS AES 256 GCM SHA384 

Fig. 4: Coverage ENISA 
TABLE VI: Mozilla recommended cipher suites 
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KEX Enc Key size Mode Hash 

ECDHE ECDSA AES 128 CBC SHA 
ECDHE RSA 256 GCM SHA256 

DHE RSA SHA384 
DHE DSS 

TABLE VII: Mozilla IPM 

Fig. 6: Coverage Mozilla 

E. NSA Suite B 

Suite 
NSA 5 . 

B is 
Currently 

a recommendation 
only one cipher, 

by the 
namely 

TLS_ECDHE_ECDSA_AES_256_GCM_SHA384, is 
recommended. Before a revision in 2015 AES 128 and 
SHA256 were also allowed. 

IV. MEASURING TLS CIPHER SUITES 

The TLS cipher suites can be viewed as a collection of 
configuration settings or options, conditioned that an input 
parameter model is available. A particular implementation is 
composed from a number of modules or components that to
gether provide desired functionality. For TLS, the components 
are of the five types of modules described earlier in Section III. 
Combination coverage is of interest for configurable systems 
because interactions between multiple components are often 
the source of bugs and vulnerabilities. The more potential 
interactions, the greater the possibility for such interoper
ability problems, and thus the greater need for testing. The 
significance of t-way combinations of configuration options 
is dependent on the application. For TLS cipher suites, an 
example might be the importance of analyzing the existing 
pairs of encryption and authentication functions. If encryption 
is provided without authentication, or with inadequately secure 

5https://tools.ietf.org/html/rfc6460 

KEX Enc Key size Mode Hash 

ECDHE ECDSA AES 128 GCM SHA256 
ECDHE ECDSA AES 256 GCM SHA384 

TABLE VIII: NSA recommended cipher suites before 2015 
revision 

KEX Enc Key size Mode Hash 

ECDHE ECDSA AES 256 GCM SHA384 

TABLE IX: NSA recommended cipher suite after 2015 revi
sion 

KEX Enc Key size Mode Hash 

ECDHE ECDSA AES 128 GCM SHA256 
256 SHA384 

TABLE X: NSA IPM (before revision) 

Fig. 7: Coverage NSA Suite B 

authentication, then users will be vulnerable to a man-in-the
middle attack. 

If we wish to analyze a cipher suite, one consideration 
is the extent to which we can measure combinations of its 
configurable options. If a new or a revised cipher suite is 
proposed, for example, interoperability errors may be more 
common where combinations of options have not been used 
in the previous versions. For instance, if such a cipher suite has 
a pair of components that is present in the current suite, then it 
is already in use and interoperability problems are presumably 
more likely to have been identified through use. If a particular 
combination of components was not present in the current im
plementation, then, in the case that a testing procedure can be 
applied, this is likely to be required to ensure correct operation 
than if the current suite already has this pair. Furthermore, if 
an existing configuration uses both components, then previous 
test sets should have covered this pair. By identifying pairs and 
higher strength t-way combinations that are not covered in the 
current test set, we can improve the test sets by covering the 
previously untested interactions. 

Consider Table II for example. The ENISA cipher suite 
input model has a configuration of 233141, for 96 possible 
implementations. Table XII contains 24 rows, so many other 
implementations are possible using software for each of the 
parameters in the input model. Table XII shows that 86% of 
the pairs have been covered in the ENISA specification, so 
problems that are related to unspecified 2-way interactions are 
relatively unlikely if a new option is afterwards added to a 
revised ENISA cipher suite. 

The IANA cipher suite list, on the other hand, has an 
enormous possible configuration space, with an input model 
of 5162101281 = 8400 possible implementations. As shown 
in Table XII, only 45% of the pairs, and only 16% of 3-way 
combinations are present in the current list. Thus changes or 
additions are more likely to introduce combinations that have 
not been used in the existing test sets. 

All data can be found in Table XII and is further visualized 
in Figures 3, 4, 5, 6 and 7 which show the coverage for the 
IANA, ENISA, BSI, Mozilla and NSA test sets. These figures 
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Key exchange Enc Key size Mode MAC 
ECDHE ECDSA 
ECDHE ECDSA 

AES 
AES 

128 
256 

GCM 
GCM 

SHA256 
SHA384 

t ENISA BSI Mozilla NSA 
2 5.83% 4.60% 5.42% 1.74% 
3 1.57% 1.17% 1.49% 0.28% 
4 0.46% 0.33% 0.43% 0.05% 
5 0.19% 0.13% 0.17% 0.02%TABLE XI: Test set for NSA Suite B 

t IANA ENISA BSI Mozilla NSA 
2 45.55% 86.36% 97.83% 96.36% 89.47% 
3 15.51% 65.24% 86.96% 82.5% 76.00% 
4 5.41% 43.0% 69.32% 63.71% 62.50% 
5 2.52% 25.0% 50.00% 45.83% 50.00% 

TABLE XII: Combinatorial coverage (t ∈ {2, 3, 4, 5}) 

show the proportion of combinations which are covered to a 
certain extent. For example, in Figure 6 we can see that 50% 
of all 3-way parameter combinations are fully covered while 
70% are covered with at least 80%, and so on. 

As noted previously, increasing the number of potential 
interactions between components may also increase the risk 
of bugs or vulnerabilities arising from feature interactions. 
Notice that the NSA Suite B specification contained only two 
configurations in the past, and now only one, thus limiting the 
potential for unknown interactions. 

V. CROSS COVERAGE 

We can consider the idea of cross coverage, where coverage 
is computed for one test array, A, using an input model, M ', 
for a different array, A' of the same kind. That is, the measures 
produced give the coverage of M ' by the tests in A. To the 
best of our knowledge, the idea of cross coverage is new and 
it has not been investigated elsewhere. Properties associated 
with this construct are topics for future papers, but we can 
review some implications with respect to applications, using 
the figures shown in Table XII and Table XIII. 

Table XII shows the coverage of the five different input 
models in the header line by their respective cipher suites. For 
example, the IANA cipher suite covers 46% of the potential 
2-way interactions among its components. As noted earlier, 
TLS is being used here only as an illustration of the analysis 
method, and constraints (on the related input models) have not 
been included in the measurement. 

In Table XIII, the other four suites are measured in their 
coverage of the IANA input model. Thus the potential inter
actions among components of the ENISA suite are 5.8%. Of 
all the 2-way interactions that could be constructed among the 
components of the IANA input model, the IANA cipher suite 
covers 46%, and the ENISA suite covers 5.8%. If potential 
interactions are a source of problems, and thus represent a 
need for testing, then we can infer that less testing will 
be required when constructing an ENISA test set from the 
individual components for encryption algorithm, mode, etc. 
than for constructing an IANA test set. 

VI. CONCLUSION AND FUTURE WORK 

In this work, we presented an analysis of the combinatorial 
coverage of subsets of the TLS cipher suite registry. This 
analysis was made feasible with the aid of an input model 
we developed for this cause. Our measurement results (with 
respect to the input model) indicate that there is a vast number 

TABLE XIII: Cross coverage with IANA IPM (t ∈ {2, 3, 4, 5}) 

of uncovered configurations in the specified cipher suites for 
TLS. However, complex TLS code constraints have not been 
included in this measurement and hence our results should 
be interpreted as upper bounds rather than exact sizes of the 
specific configuration spaces. 

Whether we can view these measurement results as an 
indication for the root cause of security vulnerabilities is an 
important research topic that needs to be addressed further. In 
future work, we plan to undertake measures towards this di
rection by examining the relation of uncovered configurations 
and “weak” cipher suites, in the sense of the security strength 
these ciphers provide, in real data sets for TLS. Within this 
line of research, it would be also interesting to simulate a 
similar analysis for cipher suite lists that have been deprecated 
in newer TLS versions. 
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ABSTRACT 

Synchronization of optical clocks via optical two-way time-frequency transfer across free-space links can result in time 

offsets between the two clocks below tens of femtoseconds over many hours.  The complex optical system necessary to 

support such synchronization is described in detail here.  

Work of the U.S. government, not subject to copyright. 

Keywords: optical two-way time-frequency transfer, optical synchronization, optical metrology, frequency comb 

1. INTRODUCTION 

Recently, we have demonstrated the tight synchronization of two optical clocks to within femtoseconds across a 4 km 

turbulent air path.1  To achieve this level of performance, we use optical two-way time-frequency transfer (O-TWTFT) 

which removes the picosecond-level turbulence-induced timing fluctuations present on a one-way measurement to 

achieve femtosecond-level synchronization. Here, we will discuss the optical system design which makes this 

performance possible.   

 

Figure 1. Overview of synchronization system.  The coherent pulse train generated by the clock is combined with a coarse timing and 

communications signal before being launched over the turbulent air path.  The arrival of the coherent pulse train (clock signal) from 

each site is detected with femtosecond precision at the other site. The coarse timing accounts for any ambiguities associated with the 

separation between coherent pulses, while the communications signal allows for real time computation of the clock difference at the 

remote site.  Feedback is then applied to the remote clock to maintain synchronization between the two clocks, i.e. a time offset of 

zero at a chosen reference plane. 

Figure 1 shows a simplified schematic of the overall O-TWTFT system.  Tight synchronization of two clocks to within 

femtoseconds via O-TWTFT requires five basic steps: 

1. The “ticks” of the optical clock must be generated with low pulse-to-pulse timing jitter, which requires an optical 

oscillator (cavity stabilized laser) and associated phase-locked frequency comb.   

2. The timing signal must be sent from one site to the other site and detected with femtosecond precision.  As the 

name suggests, for O-TWTFT, the transfer of clock signals must be bi-directional to cancel fluctuations due to 

turbulence and platform motion.   

3. The timing signals recorded at the master site must be communicated to the remote site.  (Here, we refer to the 

actively synchronized clock as the remote clock.)   

4. Based on the two-way timing signals, the controller at the remote site must compute the time offset between the 

two clocks in realtime.   

Turbulent air path

Controller

Coarse timing 

and ranging +

Communication

Coarse timing 

and ranging +

Communication

Controller

Feedback
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5. Feedback must be applied to the remote clock to drive the computed time offset between the two clocks to zero at 

the chosen reference plane.  

In O-TWTFT, two different sets of bi-directional timing signals are transmitted, one via frequency comb pulses and one 

via an rf phase-modulated optical-carrier-wave. This optical carrier wave is also used to transmit the timing information 

from the master site back to the remote site (step 3 above).  

To demonstrate O-TWTFT, a test system was setup at the NIST campus in Boulder, Colorado. This O-TWTFT achieved 

femtosecond-level synchronization over days.1 As shown in Figure 2, the hardware is installed in a rooftop laboratory 

with a folding mirror located 1 km distant on a mesa.  Utilization of a twice-folded optical path creates a 4 km path and 

allows for verification. (See Figure 2.) Indeed, it is critical to configure the system in this way, rather than the point-to-

point link of Figure 1, in order to verify synchronization via a separate out-of-loop measurement over a short fiber path 

that directly connects the two clocks.   

 

Figure 2.  (a) Image of rooftop laboratory with most of the hardware including the free-space optical terminals (red circle) and second 

folding mirror (red circle).  (b) Image of path between rooftop laboratory and first folding mirror on the mesa.  Inset shows two-fold 

optical path geometry used to reach 4 km optical pathlength. (c) Image of first folding mirror on mesa 1 km distant from rooftop 

laboratory. 

The remainder of this paper discusses the optical system. Section 2 provides an overview of the whole system.  Section 3 

covers the frequency-comb-based optical two-way time-frequency transfer, including the detection of pulse arrival times 

with femtosecond resolution. Section 4 contains a brief discussion of the sub-nanosecond ‘coarse’ timing and ranging as 

well as the optical communications link necessary for real-time processing of the timing signals.  Section 5 describes the 

low-insertion loss free-space optical terminals which are used to launch and receive the optical signals. Finally, Section 6 

provides details on the synchronization verification. We note that the system described here synchronizes two optical 

clocks; however, many elements of this system can also be used for the synchronization of a microwave clock to an 

optical clock. 

2. OVERVIEW OF PHYSICAL SYSTEM 

The optical system as implemented is quite complex and involves two optical cavities, three frequency combs, six cw 

lasers, two Doppler-cancelled fiber links, three optical heterodyne detection modules, and two free-space optical 

terminals.  (The digital signal processing and control, which is not described here, has similar complexity including a 

total of nine servo loops.)  Figure 3 gives a more detailed overview of the system.   

On each end of the link, a frequency comb is phase-locked to a cavity-stabilized laser located in a separate laboratory.  

On the master site, a transfer comb is also needed to measure the time offsets at the necessary femtosecond resolution.  A 

multi-function heterodyne module is associated with each of the three frequency combs for the detection of time offsets 

and stabilization of the comb.  Each site has a modulated cw laser for coarse ranging and for communications which is 

wavelength multiplexed with the comb light launched from the free-space optical terminals. A field-programmable-gate-

array-based (FPGA-based) controller at each site performs the real-time processing of comb and cw laser timing signals 

and generates the feedback signals necessary for closing the synchronization loop. 

(a) (b) (c)

1 km
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Figure 3.  Schematic of synchronization system highlighting the physical system.  On the master site, a second transfer comb is 

implemented for detection of time offsets at the femtosecond level as discussed in Section 2.2 and Section 3.1.  The optical cavities 

and cavity-stabilized lasers are located in a separate laboratory and connected via Doppler-cancelled fiber links.  The multi-function 

heterodyne modules contain elements for launching comb light across the link, detecting the incoming timing signals, and phase-

locking the frequency combs to the cavity-stabilized lasers.  The optical path is folded to allow for synchronization verification. (One 

potential source of confusion is that sub-systems within a clock site are often tightly coupled physically to avoid systematic timing 

drifts even if they might be separated in a conceptual diagram. For instance the heterodyne module both detects the optical signal to 

phase-lock the frequency comb to the cavity stabilized laser and detects the timing signals from the incoming optical pulse train.)  

Before discussing the design of the optical subsystems in more detail, we discuss two important underlying operations: 

the generation of the optical timescale at each site and the calculation of the overall master synchronization equation.  

2.1 Generating a Clock Output 

At both the master and remote site, we must construct a clock.  Here, we do so by tightly phase-locking a frequency 

comb to a cavity-stabilized laser.  The frequency comb at each site coherently converts the ~100 THz optical frequency 

of the cavity-stabilized laser to the more accessible “clock tick” comb repetition frequency of ~200 MHz.  (See Figure 

4.)  The time output of the clock then consists of the labeled pulse train generated by the frequency comb with the time 

defined by the arrival of a pulse at a chosen reference plane.  When operating synchronously, the repetition frequency for 

the master and remote combs are identical and the two pulse trains overlap at a common reference plane.  Note that for 

continuous time output, as opposed to the more standard frequency output, the combs cannot exhibit any phase-slips.   
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Figure 4. Optical clock structure at each site.  A single comb tooth of a self-referenced frequency comb2 is phase-locked to a cavity-

stabilized cw laser.  A Doppler-cancelled fiber link connects the cw laser to the frequency comb as they are separated by ~ 400 m.  A 

controller labels the pulses of the 200-MHz-repetition-frequency comb.  The comb pulses have only a few femtoseconds of pulse-to-

pulse timing jitter.  The time is defined when the labeled pulses cross a chosen reference plane. The position of the reference plane 

must be set in a calibration step.  

For our system, the high performance optical cavity essentially serves as the frequency reference since the laser 

frequency follows any variations in the cavity length.  For longer term stability or absolute time, the optical cavity could 

in turn be referenced to an atomic reference. The synchronization measurements should retain the same performance 

since here we measure the synchronization of the remote clock to the master clock, whatever its timebase.   

2.2 Synchronization Equation 

In the introduction, we gave a top level discussion of the synchronization process. As mentioned, it relies on the 

measurement of two-way timing information between the two sites followed by a calculation of the overall time offset 

between the clocks based on these measurements.  We first provide a simple picture of this two-way time offset 

measurement before describing the more complicated configuration that applies to O-TWTFT.   In the simple picture, we 

record two time offsets. First, we record the time offset associated with the arrival of a particular pulse from the remote 

site as measured at the master site, 
Remote Master linkT T D  D , where 

linkT  is the time-of-flight across the link and 

TD  is the clock difference. Second, we record the arrival of a pulse from the master site (with the same nominal time) 

as measured by the remote site, 
Master Remote linkT T D  D .  Atmospheric turbulence and platform motion can 

induce variations in the time-of-flight, 
linkT .  However, by taking the difference of these arrival times, 

linkT  is removed 

due to the reciprocity of a single-spatial mode optical link3 leaving only the clock difference, i.e.     

  Remote Master Master Remote

1

2
T   D  D D   (1.1) 

This is the basic two-way time-frequency picture.   
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However, direction detection of the comb pulses with femtosecond resolution is not possible and as a consequence we 

implement the transfer comb as discussed in Section 3.1.  Now, three time offsets must be recorded: the arrival of the 

transfer comb pulses as measured at the remote site, 
Transfer Remote D , the arrival of the remote comb pulses as 

measured at the master site (by the transfer comb as described later), 
Remote Transfer D , and the time offset between the 

transfer and master comb pulses, 
Transfer Master D .  (See Figure 3.) There are ambiguities associated with each of these 

time offset measurement because the comb pulses are separated by only 1/fr~ 5 nsec; these must be removed by a 

“coarser” two-way time-frequency measurement.  As given in Ref. 1, we have developed a master synchronization 

equation that combines all these measurements to calculate the time offset between the master and remote clocks, TD . 

This equation is: 

    r

Remote Transfer Transfer Remote Master Transfer cal link ADC

r r

1

2 2 2

f n
T T t

f f
     

 D D
D  D D D   D  

 
  (1.2) 

where 
rf  is the repetition frequency of the master comb, 

rfD  is the difference in repetition frequencies between the 

master and transfer combs, 
linkT  is again the time-of-flight across the link, 

ADCtD  is time offset in the analog-to-digital 

converters (ADCs) at the two sites, and nD  is an integer associated with the labeling of pules.  The first three terms 

represent the generalized form of Equation 1.1.  The next term, 
cal , is a term which accounts for the calibration of fixed 

delays so that 0TD   at the desired reference plane.  The next two terms are suppressed by ~1/ 2/ 00,000 r rf fD

and calculated based on measurements made by the coarse TWTFT measurement (Section 4).  They  are both a 

consequence of the necessary offset in repetition frequencies between the transfer and remote comb pulse trains. The 

final term is the previously mentioned ambiguity.  This in-loop time offset TD  is calculated at the remote site, so that 

any corrections can be applied to the remote clock. The communications link (see Section 4.2) transmits the necessary 

time offsets from the master site to the remote site to permit calculation in real time. 

In the next section, we discuss implementation of the comb-based two-way time-frequency transfer that yields the values 

for 
Transfer Remote D , 

Remote Transfer D , and 
Transfer Master D .  Section 4 discusses the implementation of the coarse 

two-way time-frequency transfer that yields values for 
linkT , 

ADCtD and 
cal . 

3. COMB-BASED OPTICAL TWO-WAY TIME-FREQUENCY TRANSFER 

3.1 Overview 

The frequency combs produce pulse trains with pulse-to-pulse timing jitter of only a few femtoseconds.  Direct detection 

of the pulses, however, would provide only picosecond resolution; to take advantage of the femtosecond-level comb 

jitter, we implement a linear optical sampling (LOS)4 technique that achieves the necessary femtosecond resolution. At 

each site, the local comb is heterodyned with the received distant comb light. As the two comb’s repetition frequencies 

differ by a few kHz, this generates an interferogram (cross-correlation) on the detector as the comb pulses walk through 

each other.  The time at which the peak of the interferogram arrives, detected with a matched filter approach, then can be 

mapped onto the time offset between the underlying pulse trains.  

There is a trade-off between the interferogram repetition rate, i.e. the offset in repetition frequencies, which sets the 

update rate of the time offset measurements and the amount of comb spectral bandwidth due to the Nyquist sampling 

theorem.4 A lower update rate allows for an increased bandwidth and, potentially, an increased signal-to-noise; however, 

the lower update rate also lowers the bandwidth of the synchronization feedback. We find that a ~2 kHz offset in 

repetition frequencies is a nice balance. 

This LOS sampling is not done directly between the master and remote comb pulse trains since they operate at the same 

repetition frequency. Instead, a transfer comb is introduced at the master site that has an offset repetition frequency. In 

this way, LOS sampling is implemented at each end of the link while allowing the master and remote combs to “tick” at 

the same rate for optical synchronization.  Figure 5 shows an example of measured interferograms between the incoming 

transfer comb pulse train and master comb pulse train at the master site (left side) and the reverse (right side).   
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Figure 5. Example of detected interferograms (cross-correlations) at system start and a later time at master and remote sites.  The 

second set of interferograms have a shift from their expected arrival time (gray trace) due atmospheric turbulence.  This shift due to 

turbulence cancels exactly when the difference in arrival times is taken leaving only the clock time offset. 

Figure 6 shows the physical implementation of this system at the remote site.  The frequency comb at the remote site is 

housed in two separate aluminum boxes. The optical LOS sampling is implemented in a separate heterodyne detection 

module. This module actually serves multiple purposes as is discussed in Section 3.6; here, its overlap of the remote 

comb and incoming transfer comb pulse trains is the relevant function.  The photodetected interferogram is digitized at 

100 MS/s and processed in the FPGA controller. Other inputs and outputs to the FPGA controller are also noted in Fig. 

6b. Note that the heterodyne nature of the LOS measurement also increases the link availability as it detects the 

incoming pulses near the shot-noise limit. The detection threshold, i.e. the lowest received power for which we can 

compute a time difference, is only 2 nW (78 photons per pulse).  At the master site, the configuration is very similar for 

the LOS sampling between the incoming remote comb pulse train and local transfer comb pulse train. A second 

heterodyne module tracks the time offset between the master and transfer comb pulse trains.  

 

Figure 6. (a) Image of comb (in two boxes) and heterodyne module. (b) Detailed schematic of remote site.  The red shaded box 

indicates the frequency comb of (a) while the blue shaded box contains the heterodyne detection of the interferogram between the 

transfer and remote combs.  The comb light is wavelength multiplexed with the coarse timing and communications signals as shown 

in the right grey boxes.  The FPGA-based controlled modulates the cw laser for the coarse timing and communications, processes both 

the incoming heterodyne comb signal and incoming modulated cw laser signal, and drives a direct digital synthesizer (DDS) to 

provide the feedback necessary. The FPGA controller, coarse TWTFT/communication system, and free-space terminal are not shown 

in Fig. 6a.  Comms: communications; RX: receive; TX: transmit; EOM: electro-optic modulator; TWTFT: two-way time frequency 

transfer; PPS: pulse-per-second; ADC: analog-to-digital converter 

In the remainder of this section we discuss the various optical subsystems of Fig. 6 that are involved in the comb-based 

TWTFT. (The coarse TWTFT, communications and free-space optics terminals are discussed in their own sections.)  
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3.2 Cavity-Stabilized Lasers and Doppler-Cancelled Links 

The cavity-stabilized laser consists of a commercial cw fiber laser locked to an optical cavity yielding a ~1 Hz linewidth 

and a typical environmentally-induced drift ranging from 0 Hz/s to 10 Hz/s. The cavity-stabilized laser frequency is 

195.297,562 THz for the master site, and 195.297,364 THz for the remote site. The cavity-stabilized lasers are located in 

an environmentally stable lab ~ 400 m away from the rooftop laboratory as the cavities are temperature sensitive. Two 

separate Doppler-cancelled fiber links transport the stabilized cw light to the location of the frequency combs. The 

phase-lock of the Doppler-cancelled links is monitored during synchronization to ensure that no phase slips occur.   

3.3 Frequency Combs 

As noted in the introduction to this section, there are three combs: a remote comb, a master comb, and a transfer comb.  

All three combs are self-referenced optically-coherent fiber frequency combs with field-programmable-gate-array-based 

(FPGA-based) digital control and can operate for days without any phase-slips2.  The 972,920th mode of the master comb 

is locked to the master cavity-stabilized laser to yield a repetition rate of ~200.733,423 MHz. The 972,909th mode of the 

transfer comb is similarly locked to the same cavity-stabilized laser to yield a repetition rate that differs by  

kHz.  Note that the ratio / (979,920 972,909) / 972,920 r rf fD    is exact and immune to clock drifts.  At the remote 

site, the 972,919th mode of the remote comb is locked to the second cavity-stabilized laser with an rf offset that is 

ultimately adjusted for synchronization.   

The comb design used here follows Ref. 2 , so the comb is actually physically distributed between two aluminum boxes, 

as shown in Fig. 6a. One box contains the femtosecond fiber laser and an amplifier while a second box contains the 

optics for the detection of the offset frequency (including nonlinear fiber for supercontinuum generation, periodically 

poled lithium niobate for frequency doubling of the 2 m light, and in-line f-to-2f interferometer). The first aluminum 

box containing the femtosecond laser is temperature controlled and both boxes are located within a larger aluminum 

enclosure, as shown in Fig. 6a, which is loosely temperature controlled. This temperature control of the femtosecond 

laser’s enclosure is discussed in detail in Section 3.5.  

To avoid time variations due to out-of-loop fiber, the optical heterodyne signal between the frequency comb and the 

cavity-stabilized laser is not detected within either of the two aluminum enclosures housing the comb. Rather the comb 

light is sent to the heterodyne module (i.e. the third aluminum box in Fig. 6a), where it is finally heterodyned against the 

cavity-stabilized laser to generate an error signal. This optical heterodyne signal is then sent to the comb’s FPGA digital 

controller along with the offset frequency signal.  The FPGA controller then phase-locks the comb output by feedback to 

the femtosecond fiber laser through pump power and cavity length. 

3.4 Comb Signals Launched Across the Link 

 

Figure 7. Optical spectrum transmitted across the free-space link. The filtered, transmitted comb spectrum (black shaded region), two 

modulated cw lasers (purple) at 1536.5 nm, and the two beacon lasers used for the free-space terminals (red and green) at 1532.7 nm 

and 1542.9 nm.   

A portion of the remote and transfer comb spectra is launched across the link, while the remote and master comb pulse 

trains provide the clock outputs at either site.  As discussed in Section 3.1, there is a balance between the rate of time 
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offset measurements and the spectral bandwidth of the comb used for detection.  It is not advantageous to try to launch 

the full 1 m – 2 m octave-spanning comb spectrum across the link.  Instead, as shown in Figure 7, a 16-nm-wide 

optical bandwidth centered at 1555 nm out of the comb is launched across the link with a total transmitted power (at the 

transmit aperture) of ~2.5 mW.  The 16-nm bandwidth also leaves additional space in the C-band for the modulated cw 

laser and beacon lasers without cross-talk between the comb and cw lasers. 

3.5 Stabilization of the Comb against Temperature Fluctuations 

Temperature control of the frequency combs is critical given their environmentally unstable location. Temperature 

fluctuations cause changes in the femtosecond fiber laser cavity length and therefore the repetition frequency. To 

stabilize the cavity length, the digital controller feeds back to piezo-electric transducer (PZT) actuators that are glued to 

the fiber cavity. However, if the temperature excursions are too large, the resulting cavity length correction can exceed 

the dynamic range of the PZTs. Their range is limited to ~ 1 m and thus the temperature of the comb must be well 

controlled to within 0.1 °C -  a factor of ten below that of the laboratory room temperature fluctuations.  

To achieve this level of stability, 10 k thermistor is placed in good thermal contact with the inside of the enclosure 

housing the femtosecond fiber laser.  A commercial temperature controller then regulates the enclosure temperature via 

thermo-electric coolers (TECs) placed below the aluminum enclosure. Because of temperature gradients, the thermistor 

and the cavity length may not agree on the temperature so serving the cavity length by directly adjusting the temperature 

is not feasible. We therefore implement a second feedback loop so that when the PZT actuator approaches the edge of its 

dynamic range, the comb’s digital controller adjusts the temperature controller’s setpoint by ~ 0.05 °C increments until 

the PZT actuator returns to the center of its range. This approach has an additional advantage of reduced sensitivity to 

the performance characteristics of the temperature controller.  We use a single point thermistor as our temperature 

measurement for a dispersed set of fibers and generic Steinhart-Hart coefficients5 when computing the temperature.  

Finally, the temperature controller also allows us to coarsely tune the repetition frequency of the comb as the repetition 

frequency shifts by ~ 2 kHz/°C so that we can coarsely match the repetition frequencies of the master and remote combs 

before synchronization.  Figure 8 shows this operation. 

 

Figure 8. Correction applied to the cavity length of the master frequency comb’s femtosecond laser over the 50 hour measurement of 

Ref. 1.  The corresponding calculated temperature shift is given on the right axis.  The sharp step after 6:00 pm is a length correction 

applied by the temperature control module to keep the cavity length within the range of the control actuator. The remaining 

corrections are applied by the PZT actuators.  
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3.6 Multi-Function Heterodyne Detection Modules 

 

Figure 9. Overview of heterodyne modules, their respective inputs (left) and outputs (right), and their functions (center).  (a) Design 

for the Remote Heterodyne-Module and Transfer Heterodyne-Module.  (b) Design for the Master Heterodyne-Module. 

The remote site includes a single Remote Heterodyne-Module that serves several purposes including detection of the 

time offset between the incoming transfer comb pulses and remote comb pulses. The master site includes two heterodyne 

modules: a Transfer Heterodyne-Module and a Master Heterodyne-Module. The Transfer Heterodyne-Module parallels 

the Remote Heterodyne-Module in that it detects the time offset between the incoming remote comb pulse and transfer 

comb pulses. The Master Heterodyne-Module detects the time offset between the transfer and master comb pulses. In 

addition to the time offset detection, the modules contain elements for the phase-locking of the relevant frequency comb 

to their cavity-stabilized laser. Each heterodyne module and its associated comb is inside an outer enclosure as show in 

Figure 6a and Figure 13. 

Figure 9 shows the full function of each heterodyne module while Figure 10 gives their detailed optical layout.  The 

Remote Heterodyne-Module and Transfer Heterodyne-Module (Figure 9a) have a nearly identical configuration.  In both 

modules, a portion of the comb light is filtered for launch across the link.  The received light is then heterodyned with 

100 W of in-band local comb light to create a cross-correlation, or interferogram, for the detection of the time offset 

between the remote and transfer comb pulse trains (see Figure 5).  In addition, the Doppler-cancelled links for the cavity-

stabilized lasers terminate in these modules. (At the master site, the cavity-stabilized light is split between the two 

heterodyne modules.)  The Master Heterodyne-Module is similar except it does not send or receive light to the free-

space optical terminals and it is also contains the optics for the out-of-loop heterodyne overlap of the remote and master 

pulses used in the synchronization verification. 
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Figure 10. Detailed multi-function heterodyne module schematic. See text for details. (a) Remote Heterodyne-Module design.  (b) 

Transfer Heterodyne-Module design.  (c) Master Heterodyne-Module design.  Note that the free-space optical terminals (FSO) are 

both an input and an output.  The reference plane for the out-of-loop verification is indicated by a red dashed line in (c).  Temperature 

sensitive fiber paths are highlighted in yellow for (a) – (c).  Blue lines: polarization-maintaining fiber; red-lines: single-mode fiber; 

FSO: free-space optical terminal; BPF: band-pass filter; ISO: optical isolator; DWDM: dense wavelength division multiplexer; IGM: 

interferogram 

3.7 Temperature Stability of Heterodyne Modules 

The rooftop laboratory is not an environmentally stable environment.  The room temperature can exhibit variations 

as large as 10 °C as show in Figure 15.  There are building vibrations associated with the fifth floor location. Finaly, 

the humidity is uncontrolled.  During the 50-hour measurement of Ref. 1, the room temperature varied by 4 °C and 

the relative humidity ranged between 13% and 20%.  The temperature fluctuations are particularly concerning as 
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these fluctuations can induce fractional optical pathlength variations in fiber paths at approximately 10-5/°C.  The 

effect of relative humidity fluctuations is an order of magnitude lower and thus less of a concern given the usually 

stable relative humidity in Boulder, Colorado.  While the system includes many fiber optic paths, it has been 

designed such that most fiber paths are either effectively inside the phase-locked loop for the frequency comb 

stabilization or included in the bidirectional two-way link.  Therefore, variations in these fiber paths do not lead to 

time drifts between the synchronized clocks.   However, there are a few fiber paths for which this is not the case. 

These critical fiber paths are highlighted in yellow in Figure 10.  To reduce temperature fluctuations on these critical 

fiber paths, the heterodyne modules are housed in small aluminum boxes (see Fig. 6a), which are actively 

temperature controlled at 21.0 °C with a standard deviation of 0.005 °C as measured by the control thermistor.  

These boxes, along with the associated frequency comb boxes, are housed within a larger outer aluminum enclosure 

that also has rough temperature control. We measured the temperature sensitivity of the synchronization by 

monitoring the out-of-loop time offset while deliberating shifting the module temperature by 0.2 °C. For the Master 

Heterodyne-Module, we recorded a sensitivity of 130 fs/°C, while for the Remote Heterodyne-Module and the 

Transfer Heterodyne-Module, it was 100 fs/°C.   

4. COARSE TWO-WAY TIME-FREQUENCY TRANSFER AND COMMUNICATIONS LINK 

As discussed in Section 2.2, the comb-based TWTFT discussed in the previous section yields 
Transfer Remote D , 

Remote Transfer D , and 
Transfer Master D .  However, full calculation of the time offset requires a second the coarse two-

way time-frequency transfer to provide unambiguous values for 
linkT , 

ADCtD and nD . In addition, the timing 

information at the master site must be transmitted to the remote site.  Both these functions – the measurement of the 

additional timing quantities and the communications – are provided by the same physical system shown in Figure 11.  

In this subsystem, a 1536.5-nm distributed feedback (DFB) laser is followed by a Mach-Zehnder phase modulator, 

which is controlled by the local FPGA-based synchronization controller to generate an rf phase modulated signal.  This 

signal is wavelength multiplexed with the filtered comb light and transmitted across the link to the opposite site. At the 

opposite site, this transmitted phase-modulated light is detected by coherent balanced heterodyne detection against the 

local DFB (unmodulated) cw laser. The two DFB lasers must operate near the same frequency if this coherent 

heterodyne signal is to be within the detection bandwidth. To this end, the DFB laser at the remote site is frequency-

locked to the incoming DFB laser from the master site with a frequency offset of 150 MHz via a frequency-locked loop 

implemented on the FPGA controller. Use of balanced coherent detection yields high sensitivity and reduces the 

dynamic range which in turn reduces systematics for TWTFT.   

 

Figure 11. Coarse Two-way Time-Frequency Transfer and Communications on Remote Site.  Based on control signals from the 

FPGA-based controller, an electro-optic phase modulator (EOM) encodes a signal on the cw light with binary phase-shift keying 

(BPSK). For the coarse timing and ranging, a pseudo-random binary sequence (PRBS) is transmitted. For the communications, data is 

transmitted.  Two 50:50 combiners are used to overlap the local cw laser with the received modulated signal. The resulting heterodyne 

signal is centered at 150 MHz and is demodulated by the controller to extract the TWTFT timing signal and communications data. 
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4.1 Coarse Two-Way Time-Frequency Transfer 

When the master site detects an overlap (interferogram centerburst) between the incoming remote comb pulse train and 

transfer comb pulse train, it initiates the ‘coarse’ timing and communications protocol.  The master side first transmits a 

~104 chips Manchester-coded PRBS at ~100-ns chip length (~10 Mb/s signaling rate).  The use of a Manchester-coding 

allows for a simple and robust implementation.  Once this signal is detected at the remote site, the remote site then 

transmits its own PRBS across the link.  Both sites timestamp the arrival of the local and transmitted PRBS according to 

their respective local timebase. The difference of these timestamps via the analog of equation (1.1) yields the coarse time 

offset between the ADC clocks, 
ADCtD . Since the ADCs are clocked synchronously off the remote and master combs 

this measurement also yields  nD .  Finally, the sum of these timestamps yields the link delay 
linkT  This PRBS-based 

TWTFT has a 40 ps resolution, which is well below the 2.5 ns ambiguity which arises from the 200-MHz repetition 

frequency of the combs.   

4.2 Communications Link 

Additionally, after the PRBS signal, the laser is modulated to communicate data between sites. For communication, the 

system operates in half-duplex mode using Manchester encoded binary phase shift keying (BPSK) at 10 Mbps.  The 

master site uses the communication link to transmit its measured timestamps so that the remote site can use these 

measurements to independently compute the coarse clock time offset and the coarse time-of-flight across the link. It also 

sends the results of the comb time offset measurements.  This entire protocol of PRBS two-way transfer and 

communications requires 350 s of time, or below the interferogram repeat time of 1/Dfr =  500 s. 

5. LOW LOSS FREE-SPACE OPTICAL TERMINALS 

To provide for reciprocity through the turbulent atmosphere, a single-spatial-mode free-space link must be implemented, 

essentially requiring that the phase of the received light vary by less than a radian over the receiver aperture.  This 

“coherence size” is a characterized property of coherent light propagating through turbulence6 and is on the order of a 

few centimeters for moderate turbulence over km-scale horizontal atmospheric paths.  Successful detection of the in-

loop time offset requires the received power to be above the detection threshold of a few nanowatts; increasing the 

received power above this relatively low threshold does not further improve the synchronization.  The free-space optical 

terminals are designed to match the beam diameter to the atmospheric coherence size, to have low insertion loss in order 

to support the largest range of power fluctuations possible, and to correct for turbulence-induced beam wander. 

The zeroth order “piston mode” turbulence effect, given by air density variations (as well as platform sway) that change 

the optical path length, is removed by the two-way time transfer as it is reciprocal for a single-spatial-mode link.  

However, the first order beam wander can strongly limit link availability if uncorrected.  By applying a first order tip/tilt 

correction on the free-space optical terminals at both sites, we can achieve average link availabilities on average of 85% 

across a 4 km link close to the ground in Boulder, Colorado.  

 

Figure 12. Detailed schematic of low insertion loss free-space optical terminal.  See text for details. 
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The terminal design is shown in Figure 12.  The terminal serves to both launch light across the link and receive light 

from the far end of the link, and as such are fully bi-directional.  The combined ‘science’ light of the comb and 

modulated cw laser is launched from single mode fiber at the input of the free-space terminal. This light is then 

polarization multiplexed with a beacon laser. The beacon lasers are selected to not interfere with the science light and are 

at wavelengths of 1532.7 nm and 1542.9 nm for the two terminals. (See optical spectrum in Figure 7.)  The combined 

beam is then directed off a fast galvanometric steering mirror, expanded in an off-axis, reflective parabolic telescope, 

and launched over free space.  The beacon lasers have a greater divergence than the science light in order to improve 

initial signal capture but otherwise are completely co-axial with the science light.  The science light has a 1/e2 diameter 

of 4 cm but this is stopped down to 2.5 cm to improve light collection given the typical atmospheric coherence length 

close to the ground in Boulder.   

At the receiver this path is reversed; the terminal collects the received light though the telescope and directs it off the 

galvanometric mirror.  The received beacon is then de-multiplexed from the received science light and directed onto a 

quadrant detector, while the science light is coupled into single-mode, polarization maintaining fiber which is then 

connected to the heterodyne module.  The dichroic mirror before the quadrant detector allows for the separation of the 

incoming and outgoing beacon lasers.  The signals from the quadrant detector are fed into an analog feedback system 

that controls the x-y galvanometric mirror pair in order to center the beacon laser on the quad detector. With an 

appropriately aligned terminal, this will also maximize the science coupled into the single mode fiber.  As a consequence 

of this feedback and the single-mode nature of the link, the outgoing light will be pre-aligned to the terminal at the 

distant end of the link.   

A first generation set of terminals exhibited 3 dB of loss per terminal.  A second generation set of terminals shows a loss 

of only 1.5 dB per terminal with the replacement of the parabolic reflecting telescope with a lensed telescope.  The 

lensed telescope has a narrower spectral coverage but can still support light across the whole C-band.  As the light passes 

through both terminals before detection reducing the insertion loss can greatly improve the dynamic range that can be 

supported. 

The total power launched at the free-space optical terminal aperture is ~ 10 mW, comprising 2.5 mW of comb power, 2.5 

mW of communication/coarse timing signal power, and 5 mW of beacon power. Figure 7 shows the spectrum of the 

launched light. The received comb power varies between 0 and 1 W, depending on turbulence, and can suffer 

turbulence induced dropouts, i.e. the received power is below the detection threshold.  The system is robust against such 

dropouts, however, as most turbulence-induced dropouts are less than 10 ms in duration1.  

 

6. VERIFICATION OF SYNCHRONIZATION 

6.1 Methods of Synchronization Verification 

As the 4 km link is folded back on itself via a distant mirror, a simple “out of loop” truth comparison is possible.  As 

show in, a ~ 1m fiber path connects the remote and master sites.  (Note that all in-loop signals traverse the 4 km air 

path.)  The remote comb’s carrier-envelope-offset frequency is purposefully offset relative to the master carrier-envelop-

offset frequency by 1 MHz; 1 MHz is chosen for ease of demodulation.  At the reference plane (red dashed line of Figure 

10c), when the master and remote pulse trains overlap, we measure a 1 MHz heterodyne signal whose amplitude is 

proportional to the out-of-loop time offset.  After an initial calibration step, this signal yields the time offset shown in 

Figure 14. As discussed below, temperature fluctuations of the ~ 1 m fiber path dominate the synchronization 

verification measurement on long timescales.   
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Figure 13. Co-located combs allow for synchronization verification with only a short out-of-loop fiber path.  (a) Schematic of the 

three adjacent outer enclosures each containing a frequency comb and the associated heterodyne detection module.  Critical fiber 

paths are highlight in yellow.  Small holes allow the critical fibers to pass between adjacent outer enclosures.  Blue lines indicate 

polarization-maintaining fiber.  FSO: free-space optical terminal (b) Image of three adjacent outer enclosures. 

An additional verification of the unambiguous synchronization of the two clocks can be performed through generation of 

an optical pulse-per-second (PPS) by selecting a single pulse on each site with a Mach-Zehnder modulator (MZM).  

Detection of the optical PPS can be performed with a fast photodetector and oscilloscope to verify that only one out of 

2x108 pulses is present.  The arrival of the remote and master optical PPS signals at a common reference plane defined at 

the oscilloscope at the same time demonstrates that there are no 5-ns slips; however, the time resolution of this 

verification is lower as it is limited by either the fast photodetectors or the oscilloscope. 

 

Figure 14. Example of out-of-loop measurement of time offset between master and remote clocks demonstrating femtosecond-level 

performance.  Data has been down-sampled to 60 s so that the long timescale variation is more evident. 

6.2 Impact of Temperature Fluctuations on Synchronization Verification 

There are critical fiber paths which are not located within one of the temperature-controlled heterodyne modules, 

but pass between them.  These paths are highlighted in yellow in Figure 13. The first of these fiber paths conveys 

the transfer comb to the master heterodyne module to measure their time offset, needed in the master 

synchronization equation. The second fiber path connects the outputs of the master and remote site for 

synchronization verification discussed in the previous section.  (Note that this is the only connection of signals 

between the master and remote site that does not pass over the 4 km free-space link even though the two sites are 

adjacent in the laboratory.)  Any temperature variations of these fiber paths will lead directly to time offset drifts in 

the synchronization verification.  

To minimize this drift, the two fiber paths have been made as short as possible by placing the enclosures adjacent to 

each other with small holes drilled between them to pass the fibers. Each fiber path consists of ~ 1 m of 
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polarization-maintaining fiber. The large enclosures are temperature controlled by water-cooled breadboards affixed 

to their top and bottom. As shown in Figure 15, we see a factor of 10 suppression of the external laboratory room 

temperature fluctuations within these enclosures. (The slight offsets between the three enclosures should be ignored 

as we use generic Steinhart-Hart coefficients5 to compute the temperature rather than calibrating each thermistor.)  

The 1 °C peak-to-peak variations of Figure 15 would result in ~ 50 fs peak-to-peak variations in the delays for the 1 

m fiber lengths.  For Ref 1, the laboratory room temperature varied by 4 °C. Assuming the tenfold suppression 

within the enclosure, we would predict a 20 fs peak-to-peak variation.  Instead, we observed a factor of two larger 

variation of 40 fs peak-to-peak, indicating additional contributions possibly from temperature gradients, additional 

out-of-loop fiber, temperature variations of the heterodyne modules, and the impacts of relative humidity and 

building vibration which are not accounted for here. 

 

 

Figure 15. Suppression of laboratory room temperature fluctuations in outer enclosure. Over a two day period the laboratory showed a 

10 °C variation in the room temperature (black trace).  The three outer enclosures (red, blue, and orange) traces show only a 1 °C 

variation over the same period. 

7. CONCLUSIONS 

Here we have detailed the elements of the complex optical system needed to support femtosecond-level synchronization 

of clocks over turbulent air paths.  While the system is not fully portable - in particular the optical cavities - there is no 

fundamental limitation to implementing a portable system based on the overall design shown here.   
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Abstract. Enterprise networks are migrating to the public cloud to ac-
quire computing resources for promising benefits in terms of efficiency,
expense, and flexibility. Except for some public services, the enterprise
network islands in cloud are expected to be absolutely isolated from
each other. However, some “stealthy bridges” may be created to break
such isolation due to two features of the public cloud: virtual machine
image sharing and virtual machine co-residency. This paper proposes
to use cross-layer Bayesian networks to infer the stealthy bridges exist-
ing between enterprise network islands. Prior to constructing cross-layer
Bayesian networks, cloud-level attack graphs are built to capture the po-
tential attacks enabled by stealthy bridges and reveal hidden possible at-
tack paths. The result of the experiment justifies the cross-layer Bayesian
network’s capability of inferring the existence of stealthy bridges given
supporting evidence from other intrusion steps in a multi-step attack.

Key words: cloud, stealthy bridge, Bayesian network, attack graph

1 Introduction

Enterprises have begun to move parts of their networks (such as web server, mail
server, etc.) from traditional infrastructure into cloud computing environments.
Cloud providers such as Amazon Elastic Compute Cloud (EC2) [1], Rackspace
[2], and Microsoft’s Azure cloud platform [3] provide virtual servers that can be
rented on demand by users. This paradigm enables cloud customers to acquire
computing resources with high efficiency, low cost, and great flexibility. However,
it also introduces some security issues that are yet to be solved.

A public cloud can provide virtual infrastructures to many enterprises. Ex-
cept for some public services, enterprise networks are expected to be like isolated
islands in the cloud: connections from the outside network to the protected inter-
nal network should be prohibited. Consequently, an attack path that shows the
multi-step exploitation sequence in an enterprise network should also be confined
inside this island. However, as enterprise networks migrate into the cloud and
replace traditional physical hosts with virtual machines, some “stealthy bridges”
could be created between the isolated enterprise network islands, as shown in
Fig. 1. Moreover, with the stealthy bridges, the attack path confined inside an
enterprise network is able to traverse to another enterprise network in cloud.
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Fig. 1: The Attack Scenario

The creation of such “stealthy bridges” is enabled by two unique features
of the public cloud. First, cloud users are allowed to create and share virtual
machine images (VMIs) with other users. Besides, cloud providers also provide
VMIs with pre-configured software, saving users’ efforts of installing the software
from scratch. These VMIs provided by both cloud providers and users form a
large repository. For convenience, users can take a VMI directly from the repos-
itory and instantiate it with ease. The instance virtual machine inherits all the
security characteristics from the parent image, such as the security configura-
tions and vulnerabilities. Therefore, if a user instantiates a malicious VMI, it’s
like moving the attacker’s machine directly into the internal enterprise network,
without triggering the Intrusion Detection Systems (IDSs) or the firewall. In this
case, a “stealthy bridge” can be created via security holes such as backdoors.
For example, in Amazon EC2, if an attacker intentionally leaves his public key
unremoved when publishing an AMI (Amazon Machine Image), the attacker can
later login into the running instances of this AMI with his own private key.

Second, virtual machines owned by different tenants may co-reside on the
same physical host machine. To achieve high efficiency, customer workloads are
multiplexed onto a single physical machine utilizing virtualization. Virtual ma-
chines on the same host may belong to unrelated users, or even rivals. Thus co-
resident virtual machines are expected to be absolutely isolated from each other.
However, current virutalization mechanisms cannot ensure perfect isolation. The
co-residency relationship can still enable security problems such as information
leakage, performance interference [4], or even co-resident virtual machine crash-
ing. Previous work [5] has shown that it is possible to identify on which physical
host a target virtual machine is likely to reside, and then intentionally place
an attacker virtual machine onto the same host in Amazon EC2. Once the co-
residency is achieved, a “stealthy bridge” can be further established, such as a
side-channel for passively observing the activities of the target machine to ex-
tract information for credential recovering [6], or a covert-channel for actively
sending information from the target machine [8].
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Inferring the Stealthy Bridges in Cloud 3

Stealthy bridges are stealthy information tunnels existing between disparate
networks in cloud, that are unknown to security sensors and should have been
forbidden. Stealthy bridges are developed mainly by exploiting vulnerabilities
that are unknown to vulnerability scanners. Isolated enterprise network islands
are connected via these stealthy tunnels, through which information (data, com-
mands, etc.) can be acquired, transmitted or exchanged maliciously. Therefore
stealthy bridges pose very severe threats to the security of public cloud. How-
ever, the stealthy bridges are inherently unknown or hard to detect: they either
exploit unknown vulnerabilities, or cannot be easily distinguished from autho-
rized activities by security sensors. For example, side-channel attacks extract
information by passively observing the activities of resources shared by the at-
tacker and the target virtual machine (e.g. CPU, cache), without interfering the
normal running of the target virtual machine. Similarly, the activity of logging
into an instance by leveraging intentionally left credentials (passwords, public
keys, etc.) also hides in the authorized user activties.

The stealthy bridges can be used to construct a multi-step attack and facil-
itate subsequent intrusion steps across enterprise network islands in cloud. The
stealthy bridges per se are difficult to detect, but the intrusion steps before and
after the construction of stealthy bridges may trigger some abnormal activities.
Human administrators or security sensors like IDS could notice such abnormal
activities and raise corresponding alerts, which can be collected as the evidence
of attack happening1. So our approach has two insights: 1) It is quite straightfor-
ward to build a cloud-level attack graph to capture the potential attacks enabled
by stealthy bridges. 2) To leverage the evidence collected from other intrusion
steps, we construct a cross-layer Bayesian Network (BN) to infer the existence
of stealthy bridges. Based on the inference, security analysts will know where
stealthy bridges are most likely to exist and need to be further scrutinized.

The main contributions of this paper are as follows:
First, a cloud-level attack graph is built by crafting new interaction rules in

MulVAL [18], an attack graph generation tool. The cloud-level attack graph can
capture the potential attacks enabled by stealthy bridges and reveal possible
hidden attack paths that are previously missed by individual enterprise network
attack graphs.

Second, based on the cloud-level attack graph, a cross-layer Bayesian net-
work is constructed by identifying four types of uncertainties. The cross-layer
Bayesian network is able to infer the existence of stealthy bridges given support-
ing evidence from other intrusion steps.

2 Cloud-level Attack Graph Model
A Bayesian network is a probabilistic graphical model that is applicable for
real-time security analysis. Prior to the construction of a Bayesian Network, an
attack graph should be built to reflect the attacks enabled by stealthy bridges.

1 In our trust model, we assume cloud providers are fully trusted by cloud customers.
In addition to security alerts generated at cloud level, such as alerts from hypervisors
or cache monitors, the cloud providers also have the privilege of accessing alerts
generated by customers’ virtual machines.
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2.1 Logical Attack Graph

An attack graph is a valuable tool for network vulnerability analysis. Current
network defenders should not only understand how attackers could exploit a
specific vulnerability to compromise one single host, but also clearly know how
the security holes can be combined together for achieving an attack goal. An
attack graph is powerful for dealing with the combination of security holes. Tak-
ing vulnerabilities existing in a network as the input, attack graph can generate
the possible attack paths for a network. An attack path shows a sequence of
potential exploitations to specific attack goals. For instance, an attacker may
first exploit a vulnerability on Web Server to obtain the root privilege, and then
further compromise Database Server through the acquired privilege. A variety
of attack graphs have been developed for vulnerability analysis, mainly includ-
ing state enumeration attack graphs [12, 13, 14] and dependency attack graphs
[15, 16, 17]. The tool MulVAL employed in this paper is able to generate the
logical attack graph, which is a type of dependency attack graph.

Fig. 2 shows part of an exemplar logical attack graph. There are two types
of nodes in logical attack graph: derivation nodes (also called rule nodes, repre-
sented with ellipse), and fact nodes. The fact nodes could be further classified
into primitive fact nodes (in rectangles), and derived fact nodes (in diamonds).
Primitive fact nodes are typically objective conditions of the network, including
network connectivity, host configuration, and vulnerability information. Derived
fact nodes represent the facts inferred from logical derivation. Derivation nodes
represent the interaction rules used for derivation. The directed edges in this
graph represent the causality relationship between nodes. In a logical depen-
dency attack graph, one or more fact nodes could serve as the preconditions of a
derivation node and cause it to take effect. One or more derivation nodes could
further cause a derived fact node to become true. Each derivation node repre-
sents the application of an interaction rule given in [19] that yields the derived
fact.

26:networkServiceInfo(web
Server,openssl,tcp,22,_)

27:vulExists(webServer,’CVE-2008-
0166’,openssl,remoteExploit,privEscalation)

22:Rule(remote exploit of a server program)

14:execCode(webServer,root)

23:netAccess(webServer,tcp,22)

...

...

Fig. 2: A Portion of an Example Logical Attack Graph

For example, in Fig. 2, Node 26, 27 (primitive fact nodes) and Node 23
(derived fact node) are three fact nodes. They represent three preconditions
respectively: Node 23, the attacker has access to the Web Server; Node 26, Web
Server provides OpenSSL service; Node 27, Openssl has a vulnerability CVE-
2008-0166. With the three preconditions satisfied simultaneously, the rule of
Node 22 (derivation node) can take effect, meaning the remote exploit of a server
program could happen. This derivation rule can further cause Node 14 (derived
fact node) to be valid, meaning attacker can execute code on Web Server.
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2.2 Cloud-level Attack Graph
In the cloud, each enterprise network can scan its own virtual machines for ex-
isting vulnerabilities and then generate an attack graph. The individual attack
graph shows how attackers could exploit certain vulnerabilities and conduct a
sequence of attack steps inside the enterprise network. However, such individ-
ual attack graphs are confined to the enterprise networks without considering
the potential threats from cloud environment. The existence of stealthy bridges
could activate the prerequisites of some attacks that are previously impossible
in traditional network environment and thus enable new attack paths. These at-
tack paths are easily missed by individual attack graphs. For example, in Fig. 1,
without assuming the stealthy bridge existing between enterprise A and B, the
individual attack graph for enterprise B can be incomplete or even not estab-
lished due to lack of exploitable vulnerabilities. Therefore, a cloud-level attack
graph needs to be built to incorporate the existence of stealthy bridges in the
cloud. By considering the attack preconditions enabled by stealthy bridges, the
cloud-level attack graph can reveal hidden potential attack paths that are missed
by individual attack graphs.

The cloud-level attack graph should be modeled based on the cloud structure.
Due to the VMI sharing feature and the co-residency feature of cloud, a public
cloud has the following structural characteristics. First, virtual machines can be
created by instantiating VMIs. Therefore virtual machines residing on different
hosts may actually be instances of the same VMI. In simple words, they could
have the same VMI parents. Second, virtual machines belong to one enterprise
network may be assigned to a number of different physical hosts that are shared
by other enterprise networks. That is, the virtual machines employed by different
enterprise networks are likely to reside on the same host. As shown in Fig. 3,
the vm11 on host 1 and vm2j on host 2 may be instances of the same VMI,
while vm12 and vm2k could belong to the same enterprise network. Third, the
real enterprise network could be a hybrid of a cloud network and a traditional
network. For example, the servers of an enterprise network could be implemented
in the cloud, while the personal computers and workstations could be in the
traditional network infrastructure.

vm11 vm12 vm1i

Hypervisor 1

... vm21 vm2j vm2k

Hypervisor 2

...

Host 1 Host 2

May be instantiated from the same virtual machine image

May belong to the same enterprise network

Fig. 3: Features of the Public Cloud Structure

Due to the above characteristics of cloud structure, the model for the cloud-
level attack graph should have the following corresponding characteristics.

1) The cloud-level attack graph is a cross-layer graph that is composed of
three layers: virtual machine layer, VMI layer, and host layer, as shown in Fig. 4.

2) The virtual machine layer is the major layer in the attack graph stack. This
layer reflects the causality relationship between vulnerabilities existing inside
the virtual machines and the potential exploits towards these vulnerabilities. If
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VM Layer

Host Layer

VMI Layer

Host h1

Enterprise A

Image v1

Enterprise CEnterprise B

Enterprise C

Enterprise D

Fig. 4: An Example Cloud-level Attack Graph Model

stealthy bridges do not exist, the attack graph generated in this layer is scattered:
each enterprise network has an individual attack graph that is isolated from
others. The individual attack graphs can be the same as the ones generated by
cloud customers themselves through scanning the virtual machines for known
vulnerabilities. However, if stealthy bridges exist on the other two layers, the
isolated attack graph could be connected, or even experience dramatic changes:
some hidden potential attack paths will be revealed and the original attack
graph is enriched. For example, in Fig. 4, without the stealthy bridge on h1,
attack paths in enterprise network C will be missing or incomplete because no
exploitable vulnerability is available as the entry point for attack.

3) The VMI layer mainly captures the stealthy bridges and corresponding
attacks caused by VMI sharing. Since virtual machines in different enterprise
networks may be instantiated from the same parent VMI, they could inherit the
same security issues from parent image, such as software vulnerabilities, malware,
or backdoors, etc. Evidence from [20] shows that 98% of Windows VMI and 58%
of Linux VMIs in Amazon EC2 contain software with critical vulnerabilities. A
large number of software on these VMIs are more than two years old. Since cloud
customers take full responsibility for securing their virtual machines, many of
these vulnerabilities remain unpatched and thus pose great risks to cloud. Once a
vulnerability or an attack type is identified in the parent VMI, the attack graph
for all the children virtual machine instances may be affected: a precondition
node could be activated, or a new interaction rule should be constructed in
attack graph generation tool.

The incorporation of the VMI layer provides another benefit to the subse-
quent Bayesian network analysis. It enables the interaction between the virtual
machine layer and the VMI layer. On one hand, the probability of a vulnerability
existence on a VMI will affect the probability of the vulnerability existence on its
children instance virtual machines. On the other hand, if new evidence is found
regarding the vulnerability existence on the children instances, the probability
change will in turn influence the parent VMI. If the same evidence is observed
on multiple instances of the VMI, this VMI is very likely to be problematic.

4) The host layer is able to reason exploits of stealthy bridges caused by
virtual machine co-residency. Exploits on this layer could lead to further pene-
trations on the virtual machine layer. In addition, this layer actually captures
all attacks that could happen on the host level, including those on pure physical
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hosts with no virtual machines. Hence it provides a good interface to hybrid
enterprise networks that are implemented with partial cloud and partial tradi-
tional infrastructures. The potential attack paths identified on the cloud part
could possibly extend to traditional infrastructures if all prerequisites for the re-
mote exploits are satisfied, such as network access being allowed, and exploitable
vulnerabilities existing, etc. As in Fig. 4, the attack graph for enterprise C ex-
tends from virtual machine layer to host layer.

3 Cross-layer Bayesian Networks

A Bayesian network (BN) is a probabilistic graphical model representing cause
and effect relations. For example, it is able to show the probabilistic causal
relationships between a disease and the corresponding symptoms. Formally, a
Bayesian network is a Directed Acyclic Graph (DAG) that contains a set of nodes
and directed edges. The nodes represent random variables of interest and the
directed edges represent the causal influence among the variables. The strength
of such influence is represented with a conditional probability table (CPT). For
example, Fig. 5 shows a portion of a BN constructed directly from the attack
graph in Fig. 2 by removing the rule Node 22. Node 14 can be associated with
the CPT table as shown. This CPT means that if all of the preconditions of
Node 14 are satisfied, the probability of Node 14 being true is 0.9. Node 14 is
false in all other cases.

26_networkServiceInfo

27_vulExists

...

...

23_netAccess

14_execCode
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a precondition node could be activated, or a new interaction rule should be
constructed in attack graph generation tool.

The incorporation of VMI layer provides another benefit to the subsequent
Bayesian network analysis. It enables the interaction between virtual machine
layer and VMI layer. On one hand, the probability of a vulnerability existence
on a VMI will a↵ect the probability of the vulnerability existence on its chil-
dren instance virtual machines. On the other hand, if new evidences are found
regarding the vulnerability existence on the children instances, the probability
change will in turn influence the parent VMI. If the same evidences are observed
on multiple instances of the VMI, this VMI is very likely to be problematic.

4) The host layer is able to reason exploits of stealthy bridges caused by
virtual machine co-residency. Exploits on this layer could lead to further pene-
trations on the virtual machine layer. In addition, this layer actually captures
all attacks that could happen on the host level, including those on pure physical
hosts with no virtual machines. Hence it provides a good interface to hybrid
enterprise networks that are implemented with partial cloud and partial tradi-
tional infrastructures. The potential attack paths identified on cloud part could
possibly extend to traditional infrastructures if all prerequisites for the remote
exploits are satisfied, such as network access being allowed, and exploitable vul-
nerabilities existing, etc. As in Fig. 4, the attack graph for enterprise C extends
from virtual machine layer to host layer.

3 Cross-layer Bayesian Networks

Bayesian network is a probabilistic graphical model representing the cause and
e↵ect relations. For example, it is able to show the probabilistic causal relation-
ships between a disease and the corresponding symptoms. Formally, a Bayesian
network is a Directed Acyclic Graph (DAG) that contains a set of nodes and
directed edges. The nodes represent random variables of interest and the di-
rected edges represent the causal influence among the variables. The strength
of such influence is represented with a conditional probability table (CPT). For
example, Fig. 5 shows a portion of Bayesian network constructed directly from
the attack graph shown in Fig. 2 by removing the rule Node 22, Node 14 can be
associated with a CPT as shown in Table 1. This CPT means that if all of the
preconditions of Node 14 are satisfied, the probability of Node 14 being true is
0.9. Node 14 is false in all other cases.

Table 1. a simple CPT table

26 27 23 14
T T T 0.9
otherwise 0

Bayesian network can be used to compute the probabilities of interested vari-
ables. It is especially powerful for diagnosis and prediction analysis. For example,
in diagnosis analysis, given the symptoms being observed, the network can calcu-
late the probability of the causing fact (respresented with P(cause—symptom=True)).

Fig. 5: A Portion of Bayesian Network with associated CPT table

A Bayesian network can be used to compute the probabilities of variables of
interest. It is especially powerful for diagnosis and prediction analysis. For exam-
ple, in diagnosis analysis, given the symptoms being observed, a BN can calcu-
late the probability of the causing fact (respresented with Pr(cause | symptom =
True)). While in prediction analysis, given the causing fact, a BN will predict the
probability of the corresponding symptoms showing up (Pr(symptom|cause =
True)). In the cybersecurity field, similar diagnosis and prediction analysis can
also be performed, such as calculating the probability of an exploitation hap-
pening if related IDS alerts are observed(Pr(exploitation|IDSalert = True)),
or the probability of the IDS raising an alert if an exploitation already hap-
pened (Pr(IDSalert|exploitation = True)). This paper mainly carries out a
diagnosis analysis that computes the probability of stealthy bridge existence
by collecting evidence from other intrusion steps. Diagnosis analysis is a kind
of “backward” computation. In the cause-and-symptom model, a concrete evi-
dence about the symptom could change the posterior probability of the cause by
computing Pr(cause|symptom = True). More intuitively, as more evidence is
collected regarding the symptom, the probability of the cause will become closer
to reality if the BN is constructed properly.
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3.1 Identify the Uncertainties

Inferring the existence of stealthy bridges requires real-time evidence being col-
lected and analyzed. BN has the capability, which attack graphs lack, of perform-
ing such real-time security analysis. Attack graphs correlate vulnerabilities and
potential exploits in different machines and enables determinstic reasoning. For
example, if all the preconditions of an attack are satisfied, the attacker should
be able to launch the attack. However, in real-time security analysis, there are
a range of uncertainties associated with this attack that cannot be reflected in
an attack graph. For example, has the attacker chosen to launch the attack?
If he launched it, did he succeed to compromise the host? Are the Snort [22]
alerts raised on this host related to the attack? Should we be more confident if
we got other alerts from other hosts in this network? Such uncertainty aspects
should be taken into account when performing real-time security analysis. BN
is a valuable tool for capturing these uncertainties.

One non-trivial difficulty for constructing a well functioning BN is to identify
and model the uncertainty types existing in the attack procedure. In this paper,
we mainly consider four types of uncertainties related to cloud security.

Uncertainty of stealthy bridges existence. The presence of known vul-
nerabilities is usually deterministic due to the availability of vulnerability scan-
ners. After scanning a virtual machine or a physical host, the vulnerability scan-
ner such as Nessus [24] is able to tell whether a known vulnerability exists or
not2. However, due to its unknown or hard-to-detect feature, effective scanners
for stealthy bridges are rare. Therefore, the existence of stealthy bridges itself is
a type of uncertainty. In this paper, to enable the construction of a complete at-
tack graph, stealthy bridges are hypothesized to be existing when corresponding
conditions are met. For example, if two virtual machines co-reside on the same
physical host and one of them has been compromised by the attacker, the attack
graph will be generated by making a hypothesis that a stealthy bridge can be
created between these two virtual machines. This is enforced by crafting a new
interaction rule as follows in MulVAL:

interaction rule(
(stealthyBridgeExists(Vm_1,Vm_2, Host, stealthyBridge_id):-

execCode(Vm_1,_user),
ResideOn(Vm_1, Host),
ResideOn(Vm_2, Host)),

rule_desc(‘A stealthy bridge could be built between virtual machines co-residing on
the same host after one virtual machine is compromised’)).

Afterwards, the BN constructed based on the attack graph will infer the
probability of this hypothesis being true.

Uncertainty of attacker action. Uncertainty of attacker action is first
identified by [23]. Even if all the prerequsites for an attack are satisfied, the
attack may not happen because attackers may not take action. Therefore, a kind
of Attack Action Node (AAN) is added to the BN to model attackers’ actions.
An AAN node is introduced as an additional parent node for the attack. For
example, the BN shown in Fig. 5 is changed to Fig. 6 after adding an AAN node.

2 The assumption here is that a capable vulnerability scanner is able to scan out all
the known vulnerabilities.
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Correspondingly, the CPT table is modified as in Fig. 6. This means “attacker
taking action” is another prerequisite to be satisfied for the attack to happen.

...

...

23 26 27 AAN

14
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cedure. In this paper, we mainly consider four types of uncertainties related to
cloud security.

Uncertainty of stealthy bridges existence. Vulnerability existence is
usually deterministic due to the availability of vulnerability scanners. After
scanning a virtual machine or a physical host, the vulnerability scanner like
Nessus[24] is able to tell whether a vulnerability exists or not2. However, due
to the unknown or hard-to-detect feature of stealthy bridges, e↵ective scan-
ners for this kind of vulnerability are rare. Therefore, the existence of stealthy
bridges itself is a type of uncertainty. In this paper, to enable the construction of
a complete attack graph, stealthy bridges are hypothesized to be existing when
corresponding conditions are met. For example, if two virtual machines co-reside
on the same physical host, the attack graph will be generated by making a hy-
pothesis that a stealthy bridge exists between these two virtual machines. This
is enforced by crafting a new interaction rule as follows in MulVAL:

interaction rule(
(stealthyBridgeExists(Vm_1,Vm_2, Host, stealthyBridge_id):-

execCode(Vm_1,_user),
ResideOn(Vm_1, Host),
ResideOn(Vm_2, Host)),

rule_desc(‘A stealthy bridge could be built between virtual machines co-residing on
the same host after one virtual machine is compromised’)).

Afterwards, the Bayesian network constructed based on this attack graph
will infer the probability of this hypothesis being true.

Uncertainty of attacker action. Uncertainty of attacker action is first
identified by [23]. As pointed out in [23], even if all the prerequsites for an
attack are satisfied, the attack may not happen because the attacker may even
not take action. Therefore, a kind of Attack Action Node (AAN) is added into
Bayesian network to model the attackers’ actions. An AAN node is introduced
as an additional parent node for the attack. For example, the Bayesian network
shown in Fig. 5 is changed to Fig. 6 after adding the AAN node. Correspondingly,
the CPT table shown in Table 1 is modified into Table 2. This means “attackers
taking action” is another prerequisite to be satisfied for the attack to happen.

Table 2. a CPT table with AAN node

26 27 23 AAN 14
T T T T 0.9

otherwise 0

AAN node is not added for all attacks. They are needed only for important
attacks such as the very first intrustion steps in a multi-step attack, or attacks
that need attackers’ action. Since an AAN node represents the primitive fact of
whether an attacker taking action and it has no parent node, a prior probability
should be assigned to an AAN node to indicate the likelihood of attack. The
posterior probability of AAN will change as more evidences are collected.

2 The assumption here is that a capable vulnerability scanner is able to scan out
all the known vulnerabilities. The unknown vulnerabilities are ruled out and not
considered in this paper.

Fig. 6: A Portion of Bayesian Network with AAN node

An AAN node is not added for all attacks. They are needed only for important
attacks such as the very first intrustion steps in a multi-step attack, or attacks
that need attackers’ action. Since an AAN node represents the primitive fact of
whether an attacker taking action and has no parent nodes, a prior probability
distribution should be assigned to an AAN to indicate the likelihood of an attack.
The posterior probability of AAN will change as more evidence is collected.

Uncertainty of exploitation success. Uncertainty of exploitation success
goes to the question of “did the attacker succeed in this step?”. Even if all the
prerequisites are satisfied and the attacker indeed launches the attack, the attack
is not guarenteed to succeed. The success likelihood of an attack mainly depends
on the exploit difficulty of vulnerabilities. For some vulnerabilities, usable ex-
ploit code is already publicly available. While for some other vulnerabilities, the
exploit is still in the proof-of-concept stage and no successful exploit has been
demonstrated. Therefore, the exploit difficulty of a vulnerability can be used to
derive the CPT table of an exploitation. For example, if the exploit difficulty
for the vulnerability in Fig. 5 is very high, the probability for Node 14 when all
parent nodes are true could be assigned as very low, such as 0.3. If in the future
a public exploit code is made available for this vulnerability, the probability for
Node 14 may be changed to a higher value accordingly. The National Vulnerabil-
ity Database (NVD) [25] maintains a CVSS [26] scoring system for all CVE [27]
vulnerabilities. In CVSS, Access Complexity (AC) is a metric that describes the
exploit complexity of a vulnerability using values of “high”, “medium”, “low”.
Hence the AC metric can be employed to derive CPT tables of exploitations and
model the uncertainty of exploitation success.

Uncertainty of evidence. Evidence is the key factor for BN to function.
In BN, uncertainties are indicated with probability of related nodes. Each node
describes a real or hypothetical event, such as “attacker can execute code on
Web Server”, or “a stealthy bridge exists between virtual machine A and B”,
etc. Evidence is collected to reduce uncertainty and calculate the probabilities of
these events. According to the uncertainty types mentioned above, evidence is
also classified into three types: evidence for stealthy bridges existence, evidence
for attacker action, and evidence for exploitation success. Therefore, whenever a
piece of evidence is observed, it is assigned to one of the above evidence types to
support the corresponding event. This is done by adding evidence as the children
nodes to the event nodes related to uncertainty. For example, an IDS alert about
a large number of login attempts can be regarded as evidence of attacker action,
showing that an attacker could have tried to launch an attack. This evidence is
then added as the child node to an AAN, as exemplified in Fig. 7. For another
example, the alert “system log is deleted” given by Tripwire [28] can be the
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child of the node “attacker can execute code”, showing that an exploit has been
successfully achieved.

However, evidence per se contain uncertainty. The uncertainty is twofold.
First, the support of evidence to an event is uncertain. For analogy, a symptom
of coughing cannot completely prove the presence of lung disease. In the above
examples, could the multiple login attempts testify that attackers have launched
the attack? How likely is it that attackers have succeeded in compromising the
host if a system log deletion is observed? Second, evidence from security sensors
is not 100% accurate. IDS systems such as Snort, Tripwire, etc. suffer a lot from
a high false alert rate. For example, an event may trigger an IDS to raise an
alert while actually no attack happens. In this case, the alert is a false positive.
The reverse case is a false negative, that is, when an IDS should have raised an
alarm but doesn’t. Therefore, we propose to model the uncertainty of evidence
with an Evidence-Confidence(EC) pair as shown in Fig. 7. The EC pair has two
nodes, an Evidence node and an Evidence Confidence Node (ECN). An ECN
is assigned as the parent of an Evidence node to model the confidence level of
the evidence. If the confidence level is high, the child evidence node will have
larger impact on other nodes. Otherwise, the evidence will have lower impact on
others. An example CPT associated with the evidence node is given in Fig. 7.
Whenever new evidence is observed, an EC pair is attached to the supported
node. A node can have several EC pairs attached with it if multiple instances of
evidence are observed. With ECN nodes, security experts can tune confidence
levels of evidence with ease based on their domain knowledge and experience.
This will greatly enhance the flexibility and accuracy of BN analysis.

26 27

...

...

23

14

AAN

Evidence

ECN
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ease based on their domain knowledge and experience. This will greatly enhance
the accuracy of BN analysis.

Table 1: a simple CPT table

AAN True False
ECN VeryHigh High Medium Low None VeryHigh High Medium Low None
True 0.95 0.8 0.6 0.55 0.5 0.05 0.2 0.4 0.45 0.5
False 0.05 0.2 0.4 0.45 0.5 0.95 0.8 0.6 0.55 0.5

26 27
...

...

23

14

AAN

Evidence

ECN

Fig. 7: the Evidence-Condidence Pair

4 Implementation

MulVAL SAMIAM

4.1 Interaction Rules

This paper uses MulVAL[19] as the attack graph generation tool. To construct
a cloud-level cross-layer attack graph, new primitive fact nodes and interaction
rules have to be crafted in MulVAL on VMI layer and host layer to model the
existence of stealthy bridges. Each virtual machine has an ID tuple (Vm id,
VMI id, H id) associated with it, which represents the ID for the virtual ma-
chine itself, the VMI it was derived from, and the host it resides on. The VMI
layer mainly focuses on the model of VMI vulnerability inheritance and the
VMI backdoor problems. The host layer mainly focuses on modeling the virtual
machine co-residency problems. Table 2 provides a sample set of newly crafted
interaction rules that are incorporated into MulVAL for cloud-level attack graph
generation.

4.2 Construction of Bayesian Networks

Deriving Bayesian networks from the cross-layer attack graphs contains four
major components: removing rule nodes in attack graph, adding new nodes,
determining the prior probabilities, and constructing the CPT tables.

Fig. 7: The Evidence-Condidence Pair and Associated Exemplar CPT

4 Implementation

4.1 Cloud-level Attack Graph Generation
This paper uses MulVAL [19] as the attack graph generation tool. To construct a
cloud-level attack graph, new primitive fact nodes and interaction rules have to
be crafted in MulVAL on the VMI layer and host layer to model the existence of
stealthy bridges. Each virtual machine has an ID tuple (Vm id, VMI id, H id)
associated with it, which represents the ID for the virtual machine itself, the
VMI it was derived from, and the host it resides on. The VMI layer mainly
focuses on the model of VMI vulnerability inheritance and the VMI backdoor
problems. The host layer mainly focuses on modeling the virtual machine co-
residency problems. Table 1 provides a sample set of newly crafted interaction
rules that are incorporated into MulVAL for cloud-level attack graph generation.

4.2 Construction of Bayesian Networks
Deriving Bayesian networks from cross-layer attack graphs consists of four ma-
jor components: removing rule nodes in the attack graph, adding new nodes,
determining prior probabilities, and constructing CPT tables.
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Table 1: a Sample Set of Interaction Rules

/***Model the Virtual Machine Image Vulnerability Inheritance***/
primitive(IsInstance(Vm_id, VMI_id))
primitive(ImageVulExists(VMI_id, vulID, _program, _range, _consequence))
derived(VulExists(Vm_id, vulID, _program,_range,_consequence)).

%remove vulExists from the primitive fact set
primitive(vulExists(_host, _vulID, _program, _range, _consequence)

interaction rule(
(VulExists(Vm_id, vulID, _program, _range, _consequence):-

ImageVulExists(VMI_id, vulID, _program, _range, _consequence),
IsInstance(Vm_id, VMI_id)),

rule_desc(‘A virtual machine instance inherits the vulnerability from the parent VMI’)).

/***Model the Virtual Machine Image Backdoor Problem***/
primitive(IsThirdPartyImage(VMI_id)).
derived(ImageVulExists(VMI_id, sealthyBridge_id, _, _remoteExploit, privEscalation)).

interaction rule(
(ImageVulExists(VMI_id,stealthyBridge_id, _, _remoteExploit, privEscalation):-

IsThirdPartyImage(VMI_id)),
rule_desc(‘A third party VMI could contain a stealthy bridge’)).

interaction rule(
(execCode(Vm_id, Perm):

VulEixsts(Vm_id, stealthyBridge_id, _, _, privEscalation),
netAccess(H, _Protocol, _Port)),

rule_desc(‘remoteExploit of a stealthy bridge’)).

/***Model the Virtual Machine Co-residency Problem***/
primitive(ResideOn(VM_id, H_id)).
derived(stealthyBridgeExists(Vm_1,Vm_2, H_id, stealthyBridge_id).

interaction rule(
(stealthyBridgeExists(Vm_1,Vm_2, Host, stealthyBridge_id):-

execCode(Vm_1,_user),
ResideOn(Vm_1, Host),
ResideOn(Vm_2, Host)),

rule_desc(‘A stealthy bridge could be built between virtual machines co-residing on
the same host after one virtual machine is compromised’)).

interaction rule(
(execCode(Vm_2,_user):-

stealthyBridgeExists(Vm_1,Vm_2, Host, stealthyBridge_id)),
rule_desc(‘A stealthy bridge could lead to privilege escalation on victim machine’)).

interaction rule(
(canAccessHost(Vm_2):-

logInService(Vm_2,Protocol,Port),
stealthyBridgeExists(Vm_1,Vm_2,Host,stealthyBridge_id)),

rule_desc(‘Access a host through a log-in service by obtaining authentication
information through stealthy bridges’)).

Remove rule nodes of attack graph. In an attack graph, the rule nodes
imply how postconditions are derived from preconditions. The derivation is de-
terministic and contains no uncertainty. Therefore, these rule nodes have no
effect on the reasoning process, and thus can be removed when constructing
the BN. To remove a rule node, its preconditions are connected directly to its
postconditions. For example, in Fig. 2, Node 26, 27, and 23 will be connected
directly to Node 14 by removing Node 22.

Adding new nodes. New nodes are added to capture the uncertainty of
attacker action and the uncertainty of evidence. To capture the uncertainty of
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attacker action, each step has a separate AAN node as the parent, rather than
sharing the same AAN among multiple steps. The AAN node models attacker
action at the granularity of attack steps, and thus reflects the actual attack paths.
To model the uncertainty of evidence, whenever new evidence is observed, an
EC pair is constructed and attached to the supported node with uncertainty.

Determining prior probabilities. Prior probability distributions should
be determined for all root nodes that have no parents, such as the vulnerability
existence nodes, the network access nodes, or the AAN nodes.

Constructing CPT tables. Some CPT tables can be determined according
to a standard, such as the the AC metric in CVSS scoring system. The AC
metric describes the exploit complexity of vulnerabilities and thus can be used
to derive the CPT tables for corresponding exploitations. Some other CPT tables
may involve security experts’ domain knowledge and experience. For example,
the VMIs from a trusted third party may have lower probability of containing
security holes such as backdoors, while those created and shared by individual
cloud users may have higher probability.

The constructed BN should be robust against small changes in prior prob-
abilities and CPT tables. To ensure such robustness, we use SamIam [33] for
sensitivity analysis when constructing and debugging the BN. By specifying the
requirements for an interested node’s probability, SamIam will check the asso-
ciated CPT tables and provide suggestions on feasible changes. For example, if
we want to change P (N5 = True) from 0.34 to 0.2, SamIam will provide two
suggestions, either changing P (N5 = True|N2 = True,N3 = True) from 0.9
to <= 0.43, or changing P (N3 = True|N1 = True) from 0.3 to <= 0.125.

5 Experiment
5.1 Attack Scenario

Fig. 1 shows the network structure in our attack scenario. We have 3 major
enterprise networks: A, B, and C. A and B are all implemented within the cloud,
while C is implemented by partially cloud, and partially traditional network
(the servers are located in the cloud and the workstations are in a traditional
network). The attack includes several steps conducted by attacker Mallory.

Step 1, Mallory first publishes a VMI that provides a web service in the cloud.
This VMI is malicious in that it contains a security hole that Mallory knows how
to exploit. For example, this security hole could be an SSH user authentication
key (the public key located in .ssh/authorized keys) that is intentionally left in
the VMI by Mallory. The leftover creates a backdoor that allows Mallory to login
into any instances derived from this malicious VMI using his own private key.
The security hole could also be an unknown vulnerability that is not yet publicly
known. To make the attack scenario more generic, we choose a vulnerability
CVE-2007-2446 [29], existing in Samba 3.0.0 [30], as the one imbedded in the
malicious VMI, but assume it as unknown for the purpose of simulation.

Step 2, the malicious VMI is then adopted and instantiated as a web server
by an innocent user from A. Mallory now wants to compromise the live instances,
but he needs to know which instances are derived from his malicious VMI. [20]
provides three possible ways for machine fingerprinting: ssh matching, service
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matching, and web matching. Through ssh key matching, Mallory finds the right
instance in A and completes the exploitation towards CVE-2007-2446 [29].

Step 3, enterprise network B provides web services to a limited number of
customers, including A. With the acquired root privilege from A’s web server,
Mallory is able to access B’s web server, exploit one of its vulnerabilities CVE-
2007-5423 [31] from application tikiwiki 1.9.8 [32], and create a reverse shell.

Step 4, Mallory notices that enterprise B and C has a special relationship:
their web servers are implemented with virtual machines co-residing on the same
host. C is a start-up company that has some valuable information stored on
its CEO’s workstation. Mallory then leverages the co-residency relationship of
the web servers and launches a side-channel attack towards C’s web server to
extract its password. Mallory obtains user privilege through the attack. Mallory
also establishes a covert channel between the co-resident virtual machines for
convenient information exchange.

Step 5, the NFS server in C has a directory that is shared by all the servers
and workstations inside the company. Normally C’s web server should not have
write permission to this shared directory. But due to a configuration error of
the NFS export table, the web server is given write permission. Therefore, if
Mallory can upload a Trojan horse to the shared directory, other innocent users
may download the Trojan horse from this directory and install it. Hence Mallory
crafts a Trojan horse management tool.deb and uploads it into the shared NSF
directory on web server.

Step 6, The innocent CEO from C downloads management tool.deb and in-
stalls it. Mallory then exploits the Trojan horse and creats a unsolicited connec-
tion back to his own machine.

Step 7, Mallory’s VMI is also adopted by several other enterprise networks,
so Mallory compromises their instances using the same method in Step 2.

In this scenario, two stealthy bridges are established3: one is from Internet
to enterprise network A through exploiting an unknown vulnerability, the other
one is between enterprise network B and C by leveraging virtual machine co-
residency. The attack path crosses over three enterprise networks that reside in
the same cloud, and extends to C’s traditional network.

5.2 Experiment Result

The purpose of our experiment is to check whether the BN-based tool is able to
infer the existence of stealthy bridges given the evidence. The Bayesian network
has two inputs: the network deployment (network connection, host configuration,
and vulnerability information, etc.) and the evidence. The output of BN is the
probability of specific events, such as the probability of stealthy bridges being
established, or the probability of a web server being compromised. We view the
attackers’ sequence of attack steps as a set of ground truth. To evaluate the
effectiveness of the constructed BN, we compare the output of the BN with the
ground truth of the attack sequence. For example, given the ground truth that a

3 The enterprise networks in Step 7 are not key players, so we do not analyze the
stealthy bridges established in this step, but still use the raised alerts as evidence.
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stealthy bridge has been established, we will check the corresponding probability
provided by the BN to see whether the result is convincible.

For the attack scenario illustrated in Fig. 1, the cross-layer BN is constructed
as in Fig. 8. By taking into account the existence of stealthy bridges, the cloud-
level attack graph has the capability of revealing potential hidden attack paths.
Therefore, the constructed BN also inherits the revealed hidden paths from the
cloud-level attack graph. For example, the white part in Fig. 8 shows the hidden
paths enabled by the stealthy bridge between enterprise network B and C. These
paths will be missed by individual attack graphs if the stealthy bridge is not
considered. The inputs for this BN are respectively the network deployment
shown in Table 24 and the collected evidence is shown in Table 3. Evidence is
collected against the attack steps described in our attack scenario. Not all attack
steps have corresponding observed evidence.

Table 2: Network Deployment

Node Deployed Facts
N1 IsThirdPartyImage(VMI)
N2 IsInstance(Aws, VMI)
N4 netAccess(Aws, protocol, port)
N17 netServiceInfo(Bws,tikiwiki,http,80, )
N19 ResideOn(Bws,H)
N20 ResideOn(Cws,H)
N21 hacl(Cws,Cnfs,nfsProtocol,nfsPort)
N27 nfsExport(Cnfs,’/export’,write,Cws)
N30 nfsMountd(CworkStation,’/mnt/share’, Cnfs,’/export’,read)
N32 VulExists(CworkStation,’CVE-2009-2692’,kernel,localExploit,privEscalation)
N41 IsInstance(Dws,VMI)
N43 netAccess(Dws, protocol, port)

Table 3: Collected Evidence Corresponding to Attack Steps

Node Step Collected Evidence
N9 2 Wireshark shows multiple suspicious connections established
N11 2 IDS shows malicious packet detected
N13 2 Wireshark “follow tcp stream” shows a back telnet connection is instructed to open
N23 4 Cache monitor observes abnormal cache activities
N34 5 Tripwire shows several file modification toward management tool.deb
N37 6 IDS shows Trojan horse installation
N39 6 Wireshark “follow tcp stream” find plain text in supposed encrypted-connection
N47 7 Wireshark shows a back telnet connection is instructed to open
N49 7 IDS shows malicious packet detected

We conducted four sets of simulation experiments, each with a specific pur-
pose. For simplicity, we assume all attack steps are completed instantly with no
time delay. The ground truth in our attack scenario tells that one stealthy bridge
between attacker and enterprise A is established in attack step 2, and the other
one between B and C is established in step 4. By taking evidence with a certain
order as input, the BN will generate a corresponding sequence of probabilities
for events of interest. The probabilities are compared with the ground truth to
evaluate the performance of the BN.

In experiment 1, we assume all the evidence is observed in the order of the
corresponding attack steps. We are interested in four events, a stealthy bridge
exists in enterprise A’s web server (N5), the attacker can execute arbitrary code

4 Aws,Bws,Cws,Cnfs,Cworkstation denote A’s web server, B’s web server, C’s web
server, C’s NFS server, C’s workstation respectively.
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Fig. 8: The Cross-Layer Bayesian Network Constructed for the Attack Scenario

on A’s web server (N8), a stealthy bridge exists in the host that B’s web server
reside (N22), and the attacker can execute arbitrary code on C’s web server
(N25). N8 and N25 respectively imply that the stealthy bridges in N5 and N22
are successfully established. Table 4 shows the results of experiment 1 given
supporting evidence with corresponding confidence values. The results indicate
that the probability of stealthy bridge existence is initially very low, and increases
as more evidence is collected. For example, Pr(N5 = True) increases from 34%
with no evidence observed to 88.95% given all evidence presented. This means
that a stealthy bridge is very likely to exist on enterprise A’s web server after
enough evidence is collected.

The first stealthy bridge in our attack scenario is established in attack step 2,
and the corresponding pieces of evidence are N9, N11, and N13. Pr(N8 = True)
is 95.77% after all the evidence from step 2 is observed, but Pr(N5 = True) is
only 74.64%. This means that although the BN is almost sure that A’s web server
has been compromised, it doesn’t have the same confidence of attributing the
exploitation to the stealthy bridge, which is caused by the unknown vulnerability
inherited from a VMI. Pr(N5 = True) increases to 88.95% only after evidence
N47 and N49 from other enterprise networks is observed for attack step 7. This
means that if the same alerts appear in other instances of the same VMI, the
VMI is very likely to contain the related unknown vulnerability.

The second stealthy bridge is established in step 4, and the corresponding
evidence is N23. Pr(N22 = True) is 57.45% after evidence N9 to N23 is collected.
The number seems to be low. However, considering the unusual difficulty of
leveraging a co-residency relationship, this low probability still should be treated
with great attention. After all evidence is observed, the increase of Pr(N22 =

SP-941

Singhal, Anoop; Sun, Xiaoyan; Dai, Jun; Liu, Peng. "Inferring the Stealthy Bridges between Enterprise Network Islands in Cloud Using Cross-Layer Bayesian Networks." Paper presented at the 10th International Conference on Security and Privacy in Communication Networks, Beijing, China, Sep 24, 2014-Sep 26, 2014.

Singhal, Anoop; Sun, Xiaoyan; Dai, Jun; Liu, Peng. 
“Inferring the Stealthy Bridges between Enterprise Network Islands in Cloud Using Cross-Layer Bayesian Networks.” 

Paper presented at the 10th International Conference on Security and Privacy in Communication Networks, Beijing, China, Sep 24, 2014-Sep 26, 2014.



16 Xiaoyan Sun et al.

True) from 13.91% to 73.29% may require security experts to carefully scrutinize
the virtual machine isolation status on the related host.

Table 4: Results of Experiment 1

Events
No N9 N11 N13 N23 N34 N37 N39 N47 N49

evidence Medium High High High VeryHigh High VeryHigh VeryHigh VeryHigh

N5=True 34% 34% 51.54% 74.64% 75.22% 75.22% 75.41% 75.5% 86.07% 88.95%
N8=True 20.25% 22.96% 54.38% 95.77% 96.81% 96.81% 97.14% 97.31% 98.14% 98.37%
N22=True 13.91% 14.32% 19.03% 25.23% 57.45% 57.45% 67.67% 73.04% 73.24% 73.29%
N25=True 17.52% 17.89% 22.13% 27.71% 56.7% 56.7% 68.11% 74.1% 74.27% 74.32%

Experiment 2 tests the influence of false alerts to BN. In this experiment,
we assume evidence N11 is a false alert generated by IDS. We perform the same
analysis as in experiment 1 and compare results with it. Table 5 shows that when
only 3 pieces of evidence (N9, N11, and N13) are observed, the probability of the
related event is greatly affected by the false alert. For instance, Pr(N5 = True)
is 74.64% when N11 is correct, and is 53.9% when N11 is a false alert. But
Pr(N8 = True) is not greatly influenced by N11 because it’s not closely related
to the false alert. When all evidence is input into the BN, the influence of false
alerts to related events is reduced to an acceptable level. This shows that a BN
can provide relatively correct answer by combining the overall evidence set.

Table 5: Results of Experiment 2

Events
with 3 pieces of evidence with all evidence
N11=True N11=False N11=True N11=False

N5 74.64% 53.9% 88.95% 79.59%
N8 95.77% 58.6% 98.37% 79.07%
N22 25.23% 19.66% 73.29% 68.62%
N25 27.71% 22.7% 74.32% 70.24%

Since security experts may change their confidence value towards evidence
based on their new knowledge and observation, experiment 3 tests the influence
of evidence confidence value to the BN. This experiment generates similar results
as in experiment 2, as shown in Table 6. When evidence is rare, the confidence
value changes from VeryHigh to Low has larger influence to related events than
when evidence is sufficient.

Table 6: Results of Experiment 3

Events
with 3 pieces of evidence with all evidence
N14=VeryHigh N14=Low N14=VeryHigh N14=Low

N5 74.64% 54.29% 88.95% 79.82%
N8 95.77% 59.30% 98.37% 79.54%
N22 25.23% 19.77% 73.29% 68.73%
N25 27.71% 22.79% 74.32% 70.34%

In experiment 4, we test the affect of evidence input order to the BN analysis
result. We bring forward the evidence N47 and N49 from step 7 and insert them
before N23 and N37 respectively. The analysis shows that a BN can still produce
reliable results in the presence of changing evidence order.

6 Related Work

We explore the literature for the following topics that are related to our paper.
VMI sharing. [34] explores a variety of attacks that leverage the virtual

machine image sharing in Amazon EC2. Researchers were able to extract highly
sensitive information from publicly available VMIs. The analysis revealed that
30% of the 1100 analyzed AMIs (Amazon Machine Images) at the time of the
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analysis contained public keys that are backdoors for the AMI Publishers. The
backdoor problem is not limited to AMIs created by individuals, but also affects
those from well-known open-source projects and companies.

Co-Residency. The security issues caused by virtual machine co-residency
have attracted researchers’ attention recently. [11] pointed out that the shared
resource environment of cloud will introduce security issues that are fundamen-
tally new and unique to cloud. [5] shows how attackers can identify on which
host a target virtual machine is likely to reside in Amazon EC2, and then place
the malicious virtual machine onto the same host through a number of instan-
tiating attemps. Such co-residency can be used for further malicious activities,
such as launching side-channel attack to extract information from a target vir-
tual machine [6]. [10] takes an opposite perspective and proposes to detect co-
residency via side-channel analysis. [4] demonstrates a new class of attacks called
resource-freeing attacks (RFAs), which leverage the performance interference of
co-resident virtual machine. [8] presents a traffic analysis attack that can ini-
tiate a covert channel and confirm co-residency with a target virtual machine
instance. [7] also considers attacks towards hypervisor and propose to eliminate
the hypervisor attack surface through new system design.

Bayesian Networks. BNs have been applied to intrusion detection [35] and
cyber security analysis in traditional networks [23]. [23] analyzes which hosts are
likely to be compromised based on known vulnerabilities and observed alerts.
Our work lands on a different cloud environment and takes a reverse strategy
by using BN to infer the stealthy bridges, which are unknown in nature. In the
future, the inference of stealthy bridges can be further extended to identify the
zero-day attack paths in cloud, as in [9] for traditional networks.

7 Conclusion and Discussion

This paper identifies the problem of stealthy bridges between isolated enterprise
networks in the public cloud. To infer the existence of stealthy bridges, we pro-
pose a two-step approach. A cloud-level attack graph is first built to capture
the potential attacks enabled by stealthy bridges. Based on the attack graph,
a cross-layer Bayesian network is constructed by identifying uncertainty types
existing in attacks exploiting stealthy bridges. The experiments show that the
cross-layer Bayesian network is able to infer the existence of stealthy bridges
given supporting evidence from other intrusion steps. However, one challenge
posed by cloud environments needs further effort. Since the structure of cloud
is very dynamic, generating the cloud-level attack graph from scratch whenever
a change happens is expensive and time-consuming. Therefore, an incremental
algorithm needs to be developed to address such frequent changes such as virtual
machine turning on and off, configuration changes, etc.

Disclaimer

This paper is not subject to copyright in the United States. Commercial products
are identified in order to adequately specify certain procedures. In no case does
such identification imply recommendation or endorsement by the National Insti-
tute of Standards and Technology, nor does it imply that the identified products
are necessarily the best available for the purpose.
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ABSTRACT
Cyber attacks inevitably generate impacts towards relevant
missions. However, concrete methods to accurately evaluate
such impacts are rare. In this paper, we propose a proba-
bilistic approach based on Bayesian networks for quantita-
tive mission impact assessment. A System Object Depen-
dency Graph (SODG) is first built to capture the intrusion
propagation process at the low operating system level. On
top of the SODG, a mission-task-asset (MTA) map can be
established to associate the system objects with correspond-
ing tasks and missions. Based on the MTA map, a Bayesian
network can be constructed to leverage the collected intru-
sion evidence and infer the probabilities of tasks and mis-
sions being tainted. An example MTA-based BN is provided
to show how our approach can enable effective quantitative
mission impact assessment.

Categories and Subject Descriptors
K.6.m [MANAGEMENT OF COMPUTING AND
INFORMATION SYSTEMS]: Miscellaneous

General Terms
Security

Keywords
Mission impact assessment; Bayesian network; System Ob-
ject Dependency Graph

1. INTRODUCTION

Defending missions in cyber space from various attacks
continues to be a challenge. An effective attack can lead
to great loss in the confidentiality, integrity, or availability
to the missions, and even cause some to abort in extreme
cases [1]. When an attack happens, one major concern to
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the security administrators is how the attack could possi-
bly impact related missions. Specifically, they may ask the
questions such as 1) How likely is a mission affected? 2)
To what extent is the mission influenced? Which tasks are
already tainted, and which are untouched?

Continuous efforts have been made to construct high-level
models that aid the mission impact analysis, but concrete
methods that achieve accurate quantitative assessment are
rare. Dai et al. [2] propose a Situation Knowledge Reference
Model (SKRM) that enables mission damage and impact
assessment. However, without rigidly specifying the cross-
layer interconnections, SKRM lacks the capability of per-
forming quantitative mission impact analysis. Jackobson [1]
constructs an impact dependency graph (IDG) for mission
situation assessment. Nevertheless, the paper doesn’t spec-
ify detailed method for generating the dependencies in the
IDG. The impact assessment provided by the IDG is not
sufficiently precise.

In this paper, we propose a probabilistic approach based
on Bayesian networks (BN) for mission impact assessment.
Our approach is to 1) build a System Object Dependency
Graph (SODG) so that the intrusion propagation process is
captured at the system object level; 2) construct a Mission-
Task-Asset (MTA) map to associate the missions and com-
posing tasks with corresponding assets, which are namely
the system objects such as processes, files, etc. The MTA
map is naturally connected to the SODG through shared sys-
tem objects; 3) establish a Bayesian network based on the
MTA map and the SODG to leverage the collected intrusion
evidence and infer the probabilities of interested events, such
as a system object or a mission task being tainted.

The approach is proposed on the basis of the following
supporting rationales. First, the SODG is a proper con-
struct connecting the attack and the missions, as shown in
Figure 1. From the attack side, an attack’s impact towards
the operating systems can be reflected on the SODG. System
objects that are manipulated directly or indirectly by attack-
ers have the possibility of being tainted. From the mission
side, a mission is fulfilled through a sequence of operations
towards system objects. These operations are caught by the
SODG. As a result, the impact of an attack to the missions
can be evaluated by leveraging the SODG as the intermedi-
ate bridge.

Second, the SODG is able to capture the intrusion prop-
agation process, which is critical for correct mission impact
assessment. An attack’s impact towards a mission may
not be explicit when they have no common associated as-
sets. The attack-associated assets refer to the system ob-
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Attack

SODG

Intrusion Propagation

Mission

Figure 1: The SODG as the Construct between Attack and Mission 1

jects that are directly related to the attack activities (e.g.
a modified file in a Tripwire [3] alert), while the mission-
associated assets refer to the system objects that are in-
volved in the mission commitment. The mission-associated
assets do not always share the same system objects with the
attack-associated assets, but can still be affected by the lat-
ter through intrusion propagation. In this case, the SODG
can be employed for tracking the intrusion propagation and
assessing the missions that are indirectly affected by the
attack-associated assets.

Third, a Bayesian network is able to leverage intrusion
evidence to perform probabilistic inference towards interest-
ing events. The evidence can be collected from a variety of
information sources, including system logs, security sensors
such as Snort [4] and Tcpdump [5], and even human experts.

The paper is organized as follows. Section 2 introduces
the System Object Dependency Graph (SODG). Section 3
presents the main principles for establishing the mission-
task-asset map. Section 4 briefly discusses the MTA-based
Bayesian networks. Section 5 describes the related work.
Section 6 concludes the whole paper.

2. THE SYSTEM OBJECT DEPENDENCY
GRAPH

In essence, a mission can be decomposed to a set of tasks,
which are then committed through a number of operating
system operations via system calls, such as read, write, ex-
ecve, fork, kill, etc. These system calls operate towards sys-
tem objects like processes, files, and sockets. For instance,
the system call read can read from a file and fork creates
a copy of a process. An intrusion usually begins with one
or more tainted system objects that are directly or indi-
rectly manipulated by attackers. For example, an execution
file containing a Trojan horse may have been installed on a
host; a service may have been compromised with a rootkit

1
The SODG is used to show how the intrusion can propagate from

the attack associated assets to the mission assocaited assets. Readers
are not expected to understand the details inside the nodes of the
SODG.

Table 1: System Call Dependency Rules

System calls Dependency
write, pwrite64, rename, mkdir, fchmod,
chmod, fchownat, etc.

process→file

stat64, read, pread64, execve, etc. file→process
vfork, fork, kill, etc. process→process
write, pwrite64, send, sendmsg, etc. process→socket
read, pread64,recv, recvmsg, etc. socket→process
sendmsg, recvmsg, etc. socket→socket

program and started sending sensitive data back to the at-
tackers’ machine; some critical data that influences the con-
trol flow could have been corrupted so that the execution
paths of a mission workflow can be changed. In subsequent
system calls, these intrusion-originating system objects will
interact with other innocent objects and get them tainted.
This is an intrusion propagation process. In this way, the
intrusion can propagate across a number of systems inside a
network. Among all the system objects tainted via intrusion
propagation, some could be the mission-associated ones so
that the related tasks will get impacted as well.

Given the system call log, a System Object Dependency
Graph (SODG) can be constructed to capture the intrusion
propagation process [8]. Each system call is first parsed into
three elements: a source object, a sink object, and a de-
pendency relation between them. This paper applies similar
rules, shown in Table 1, as in [6–8] for system call parsing.
When constructing the SODG, the parsed objects become
nodes and the dependency relations become edges. For ex-
ample, a read system call can be parsed into a process object
p, a file object f, and a dependency relation f→p, meaning
that p depends on f .

Fig. 2b shows an example SODG built from a simplified
system call log in Fig. 2a. Processes, files, and sockets are
represented with rectangles, ellipses, and diamonds respec-
tively. A process is often uniquely identified by the process
PID pid and the parent process PID ppid, and thus can be
denoted with a tuple (pid :ppid). Similarly, a file and a socket
can be denoted with tuple (inode:path) and (addr :port).

The SODG construction process for Figure 2b is as fol-
lows. First, the system call clone is parsed into a depen-
dency (6149 : 6148)→(6558 : 6149). The dependency be-
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syscall:clone time:t1 pid:6149 ppid:6148 pcmd:bash

cpid:6558 cppid:6149 cpcmd:bash

syscall:write time:t2 pid:6558 ppid:6149 pcmd:sshd

ftype:SOCK addr:192.168.101.5 port:22

syscall:read time:t3 pid:6558 ppid:6149 pcmd:mount

ftype:REG path:/proc/6558/ inode:19859

syscall:write time:t4 pid:6558 ppid:6149 pcmd:sshd

ftype:REG path:/proc/6558/ inode:19859

(a) simplified system call log

(6149:6148)

(6558:6149)

（192.168.101.5:22）

(19859:/proc/6558/)

t1

t2

t3

t4

(b) SODG

Figure 2: An example SODG built from the simplified sys-
tem call log

comes an edge between the two processes. Second, the
system call write forms a dependency between a process
and a socket: (6558 : 6149)→(192.168.101.5 : 22). The
dependency becomes an edge between the process and the
socket. Third, the system call read indicates that the pro-
cess then reads a file, and thus creates a dependency (19859 :
/proc/6558/)→(6558 : 6149). Finally, the process writes
back to the same file, and forms a dependency (19859 :
/proc/6558/)←(6558 : 6149).

After the SODG is constructed, forward and backward
tracking can be performed to identify the potentially tainted
objects. Since an attack can often cause security sensors to
raise alerts, the system objects involved in these alerts can
be used as the trigger points that start the tracking process.
For example, if Tripwire raises an alert that a file is modified
abnormally, then the file can be used as a trigger point. On
the SODG, the file is marked as tainted. Starting from this
file, forward and backward tracking can be performed to
generate an intrusion propagation path [8]. The objects on
this path are very likely to be tainted.

3. MISSION-TASK-ASSET MAP

Constructing Mission-Task-Asset (MTA) map is to relate
the system objects with the tasks and missions. An intuitive
solution is to decompose the missions into tasks, and further
associate the tasks with system objects. However, this top-
down decomposing approach requires the prior knowledge
of a mission workflow. In cases when attackers are able to
insert malicious tasks into the workflow, these inserted tasks
could be missed by the MTA map.

In this paper, we propose a bottom-up extraction approach
that extracts the tasks from the SODG, and then relates the

t1

t2 t3
t4

t5 t6

t7
t8

t9

Mission 1 Mission 2

Service Dependency Graph Pattern Matching

Mission

Task

Asset: SODG

Service 
Dependency 

Graph
 Pattern 

Repository

Figure 3: Mission-Task-Asset Map 2

tasks with specific missions, as shown in Figure 3. Since the
SODG captures what actually happens in the network, ex-
traction from the SODG accurately reflects which tasks are
actually committed. Considering the manageable number
of missions and tasks an enterprise network could deal with,
relating tasks with missions is not a real issue. The key dif-
ficulty lies in how to extract tasks from the SODG due to
its daunting size. However, the extraction is ensured to be
feasible by the following principles.

First, a mission task can be viewed as an instantiation
of several services that have dependency relations. In en-
terprise networks, the normal function of a service may de-
pend on one or more other services. These services and
applications often interact and work together to accomplish
specific tasks. For example, a user’s login request requires
web service from a web server, which further relies on au
authentication service to verify the user’s legitimacy. The
authentication will then depend on the database service to
access the users’ account information. In this example, a
single task “user login” can be viewed as the instantiation of
combined web service, authentication service, and database
service. Therefore, if such dependency relations among ser-
vices can be discovered and represented with specific graphs,
then a task can be viewed as the instantiation of a service
dependency graph.

Second, through service discovery, the service dependency
graphs (SDGs) can be established at the system object level.
Service discovery has been studied intensively in previous
work [9–12]. Dai [13] proposed to infer the service depen-
dency through identifying OS-level causal paths. Therefore,
the service dependencies can be represented with OS-level
dependency graphs, such as the SODGs. Each service de-
pendency graph has a pattern that can be used to identify
the corresponding SDG. The patterns could be defined from
the perspective of both text and graph-topology. For ex-
ample, a file node with name config and an out degree of n
can be one feature for a specific pattern, indicating that file
config is accessed n times. Since servers in an enterprise net-
work often fulfill routine responsibilities, the common pat-
terns can be extracted to form an SDG pattern repository.

2
Again, readers are not expected to understand the details inside the

nodes of the SODG.
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Third, the system assets can be linked to tasks automat-
ically by matching the SODG against the SDG patterns.
Although the SODG is usually not human-readable, it can
be annotated with specific SDGs through pattern match-
ing. For example, if the pattern for combined web service,
authentication service, and database service appears in the
SODG for several times, then as the instantiations of these
services, several “user login” tasks can be linked to the sys-
tem objects involved in these patterns.

4. BAYESIAN NETWORKS

To perform probabilistic mission impact assessment, the
Bayesian networks can be constructed based on the estab-
lished MTA maps. The Bayesian network is a type of Di-
rected Acyclic Graph that can be used to model the cause
and effect relations. In a BN, the nodes represent the vari-
ables of interest, and the edges represent the causality re-
lations between nodes. The strength of such causality re-
lations can be specified with conditional probability tables
(CPT). When evidence is provided, a properly constructed
BN can infer the probabilities of interesting variables.

In this paper, we propose to construct an MTA-based BN,
whose input is the intrusion evidence collected from various
security sensors, and output is the probabilities of interest-
ing security events, such as a system object or a task being
tainted. The graphical feature of MTA enables and facili-
tates the construction of MTA-based BN. With CPT tables
specified and the evidence incorporated, the MTA-based BN
is able to infer the probabilities of tasks and missions being
tainted, and thus evaluate the impact of attacks towards
interesting missions.

To build the MTA-based BN, the dependency relations ex-
isting in the MTA map need to be well modeled. Each MTA
map implies certain dependency relations among the mis-
sions, tasks, and system objects. Such dependency relations
can be represented with certain mission dependency graphs
by interpreting the MTA maps. In the mission dependency
graph, the status of a mission depends on the status of the
composing tasks, while the status of a task depends on the
status of the relevant system objects. We provide two ex-
ample mission dependency graphs based on the same MTA
map to illustrate how the dependency relations can be in-
terpreted.

Figure 4 is an example of benign mission dependency
graph by interpreting an MTA map. In this graph, a mission
is composed of several tasks. For each mission to be benign,
all of its composing tasks should be benign. In addition,
all the tasks should be committed in the correct sequence.
Similarly, each task is also composed of several system level
operations. To ensure the task is benign, the related system
objects should be benign and the operations should be per-
formed in the right sequence. Therefore, all of the parent
nodes have the “AND” relation for the child node to be true.
In Figure 4, Node 5“Task 1 is benign”should have 4 precon-
ditions satisfied in order to be true: Node 1, F1 is benign;
Node 2, P1 is benign; Node 3, F2 is benign; Node 4, “Pro-
cess P1 reads File F1” happens before “Process P1 writes
File F2”, meaning that the read operation is executed be-
fore the write operation. In this example, in order for Node
5 to become true, all the relevant system objects are benign
and all the system operations are performed in the right se-

1: F1 is benign

2: P1 is benign

3: F2 is benign

4: F1-> P1 is before P1->F2

5: Task 1 is benign

6: P1 is benign

7: F2 is benign

8: Task 2 is benign

10: Mission 1 is benign

9: Task 1 is before Task 2

AND

AND 

AND 

Figure 4: An Example of Benign Mission Dependency Graph

1: F1 is tainted

2: P1 is tainted

3: F2 is tainted

4: F1-> P1 is NOT before P1->F2

5: Task 1 is tainted

6: P1 is tainted

7: F2 is tainted

8: Task 2 is tainted

10: Mission 1 is tainted

9: Task 1 is NOT before Task 2

OR

OR 

OR 

Figure 5: An Example of Tainted Mission Dependency
Graph

quence. The relationship between these conditions (Node 1
to 4) is “AND”.

Figure 5 is an example of a tainted mission dependency
graph by interpreting the same MTA map as in Figure 4.
In this graph, if any of the system objects are tainted or
the system operations are not performed in the right order,
the associated task can be marked as tainted. Similarly, if
any of the tasks are tainted or not committed in the correct
sequence, the associated mission is tainted. Therefore, all
the parent nodes have the “OR” relation for the child node
to be true, meaning any of the preconditions being true could
cause the post-condition effective. For example, even if only
F1 in Node 1 is tainted while F2 and P1 are still benign,
Task 1 will get tainted, which will further impacts Mission
1.

To model the above “AND” and “OR” relations, a MTA-
based BN can be constructed as shown in Figure 6. Instead
of specifying the taint status of objects, tasks, and missions
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1: F1

2: P1 

3: F2 

4: F1-> P1 is before P1->F2

5: Task 1 
6: P1

7: F2

8: Task 2

10: Mission 1

9: Task 1 is before Task 2

Figure 6: An Example of MTA-based BN

in the nodes directly, the MTA-based BN specify the states
in the CPT tables. For example, the CPT table for Mission
1 in Figure 6 is shown in Table 2. In this table, Mission
1, Task 1, and Task 2 have possible states of “tainted” and
“not tainted”. The operation sequence“Task 1 is before Task
2” in Node 9 has the states of “true” and “false”. Other
potential states, such as “clear but in danger”, or “not sure”,
etc, could also be assigned for system objects depending on
specific situations.

In addition, the numbers in Table 2 modeled the “AND”
and “OR” relations. For example, to get “mission 1 = not
tainted” the probability of 1, all the three conditions “Task
1 is tainted”, “Task 2 is tainted”, and “Task 1 is before Task
2” have to be false. As long as any of these three condi-
tions are true, the probability for “mission 1 = tainted” will
become 1. If the three conditions have different impact on
the mission’s taint status, the numbers in the CPT table
can be modified accordingly to reflect such difference. For
example, in Table 3, “Task 1 is tainted” has greater impact
on missions than the other two conditions. When “Task 1
is tainted”, the probability for the mission being tainted is
bigger than 0.9, no matter if the other conditions are true
or false. When Task 1 is not tainted, the probability for the
mission being tainted is very low, even if task 2 is tainted
or the operation sequence is incorrect. The CPT table can
also be modified to accommodate other noise factors that
cannot be completely taken into consideration. For exam-
ple, in Table 3, even if all the three conditions are true, the
probability of mission 1 being tainted may not be 1, but a
number very close to 1, such as 0.99.

After the BN is constructed, the taint status of system
objects is input into BN as evidence. The BN then com-
putes the probabilities of missions being infected based on
the given evidence.

5. RELATED WORK

Mission Impact Assessment. Some high level frame-
works and models have been established in recent studies
to enable qualitative evaluation towards cyber attacks’ im-
pact on missions. Alberts et al. [15] proposed a Mission As-

surance Analysis Protocol (MAAP) to determine how the
current conditions can affect a project. Watters et al. [16]
proposed a Risk-to-Mission Assessment Process to map the
network nodes to the business objectives. Musman et al. [14]
clarified the cyber mission impact assessment framework and
related the business processes with technology capacities.
Dai et al. [2] proposed a Situation Knowledge Reference
Model (SKRM) that enables capabilities such as asset clas-
sification, mission damage and impact assessment. [1] is one
of the few works that explore quantitative mission impact
assessment. It presented an impact-oriented cyber attack
model, where an attack has an impact factor and the asset
is measured with operational capacity. The assets’ opera-
tional capacity will be affected by the attack’s impact factor.
The paper then briefly introduced the impact dependency
graph (IDG), but didn’t provide details for the construction
method.

Bayesian Network. Bayesian networks have been em-
ployed in a number of studies for cyber security defense. [17]
presented a BN modeling approach which modeled three un-
certainty types in the security analysis process. The BN was
constructed on top of the logical attack graphs [18, 19]. [20]
proposed to construct a cross-layer Bayesian network to in-
fer stealthy bridges existing between the enterprise network
islands in cloud. [21] described a mission-impact-based ap-
proach to correlate the security alarms collected from differ-
ent sensors using Bayesian networks. An incident rank tree
was built to calculate the rank of each security alert, which
combines the incident’s impact towards the mission, and the
success probability of the activity reported in the alert. Our
work also applies Bayesian networks, but targets a different
problem.

6. CONCLUSION

This paper proposed a probabilistic approach to evaluate
the impacts towards missions caused by attacks. To asso-
ciate attacks with system assets, a System Object Depen-
dency Graph (SODG) can be built to reflect the influence
of attacks towards system objects and capture the intrusion
propagation to other objects as well. To further relate the
assets with missions, we proposed to buid a mission-task-
asset (MTA) map based on the SODG so that the attacks’
impact towards system objects can propagate to the related
missions. We provided an example Bayesian network that is
constructed on top of the MTA to show how our approach
can be applied to infer the probabilities of missions being
tainted.
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Table 2: CPT of Mission 1 in the Figure 6

Mission1
Task 1=Tainted Task 1=Untainted

Task 2=Tainted Task 2=Untainted Task 2=Tainted Task 2=Untainted

C = True C = False C = True C = False C = True C = False C = True C = False

Tainted 1 1 1 1 1 1 1 0

Untainted 0 0 0 0 0 0 0 1

Note: C represents the condition “Task 1 is committed before Task 2”

Table 3: Modified CPT of Mission 1 in the Figure 6

Mission1
Task 1=Tainted Task 1=Untainted

Task 2=Tainted Task 2=Untainted Task 2=Tainted Task 2=Untainted

C = True C = False C = True C = False C = True C = False C = True C = False

Tainted 0.99 0.9 0.9 0.9 0.2 0.2 0.2 0.01

Untainted 0.01 0.1 0.1 0.10 0.8 0.8 0.8 0.99

Note: C represents the condition “Task 1 is committed before Task 2”

Institute of Standards and Technology, nor does it imply
that the identified products are necessarily the best avail-
able for the purpose.
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Abstract 
 
Temperature effect on the kinetics of photodegradation, surface accumulation of nanoparticles, and 
nanoparticle release in an epoxy nanocoating exposed to ultraviolet light (UV) was investigated. A 
model epoxy coating containing 5 % untreated nanosilica was selected. Exposed film specimens were 
removed at specified UV dose intervals for measurements of chemical degradation of the epoxy 
component, nanosilica accumulation on specimen surface, and nanosilica release as a function of UV 
dose for four temperatures. The chemical degradation was measured using Fourier transform infrared 
spectroscopy (FTIR), X-ray photoelectron spectroscopy (XPS), and UV-visible spectroscopy (UV-Vis). 
Atomic force microscopy (AFM) was employed to determine the kinetics of nanosilica accumulation on 
the nanocoating surface during UV exposure. The temperature dependence behaviors of kinetic 
parameters obtained by various measurement techniques will be used to better understand the 
degradation mechanism and surface accumulation of nanoparticles in exterior nanocoatings.     
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INTRODUCTION 
 
Polymeric materials containing nanofillers (polymer nanocomposites) have attracted growing interest 
due to their outstanding properties as well as their unique applications[1-5]. Polymer nanocoatings, a 
subclass of nanocomposites, are increasingly used outdoors such as on building structures, airplanes, 
and automobiles, because of their excellent mechanical, gas barrier, self–cleaning, and UV resistance 
properties.   
 
Studies have long indicated that most common polymers undergo significant degradation during 
exposures to outdoor environments [6-8]. A serious consequence of the matrix degradation for 
nanocoatings is that the nanofillers embedded in the polymer matrices could be released via the effect 
of rain, snow, condensed water, and wind. Such nanoparticle release during nanocoating life cycle is 
a concern, because engineered nanofillers have been shown to be hazardous to the environment and 
human health [9-11].    
 
Taking advantage of the highly uniform and high intensity UV radiation from the SPHERE device 
(Simulated Photodegradation via High Energy Radiant Exposure) [12], the National Institute of 
Standards and Technology (NIST) has investigated the degradation rate, nanomaterial surface 
accumulation, and nanomaterial release for a model epoxy (without  UV stabilizers) containing silica 
nanoparticles [13-16].  In a previous study on an amine-cured epoxy nanocoating exposed to UV 
radiation at 60 oC/≈ 0 % relative humidity (RH) exposure condition, we have found that the epoxy 
matrix in the nanocoating underwent rapid photodegradation during exposure to 295 nm to 400 nm 
UV, exposing nanosilica on the surface and subsequently releasing it from the nanocoating [13].  
  

Although nanosilica accumulated on the surface and subsequent release from the nanocoatings was 
observed and measured [13], the role of temperature on the photodegradation rate, surface 
accumulation and release of nanoparticles has not been investigated. Temperature is an important 
factor in the degradation process of polymers. In this study, we examined how temperature affects the 
both the photodegradation of polymer matrix and surface accumulation (and possible release) of 
nanosilica during UV exposures of an epoxy nanocoating. The resulting knowledge of temperature 
dependence behaviors on kinetic parameters obtained by different measurements will be useful for 
understanding the degradation mechanism and predicting the long term release of nanoparticles in 
exterior nanocoatings.   
 
EXPERIMENTAL PROCEDURES 
 
Materials and Preparation of Nanocoating  
 
Unless stated, the silica nanoparticles (i.e., nanosilica) were an untreated material in powder form, 
having a normal diameter of 15 nm and a purity greater than 99.5 % (provided by manufacturer). The 
epoxy coating was a model stoichiometric mixture of a diglycidyl ether of bisphenol A (DGEBA) epoxy 
resin having an equivalent mass of 189 (grams of resin containing one gram equivalent of epoxide) 
and a tri-polyetheramine curing agent. There were no UV stabilizers added to the amine-cured epoxy 
coating. It should be noted that, due to steric hindrance and restricted transport during the late curing 
stages, some residual unreacted epoxide and amino groups are expected to be present in the coating 
films after curing. The presence of these functional groups and impurities (e.g., residual catalysts, 
processing aids, etc.) may have an influence on the photodegradation of an amine-cured epoxy 
coating. The solvent used for nanoparticle dispersion and coating processing was reagent grade 
toluene (purity > 99.5 %). The chemical structures of the components and the cured epoxy coating 
are given elsewhere [16]. Free-standing films having a thickness between 125 m and 150 m of the 
amine-cured epoxy containing 5 % mass fraction of nanosilica were prepared following the procedure 
described in Ref. [15]. All films were cured at ambient conditions (24 °C and 50 % RH) for 1 d, 
followed by post-curing for 45 min at 110 °C in an air circulating oven. The quality of all 
epoxy/nanosilica coating (epoxy nanocoating) films was assessed by visual inspection for evidence of 
air bubbles or defects (cracks). Specimens  were only selected from defect-free regions. 
 
UV Exposure  

 
Specimens of epoxy nanocoating were exposed to < 1 % RH at  four  different temperatures, 30 °C,  
40 °C, 50 °C, and 60 °C in the NIST SPHERE UV chamber [12]. The very dry condition was used to 
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minimize any effect of water on the photodegradation of epoxy. The NIST SPHERE UV chamber 
produces a highly uniform UV flux of approximately 140 W/m2 in the wavelength range of 295 nm to 
400 nm. Specimens for characterizing surface morphology had a dimension of 10 mm x 10 mm and 
those for tracking chemical changes had a diameter of 19 mm Specimens were removed after 
specified accumulated UV doses (i.e., at specified time intervals) for various characterizations. UV 
dose, in MJ/m2, is defined here as the total accumulated energy resulting from repeated UV radiation 
exposures at a particular time period per unit irradiated surface. Because the SPHERE was operated 
without interruption during this experiment, its UV dose is linearly proportional to exposure time.   

Characterization of Nanocoating Degradation and Surface Morphological changes       

The chemical degradation of both neat epoxy and nanocoating was measured using molecular 
spectroscopy via attenuated total reflection Fourier transform infrared spectroscopy (ATR-FTIR), X-
ray photoelectron spectroscopy (XPS), and UV-visible spectroscopy (UV-Vis). ATR-FTIR spectra 
were recorded at a resolution of 4 cm-1 using dry air as a purge gas and a spectrometer (Nexus 670, 
Thermo Nicolet) equipped with a liquid nitrogen-cooled mercury cadmium telluride (MCT) detector. A 
ZnSe prism and 45° incident angle were used for the ATR-FTIR measurement. All spectra were the 
average of 128 scans. The peak height was used to represent the infrared intensity, which is 
expressed in absorbance, A. All FTIR results were the average of four specimens. UV-Visible spectra 
were recorded using an HP 8452A spectrometer fitted with an autosampler.  Spectra were collected 
for wavelengths from 190 nm to 1100 nm with an integration time of 0.5 s.  
 
XPS was used for elemental and chemical state analysis of the nanocoatings.  Analyses were carried 
out using an Axis Ultra DLD spectrophotomer (Kratos Analytical) equipped with a monochromated Al 
Kα X-ray source (1486.6 eV).  The photoelectrons were collected along the surface normal at a pass 
energy 40 eV and a step size of 0.1 eV/step for the C(1s), Si(2p), O(1s) and N(1s) regions. All XPS 
spectra were fit with a Shirley baseline and adjusted with the appropriate elemental sensitivity factors 
to obtain information on percent composition.  

Surface morphological changes of nanocoating were followed by tapping mode atomic force 
microscopy (AFM) at ambient conditions (24 °C, 50 % RH) using a Dimension 3100 system (Veeco 
Metrology) and silicon probes (TESP 70, Veeco Metrology). Both topographic (height) and phase 
images were obtained simultaneously using a resonance frequency of approximately 300 kHz for the 
probe oscillation and a free-oscillation amplitude of 62 nm ± 2 nm. 

 
RESULTS 
 

Surface Morphological Changes 
 
Figure 1 displays AFM height and phase images of unexposed and UV-exposed epoxy nanocoating 
surface at, as an example, 40 °C. Contrast in the height images of Figure 1a is due to the surface 
topography, with little evidence of nanoscale particles being present on the surface, which is also 
confirmed in the featureless phase image (Figure 1a, right). As the UV dose increased, the surface 
roughness increased and nanoparticles or clusters of nanoparticles appeared on the surface, as 
shown in both the height and phase images of Figure 1b. Brightness of the particles in the height 
image indicates that they were above the surface. The phase image also shows a strong contrast 
between the nanoparticles and the matrix, which is typically observed for mixtures of a high modulus 
inorganic material and a low modulus polymeric material. 
 
Figure 2 shows the surface morphological changes of the nanocoating exposed to different UV doses 
in four temperatures (30 °C, 40 °C, 50 °C, and 60 °C). All four temperatures showed similar effects. 
The number of particles on the surface increased with increasing UV dose, and the size of the particle 
clusters and the number of connected clusters also increased with UV dose. After 400 MJ/m2 dose, a 
layer of compact particles almost covered the entire surface for all four temperatures. Similar results 
were observed in NIST previous studies for a silane-treated nanosilica in a similar epoxy system [8, 
16].   
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Figure 1 AFM height images (left column) and phase images (right column) of nanocoating (a) 
unexposed and (b) exposed for 30 MJ/m2 UV dose and at 40 °C. Scan size is  20 m  20 m. The 
scale bars represent the height and phase range of each image. 

 

Figure 2: AFM height images of epoxy nanocoating as a function of UV doses for four different 
temperatures; scan size: 20 m  20 m. The height range of the images are roughly from 0 nm to 
1.5 µm. 
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To follow the accumulation of nanosilica on the nanocoating surface during UV exposure, an AFM 
software image analysis was conducted. Figure 3 displays the surface coverage (in %) of revealed 
particles (assuming as nanosilica clusters) as a function of UV dose. It shows that the accumulation of 
nanosilica on the UV-exposed nanocoating increased rapidly between 0 MJ/m2 and 300 MJ/m2 dose 
but slowed down substantially thereafter. The shape of nanosilica coverage vs. UV dose curve is 
similar to the chemical changes such as oxidation measured by FTIR  with UV dose [13], suggesting 
that the accumulation of nanosilica on the nanocoating surface with UV exposure is closely related to 
photodegradation of the epoxy matrix. That is, as the epoxy layer on the nanocoating surface was 
degraded by UV radiation, silica nanoparticles that were embedded in the matrix were increasingly 
exposed on the surface.  Figure 3 shows that a higher exposure temperature resulted in a higher 
amount of surface accumulation of nanosilica for dose less than 600 MJ/m2. For example, at an 
exposure dose of 400 MJ/m2, the surface coverages were approximately 45 %, 50 %, 56 %, and 60 % 
for 30 °C,40 °C, 50 °C, and 60 °C, respectively. However, at  doses of  700 MJ/m2 or greater, there 
was essentially no difference in surface coverage between 50 °C and 60 °C.  

 

Figure 3. Nanosilica coverage on epoxy nanocoating surface as a function of UV dose at four different 
temperatures as indicated in the legend. Each data point is the average of three measurements 
(20 µm × 20 µm scan area). The error bars represent one standard deviation.  

 

Chemical Degradation 
 
Figure 4 displays the chemical degradation of an amine-cured epoxy nanocoating exposed to UV 
radiation at four different temperatures measured by FTIR-ATR technique. The bands at 1245 cm-1 

and 1724 cm-1, representing chain scission and oxidation of the epoxy, respectively, and at 1060 cm -1, 
attributed to both epoxy C-O and Si-O bonds, were used to follow various degradation processes and 
surface accumulation of silica nanoparticles of nanocoating during UV exposure. Intensity changes of 
these bands after normalization to 1380 cm-1 with UV dose are displayed in Figure 4. The error bars in 
Figure 4 show small standard deviations (except at high UV dose), indicating a good reproducibility 
between specimens. Detailed description of FTIR data analyses was reported in Reference [13]. As 
shown in Figures 4a and 4b, the intensity of the bands at 1245 cm-1 and 1724 cm-1 changed rapidly at 
shorter/lower exposure time/dose (< 200 MJ/m2), but reached a plateau value for dose > 400 MJ/m2. 
The 60 °C data shows a highest degradation rate (a fewer data points than other temperature 
because of rapid degradation) among the four temperatures. The intensity of the band at 1060 cm-1 
(Figure 4c) increased with increasing UV dose, suggesting that silica has gradually accumulated on 
the specimen surface. However, there was no clear trend in the temperature effect on this combined 
C-O and Si-O band. This is probably a result of two oppositely competing processes taking place on 
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the nanocomposite surface during UV irradiation: loss of epoxy material (C-O loss) and increase of 
silica nanoparticles on the surface (Si-O increase).     

 

Figure 4. ATR-FTIR relative intensity changes with UV dose at four temperatures for bands at: a) 
1245 cm-1, b) 1724 cm-1, and c) 1060 cm-1. The intensities have been normalized to that of the 
band at 1380 cm-1. The results are average of 6 specimens, and error bars represent one standard 
deviation.   
 
 

In addition to FTIR data, UV-Vis measurements were also carried out on thinner nanocoating 
specimens (a 7 µm film on a CaF2 substrate) to obtain the chemical degradation rate at various 
exposure temperatures.  Figure 5 displays the chemical changes via UV-Vis absorbance at 
wavelength () = 354 nm for both neat epoxy and nanocoatings at four different exposure 
temperatures. In both materials, the absorbance increased as UV dose increased, and higher 
temperature had a higher rate of increase.   
 

 

Figure 5. UV-visible intensity at  = 354 nm as a function of UV dose for (a) neat epoxy and (b) 
nanocoating for four different temperatures. The results are average of 4 specimens, and error 
bars represent one standard deviation.  All absorbance values presented here are subtraction from 
values at exposure time =0.    
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To detect the chemical composition on the nanocoating surface, XPS measurements were performed 
on the same samples after AFM measurements. Figure 6 displays the XPS-based carbon (C), oxygen 
(O), nitrogen (N), and silicon atomic (Si) percentages on the epoxy/nanosilica coating surface vs. 
exposure time. The loss of the epoxy matrix and an increase of the silica material near the 
nanocoating surface as a function of exposure time (proportional to dose) observed by ATR-FTIR in 
Figure 4a and 4c are consistent with the XPS results displayed in Figure 6.  As the UV dose increased 
from 0 MJ/m2 to 770 MJ/m2 ( 60 d) at 60 °C exposure condition,  the percent surface concentrations 
of carbon decreased from 77.4 % ± 1.4 % to 50.2 % ± 1.7 %, while those of silicon started at 3.4 % ± 
0.8 %, dropped after a small dose of 54 MJ/m2 to 0.9 % ± 0.1 % followed by a steady rise to a final 
value of 6.5 % ± 0.4 %, and nitrogen increased from 1.4 % ± 0.2 % to 8.1 % ± 0.2 %. The increase of 
nitrogen with UV dose observed in Figure 6 for nanosilica composite may be explained as due to the 
adsorption of the base amine curing agent on the acidic nanosilica surface during mixing and film 
formation. In this case, the adsorbed amine would form an interfacial layer between the silica 
nanoparticles and the epoxy polymer. Discussion on the formation of this interfacial layer is described 
in Ref [13]. 
 
 

 
Figure 6. XPS-based carbon, nitrogen, and silicon atomic percentages on the epoxy/nanosilica 
coatings surface vs. UV exposure time (d). At same exposure times, more than two locations were 
measured as shown in the graphs.  
 
 
To get a better comparison visually,  the increase of Si element percentage at different temperatures 
was plotted vs. UV dose for four different temperatures; the results are displayed in Figure 7.  For 
doses less than 200 MJ/m2, all data scatterred around  2 % with large error bars for all temperatures. 
Expect for 50 °C exposure condition, the data do not follow a steady increase with temperature, and 
the last data point drop unexpectedly.  In general, a higher exposure temperature resulted in a higher 
amount of Si element percentage for doses > 200 MJ/m2. However, the Si(2p) percentages increased 
with UV dose at a rate that increased with temperature. Extrapolated based on a linear fit of 
measurements (dose > 0 MJ/m2) at each temperature (not shown), the Si percentage that is at the 
surface for 600 MJ/m2 is 2.5 % ± 0.1 %,, 2.8 % ± 0.2 %, 3.6% ± 0.3 %, and 5.4 % ± 0.4 %  for 30 °C, 
40 °C, 50 °C, and 60 °C, respectively. This result is in agreement with nanosilica surface 
accumulation data obtained by  AFM measurements shown in Figure 3.   
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Figure 7. XPS-based silicon (Si) % elemental percentage on the epoxy/nanosilica coatings surface vs. 
UV irradiation dose at four different temperatures. Each data point consists of two or more specimens 
and the error bars represent one standard deviation. The dashed line indicates the dose at 
600 MJ/m2.  

 
CONCLUDING REMARKS  
 
The effects of temperature on both the photodegradation of epoxy matrix and surface accumulation of 
nanosilica during UV exposures of an epoxy coating containing 5 mass % nanosilica were 
investigated through a suite of techniques, such as FTIR, XPS, UV-Vis, and AFM. All results indicated 
that the higher temperature, the higher photodegradation and surface nanosilica accumulation rate. 
The chemical degradation rate of the matrix (via FTIR data in Figures 4a & 4b, UV-Vis data in Figure 
5), and accumlation rate for Si on the surface (via AFM: Figure 3 and via XPS data in Figure 6) 
followed the right  temperature order, i.e., 60 °C > 50 °C > 40 °C > 30 °C. Further data analyses are 
on going to obtain degradation kinetic parameters for nanocoatings exposed to various 
UV/temperature/humidity conditions. Kinetics data of polymer coatings containing nanoparticles under 
different UV environments is essential for better understanding the degradation mechanism and 
predicting the release of nanopartices from exterior nanocoatings.   
 
DISCLAIMER 
 
Certain commercial product or equipment is described in this paper in order to specify adequately the 
experimental procedure. In no case does such identification imply recommendation or endorsement 
by the National Institute of Standards and Technology, nor does it imply that it is necessarily the best 
available for the purpose. 
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Abstract

A wealth of valuable data is locked within the millions of research articles published each year.
Reading and extracting pertinent information from those articles has become an unmanageable
task for scientists. This problem hinders scientific progress by making it hard to build on
results buried in literature. Moreover, these data are loosely structured, encoded in manuscripts
of various formats, embedded in different content types, and are, in general, not machine
accessible. We present a hybrid human-computer solution for semi-automatically extracting
scientific facts from literature. This solution combines an automated discovery, download, and
extraction phase with a semi-expert crowd assembled from students to extract specific scientific
facts. To evaluate our approach we apply it to a challenging molecular engineering scenario,
extraction of a polymer property: the Flory-Huggins interaction parameter. We demonstrate
useful contributions to a comprehensive database of polymer properties.

Keywords: Crowdsourcing, Information Extraction, Classification, Flory-Huggins, Materials Science

1 Introduction

The amount of scientific literature published every year is growing at a prolific rate. Some stud-
ies count more than 28,000 scientific journals and 1.8 million articles published annually [19]. As
a result, the amount of information (e.g., experimental results) embedded within the literature
is overwhelming. It has become impractical for humans to read and extract pertinent infor-
mation. This problem hinders the advancement of science, making it hard to build on existing
results buried in the literature. It also makes it difficult to translate results into applications
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and thus to produce valuable products. In materials science and chemistry, for example, diffi-
culties discovering published materials properties directly affect the design of new materials [6].
Indeed, despite the many publications in this domain, the process of designing new materials is
still one of trial and error. Access to a structured, queryable database of materials properties
would facilitate the design and model validation of new substances, improving efficiency by
enabling scientists and engineers to more quickly discover, query, and compare properties of
existing compounds. At the very least, it would transform an avalanche of publications into a
machine-accessible and human-consumable source of knowledge.

Historically, materials properties have been collected in human-curated review articles and
handbooks (e.g., the Physical Properties of Polymers Handbook [7], the Polymer Handbook [18]).
However, this approach is laborious and expensive, and thus such collections are published
infrequently. We contend that a better approach is to leverage information extraction techniques
to process thousands of papers and output structured content for human consumption. To this
end, we have developed a semi-automated system, χDB, which, with moderate input from
humans, can extract materials properties for the scientific community.

We initially target extraction of a fundamental thermodynamic property called the Flory-
Huggins interaction (or χ) parameter, which characterizes the miscibility of polymer blends.
We chose to work with this property as a test case as it is particularly challenging to extract,
due to the fact that it is published in heterogeneous data formats (e.g., text, figures, tables)
and is represented in several different temperature-dependent expressions. To address these
challenges, we developed a workflow consisting of an automated Web information extraction
phase followed by a crowdsourced curation phase. The output of this workflow is a high quality
human- and machine-accessible digital handbook of polymer properties. We show that we are
able, using only a small group of students, to create a high quality database of properties with
more χ values than in other notable handbooks. We expect that our approach is likely also to
work well for other materials properties and in other scientific domains.

The rest of this paper is organized as follows. Section 2 presents background information re-
lated to Flory-Huggins theory and polymer science. Section 3 discusses related approaches that
support automated extraction. Section 4 describes the χDB architecture. Section 5 presents
the data collected via crowdsourcing. Section 6 explores the application of machine learning
algorithms to improve the automatic selection of χ-relevant publications. Finally, we conclude
and discuss future work in Section 7.

2 Application Background

The initial focus of our work is the extraction of properties of particular polymers blends (e.g, χ
parameter and glassification temperature). Although highly curated properties database exist
for hard [8] and metallic [17] materials, no equivalent exists for polymers blends. However, there
is a clear need for a trusted, up-to-date, and easily accessible databases of properties within the
soft matter community.

Polymers are large molecules (macromolecules) composed of many repeating units. Since
polymeric materials are both ubiquitous and typically consist of several polymeric components,
which are generally incompatible, the χ parameter represents a key property in the design of
next-generation materials. A database of χ values would allow researchers to make informed
judgments as to which χ values and thermodynamic analysis to use when predicting and un-
derstanding the phase behavior of multi-component polymeric materials. However, while there
are thousands of published χ parameters, there is little consensus regarding the values. Differ-
ent measurement methods yield different values, and different groups have at times reported
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different values for the same polymers. The χ parameter depends on the temperature and the
types of polymer(s) or solvent(s) involved. Consequently, many experimental methods have
been developed to quantify the temperature dependence of χ, and tabulated values are com-
monly found in standard textbooks and polymer data handbooks [7, 18]. However, many of
these values have not been updated to include recent findings. Moreover, the list of polymer
blends found in textbooks is not exhaustive; for example the previously mentioned handbook
contains χ values for only 41 polymer-polymer blends. These considerations motivate our goal
to collect and store χ values from materials literature into a digital, searchable database. Each
record would also include the source and the measurement methodology.

3 Related Work

We review here current practice for building collections of scientific facts, populating scientific
databases, information extraction, and crowdsourcing.

Major scientific databases have emerged in various fields where data is growing at exponen-
tial rates and the need for data sharing is recognized by the community, notably in biotech-
nology [2, 9]. In materials science, the Materials Project [8] provides access to large numbers
of computed values. For polymers, the expert-curated Physical Properties of Polymers Hand-
book [7], last published in 2007, is a valuable source of data. However, while a valuable resource,
it lacks recent results from the literature and does not contain an exhaustive list of polymers.

Information extraction (IE) from text has been extensively studied [5]. IE aims to extract
structured information from unstructured and semi-structured documents. It often focuses pri-
marily on extracting information from written language via natural language processing [4].
Sub-disciplines include Web IE [1] and IE from PDF documents and images. Web IE lever-
ages the inherent structure in HTML rather than grammatical rules to extract semantically
meaningful information. Web IE approaches work well when extracting information from many
pages with the same structure (e.g., real estate listings); however, they do not work well for
heterogeneous web pages or when page structure changes [10]. Extracting information from
other data types, such as images and PDFs, is particularly difficult. In the case of images,
variations in texture, contrast, font size, style and color, orientation, alignment, etc., all impact
the extraction process. Similarly, PDF files, while easy to understand for humans, are not de-
signed for machine accessibility. Thus, it is challenging to extract information from embedded
items—such as tables and equations—due to the lack of structure in the document. For exam-
ple, extraction of tables from PDF documents typically relies on identifying cell borders and
attempting to map text locations relative to these borders. As tables differ significantly between
documents, a considerable amount of human assistance is needed to achieve good results.

One solution to the challenges associated with PDF files is to use experts to identify and
correct errors [15]. Indeed, given inaccuracies in IE methods, many IE systems rely on teams of
people to review and curate extracted information [14]. Such crowdsourcing approaches leverage
the fact that humans perform certain tasks better than computers, an idea also exploited in
systems such as Galaxy Zoo [12], for image labeling in astronomy; the Amazon Mechanical
Turk micro-task marketplace [3], and the Wikipedia online encyclopedia.

4 χDB Architecture and Implementation

Mining the literature for a loosely structured property such as the χ parameter requires extract-
ing values from a variety of objects, including text, figures, tables, and equations; processing the
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many different forms in which the property occurs, e.g., a single number at a given temperature
or a linear equation as a function of temperature; and identifying associated information such
as the polymers and solvents involved, their molecular masses, the temperature(s) at which
experiments were performed, the methods used, and any error estimates. Thus, the techniques
used to find, extract and store χ must be flexible.

Given these multiple levels of complexity, we have developed χDB—a hybrid machine-human
system that leverages both automatic extraction and expert human review via crowdsourcing.
The χDB workflow shown in Figure 1 comprises three main phases: automatic download and
first-level extraction of publications; crowdsourced extraction and review (the “review process”)
of χ values, and finally the exposure of a curated database of χ values (the “Digital Handbook
of Properties”). In the rest of this section, we define the χDB data model and then describe
the system architecture used to realize each of these workflow phases.

Figure 1: χDB architecture

4.1 Data Model

The χDB data model is designed to represent (1) the complex extraction and review workflow,
(2) the various temperature-dependent formats in which χ occurs, and (3) the complete prove-
nance of each extracted value. To model the different users’ reviews the data model includes
a representation of publications before, during, and after reviews, as well as a data model for
the multiple representations of χ. The χDB data model includes seven core tables: papers

(extracted publications), items (extracted publication items), sources and reviewed sources

(reviewed information before and after consensus), chis and reviewed chis (χ values before
and after consensus), and reviewed papers (classified papers). One challenge when defining
the data model is the need to support different representations in which χ is specified. After
reviewing the literature we developed a data model that could include four main representa-
tions of χ: 1) a number at a specific temperature; 2) a linear equation in terms of temperature:
χ = A + B

T ; 3) a quadratic equation in terms of temperature: χ = A + B
T + C

T 2 ; 4) a number
that combines χ and N, where N is proportional to the degree of polymerization or molecular
weight: χN; and a final catch-all class, 5) other representations.
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4.2 Extraction

χDB first discovers and downloads relevant publications—in this case publications that con-
tain the keyword Flory-Huggins—from suitable journals. It then uses an HTML tag parser
to extract structured publication metadata, including Digital Object Identifier (DOI), title,
authors, and date of publication. This information is used to index the publication such that
it can be linked to other stored information (e.g., referenced values in other papers). Finally,
the publication is parsed into items (e.g., abstract, figures, tables, equations, text) that are
separately downloaded and can be reviewed individually. Links between publication items and
their originating publication are maintained so that they can be displayed to reviewers in a
coherent manner. The full text and the original URL are also stored such that reviewers and
users can retrieve the original publication.

We implemented this phase in three components: a Python web crawler (to discover relevant
publications), a downloader (to download a copy of the publication), and a WebIE extractor
(to extract metadata and items from the publication). We initially focused on Macromolecules,
a leading scientific journal on polymers. The crawler is configured to use the Macromolecules
search capabilities to prioritize downloads. After discussion with experts, we chose the search
term Flory-Huggins and specified a date range from January 2010. The crawler returns a
ranked list of publications. The downloader uses these results to download each publication
(as an HTML file) using the URL returned by the crawler. The downloader extracts relevant
metadata from the structured web page (DOI, title, authors, etc.) Finally, a Python WebIE
script parses the HTML to detect and extract items from the publication (e.g., abstract, images,
equations, and tables). The abstract and the HTML tables are stored directly in the χDB
database. Figures and equations are downloaded and referenced in the database.

4.3 Crowdsourced Review

To assemble a crowd for reviewing extractions we developed a materials science course that
combined teaching the fundamentals of polymer chemistry and physics and reviewing the lit-
erature containing χ parameters. The reviewing component of the course tasked the students
with extracting χ parameters using the χDB system. This involved reviewing the free-text
publication, and entering any χ values that they identified.

We implemented this phase as a PHP-based web service and PHP/HTML website. Due
to copyright restrictions, the reviewing components of χDB are accessible only within the
University of Chicago network. The review interface includes two main pages: a list of all
publications with assigned reviewers and a review page for reviewing publications and items.
We implemented a consensus-based review process using two reviewers per paper to reduce
error. We rely on a second class of reviewers (experts) to resolve conflicting reviews.

An individual review consists of scanning extracted items for χ values. Once identified,
reviewers are asked to extract χ values from all of these items, with the exception of figures
as extractions from figures are likely to be inaccurate. The reviewer enters each extracted
χ value in an online form. The item from which a value is extracted is marked as relevant.
Note: items may be marked as relevant even if they do not contain any χ values. For example,
a relevant figure may be a phase diagram or a micrograph of the material; a relevant table
may contain supporting information. If a paper contains a single χ value or a single relevant
item, it is also marked as relevant. Consequently, a paper that contains neither is classified as
irrelevant. Figure 2 shows an example of the review form. To ensure that the resulting database
is unambiguous, we define a set of minimum required information for submission of a χ value.
Some χ values are embedded directly in the text (rather than in an extracted item); therefore
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Figure 2: Screenshot of the χDB Graphical User Interface with the χ entry form enabled

reviewers are able to retrieve the full text article via the link on the review page. If additional χ
values are found in the full text, reviewers click the “Add Chi” button next to the abstract with
the possibility to indicate in the form that the value was actually extracted from the main text.
Second reviews of the same publications consist of a similar process, however second reviewers
are able to view the previous reviewers’ input before submitting their own, giving them the
opportunity to identify errors or conflicts between reviews. In the case of errors, the interface
allows submission of either review; in the case of conflicts it allows the publication to be flagged
for expert review.

Students reported an average of 15 minutes to review relevant publications and five minutes
to review irrelevant publications. Submissions from second reviewers are automatically stored
in our Digital Handbook of χ values.

4.4 Digital Handbook of χ Values

Once a χ value has passed through the review cycle, it is stored in the curated section of
the database with associated provenance information that links the value back to the original
publication, the item in which it was found, and the reviewers that extracted the value. To
facilitate broad access to the database, χDB offers a web service API and HTML website. The
website allows users to browse and search the database for specific χ values. The web service
API supports ingestion of χ values directly from custom applications, for example to retrieve
χ values for a set of specific polymers that may then be used for calculations or visualizations.
Both the website and web service are available at http://pppdb.uchicago.edu.

The website allows users to query for information related to a particular polymer. Once
the user selects a particular polymer from the search interface, he or she is presented with a
table of searchable χ values that relate to that polymer. Each row in the table includes the
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Figure 3: Screenshot of the χDB Digital Handbook

second compound (polymer or solvent) involved in the interaction, the measurement method
used (where available), the temperature at which the parameter was measured (in various
forms), and a link to the original publication. Rows can also be expanded to show additional
metadata such as molecular masses and concentration. Figure 3 shows an example of χ values
for poly(methyl acrylate) in the Digital Handbook.

The χDB REST API supports querying the Digital Handbook for χ values that relate to a
specific polymer-polymer or polymer-solvent pair. The REST API has been used to create a
Flory-Huggins phase diagram generator for specific polymer blends. This application determines
the liquid-liquid curves for a binary blend of polymers, as well as a polymer solution.

5 Results

During the class and over a two month period immediately thereafter, students reviewed 376
publications from the period 2010–2015 in Macromolecules. We briefly explore here the results
of extractions, looking specifically at the characteristics of the χ values, the range of compounds
for which χ values were collected, and the methods used to derive χ values.

χ Values: Of the 376 publications reviewed, students deemed 259 (69 %) of the papers
relevant, of which 145 (38.5 %) of the papers contained one or more χ values. Our dataset
includes 388 χ values, including 237 (61 %) polymer-polymer χ values. Measured χ values
account for approximately half (48.5 %) of all χ values extracted, the other half (51.6 %) are
cited from other publications. Of these measured values, the dataset includes 84 (21.7 %)
measured polymer-polymer χ values. In the most focused case of measured polymer-polymer
pairs, we found that 70.9 % of χ values were embedded directly in publication text, and 9.7 %
in the abstract. Combined, these values indicate that mining text for χ values would potentially
capture about 80 % of χ values. The vast majority (89.0 %) of χ values that we identified were
published as type 1 or 2 i.e., a number or a linear function of temperature.

Compounds: Polystyrene (PS) is the most studied polymer by a large margin, with 140
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χ values collected. The second and third most frequent, Poly(methyl methacrylate) (PMMA)
and Polyisoprene (PI), have 59 and 22 χ values, respectively. The average number of χ values
per polymer is 4.74. Not surprisingly, the most frequent polymer pair is PS–PMMA, with 36 χ
values.

Methods: One final area of great interest to our experts was evaluating the method used
to measure the χ values. Unfortunately the method was not always present (or clear) in
publications. Students were unable to identify the method for 62 (16.0 %) of the 388 χ values
found and were unsure about 12 others (3.1 %), resulting in a total of 19.1 % χ values with
no identified method. Originally, experts provided a list of seven methods that they expected
would be commonly used. Analysis of our dataset reveals that, for the target case of measured
polymer-polymer values these methods are indeed the most commonly used, with only four of
the 84 measured polymer-polymer values not using one of these seven methods.

6 Automated Classification

While our approach has established a rich database of χ values, there is potential for further
improvements. For example, only 38.5 % of our selected publications contained χ values; thus,
about 62 % of the papers curated by reviewers did not in fact contribute to the digital handbook.
As a first step towards improving this ratio we have investigated the application of machine
learning techniques to optimize the prioritization and classification of relevant publications.

To undertake this task, we used the Support Vector Classifier (SVC) from Scikit Learn [11],
an open source machine learning Python library. SVC is an implementation of Support Vector
Machines (SVMs), supervised learning models with associated learning algorithms that analyze
data and recognize patterns. The models map data into a feature space to make predictions.

Three performance metrics are commonly used to evaluate the accuracy of classifiers: preci-
sion, recall, and F-measure. Precision and recall are expressed in terms of Positive and Negative
predictions, i.e., in our case Contains χ and Does not contain χ; True and False predictions
correspond to correct and incorrect predictions. Precision measures the percentage of predic-
tions that were correct while recall measures the percentage of items in the test dataset that
were correctly predicted. Precision and recall are defined in Equations 1 and 2.

Precision =
TruePositives

TruePositives+ FalsePositives
(1)

Recall =
TruePositives

TruePositives+ FalseNegatives
(2)

The FX -score is a measure of a test’s accuracy. The traditional F-measure or balanced
Fscore (F1 score) is the harmonic mean of precision and recall; it can be interpreted as a
weighted average of the precision and recall, with a best value of 1 and worst of 0. The general
formula for positive real β is defined in Equation 3.

Fβ = (1 + β2)× precision× recall

β2.precision+ recall
(3)

6.1 Test dataset

Our datasets include two sets of abstracts. The first set is composed of all abstracts of publica-
tions reviewed by the students, each of which has been classified by them as either relevant or
irrelevant. These 376 publications were selected by the χDB crawler and are therefore biased
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by the Flory-Huggins keyword search. (However, as previously discussed, only 145 of these
publications contained χ values.) To address this bias we downloaded an additional 135 pub-
lications from two arbitrarily chosen issues of Macromolecules (January 12, 2010 and January
26, 2010). Table 1 shows the sets of abstracts used in the classification of abstracts; we call the
initial and biased set of abstracts “biased abstracts” and the larger set, which contains both
the original 376 biased abstracts and the additional 135 unbiased abstracts, “All abstracts.”
To classify the additional set of papers we visually inspected the abstracts and full text of each
publication and reviewed them for χ values.

Table 1: Characteristics of the abstracts used as input to the classification process

Category Biased abstracts Unbiased abstracts All abstracts
Relevant 145 2 147
Irrelevant 231 133 364
Total 376 135 511

6.2 Results

We applied Scikit Learn’s Support Vector Classifier to the set of abstracts, varying just the
criteria used to identify abstracts as relevant or irrelevant. The features used by the classifier
are generated using a word-weighting scheme commonly used in information retrieval [13]. The
abstracts are first converted to a matrix of token counts and subsequently transformed into a
normalized tf-idf (term frequency-inverse document frequency) representation. The two terms
are multiplied in order to reduce the impact of terms that occur frequently in a given corpus
and thus are less informative. We used three different definitions of relevancy : includes χ value;
includes measured χ value; and includes measured polymer-polymer χ value.

Table 2 shows that the performance of the classifier for both sets of abstracts. Accuracy
improves as relevancy becomes more specific. We also see a small (≈3–7 %) improvement
in accuracy when using all abstracts. When using all abstracts, the accuracy of classifying
measured polymer-polymer relevant papers is 86.9 % precision and 90.9 % recall.

There is a tradeoff between maximizing the number of relevant publications (and minimizing
the number of irrelevant publications) retrieved. Deciding whether these scores are acceptable
depends on the cost of errors (false negatives and false positives). Our observed precision score
(of 86.9 %) means that 13.1 % irrelevant papers remain; a considerable improvement over
the initial 61.5 % of publications that did not contain χ values. The recall score of 90.9 %
means that we misclassify ≈9 % of relevant papers. As ideally we would like to capture all
such publications, further work should aim at improving this score. Nevertheless, our results
demonstrate the potential of capturing a significant portion of targeted publications in the
literature.

We observe that the top 25 features (words) used by our classifier in the most focused case
of polymer-polymer pairs include a mixture of more or less χ-related terms. For example, terms
like “process,” “parameter,” and “form” could refer to various experimental settings. On the
other hand, the word “domains” (as in microphase domains) is relevant to measuring χ and is
also used for a wide variety of applications in which χ is important. χ is a measure of polymer-
polymer “interaction” that is present in the list of features. Microphase “morphologies” are
relevant to measuring χ via phase diagrams. This combination represents a challenge in further
isolating publications that are specifically related to χ and may require incorporating some
domain knowledge into the χDB workflow.
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Table 2: Classification of abstracts in χDB

Relevancy (contains) Metric Biased abstracts All abstracts
χ Values Mean F1 score 0.624 0.679

Mean precision score 60.5 % 65.1 %
Mean recall score 64.5 % 71.2 %

Measured χ values Mean F1 score 0.790 0.835
Mean precision score 75.9 % 80.9 %
Mean recall score 82.2 % 86.4 %

Measured polymer- Mean F1 score 0.852 0.890
polymer χ values Mean precision score 82.7 % 86.9 %

Mean recall score 87.8 % 90.9 %

7 Conclusion and Future Work

As part of a long-term project to create a digital handbook of polymer properties, we have
developed χDB, a hybrid human computer-system that extracts the Flory-Huggins (or χ) pa-
rameter from scientific literature. Our work to date has extracted 388 χ values for 120 polymers
and 30 solvents. Our 237 measured χ values for blends of 63 unique polymers exceed the 134 χ
values for blends of 41 unique polymers found in the Physical Properties of Polymers Handbook
[7]. One reason for our superior performance is that we were able to collect values reported after
the 2007 publication of the Handbook (84 of our χ values are from 2010 to 2015); another is that
our more exhaustive search leads us to find earlier values not reported in the Handbook. Our
results emphasize the potential for using our approach to create and maintain a digital database
of χ parameters that is more comprehensive and up to date than any survey publication. The
database is currently available at http://pppdb.uchicago.edu.

Using publications marked relevant and machine learning software, we were able to improve
the publication selection process considerably, decreasing the number of reviewed publications
that do not contribute to the χ database from 61.5 % to 13.1 %. We hope in future work
to further improve this classification process by using alternative methods and by integrating
polymer science insight gained through exploration of our data collection. For example, we will
explore the utility of using more frequently occurring methods as a publication filter prior to
running the classifier. We are exploring collaborations with journals in order to gain access
to more publications and mine more properties. While this work is focused on χ, the steps
required to collect a new property are straightforward; first the crawler must be configured
to use a different keyword; the schema for the target property will guide the design of a new
input form and the corresponding database table. Future work will also involve addressing
crowdsourcing challenges in order to recruit more trained users and experts. Scaling out χDB
will also lead us to explore deep learning systems for fact extraction [16].
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nor does it imply that the equipment and/or materials used are necessarily the best available
for the purpose.
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Abstract. As cloud computing is increasingly adopted, the trend is to offer soft-

ware functions as modular services and compose them into larger, more mean-

ingful ones. The trend is attractive to analytical problems in the manufacturing 

system design and performance improvement domain because 1) finding a global 

optimization for the system is a complex problem; and 2) sub-problems are typi-

cally compartmentalized by the organizational structure. However, solving sub-

problems by independent services can result in a sub-optimal solution at the sys-

tem level. This paper investigates the technique called Analytical Target Cascad-

ing (ATC) to coordinate the optimization of loosely-coupled sub-problems, each 

may be modularly formulated by differing departments and be solved by modular 

analytical services. The result demonstrates that ATC is a promising method in 

that it offers system-level optimal solutions that can scale up by exploiting dis-

tributed and modular executions while allowing easier management of the prob-

lem formulation. 

Keywords: factory design and improvement, integration optimization, analyti-

cal target cascading, smart manufacturing, services composition 

1 Introduction 

As cloud computing is increasingly adopted, the trend is to offer software functions, 

including analytical software functions, as modular services and compose them into 

larger, more meaningful ones [1, 2]. The trend is attractive to analytical problems in the 

manufacturing system design and performance improvement domain because 1) find-

ing a global optimization for the system is a complex problem; and 2) sub-problems are 

typically compartmentalized by the organizational structure. However, solving sub-

problems independently can result in a sub-optimal solution at the system level.  

This paper investigates the technique called Analytical Target Cascading (ATC) to 

coordinate the optimization of loosely-coupled sub-problems. Each sub-problem may 

be independently formulated by each stake-holding organization and be solved by mod-

ular analytical software services.  
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This study is motivated by the Factory Design and Improvement reference activity 

model developed in [4]. The model decomposes major activities into subtasks and key 

decision-makings needed in a typical factory design and performance improvement 

project. It entails the needs for interactions across optimization problems at multiple 

control-levels.  

For simplification of the illustration, this paper investigated the ability of ATC to 

coordinate three sub-problems at the manufacturing process control level including ca-

pacity design, lot sizing, and storage layout design. These three sub-problems are inter-

linked and typically dealt by different stakeholders. Their linkages are shown in Fig. 1. 

Many analytical techniques have been developed to solve each of these three sub-

problems. These techniques are often used in isolation, but these problems are not in-

dependent. A change in one formulation can influence the outcomes and feasibilities of 

the other two. Therefore, capturing those dependencies and using them to integrate 

these three sub-problems is crucial.  
  ATC has been used to solve multidisciplinary-design-optimization problems that 

comprise heterogeneous sub-problems.  These sub-problems are solved separately; but, 

each of their interim solutions is communicated regularly. This not only speeds conver-

gence, it also gives a better solution than the one that is generated with no communica-

tion or one-way communication (such as in the hierarchical model in Fig. 1). The algo-

rithm that ATC uses has been studied extensively and its convergence properties have 

been established mathematically [5]. The primary application of ATC has been in de-

signing complex products such as automobiles and aircrafts [6, 7]. Nevertheless, it has 

also been used in integrating supply chains and integrating marketing and production 

(DFM) [8, 9]. 

The result of this investigation indicates that ATC is a promising method in that it 

offers (1) easier management of the problem formulation of the overall system and (2) 

coherent, optimal solutions that can scale up to the size of the overall system by ex-

ploiting distributed and modular executions.  

The rest of the paper is organized as follow. In Section 2, the analytical sub-problems 

are introduced; and it discusses drawbacks of the two traditional integration structures 

to compose these sub-problems: centralized and hierarchical. Then, the mathematical 

formulation of the proposed ATC-based collaborative structure illustrated in Fig. 1(c), 

is described in Section 3. In Section 4, we apply ATC to the sub-problems and analyze 

the results using data from a production project at Penn State [10]. Finally, the conclu-

sion is presented in Section 5. 

2 Composing Manufacturing Analytical Models 

In this section, we introduce the three optimization sub-problems and their corre-

sponding links. The exact links depend on the multi-criteria optimization of throughput 

(TH), inventory (INV), and work-in-process (WIP).  Links can be seen as either com-

mon decision variables or input/output parameters, which are assumed to be non-nega-

tive.   
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Note: 𝜋(⋅) is a penalty function which is used in the collaborative model and will be 

explained in section 3.1. In this section, we set it as a zero function. 

 

Fig. 1. Integration models of analytical sub-problems 

2.1 Capacity Optimization  

The important concern when optimizing capacity is that cycle times and WIP levels 

grow dramatically with increasing utilization [11]. Thus, the designers of this activity 

should decide on a reasonable throughput which minimizes the average WIP. 

 

(PCP) min  𝑧1(TH, WIP) =  𝑐𝑤 ⋅ WIP + π(TH, WIP)     

 𝑠. 𝑡.    CTq =
𝑐𝑎

2+𝑐𝑒
2

2
⋅

𝑢

1−𝑢
⋅ 𝑡𝑒   (1-1) 

            WIP = TH ⋅ CTq  (1-2) 

            𝑢 = TH ⋅ 𝑡𝑒  (1-3) 

           𝑇𝐻 ≤ THlimit   (1-4) 

 

where 𝑐𝑤 is the unit cost for holding one unit of WIP during the planning period, and 

π represents any penalty functions.  Equation (1-1) represents the approximation of the 

waiting time in queue, CTq, in a G/G/1 system. The formulation shows that CT
q
 is ef-

fected by the coefficient of variation (CV) of inter-arrival times 𝑐𝑎, the CV of effective 

processing times 𝑐𝑒, the utilization 𝑢, and the effective process time 𝑡𝑒. The formulation 

can be generalized to multi-machine, multi-station systems. (1-2) represents the Little’s 

law formula. (1-3) shows the equation of utilization and (1-4) restricts TH.  

2.2 Lot-Sizing Optimization  

A wealth of models can be used for making lot-size decisions including EOQ (Eco-

nomic Order Quantity) and EPL (Economic Production Lots) [11]. Here, we minimize 

the total inventory cost over 𝑇 periods. 

 

(PLS) min  𝑧2(TH, INV) = ∑ 𝑝𝑡𝑥𝑡 + ℎ𝑡𝑖𝑡
𝑇
𝑡=1 + π(TH, INV)     

 𝑠. 𝑡.    𝑖𝑡 = 𝑥𝑡 + 𝑖𝑡−1 − 𝐷𝑡 ,   ∀𝑡 = 1 … 𝑇     (2-1) 

           𝑥𝑡 ≤ TH ⋅ WH,            ∀𝑡 = 1 … 𝑇  (2-2) 

            𝑥𝑡 + 𝑖𝑡−1 ≤ INV,        ∀𝑡 = 1 … 𝑇   (2-3) 
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where 𝑝
𝑡
 is the unit production cost and ℎ𝑡 is the unit holding cost for period 𝑡. Equa-

tion (2-1) shows the inventory balance in each period, in which 𝐷𝑡 is the demand and 

𝑥𝑡 is the production amount in period 𝑡. The constraint (2-2) indicates the production 

amount should be less than capacity limit, in which WH is the available working hours 

during the period. Equation (2-3) shows the inventory level should be less than INV. 

2.3 Storage Layout Optimization  

The storage layout sub-problem determines the optimal layout to minimize the ma-

terial handling costs in terms of the distances 1) from WIP storage locations to locations 

of machines, and 2) between finished-goods inventory locations to the shipping docks. 

The storage layout problem is usually formulated as an assignment problem in which 

the storage floor is first subdivided into 𝑁 grid squares and each item (WIP or INV) is 

assigned to a grid square. 

 

(PSL) min  𝑧3(INV, WIP) = ∑ [𝑐𝑘
(𝑤)

𝑦𝑘
(𝑤)

+ 𝑐𝑘
(𝑓)

𝑦𝑘
(𝑓)

]𝑁
𝑘=1 + π(INV, WIP)  

  

 

 𝑠. 𝑡.    ∑ 𝑦𝑘
(𝑤)

≥ WIP𝑁
𝑘=1   (3-1) 

           ∑ 𝑦𝑘
(𝑓)

≥ INV𝑁
𝑘=1  (3-2) 

           y
j
(𝑤) + 𝑦

𝑗
(𝑓) ≤ 1,             ∀ 𝑗 = 1,2, … , 𝑁  (3-3) 

            𝑦𝑘
(𝑤)

, 𝑦𝑘
(𝑓)

∈ {0, 1}  (3-4) 

 

where 𝑐𝑘
(𝑤)

 and 𝑐𝑘
(𝑓)

 are the material handling cost for respectively storing one work-in-

process and inventory in the grid square 𝑘. 𝑦
𝑘

(𝑤)
 (𝑦

𝑘

(𝑓)
) is a binary decision variable, 

which value is 1 if one unit of WIP (INV) is assigned to the grid square 𝑘. (3-1) and (3-

2) represent the storage spaces demanded for WIP and INV, respectively. (3-3) restricts 

that one grid square can store only one unit of the items. 

2.4 Centralized vs. Hierarchical Integration Structures 

The centralized-structure approach, shown as Fig. 1(a), is an intuitive and coherent 

way to think about integrating the sub-problems.  It results from minimizing the three 

objective functions of the sub-problems subject to all constraints (1-1) to (3-4). So, in 

essence there is only one, multi-objective function and one set of constraints. There are, 

however, two serious drawbacks associated with this centralized approach. First, is the 

issue of poor scalability of the approach in terms of the increasing number of decision 

variables and constraints. The other drawback occurs when reformulation of the model 

is needed, e.g., when the factory changes: essentially you basically have to start over.  
The hierarchical-structure approach, shown in Fig. 1(b), reduces, but does not elim-

inate, the difficulty in addressing these two challenges. The sub-problems are solved 

individually, so reformulation is easier. Additionally, the sub-problems are typically 
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solved in a prescribed order.  That order is PCP, PLS, then PSL [4]. The links are directed 

links and are obtained as the outputs of the previously solved sub-problems.  Clearly, 

this approach is not guaranteed to find a coherent, optimal solution. In addition, the 

quality of the final solution is highly dependent on the initial inputs to the initial pro-

cess, PCP.  Therefore, in practice, it requires many experiments, by varying the input 

conditions until an optimal solution is found across all the sub-problems! 

3 Proposed Collaborative Approach  

Our collaborative approach achieves both the high solution quality of the centralized 

approach as well as the re-configurability of the hierarchical approach. The ATC algo-

rithm connects sub-problems as if they were building-blocks. First, sub-problems at 

two ends of a link are assigned two specific roles: sender or receiver. Then, the link 

value in each sub-problem is replaced by two variables: target 𝑡𝑖 and response 𝑟𝑖. The 

sender solves the target 𝑡𝑖 and the receiver solves the response variable 𝑟𝑖 within its 

own local variables and constraints. The ATC algorithm seeks to minimize the discrep-

ancies between targets and responses with respect to the links. In this paper, as we said 

above, PCP is the sender of both WIP and TH; PLS is the receiver of TH and the sender 

of INV; and PSL is the receiver of both WIP and INV as Fig. 1(c).  

3.1 The Collaboration strategy 

In order to achieve global consistency, each of the three sub-problems is assigned a 

different penalty function. It “punishes” a sub-problem, by adding high costs to its ob-

jective function, when its solution violates consistency constraints. Realizing this, we 

decided to use the augmented Lagrangian as our penalty function and the basis for our 

collaboration strategy [12]. The penalty function is shown in equation (4). Note that the 

notation “∘” means the elementwise product for arrays. 
 

 𝜋(⋅) = ∑ (𝑣𝑖𝑡𝑖
𝑛𝑡
𝑖=1 + ‖𝑤𝑖 ∘ (𝑡𝑖 − 𝑟�̅�)‖2

2) + ∑ (−𝑣𝑗𝑟𝑗 +
𝑛𝑟
𝑗=1 ‖𝑤𝑗 ∘ (𝑡�̅� − 𝑟𝑗)‖

2

2
)  (4) 

 

The Lagrangian penalty function includes two new variables, Lagrangian multiplier 𝑣𝑖 

and quadratic penalty weight 𝑤𝑖. They are updated in the outer loop of ATC. The up-

dating methods are expressed below, where 𝑙 represents the iteration of the ATC algo-

rithm.  

 𝑣𝑖(𝑙 + 1) = 𝑣𝑖(𝑙) + 𝑤𝑖(𝑙) ∘ 𝑤𝑖(𝑙) ∘ (𝑡𝑖(𝑙) − 𝑟𝑖(𝑙))  (5) 

 𝑤𝑖(𝑙 + 1) = 𝛽 ∘ 𝑤𝑖(𝑙)  (6) 

The ATC algorithm has three main steps: 

Step 1: Inner loop – solving sub-problems separately and updating the target and re-

sponse variables. 

Step 2:  Outer loop – updating the Lagrangian multipliers and weights via expression 

(5) and (6).  
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Step 3: Termination – terminating the algorithm when the discrepancies of all target 

and response pairs are smaller than a given tolerance. 

3.2 Reconfigurability and Discrepancy Visualization 

As mentioned in the previous section, the ATC algorithm connects the sub-problems 

through target and response variables.  It has the advantage of reusability. Suppose, for 

instance, a company wants to replace their current EOQ sub-problem with a (Q, r) sub-

problem for lot-sizing design; the other two sub-problems are still reusable.  Further-

more, since the overall system-problem has been partitioned into three sub-problems, 

the structural complexity of the overall system is reduced. Stakeholders of each sub-

problem can also formulate their problems independently; therefore, the factory design 

and performance improve project can progress efficiently. 

The ATC approach also allows feasibility issues across sub-problems to be conven-

iently resolved. It monitors the target/response values and showing the discrepancies 

between differing objectives in sub-models. For example, if there was a space reduction 

made in PSL problem causing the responses 𝑟WIP and 𝑟INV not meeting the targets given 

by the other two sub-problems. The discrepancy can be shown in the results. This al-

lows for the stakeholders to effectively collaborate and resolve the specific conflict. 

    

 

Fig. 2. Factory layout 

4 Case Study 

We use the IME Inc. project [10] to demonstrate the potential benefits of our collab-

orative approach over the other two. The aluminum chess set is the primary product in 

this case study. The associated process plan includes only one turning center and 240 

labor hours. In addition, the product will be delivered to customers at the end of each 

quarter (March 31th, June 30th, etc.). Note, this knowledge could be used to determine 

the minimum value for storage size. That minimum value has to be large enough to 

store both WIPs and finished products during that time. Table 1 shows the parameters 

for the design sub-problems. 𝑐𝑎 is approximated by the variance of the demand and 𝑐𝑒 

is significant because of the long set-up time of this product. 𝑡𝑒 represents the effective 

processing time for the whole chess set. The production costs 𝑝𝑡 changes because of 

the fluctuation of material costs. The holding cost for one set per one week is estimated 

by the typical interest rate per quarter (about 6.25%) times the production costs. The 

factory has 150×75 (cm2) area for both WIP and the finished products (see Fig. 2). A 
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finished product is wrapped into a 15×7.5×7.5 (cm3) box. Moreover, the boxes cannot 

be piled up because of the strength of the boxes. Hence, the storage area is divided into 

a grid of 100 squares, each of which can store only one box or one working-in-process. 

The material handling cost of a finished product at a certain location is calculated by 

multiplying the unit operation cost with the rectangular distance between the machine 

and the exit dock. With a technician’s suggestion, we assume the unit costs of the ma-

terial handling costs is $0.01/2.5 centimeter. 

Table 1. The parameters of sub-problems 

PCP Sub-problem PLS Sub-problem (Quarterly Plan) PSL Sub-problem 

𝑐𝑎 0.685 𝑝
𝑡
($/sets) (20.0, 25.0, 18.0, 20.0) Area (cm2) (150, 75) 

𝑐𝑒 0.942 ℎ𝑡($/sets) (1.25, 1.56, 1.13, 1.25) Box (cm2) (15, 7.5) 

𝑡𝑒(hrs) 1.388 𝐷𝑡(sets) (100, 80, 130, 90) Unit cost 

($/cm) 
0.01 

𝑐𝑤($) 4 WH(hrs) 240 

Table 2. The Computational Results 

 Centralized model Hierarchical model Collaborative model 

Comp Time (sec) 4.9176 0.0742 132.7390 

Total Cost ($) 8290.5 8388.4 8290.5 

(TH0, WIP0, INV0) (0.43, 0, 0) (0.43, 0, 0) (0.43, 0, 0) 

(TH*, WIP*, INV*) (0.67,7.80,80.01) (0.43,0.54,62.5) (0.67,7.80,80.01) 
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(a) Centralized model   (b) Hierarchical model  (c) Collaborative model 

Fig. 3. The storage layouts 
 

The desired throughput (initial value) is determined by the average demand rate 0.43 

sets/hr. The three models were constructed and run in MATLAB 2015a. The collabo-

rative model was terminated after 96 iterations, resulting in a tolerance value of 10E-6 

for the discrepancies between sub-problems. When terminated, 𝑤 = (1, 1, 1) and 𝑣 = 

(-3.75, 1.34, 1.76). The results show that the proposed collaborative approach can find 

the same solution as overall optimal solution generated by the centralized approach, but 

the hierarchical approach cannot. However, the computation time of the collaborative 

model is much larger than those of the other two (less than 5 seconds). This implies that 

the collaborative model is more suitable for solving problems in the factory “design 

stage,” where the system complexity issue is much more critical than the computational 

time. Nevertheless, a parallel computing model could be explored to speed up the solver 

to provide a solution in a near real-time. 
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5 Conclusion 

In this paper, we proposed a collaborative approach, called Analytical Target 

Cascading (ATC), to composing analytical sub-problems and possibly associated 

software services to meet the overall objective. Our experiment shows a promising re-

sult. Sub-problems can be formulated and executed modularly and possibly under a 

distributed computing scheme.  Even so, ATC connects these sub-problems and has the 

capability to achieve the coherent optimal as in the centralized model. Furthermore, 

unlike the centralized approach, our approach allows sub-problems to be changed or 

improved easily. Moreover, the discrepancies between targets and responses in each 

sub-problem are visible allowing for feasibility issues to be easily resolved. In the future 

work, we are planning to integrate control-level problems and design-level problems. 

Acknowledgement: The work described in this paper was funded in part by NIST 

cooperative agreement with Penn State University No. 70NANB14H255. 

Disclaimer: Any mention of commercial products is for information only; it does 
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ABSTRACT  
Advances in information technology triggered a digital 

revolution that holds promise of reduced costs, improved 
productivity, and higher quality. To ride this wave of 
innovation, manufacturing enterprises are changing how 
product definitions are communicated – from paper to models. 
To achieve industry’s vision of the Model-Based Enterprise 
(MBE), the MBE strategy must include model-based data 
interoperability from design to manufacturing and quality in the 
supply chain.  The Model-Based Definition (MBD) is created by 
the original equipment manufacturer (OEM) using Computer-
Aided Design (CAD) tools.  This information is then shared 
with the supplier so that they can manufacture and inspect the 
physical parts. Today, suppliers predominantly use Computer-
Aided Manufacturing (CAM) and Coordinate Measuring 
Machine (CMM) models for these tasks.  Traditionally, the 
OEM has provided design data to the supplier in the form of 
two-dimensional (2D) drawings, but may also include a three-
dimensional (3D)-shape-geometry model, often in a standards-
based format such as ISO 10303-203:2011 (STEP AP203).  The 
supplier then creates the respective CAM and CMM models and 
machine programs to produce and inspect the parts.  In the 
MBE vision for model-based data exchange, the CAD model 
must include product-and-manufacturing information (PMI) in 
addition to the shape geometry.  Today’s CAD tools can 

generate models with embedded PMI.  And, with the emergence 
of STEP AP242, a standards-based model with embedded PMI 
can now be shared downstream.   

The on-going research detailed in this paper seeks to 
investigate three concepts. First, that the ability to utilize a 
STEP AP242 model with embedded PMI for CAD-to-CAM and 
CAD-to-CMM data exchange is possible and valuable to the 
overall goal of a more efficient process.  Second, the research 
identifies gaps in tools, standards, and processes that inhibit 
industry’s ability to cost-effectively achieve model-based-data 
interoperability in the pursuit of the MBE vision.  Finally, it 
also seeks to explore the interaction between CAD and CMM 
processes and determine if the concept of feedback from CAM 
and CMM back to CAD is feasible. The main goal of our study 
is to test the hypothesis that model-based-data interoperability 
from CAD-to-CAM and CAD-to-CMM is feasible through 
standards-based integration.  This paper presents several 
barriers to model-based-data interoperability. Overall, the 
project team demonstrated the exchange of product definition 
data between CAD, CAM, and CMM systems using standards-
based methods. While gaps in standards coverage were 
identified, the gaps should not stop industry’s progress toward 
MBE. The results of our study provide evidence in support of an 
open-standards method to model-based-data interoperability, 
which would provide maximum value and impact to industry. 

INTRODUCTION  
Information technology advances such as big data, service-

oriented architectures, and networking have triggered a digital 
revolution [1] that holds promise of reduced costs, improved 
productivity, and higher quality. Modern manufacturing 
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enterprises are both more globally distributed and digital than 
ever before, resulting in increasingly complex manufacturing 
system networks [2, 3]. Manufacturers are under mounting 
pressure to perform digital manufacturing more efficiently and 
effectively within these distributed manufacturing systems. To 
do so, industry is changing how product definitions are 
communicated – from paper to models. The transition to model-
based enterprise (MBE) has introduced new requirements on 
data usage in the manufacturing systems. The need for 
automated methods to collect, transmit, analyze, and act on the 
most appropriate data is gaining attention in the literature [4-7]. 
In addition, the MBE strategy must ensure model-based-data 
interoperability between design activities (e.g., product and 
assembly design) and manufacturing activities (e.g., 
fabrication, assembly, and quality assurance). 

Tool developers of model-based data exchange have 
primarily focused on computer-aided design (CAD)-to-CAD 
data interoperability and long-term data archival. While 
computer-aided manufacturing (CAM) and (coordinate 
measurement machine (CMM) systems1 can also ingest model-
geometry data and product-and-manufacturing information 
(PMI) through their respective application program interfaces 
(APIs), they do so through vendor-specific formats.  

A team of Aerospace and Defense industry sector 
members, software solution providers, and researchers from the 
National Institute of Standards and Technology (NIST) 
conducted a study of model-based-data interoperability across 
the product lifecycle – focusing on design, manufacturing, and 
inspection.  

Our objective was to test the hypothesis that model-based-
data interoperability from CAD-to-CAM and CAD-to-CMM is 
feasible through standards-based integration.  

The project team used the recently published STandard for 
the Exchange of Product (STEP) model data, ISO 10303-
242:2014 [8] titled “Managed Model Based 3D Engineering,” 
or STEP AP242, as our standards-based format exported from 
the CAD system. Many CAM and CMM solution providers use 
either the ACIS or Parasolid geometric-modeling kernels, so the 
project team considered these geometric-modeling kernels to be 
defacto standards. In the research, the project team translated 
native 3D-CAD models with PMI to the STEP AP242 
standards-based format and exchanged the validated 
translations with a Parasolid-based CAM system and ACIS-
based CMM system. 

Now, with the introduction of STEP AP242, the project 
team asked if industry has the tools it needs to move toward the 
MBE vision. Can industry achieve a vision that includes model-
based-data interoperability when going from design to 
manufacturing and inspection across the supply chain? 

The project team identified, in our study, several barriers to 
model-based-data interoperability. The first barrier is that the 

1 NOTE: The term “Coordinate Measurement System” (CMS) is gaining 
in popularity to describe the evolution of the metrology domain towards an 
integrated system of both coordinate measurement software and hardware. 

majority of industry still considers the two-dimensional (2D) 
drawing the legal master data record, versus the three-
dimensional (3D) model. There is also a significant learning 
curve for data authors to effectively enrich a 3D-CAD model 
with the 3D annotations and data that are needed to support 
downstream processes. Also, in the context of automation, 
many APIs do not adequately support reading and writing of 
standards-based PMI. In addition, easy data exchange through 
standards-based implementations threatens to upend the 
business model of major product-lifecycle management (PLM) 
tools. Lastly, the CAM and CMM markets are distributed 
across many small-to-medium enterprise (SME) manufacturers, 
which lack industry’s ability to drive CAM and CMM solution 
providers to implement standards-based solutions. 

BACKGROUND  
In the United States, the manufacturing supply base 

consists significantly of SME manufacturers. Today, suppliers 
predominantly use CAM and CMM models to conduct 
manufacturing and inspection activities. An OEM typically 
sends the product definition to suppliers in the form of full-
detail 2D drawings, which are in most cases the legal master 
data form. Thus, suppliers spend considerable time converting 
2D product-definition data back to usable 3D product 
definition. Research supports the business case and benefits of 
MBE [9]. The widespread adoption of MBE would eliminate 
these manual conversions, which are time consuming and may 
introduce error. 

More recently, the product-definition data delivered to 
suppliers also includes a 3D-shape-geometry model. This 
shape-geometry model is often provided in a standards-based 
format, typically ISO 10303-214:2010 (STEP AP214) [10] and 
ISO 10303-203:2011 (STEP AP203) [11]. However, in addition 
to shape geometry, the CAM and CMM processes require 
additional, non-geometric information (PMI) to fabricate and 
inspect the part. This information may be presented for human 
consumption in the STEP AP203 exchange, but it is not 
available in a computer-processable form.  

MBE strategy must include model-based-data 
interoperability for design to manufacturing and quality in the 
supply chain. In MBE, data authors use computer-aided-design 
(CAD) tools to create a model-based definition (MBD). A 
MBD is a 3D digital-product model that defines the 
requirements and specifications of the product – including 
computer-processable PMI in the form of 3D annotations and 
data. Figure 1 presents an example of a MBD. After releasing 
the MBD, an original-equipment manufacturer (OEM) sends 
the MBD to a supplier to manufacture and inspect the physical 
parts. 

Despite the industry MBE vision to become model-based, 
there is still a reliance on 2D drawings. A survey [12] of SME 
suppliers showed that many of those surveyed still receive 
design data from their OEM customers in the form of full-
detail-2D drawings. Another large group receives a 3D-shape-
geometry model combined with a 2D drawing containing the 
PMI. Only a small percentage of the SME manufacturers 
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receive just a 3D model with embedded PMI. The design to 
manufacturing process is still very much drawing-based. The 
few data exchanges that are model-based with embedded PMI 
use proprietary, not standards-based, models [13]. 

A widely used standard format is STEP.  Its development 
started in 1984 with the objective to provide a mechanism that 
is capable of describing product data throughout the life cycle 
of a product, independent from any particular system. The 
nature of this description makes it suitable not only for neutral 
file exchange, but also as a basis for implementing and sharing 
product databases and archiving [14]. 

Figure	  1:	  Example	  model-‐‑based	  definition	  

STEP includes a series of integrated data models known as 
application protocols (APs). There are dozens of STEP APs, 
which fall into the three main areas – design, manufacturing, 
and lifecycle support.  

Today, both STEP AP203 and AP214 are still one of the 
most important parts of ISO 10303. Many CAD systems 
support STEP AP203 and AP214 for importing and exporting 
data. According to another survey [12] of SME manufacturers, 
STEP AP203 is the most commonly used format for CAD-to-
CAD data interoperability. However, the STEP AP203 model 
contains only shape geometry, and not the PMI necessary for 
downstream processes. 

In December 2014, the International Standards 
Organization (ISO) published the first edition of the application 
protocol STEP AP242, which combined and replaced several 
APs related to the presentation and representation of product-
definition data. In addition, STEP AP242 contains extensions 
and significant updates for dimensional and geometric 
tolerances, kinematics, and tessellation. In other words, STEP 
AP242 offers standards-based models that include the 
representation of PMI that is computer interpretable [15]. This 
is a major breakthrough that supports manufacturing’s need for 
model-based CAM and CMM processes.  

While standards-based exchange provides significant 
benefit to industry, one challenge that must be addressed is 
verification and validation of translations, ensuring adequate 

product-data quality. The need for confidence in the 
conformance of 3D model data to quality standards is well 
understood [16]. Requirements for verification of model data, 
particularly PMI data, and validation of derivative variants of 
that data for collaboration purposes are now in place [17]. 
These concepts were taken into account in our study. 

EXPERIMENTAL  SETUP  
The flow diagram shown in Figure 2 demonstrates the 

data-exchange process from CAD-to-CAM and CAD-to-CMM, 
using commercially available solutions. Rockwell Collins 
performed as the OEM. Rockwell Collins designed the test 
parts using Siemens NX™ CAD software.  

Geater Machining and Manufacturing performed as the 
supplier. Geater used CNC Software’s Mastercam® for 
numerical control programming for the manufacture (milling 
and turning) of the test parts. Geater used Mitutoyo MiCAT™ 
Planner automatic measurement program generation software 
to enable inspection of the test parts. 
The data-exchange process required the use of 
CoreTechnologie 3D_Evolution© to convert data from the 
native NX™ CAD model into the standards-based STEP 
AP242 format. ITI PDElib® data exchange library was used to 
complete the import from STEP AP242 into Mastercam®. ITI 
eACIS utility library was used to complete the import from 
STEP AP242 into the ACIS® kernel used by MiCAT™ Planner. 

Figure	  2:	  Data	  exchange	  process	  flow	  diagram	  

OEM and supplier components (see Figure 2) in the 
information-exchange process were analyzed to understand 
their constituent steps. The project team utilized two test cases 
– both a turned and a milled part. Figure 3 shows the test case
models used in this project. Figure 3(a) is the turned test case 
and Figure 3(b) is the milled test case. 

The OEM process steps – 3D-CAD-model creation and 
2D-PDF-drawing creation – represent the activities most likely 
affected by the inclusion of embedded PMI in the CAD model 
necessary for downstream manufacturing and inspection. In 
addition to these activities, CAD tool issue resolution, designer 
education, as well as CAD model resolution to address CMM 
issues were also required. The OEM metrics captured for this 
research focus primarily on these CAD-model creation process 
steps, but also provide some insight into CAD-model validation 
and verification processes.  
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The CAM-process steps represent the activity involved in 
CAM-model creation. The project focused on those data 
elements most useful to the supplier for CAM-related process.  

Figure	  3.	  Test	  case	  models	  used	  in	  the	  project	  workflow	  

These elements demonstrate the difference between the current-
state and the future-state process steps. They must provide 
enough detail to demonstrate the process areas significantly 
affected when ingesting models with embedded PMI for CAM 
programming. Finally, the elements need to align with the 
supplier process steps such that they can be easily recorded. 
The supplier completed the CAM-model-creation-process steps 
using the three technical data exchange scenarios and reported 
any observed data problems. 

The project reviewed the manufacturing process steps 
identified in the NIST Testing the Digital Thread project [9]. 
The research compared these process steps to the 
manufacturing checklist steps used by the supplier. In the 
comparison, four general process step segments were identified. 

Table	  1:	  Process	  steps	  for	  manufacturing	  and	  inspection	  

Step Manufacturing 
Process Steps 

Inspection 
Project Steps 

1 CAM 
Process 

Preparation 

CMM 
Process 

Preparation 

2 CAM 
Setup 

CMM 
Setup 

3 CAM 
Programming 

CMM 
Programming 

4 CAM 
Verification 

CMM 
Verification 

5 CMM 
Data Analysis 

The CMM-process steps were identified in a similar way to 
the CAM process. Inspection steps previously defined in the 
NIST Testing the Digital Thread project [9] were compared to 
the steps in the supplier check-list for inspection. In the 
comparison, five general process step segments were identified. 
The final process steps are shown in Table 1. 

As stated earlier, there are substantial benefits in switching 
from traditional 2D-drawing-based methods to 3D-model-based 

methods for transferring design information to manufacturing 
and inspection. However, product definitions are only useful to 
suppliers if the product-data quality is high. Verification of 
product-data quality in 2D drawings is done typically by 
visually inspecting the drawing for compliance with standards 
and best practices. 

A standards-based workflow for design to manufacturing 
and inspection involves exchange of CAD-to-AP242-to-CAM-
and-CMM models. Validation and verification of this 
translation process is critical, especially for regulated 
industries. An important part of quality assurance is traceability 
back to the design definition. To assure compliance at any point 
in the manufacturing or inspection process, it is essential to 
have validation and verification of the models throughout the 
data-exchange process. 

When moving to a model-based paradigm, the verification 
process is more complex since the goal is for the model 
geometry and PMI to be consumed directly by downstream 
software systems. Verification in this context requires each and 
every PMI element be analyzed for syntactical and semantic 
accuracy, including proper association of the PMI to geometric 
references in the 3D geometry.  

In addition to verifying that PMI content has been authored 
correctly, each time the data is transformed – from CAD to 
STEP and from STEP to CAM/CMM – the data must be 
validated to be sure no data corruption occurred during the 
transformation process. Since the information content in the 3D 
model is no longer in the form of a visually inspectable 2D 
drawing, software algorithms are required to perform the 
verification and validation processes on all but the simplest 
models. 

Figure	  4:	  Verification	  and	  validation	  work-‐‑flow	  diagram	  

Real production models for two machined aerospace parts 
were used as the basis for testing the performance of the 
previously discussed processes and observing roadblocks that 
hampered process performance. 

In the case of this experiment, the project team performed 
verification and validation following the work-flow outlined in 
Figure 4. The project team performed verification and 
validation using a combination of traditional visual inspection 
techniques and automated techniques. In general use on more 
complex models, automated techniques would have been 
required.  
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Table	  2:	  CAD	  model	  creation	  metrics	  

CAD Metrics 
Rolled Standoff Heat Sink 

827-9999 -903 -905 -907 -904 -906 -908 

2D PDF drawing --- 
full dimension 
with 2D PMI 

annotation 

key 2D PMI 
annotation only 

(PDD) --- 
full dimension 
with 2D PMI 

annotation 

key 2D PMI 
annotation only 

(PDD) 

3D model includes 
embedded PMI not provided with no 

embedded PMI 
includes 

embedded PMI not provided 
with no 

embedded PMI 

Number of PMI 
entities 23 (24*) --- --- 78 (90*) --- --- 

CAD tool issue 
resolution and 

designer 
education 

9.0 hours 0.5 hours 0.1 hours 4.9 hours 0.5 hours 0.1 hours 

CAD model 
resolution to 

address 
downstream 

issues 

2.3 hours 
+ 4.5 hours to 

enhance process 
--- --- 

3.0 hours 
+ 1.3 hours to 

enhance 
process 

original 
drawing 
missing 

dimension – 
rework required 

--- 

* Original PMI entity count based on objects found in the NX Part navigator – eventually reduced count by issue resolution

RESULTS  

Results from CAD Model Creation 
Results and test case characteristics for the CAD model 
creation are shown in Table 2. For each test case, three data sets 
were generated. The future-state data sets (-903 and -904) 
included the 3D model (STEP AP242) with embedded PMI for 
the two test cases. The current state had two significant data 
sets to compare against the future state. The first current-state 
data set (-905 and -906) provided a full-annotated-2D drawing 
with dimensions and PMI. The part is represented fully and can 
be manufactured from the drawing. The second current-state 
data set (-907 and -908) contains the 3D-shape-geometry model 
(STEP AP203) and a 2D drawing with the PMI. The -907 and -
908 data sets require both the model and the drawing together 
to manufacture the part. 

Results from Mapping PMI between STEP and ACIS 
The following PMI gaps were identified when mapping 

PMI between STEP AP242 and ACIS: 

• Spherical dimension types (RADIUS, DIAMETER) are
missing from ACIS

• Oriented and curved dimensions are missing from
ACIS

• ACIS does not support angle selection (SMALL,
LARGE, EQUAL) in an angular dimension

• Tolerance principal (ENVELOPE, INDEPENDENCY)
is not supported by ACIS

• Dimension value with plus/minus bounds is not sup-
ported by ACIS

• Dimension value with qualifier (MAXIMUM, MINI-
MUM) is not supported by ACIS

• Limited support for dimension modifiers (BASIC,
REFERENCE, STATISTICAL) by ACIS, many are
missing (CONTROLLED RADIUS, FREE STATE,
ANY CROSS SECTION, etc.)

• Movable datum target is not supported by ACIS
• Geometric tolerance type (COAXIALITY) is missing

from ACIS
• Limited support for tolerance zone types (DIAMETER,

SPERICAL DIAMETER, PROJECTED) by ACIS,
some are missing (NON-UNIFORM, RUNOUT, WITH-
IN A CIRCLE, etc.)

• Limited to no support for tolerance modifiers (FREE
STATE, LMC, MMC, RFS, STATISTICAL, TANGENT
PLANE) by ACIS, many are missing (ANY CROSS
SECTION, COMMON ZONE, etc.)

• Limited to no support for datum reference modifiers
(LMC, MMC) by ACIS, many are missing (FREE
STATE, BASIC, TRANSLATION, etc.)

• ACIS does not directly support POLYLINE
presentation of PMI
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Table	  3:	  Validation	  of	  model	  transformations	  using	  embedded	  PMI	  entity	  count	  

PMI Elements
(by format)

Model (827-9999) -903 -904 -903 -904 -903 -904 -903 -904 -903 -904

Dimension 8 54 8 54 8 54 8 54 8 54

Tolerance 6 13 6 13 6 13 6 13 6 13

Datum Feature 2 3 2 3 2 3 2 3 2 3

Notes (not semantic data) 7 8 7 8 0 0 7 8 0 0
Total 23 78 23 78 16 70 23 78 13 68

NX STEP ACIS Mastercam MiCAT

Results from Embedded PMI Data Exchange 
Development and demonstration of a process to exchange 

standards-based models with embedded PMI from design to 
downstream systems was successful within the scope of the 
limited test models used in this project. The validation results, 
as defined by PMI element counts, for the downstream models 
are provided in Table 3. The validation shows that all 
dimensions, tolerances, and datum features were properly 
transformed and exchanged. 

As indicated in Table 3, general notes could not be mapped 
to ACIS and were not transferable to the MiCAT Planner. 
Although manual validation showed correct PMI counts (for 
PMI other than general notes), further detailed examination by 
automated validation of the downstream models using analysis 
software found anomalies in the transformed data. 

Table 4 shows the results of automated validation of model 
transformations. In the -904 model, the automated validation 
tool showed that though all dimensions were transformed and, 
for the most part, semantically correct, a rule violation occurred 
when the dimension tolerance zone for one dimension was 
considered too large relative to its nominal value. The -903 
model, like the -904 model, was flagged for an instance of this 
same rule violation. The -903 model was also flagged for 
failure to maintain the semantic definition of limit dimensions 
in four instances of that dimension type when transformed from 
STEP to ACIS. 

Table	  4:	  Validation	  of	  models	  using	  analysis	  software	  

Model File DFS2 
Clean 

DIM3 
Clean 

FCF4 
Clean 

Clean 
Percent 

827-9999-903 2 3 6 69% 
827-9999-904 3 53 13 99% 

The counts shown in Table 4 refer to the number of entities 
that are clean (e.g., pass all syntax and semantic validity checks 

2 DFS = Datum Feature Symbol 
3 DIM = Dimension 
4 FCF = Feature Control Frame 

during analysis of STEP to ACIS transformations). The clean 
percent ignores note entity errors. 

DISCUSSION  AND  CONCLUSION  
The results of this testing provide evidence to support the 

hypothesis that STEP AP242 with embedded PMI can 
successfully exchange model-based data from design (CAD) to 
manufacturing (CAM) and inspection (CMM). The 
experimental findings of our study fall within the areas of tools, 
standards, and process, as detailed below. 

Tools
This research provides evidence that there is benefit from 

the CMM-system ability to interpret embedded-PMI 
information versus using nominal-shape-geometry-model 
dimensions. It is anticipated that the same benefit could be 
gained by CAM software as well. While the basic ability to 
receive the embedded PMI was achieved, the CAM tools 
require further development to fully leverage the benefit of 
receiving that data. 

In a number of instances, embedded PMI created by the 
designer does not align well to the needs of downstream-
machine consumption. Since PMI-authoring capabilities of 
CAD systems evolved from origins where 2D visualization of 
PMI was the requirement, current CAD systems allow 
designers to create PMI content that is, at best, only partially 
useable for downstream consumption. Embedded-PMI rules 
could be implemented in CAD systems to better align model 
creation with the downstream-machine-interpretation 
expectations. 

CAD-model structures are also not optimized for 
downstream consumption. The ability to capture groupings of 
design features to represent geometric sets that correspond to 
equivalent manufacturing features is needed for downstream 
use and no method exists currently to achieve this functionality. 

Standards
The project team recommends that the STEP community 

(standards development and implementer forum) should 
address certain gaps. During the course of the project, it was 
observed that there is incomplete PMI coverage and 
documentation of recommended practices for the standards. 

6
SP-985

Trainer, Asa; Hedberg, Thomas; Barnard Feeney, Allison; Fischer, Kevin; Rosche, Phil. "Gaps Analysis Of Integrating Product Design, Manufacturing, And Quality Data In The Supply Chain Using Model-Based Definition." Paper presented at the ASME International Manufacturing Science and Engineering Conference (MSEC), Blacksburg, VA, Jun 27-Jul 1, 2016.

Trainer, Asa; Hedberg, Thomas; Barnard Feeney, Allison; Fischer, Kevin; Rosche, Phil. 
“Gaps Analysis Of Integrating Product Design, Manufacturing, And Quality Data In The Supply Chain Using Model-Based Definition.” 

Paper presented at the ASME International Manufacturing Science and Engineering Conference (MSEC), Blacksburg, VA, Jun 27-Jul 1, 2016.



Two examples illustrate the need for more coverage. There is 
the industry practice to use an unless-otherwise-specified 
tolerance callout as a general note. Although a workaround was 
achieved, a recommended practice is needed for this often-used 
callout to properly account for the required geometry 
associations.  

The other example is surface-finish PMI, which is also not 
yet implemented by the STEP community. A development 
activity to support this construct is necessary. This also 
necessitates a recommended-practice document and the 
introduction of a test case into future test rounds of the STEP 
CAx Implementer Forum [18]. Formal extension of the ACIS 
format is also necessary for complete transformation of PMI 
data content.  

Alternatively, the new Quality Information Framework[19] 
(QIF) format appears to show potential as a better standard for 
supporting inspection. In this project, QIF was also mapped 
against STEP and ACIS. QIF appears to be more complete than 
ACIS for PMI transfer. QIF also shows promise for allowing 
metrology results to be shared back to design. As a result, QIF 
may become the standard of choice for metrology, but 
additional research is necessary once downstream tools begin 
supporting QIF more widely as an import mechanism. 

Processes
It was clear that designer education is not aligned with 

requirements for downstream-PMI consumption, especially for 
machine-interpretable expectations. Industry needs 
recommended practices for proper association of PMI to 
geometry elements.  

There would also be value in a post-process to repair PMI 
geometry associations so they are complete and consistent. 
CAD systems should be augmented to provide design rules for 
creation of embedded PMI with downstream-machine 
consumption in mind or, at a minimum, recommended-practice 
documents need to be developed to guide designers as they 
annotate 3D models with PMI data.  

Verification tools are needed to ensure that recommended 
practices are followed prior to the release of models for 
downstream consumption. Also, automated validation tools are 
required to insure information content is not lost or 
misinterpreted during transformation to formats needed for 
downstream consumption.  

The latest version of AS9102 [20], the aerospace standard 
for reporting First Article Inspection (FAI) results, suggests 
potential exists to improve FAI reporting, particularly through 
automation. There is also potential for developing a visual 
presentation that integrates metrology results with MBD. 
Lastly, there is potential to provide metrology-results feedback 
to upstream users for analysis and prediction to better consider 
design decisions and manufacturing technologies for future 
products.  

Summary 
In summary, motivation exists for industry to continue its 

drive for the MBE vision through model-based data 
interoperability for design to manufacturing and quality 
inspection. A number of conclusions have been drawn from the 
research presented here. An attempt has been made to organize 
them broadly into categories of tools, standards, and processes.  

Fundamentally, the project successfully demonstrated 
standards-based CAD-to-CAM and CAD-to-CMM data 
interoperability when using STEP AP242 with embedded PMI. 
In doing so, there were many issues uncovered — some the 
project team was able to address within the scope of the current 
research activity and others require further effort to overcome.  

Some significant gaps were identified as well. These gaps 
will need to be addressed through changes in the tools, 
standards, and processes used currently to share information 
from design to manufacturing and inspection across the supply 
chain. 

While this project was based upon a small-sample-size 
demonstration, the authors believe the results are potentially 
scalable for increased model complexity and PMI-element 
counts. Additionally, the project team tested the most popular 
modelling kernels used by CAM and CMM tools. The results 
suggest that the CAD/CAM/CMM workflow is scalable to all 
tools that use the ACIS or Parasolid geometric-modeling 
kernels. However, it is recommended that additional testing of 
the process be completed over a broader sample size.  

Future research should seek opportunities to increase the 
number and variety of participants in the testing activity. This 
would result in a broader range of example data to work from 
and provide the opportunity to better assess the impact of 
variation in both design and processes. 
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ABSTRACT 

The National Institute of Standards and Technology (NIST) designed and built a 

residence that could generate, through the use of renewable energy systems, the amount of 

energy required by a virtual family of four over one year. The Net-Zero Energy Residential Test 

Facility (NZERTF) utilizes enhanced air sealing techniques, high levels of thermal insulation, 

and high-efficiency equipment to meet the comfort levels and functions of the virtual occupants 

while lowering energy consumption. Adequate ventilation and reduced indoor contaminant 

sources were also key design features to support occupant health and comfort. 

The purpose of this paper is to assess how current and new approaches to benchmarking 

apply to high-performance homes. This study compares the annual energy use intensity (EUI) of 

the NZERTF (33.8 kWh/m2 or 10.7 kBtu/ft2) to the EUIs of existing single-family detached 

homes in the Mixed-Humid climate zone and the entire United States. The study presents the 

NZERTF’s Home Energy Rating System (HERS) index (-6 with on-site power generation, 31 

without), Home Energy Yardstick score (10), and the HUD Energy Benchmark Tool score (97). 

In contrast, indoor air quality (IAQ) benchmarking is challenging and not yet standardized. 

Concentrations of formaldehyde in the unoccupied NZERTF are typically above long-term non-

carcinogenic relative exposure limits, but in the lowest 10th percentile compared to recent 

surveys of new, occupied homes. Concentrations of other volatile organic compounds (VOCs) in 

the NZERTF tend to be higher than these other homes, but below concentrations resulting in 

health concerns (except for acetaldehyde).  

A truly high-performance residence must exceed both energy and IAQ benchmarks, as 

well as those related to thermal comfort, water consumption, and others. This work highlights the 

challenge in finding appropriate benchmarks to which a high-performance home should be 

compared. 

Introduction 

The Department of Energy (DOE) defines benchmarking as “the practice of comparing 

the measured performance of a device, process, facility, or organization to itself, its peers, or 

established norms, with the goal of informing and motivating performance improvement” (DOE 

2016). One of the challenges in building energy benchmarking is identifying a representative 

building or set of buildings for comparison. An ideal benchmarking process entails comparing 

the rated building performance to that of reference buildings within the same climate zone, of the 

same size, housing type, number of occupants and occupant activities. For energy benchmarking 

of residential buildings, an extensive set of reference data can be obtained from the DOE 

Residential Energy Consumption Survey (RECS) (EIA 2009). The most recent version of RECS 

surveyed over 12,000 residential buildings of all types, and data were extrapolated to estimate 
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energy use and building characteristics of the 114 million residences in the nation’s housing 

stock. The U.S. Department of Housing and Urban Development (HUD) carried out a similar, 

but less extensive survey, with public housing authorities to form the basis of their benchmarking 

tool (2007). Some energy benchmarking tools like the Residential Energy Services Network 

(RESNET) Home Energy Rating System (HERS) rely on simulations to generate a representative 

reference, which is the same building to the one that is rated, but modeled to minimum energy 

code requirements (ANSI/RESNET 2014).  

Indoor environmental benchmarking efforts are less mature than those for energy, but are 

also very important. Minimizing occupant exposures to airborne contaminants should define IAQ 

benchmarking, regardless of whether it is achieved via increased ventilation (at an energy cost), 

filters (energy and financial cost), and/or reduced source emissions (potential financial cost). 

There are many challenges associated with benchmarking IAQ, however. These include 

identifying the most important pollutants to consider and selecting the concentration reference 

values to use for comparison. For example, benchmark comparisons can be made to health 

impact data or to concentrations in other existing homes. Further, if health impacts are used for 

comparisons, one must distinguish between benchmarks that refer to immediate or acute impacts 

and those that refer to long-term or chronic impacts. For many chemicals, there are no known 

health impact standards or recommendations, and comparisons can only be made to measured 

concentrations in existing housing stock.  

In this work, energy and IAQ benchmarking was conducted at the Net-Zero Energy 

Residential Test Facility (NZERTF) located in Gaithersburg, MD, USA. This home was built as 

a research facility to assess various technologies and operational strategies for achieving net-zero 

energy operation through effective construction techniques, efficient equipment, and the use of 

photovoltaics. The house has a living area of 252 m2 (2712 ft2) and basement floor area of about 

135 m2 (1453 ft2). Electrical energy and water use of two adults and two children is simulated 

throughout the year to provide a repeatable experiment to assess performance (Omar and Bushby 

2013). The home was built with a highly insulated building envelope, an air and moisture control 

membrane. To comply with the minimum ventilation requirements in the ASHRAE Standard 

62.2-2010 (ASHRAE 2010), a Heat Recovery Ventilator (HRV) was sized to deliver 137 m3 h-1 

of outdoor air but actually delivered 171 m3 h-1 using the available fan speeds in the unit. Further 

details on the design of the home are provided by Pettit et al. (2014). This paper describes 

several approaches used to assess how this home’s energy and indoor environmental quality 

performance compares to typical homes.  

Energy Benchmarking of the NZERTF 

NZERTF vs. Average Energy Use / Energy Use Intensity 

One method to compare the NZERTF to reference housing stock is to use the Energy Use 

Intensity (EUI) metric or annual energy used per unit floor area. Similar metrics such as annual 

energy used per home, annual energy used per bed, or annual energy used per household member 

(Pérez-Lombard et al. 2009) exist but are less often used.  

The NZERTF data acquisition system measured electrical energy every minute, both 

what was used by the virtual occupants of the home and the energy generated by the photovoltaic 

system. Details on the monitoring methodology can be found in Davis et al. (2014). The 

NZERTF consists of 252 m2 (2712 ft2) of living area (first and second floors) and 135 m2 (1453 

ft2) of basement space, amounting to a total conditioned floor area of 387 m2 (4165 ft2). To 
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remain consistent with the RECS survey, which monitors characteristics and energy consumption 

of a nationally representative sampling of homes, we did not include the detached garage or the 

attic in this analysis. The RECS survey only includes the garage if it is attached and conditioned 

and the attic if it is conditioned or finished, as well as the basement and other living areas of the 

home. During the first year of the home’s operation, the NZERTF consumed a total of 13,039 

kWh (44.5 MMBtu) of energy; thus, the EUI of the home is 33.8 kWh/m2 (10.7 kBtu/ft2). 

The first five rows of Table 1 present average energy use per home and average EUIs, by 

housing characteristic, from the 2009 RECS database. The next three rows of Table 1 show data 

from the combined housing stock sharing two or more housing characteristics with the NZERTF. 

The NZERTF consumes approximately 49.6 % of the total energy of the average home in the 

U.S. (26,300 kWh/yr or 89.6 MMBtu/year) and has 23.5 % of its energy use intensity (144 

kWh/m2 or 45.5 kBtu/ft2). The NZERTF performs similarly when compared to single-family 

detached homes and to all home types within the Mixed-Humid climate zone (the location of the 

NZERTF), with the NZERTF having 25.1 % and 23.5 % of their average EUIs, respectively. 

Table 1. RECS 2009 Energy Performance Indicator (EPI) for Various Categories  

Housing Characteristic Avg. Energy Used per Yr Avg. EUI 
 [kWh] [MMBtu] [kWh/m2] [kBtu/ft2] 
Average U.S. home 26,259 89.6 143.5 45.5 
Single-Family Detached 30,978 105.7 134.4 42.6 
Mixed-Humid (M-H) Climate Zone 26,816 91.5 140.1 44.4 
Home built between 2000 and 2009  26,816 91.5 117.0 37.1 
Total floor area ≥ 370 m2 (4000 ft2) 46,159 157.5 93.1 29.5 

Single-Family Detached in M-H zone 31,359 107.0 129.0 40.9 
Home built between 2000 and 2009,   

floor area ≥ 370 m2 (4000 ft2) 

48,005 163.8 91.5 29.0 

Single-Family Detached in M-H zone, 
built between 2000 to 2009,       
and floor area ≥ 370 m2 (4000 ft2) 

45,719 156.0 89.9 28.5 

NZERTF 13,039 44.5 33.8 10.7 

 

One factor contributing to the low energy use intensity of the NZERTF is its size. In fact, 

home age and size are linked. Both the U.S. Census (Sarkar 2011) and the U.S. Energy 

Information Administration (EIA) (2015) have established the steady rise of detached single-

family home floor area from 1980 to 2009; the average U.S. home grew 18.9 % in size in that 

period. The NZERTF is closer in energy performance to homes built in the last decade (EUI = 

117.0 kWh/m2 or 37.1 kBtu/ft2) and even closer to other homes that have a total floor area of 370 

m2 (4000 ft2) or more (EUI = 93.1 kWh/m2 or 29.5 kBtu/ft2). Furthermore, the combined factors 

of a home being built between 2000 and 2009 and having floor area greater than 370 m2 (4000 

ft2) have a larger relation to the NZERTF EUI than homes that are detached single-family homes 

and are in the Mixed-Humid climate zone. The EUI of the former set of homes is 89.9 kWh/m2 

(28.5 kBtu/ft2), and the EUI of the latter set is 129.0 kWh/m2 (40.9 kBtu/ft2). Comparing the 

NZERTF to houses of similar construction requires examining a subset of the RECS database 

that includes new, single-family detached housing located in Mixed-Humid climate zone with 
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floor areas of 370 m2 (4000 ft2) or more. This group consumed on average of 89.9 kWh/m2 (28.5 

kBtu/ft2) in 2009, compared to 33.8 kWh/m2 (10.7 kBtu/ft2) for the NZERTF (37.5 %). 

HERS Index 

In 1995, the National Association of State Energy Officials and Energy Rated Homes of 

America founded RESNET to develop a national standard for home energy performance ratings 

(RESNET 2016b). The RESNET process entails a visit from a certified home energy rating 

professional, during which the rater inspects characteristics such as insulation levels, window 

type, wall-to-window ratio, heating/cooling system efficiency, water heating system efficiency, 

solar orientation, and any renewable technologies (RESNET 2016b). The rater also collects 

airtightness data from blower door and duct leakage tests. HERS software calculates a score 

comparing a home’s simulated energy use to that of the RESNET reference home. The reference 

home is simulated mostly to meet the 2006 International Energy Conservation Code and has 

shared characteristics to the rated home, such as gross floor area, foundation type, and fuel type 

(ANSI/RESNET 2014). A HERS Index Score of 100 means the rated home’s predicted energy 

use is equivalent to that of the reference home. The lower the score, the more energy efficient the 

home. A HERS index of 80, for example, means that the rated home uses 20 % less energy 

compared to the reference home. Zero and negative scores of HERS are possible, since the 

calculation factors in on-site power production that offsets the electrical energy consumed in the 

home. 

Including the solar thermal and photovoltaic systems on the home, the NZERTF has a 

HERS rating of -6; thus, the NZERTF produces 6 % more of the equivalent electrical energy that 

the RESNET reference home consumes overall. A recent report by RESNET (2016a) highlighted 

that the national average HERS index for net-zero homes was -7 (see Table 2).  

Table 2. HERS index scores of non-net-zero energy and net-zero energy homes  

Home type HERS Index 

Average U.S. net-zero home (n=185) -7 

Average Maryland net-zero home (n=2) -2 

NZERTF (as built) -6 

Average U.S. home (n=190,180) 62 

Average Maryland home (n=5,903) 57 

NZERTF (without on-site power production from PV) 31 

 

Similar to the way energy benchmarking the NZERTF using RECS EUI data solely 

considered energy consumed, the HERS index can also be used to benchmark the NZERTF 

without the PV system. The HERS index in this case is 31; that is, the NZERTF without power 

generation on site is 69 % more energy efficient than the reference home. RESNET reports that 

the average HERS-rated home in the United States in 2015 received a score of 62 (2016c). 

Maryland homes rated by RESNET scored slightly better (average of 57) than the average rated 

U.S. home, possibly due to the fact that the state adopted the 2012 IECC and 2015 IECC 

building codes when they became available.  
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Benchmarking Tools for the Homeowner 

While annual energy use/EUI and HERS index benchmarking provide useful 

comparisons of a rated home to the national building stock and a well-defined reference home, 

respectively, these benchmarking methods require expertise most homeowners do not have. They 

require careful tabulation of floor area from floor plans, detailed information about the walls, 

windows, appliances, and heating and cooling systems in the home, as well as results from air 

leakage tests. There are several simpler benchmarking tools available to the homeowner that can 

be used by inputting only a few housing characteristics, utility data, and location information. 

The Home Energy Yardstick. The U.S. Environmental Protection Agency (EPA) Energy Star 

program has developed the Home Energy Yardstick rating system to provide homeowners with a 

performance-based energy comparison to similar homes (2016a). The tool uses 12 months of 

utility data with a statistical algorithm to control for the effects of location, home size, and 

number of occupants (all are inputs). The Yardstick algorithm compares the home to data 

obtained from the RECS. The Yardstick outputs a score from 1 to 10, where a “1” rated home 

uses more energy over 12 months than all comparable homes and a “10” performs at the top of 

the group. Using electrical energy consumption between July 2013 and June 2014, the NZERTF 

received a Yardstick score of 10. 

HUD Utility Benchmarking Tool. The U.S. Department of Housing and Urban Development 

(HUD) has a spreadsheet tool to compare energy and energy costs of all types of residential 

buildings (single- and multi-family homes, attached and detached homes, etc.) to similar homes 

under public housing authorities (PHAs) (2007). Like the Home Energy Yardstick, the individual 

seeking a rating inputs zip code, annual energy used from all fuel types, and conditioned space 

floor area. A regression model algorithm generates the benchmarking score based on data 

voluntarily submitted for over 9,100 buildings by almost 350 PHAs nationwide. The tool outputs 

a score from 1 to 100, where a “50” is the HUD median home; the higher the score, the better. 

The HUD utility benchmarking tool gives the NZERTF a score of 97 compared to similar homes, 

with the HUD equivalent home (score = 50) having an EUI of 76.7 kWh/m2 (24.3 kBtu/ft2). 

Indoor Air Quality Benchmarking of the NZERTF 

The NZERTF was sampled monthly over 15 months to determine chemical 

concentrations of over 30 different chemicals (Poppendieck et al. 2015).1 The chemicals 

measured in this study are not a comprehensive list of contaminants of concern. For example, 

fine particulate matter was not analyzed. Two sets of benchmarks were chosen to compare the 

NZERTF IAQ data:  1) U.S. governmental (federal and state) health guidelines, and 2) 

concentrations measurements from newly constructed homes. 

Health Benchmarks 

There are a wide range of health impacts that could be chosen as a health benchmark. 

Since the NZERTF is simulating a typical residence that would be occupied at least 15 hours a 

day, the most appropriate and conservative health benchmark would be a chronic rather than 

                                                 
1 Note that indoor concentrations are shown in this document, while indoor minus outdoor concentrations are listed 

in Poppendieck et al. (2015). 
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acute benchmark. Seven of the 36 chemicals analyzed in the NZERTF have either a California 

Office of Environmental Health Hazard Assessment (OEHHA) chronic relative exposure level 

(CREL), an EPA inhalation reference concentration (RfC), or an EPA action level as shown in 

Table 3. Both CREL and RfC values define a concentration that is deemed to have no deleterious 

or cancerous impacts after a lifetime of exposure, e.g. eye, nose, or throat irritation. 

Five of the analyzed chemicals have been classified as a known, probable, or possible 

human carcinogen according to the International Agency for Research on Cancer (IARC, 

references in Table 3). The EPA typically does not identify an acceptable exposure level to a 

carcinogen; rather, it defines unit risk factors to estimate cancer risk from chronic exposure to the 

chemical. Three of the studied chemicals have EPA inhalation unit risk factors (formaldehyde, 

acetaldehyde, and benzene). A user can choose an acceptable risk level and use the unit risk 

factor to determine the chemical concentration that correlates to that risk.  A risk level of 1 

cancer in 1,000,000 people is a typical risk level chosen for general public environmental 

exposure (e.g. Superfund sites), and a risk level of 1 cancer in 10,000 is a typical level chosen for 

individual workplace exposures. For the purpose of comparisons to the NZERTF concentration 

data these two risk levels were evaluated: 1 in 10,000 (10-4) and 1 in 1,000,000 (10-6). 

The three chemicals with EPA unit risk factors (formaldehyde, acetaldehyde, and 

benzene) are highlighted below.  For three of the other four chemicals listed in Table 3, the 

NZERTF concentrations were at least an order of magnitude below the CREL values. 

Acetaldehyde. Acetaldehyde can be found in the indoor environment as the result of emissions 

from polyurethane foams and from secondary reactions of ozone and alkenes such as ethane.   

Acetaldehyde is considered a probable human carcinogen by IARC (2009). In monthly testing 

between May 2013 and July 2014, the NZERTF geometric mean concentration was 17.0 g/m3, 

with a maximum of 35.3 g/m3. A total of 13 of the 15 NZERTF samples exceeded the EPA RfC 

benchmark (9 g/m3), and all of the samples exceeded the carcinogenic inhalation exposure level 

correlating to a risk level of 10-6 (0.5 g/m3), indicating the NZERTF was frequently above these 

health benchmarks during normal operation. However, none of the samples exceeded the 

OEHHA CREL (140 g/m3) or the carcinogenic inhalation exposure level correlating to a risk 

level of 10-4 (50 g/m3). For reference, the outside acetaldehyde geometric mean concentration 

during the sampling events was 1.0 g/m3. 

Benzene. Benzene can be released into the indoor environment from adhesives, sealants and 

attached garages with gasoline based engines. Benzene is classified as a human carcinogen 

(IARC 2012). The concentration of benzene in the NZERTF was typically below the method 

detection limit (MDL), always less than 1.1 g/m3, and never greater than 0.1 g/m3 above the 

outside concentration. For all samples, the benzene concentration was below the CREL value. 

The samples that exceeded the carcinogenic benchmark concentration correlating to a 10-6 risk 

level (0.45 g/m3) were typically attributable to elevated outdoor benzene levels. 
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Table 3. Summary of monthly chemical concentration measurements in NZERTF. (Numbers 

after the ± symbols are geometric standard deviations. Last column is number of measurements 

that exceeded a health reference level.) 

Chemical IARC 

Designation

(Reference) 

Agency (Ref) Type Bench-

mark 

Conc.a 

Geometric 

Mean of 

NZERTF 

Conc. 

Times 

Benchmark 

Exceeded 

Acetaldehyde Probable 

Human 

Carcinogen 

(IARC 

2009) 

EPA (1988) Carcinogenic 

10-6 

0.5 

µg/m3 

17 ± 1.7 

µg/m3 

15 

EPA (1988) Carcinogenic 

10-4 

50 µg/m3 0 

EPA (2000a) RfC 9 µg/m3 13 

OEHHA (2016) CREL 140 

µg/m3 

0 

Benzene Human 

Carcinogen 

(IARC 

2012) 

EPA (2000b) Carcinogenic 

10-6 

0.45 

µg/m3 

MDLb 0 

EPA (2000b) Carcinogenic 

10-4 

45 µg/m3 0 

OEHHA (2016) CREL 3 µg/m3 0 

Formaldehyde Human 

Carcinogen 

(IARC 

2006) 

EPA (1989) Carcinogenic 

10-6 

0.08 

µg/m3 

9.2 ± 1.7 

µg/m3 

15 

EPA (1989) Carcinogenic 

10-4 

8 µg/m3 6 

OEHHA (2016) CREL 9 µg/m3 9 

Ethylene 

Glycol 

Not Listed OEHHA (2016) CREL 400 

µg/m3 

14.2 ± 2.3 

µg/m3 

0 

Radon Human 

Carcinogen 

(IARC 

1988) 

EPA (2016b) Action Level 4 pCi/L 1.1 pCi/L 1c 

Styrene Possible 

Human 

Carcinogen 

(IARC 

2002) 

OEHHA (2016) CREL 900 

µg/m3 

2.6 ± 2.2 

µg/m3 

0 

Toluene Not Listed OEHHA (2016) CREL 300 

µg/m3 

2.2 ± 3.9 

µg/m3 

0 

a Benchmarks for carcinogens (known, probable, and possible) are the result of using the unit risk factors to calculate 

concentration that corresponds to a risk.  

b MDL=method detection limit 
c A total of twelve Radon samples were taken in the year (basement, first floor and second floor each quarter).  

SP-995

Ullah, Tania; Poppendieck, Dustin; Healy, William; Fanney, Arr; Teichman, Kevin. "Energy and Indoor Air Quality Benchmarking of the NIST Net-Zero Energy Residential Test Facility (NZERTF)." Paper presented at the 2016 ACEEE Summer Study on Energy Efficiency in Buildings, Pacific Grove, CA, Aug 21-Aug 26, 2016.

Ullah, Tania; Poppendieck, Dustin; Healy, William; Fanney, Arr; Teichman, Kevin. 
“Energy and Indoor Air Quality Benchmarking of the NIST Net-Zero Energy Residential Test Facility (NZERTF).” 

Paper presented at the 2016 ACEEE Summer Study on Energy Efficiency in Buildings, Pacific Grove, CA, Aug 21-Aug 26, 2016.



Formaldehyde. Formaldehyde can be released into the indoor environment from building 

materials including resins, insulation, and composite wood products (particleboard, medium 

density fiberboard, laminate flooring). Formaldehyde is classified as a human carcinogen (IARC 

2006). The NZERTF had a geometric mean of 9.2 µg/m3 with a maximum of 13.8 µg/m3. A total 

of 9 of the 15 samples exceeded the non-cancer OEHHA CREL (9 µg/m3). The NZERTF was 

below the CREL formaldehyde concentration only during winter months. All samples exceeded 

the carcinogenic benchmark concentration correlating to a 10-6 risk level (0.08 g/m3), while six 

samples exceeded the carcinogenic benchmark concentration correlating to a 10-4 risk level (8 

g/m3). For reference, the outside formaldehyde geometric mean concentration during the 

sampling events was 1.4 µg/m3.  

Comparison Benchmarks 

Many chemicals found indoors have no relevant health-based standard for comparison. 

Maddalena et al. (2012) found that of 235 chemicals identified in 108 new California homes, 

only 31 % had relevant health-based guidelines and less than 10 % had CRELs. An alternative 

benchmarking approach is to compare chemical concentrations to measurements in other 

residential structures. Two known recent, relatively large data sources for U.S. homes published 

by Hult et al. (2015) and Offermann (2009) are employed in this comparison.  

Hult et al. (2015) analyzed 13 homes for formaldehyde and acetaldehyde concentrations. 

The homes were built with low-emitting materials meeting Leadership in Energy and 

Environmental Design (LEED)-certified/Indoor airPLUS criteria (further referred to as the 

“Indoor airPLUS study”). The furnished, occupied homes were less than five years old prior to 

the sampling event. Offermann (2009) measured 22 VOC concentrations in 108 new, single-

family, occupied, detached homes built using standard construction methods in California 

(further referred to as the “California New Homes Study” (CNHS)). These homes were not built 

with specifications for low-emitting building materials. The homes were constructed between 

2002 and 2004 and occupied at least one year prior to sampling. The California study determined 

the geometric mean concentration, a cumulative frequency distribution for each of the measured 

concentrations, and concentration percentiles for each chemical. 

There are some differences between the homes in the two studies and the NZERTF that 

need to be taken into consideration when comparing their chemical concentrations. The homes in 

both studies were fully furnished and occupied, while the NZERTF was not furnished other than 

with built-in cabinets and had no occupants.  The air change rate for homes in the Indoor 

airPLUS study (mean 0.26 h-1, measured while VOC concentrations were measured, standard 

deviation 0.24 h-1) and the CNHS (median 0.26 h-1, measured during VOC sampling, mean 0.48 

h-1, standard deviation 0.78 h-1) were higher than that of the NZERTF (mean 0.15 h-1, total of 

measured mechanical ventilation and modeled infiltration during normal operation). It should be 

noted that 0.15 h-1 was calculated using the volume of the basement, 1st and 2nd floors, and attic. 

Given that the basement and attic were not directly ventilated by the HRV, 0.15 h-1 is not a 

measure of the removal rate of contaminants from the 1st and 2nd floors, where the air samples 

were taken. Nonetheless, the basement and attic were included in the calculated air change rate 

of 0.15 h-1 since both passively receive air from the 1st and 2nd floors through transfer grilles. 

Both the basement and attic are also within the conditioned space. If the basement and attic were 

not included, then the air change rate would be approximately 0.22 h-1, not accounting for 

infiltration. The CNHS and  studies both utilized perfluorocarbon tracer tests, which represented 

the total outdoor air ventilation rate delivered to the indoors. Given the lower air change rate in 
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the NZERTF compared to the average homes in both studies, one would expect the concentration 

in the NZERTF to be higher for equal emission rates. 

Table 4 compares the ten chemicals that were measured in both the CNHS Offermann 

(2009) and the NZERTF (Poppendieck et al. 2015). Formaldehyde and acetaldehyde 

comparisons to both the Indoor airPLUS study and the CNHS are highlighted below.  The results 

of the remaining eight chemicals are discussed more briefly.   

Table 4. A comparison of geometric means of ten chemical concentrations (g/m3) analyzed in 

both the NZERTF and the CNHS. The percentile is the minimum percentile rank (10 %, 25 %, 

50 %, 75 %, or 90 %) statistically-derived from the CNHS, that the NZERTF did not exceed.  

Compound 

Max 

NZERTF 

Conc. 

NZERTF 

Geometric 

Mean 

Conc. 

Indoor 

airPLUS 

Homes 

Geometric 

Mean 

(Hult et al. 

2015) 

CNHS 

Geometric 

Mean Conc. 

(Offermann 

2009)  

NZERTF 

Percentile 

in the 

CNHS 

Study 

(Lower is 

better)a 

Acetaldehyde  35.3 17.0 ± 1.7 33 ± 1.5 19 ± 2.3 50 % 

Formaldehyde  13.8 9.2 ± 1.4 42 ± 1.4 36 ± 1.9 10 % 

Hexanal  190 44.7 ± 2.5 N/A 7.0 ± 2.7 >90 % 

Toluene  255 2.2 ± 3.9 N/A 9.5 ± 2.5 10 % 

Styrene  9.8 2.6 ± 2.2 N/A 0.9 ± 2.8 90 % 

1,2,4-Trimethylbenzene  7.8 3.7 ± 1.6 N/A 1.0 ± 3.2 90 % 

Phenol  3.8 1.8 ± 1.6 N/A 1.6 ± 2.0 75 % 

Ethylene glycol  37.6 14.2 ± 2.3 N/A 3.2 ± 5.6 75 % 

α-Pinene  29.3 15.9 ± 1.4 N/A 9.3 ± 3.3 75 % 

d-Limonene  4.3 1.8 ± 1.8 N/A 7.6 ± 5.0 25 % 
a Lower numbers are better. Numbers after the ± represent geometric standard deviations. 

Formaldehyde. Despite exceeding some formaldehyde health benchmarks, the NZERTF 

formaldehyde concentrations were lower than the other houses considered. This may be a 

function of the NZERTF not being furnished or occupied, both of which can contribute to 

elevated formaldehyde concentrations. The NZERTF geometric mean formaldehyde 

concentration was lower than all Indoor airPLUS homes and was in the lowest 10 % of measured 

formaldehyde concentrations in the CNHS. Homes in the Indoor airPLUS study were sampled 

during summer weather, which previous research has shown to lead to higher indoor 

concentrations of some VOCs (Poppendieck et al. 2015). The NZERTF formaldehyde geometric 

mean concentration during elevated summer months (May to September) was 11.8 g/m3, which 

is 36 % of the geometric mean value of the Indoor airPLUS homes. 

Acetaldehyde. Despite exceeding acetaldehyde health benchmarks, the NZERTF acetaldehyde 

concentrations were lower or similar to the other houses considered. Only three of the 13 Indoor 

airPLUS homes had lower acetaldehyde concentrations than the geometric mean NZERTF 

concentration. The NZERTF acetaldehyde geometric mean concentration was below the 

geometric mean of the CNHS (Offermann 2009).  The NZERTF acetaldehyde geometric mean 
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concentration during summer months was 25.7 g/m3, which is 77 % of the average value of the 

13 Indoor airPLUS criteria homes (sampled during summer months). 

Other Chemicals. Eight other building material emission related chemicals are also listed in 

Table 4. For six of the eight remaining chemicals listed, the geometric mean concentration of the 

NZERTF samples was higher than that of the CNHS. This is in contrast to formaldehyde, where 

the NZERTF geometric mean concentration was lower than 98 % of the homes in the California 

study. Hence, for formaldehyde concentrations, the NZERTF outperforms these other homes 

built within a decade of its construction. This finding is likely due to the explicit construction 

specifications that limited formaldehyde in the building materials used and the fact that the 

NZERTF was not occupied or furnished. For most of the remaining chemicals in Table 4, there 

were no building specifications targeting these chemicals, due in part to lack of available content 

and emission data for these chemicals.  In addition, the NZERTF has a lower air change rate than 

the average of the other data sets. Hence, one would expect if the emission rates are the same, the 

concentrations should be higher in the NZERTF. Even if the NZERTF does not perform better 

than comparable buildings with regards to these eight chemicals, for the three chemicals with 

health benchmarks listed in Table 3 (styrene, toluene, ethylene glycol), the geometric mean 

NZERTF concentrations are at least an order of magnitude below the health-based CRELs.  

If a home designer or occupant finds that either desired health benchmarks or comparison 

benchmarks have not been met, reducing pollutant sources and/or increased ventilation can 

reduce indoor chemical concentrations.  However, increased ventilation comes at a cost of 

increased energy use and the possibility of exceeding energy benchmarks.   

Summary and Conclusions 

Between July 2013 and June 2014, the Net-Zero Energy Residential Test Facility 

(NZERTF) in Gaithersburg, MD achieved net-zero energy consumption through the use of an 

on-site photovoltaic system, enhanced building envelope design, and efficient heating and 

cooling systems, appliances, and lighting. The home exceeded its goal and produced 484 kWh 

(1.65 MMBtu) of electrical energy that was returned to the grid. This study seeks to put the 

performance of the NZERTF into context by benchmarking for energy and indoor air quality. To 

summarize: 

 The annual site energy use of the NZERTF was 13,039 kWh (44.5 MMBtu), 49.6 % of 

the national average (Table 1). 

 The annual energy use intensity of the NZERTF was 33.8 kWh/m2 (10.7 kBtu/ft2), 

23.5 % of the national average (Table 1). 

 The NZERTF has a HERS index of -6 with photovoltaic energy generation and 31 

without. This number compares well with the average HERS rated net-zero home (HERS 

= -7) and exceeds the average Maryland home (HERS = 57) (Table 2). 

 The NZERTF has a Home Energy Yardstick score of 10 and a HUD Energy Benchmark 

score of 97. 

 NZERTF concentrations of formaldehyde are in the lowest 10th percentile compared to 

recent surveys of new, occupied homes. However, these concentrations sometimes 

exceeded health benchmarks (Table 3). 

 NZERTF concentrations of other volatile organic compounds (VOCs) on average tend to 

be higher than other homes surveyed (Table 4) and, with the exception of acetaldehyde, 

are below recommended exposure levels (Table 3). 
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High-performance-building designers desire a quantitative assessment of how energy 

upgrades and efforts to improve indoor air quality perform, but also need to be able to evaluate 

tradeoffs between the two goals. The authors contend that, while increasing energy efficiency 

and maintaining IAQ are linked, it is important to have standalone benchmarking evaluations of 

each, and a truly high-performance building would have high benchmarks for both. It has been 

established that energy benchmarking is a necessary tool for validating the design of homes like 

the NZERTF. The limitations in the past have been access to representative datasets and energy 

simulations, but that concern is no longer the case. The challenge for the indoor environment, 

however, is that there is no existing single benchmark metric for IAQ that allows comparisons 

among homes and such a benchmark may not be possible. In addition, datasets to support any 

benchmarks are lacking. Ideally there would be data available that summarizes the distribution of 

concentrations of hundreds of chemicals of concern in over a large number of residences both 

before and after occupation and in multiple climate regions. In addition, there would be known 

health impacts for both acute and lifetime exposures to all measured pollutants. More data are 

still needed to allow a proper discussion of what is “acceptable IAQ” in terms of measured 

pollutant concentrations.  

Finally, this study illustrates a case of energy and IAQ benchmarking.  There are other 

benchmarking metrics that have not been addressed which are still important in describing high-

performance buildings. Thorough benchmarking should also consider thermal comfort, water 

usage, water quality, waste production, lighting quality, and acoustic performance, to name a 

few. Determination of representative datasets for benchmarking these aspects of a high-

performance home may prove to be just as challenging as it is for IAQ. 
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ABSTRACT 

In the effort to achieve low-energy operation of residential buildings, advanced water heating technologies are vitally important.  This paper explores the 

year-long performance of a 189 L (50 gal) heat pump water heater (HPWH) serving as an auxiliary unit to an active, indirect solar thermal water 

heater with a 303 L (80 gal) storage tank in a net-zero energy test home located in Gaithersburg, MD, USA. The systems were subjected to a 

representative water use schedule for a virtual family of four between July 2013 and June 2014. We investigate the effect of inlet water temperature on the 

overall system Coefficient of Performance (COPsys) of the HPWH and the unit’s space conditioning impact, as these factors can vary substantially 

depending on the extent to which hot water demand is met by the solar thermal water heater. Field testing showed that the installed HPWH used 1104 

kWh in the year and had a COPsys of 1.41, not reaching the manufacturer’s reported Energy Factor (EF) of 2.33 over the course of the 12-month 

testing period. The difference was largely due to the fact that the hot water load delivered by the unit was much less than if it were the sole water heater. 

The study of a HPWH in this unique configuration is valuable considering regulatory trends away from electric resistance storage water heaters, such as 

current standards in the United States that require EFs greater than 1.9 for electric water heaters with storage volumes greater than 208 L (55 gal). 

INTRODUCTION 

Water heating is the second largest energy consumer in homes, amounting to 18 % of the total energy use in 

residences (DOE 2012). For a high performance home, particular attention needs to be paid to minimizing all loads 

such that renewable technologies can provide the energy required to operate space heating and cooling equipment, 

water heaters, appliances, lighting, and plug loads. The Net-Zero Energy Residential Test Facility (NZERTF), a 

detached single-family test home built in Gaithersburg, Maryland, used the most energy efficient commercially-

available water heating technologies. The primary means of water heating is accomplished with a solar thermal water 

heater. During times when solar irradiance is low or when hot water demand is high, this system would normally 

engage electric resistance elements in its storage tank for auxiliary heating. However, in the case of the NZERTF, 

auxiliary heating is instead provided by a heat pump water heater (HPWH) located downstream of the solar storage 

tank, making this a dual-tank water heating system.  A two-tank configuration with an electric resistance water heater 

is not unusual, but the purpose of this paper is to provide data on how a HPWH performs in this scenario.   
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HPWHs use a vapor compression cycle to draw heat from the ambient air to heat water. Their recent popularity 

is highlighted by a U.S. Department of Energy (DOE) report stating that shipments of Energy Star® qualified 

integrated HPWHs increased 630 % between 2006 and 2009 (DOE 2010b). The presence of HPWH technology will 

increase furthermore in upcoming years due to DOE efficiency standards that require electric storage water heaters 

above 208 L (55 gal) to have a minimum Energy Factor (EF) of at least 1.9, depending upon storage volume (DOE 

2010a).  

In this paper, data from a field-tested HPWH in a dual-tank solar water heating system are provided to show 

how the increased inlet temperature affects its overall performance, and estimates are provided for comparison to an 

electric resistance unit that could be installed for auxiliary water heating in its place. 

NZERTF DOMESTIC WATER HEATING  

The NZERTF uses an active, closed-loop solar thermal system as its primary method for water heating. The 

system utilizes two solar collectors (1.1 m (3.8 ft) by 2.0 m (6.6 ft)) aperture dimensions, facing true south at an 18.4 

tilt) and a 303 L (80 gal) storage tank with its auxiliary heating element disabled. In its stead, a HPWH provides hot 

water in the event that the solar thermal water heating system cannot meet the demand. The unit consists of a 189 L 

(50 gal) storage tank with an integrated air source heat pump and two 3800 W electric elements.  

The HPWH was operated in the “Hybrid” mode with a temperature set-point of 48.9 C (120.0 F). The control 

logic of the HPWH in Hybrid mode is as follows: When the differential between the set-point temperature and the 

reading of a temperature sensor located in the top portion of the tank is 16.7 C (30.0 F) or more, the heat pump will 

turn off and the 3800 W top element will be energized. Once the top temperature sensor reading reaches the set-

point, the element turns off and the heat pump comes on to heat the remainder of the tank (i.e., until the reading of 

the sensor at the bottom portion of the tank also reaches the set-point). While the HPWH has a second 3800 W 

electric element, it is not energized in this mode. 

Hybrid mode ensures that the heat pump provides a majority of the hot water load while electric resistance is 

enlisted only when the heat pump cannot provide enough hot water. In the Hybrid mode, under test conditions of  

57.2 C (135.0 F) set-point temperature and 19.7 C (67.5 F) ambient temperature, the manufacturer-reported EF, 

Coefficient of Performance (COP), and standby loss are 2.33, 2.36, and 0.20 C/h (0.36 F/h), respectively.  

WATER USE CONTROL AND MONITORING 

The NZERTF was used to demonstrate that a home similar in size and amenities to those in the surrounding 

community could generate as much energy through onsite renewable sources as used by a typical family of four 

(Fanney et al. 2015). The family was in fact a virtual family whose water-use and electricity-use behaviors were 

automated according to a weekly schedule derived from the Building America Research Benchmark Definition 

(Hendron and Engebrecht 2008). Over the course of each day, 44 water draws were initiated at the sinks, showers, 

and baths in the house by a real-time event controller according to a water draw schedule described by Omar and 

Bushby (2013). The clothes washer was initiated for two cycles each on three days of the week, and the dishwasher 

was initiated for a single cycle five days a week. Approximately 2570 L (680 gal) of mixed hot and cold water were 

utilized in the house per week. 

The water temperature at the inlet and outlet of the HPWH storage tank and the ambient temperature were measured 

with immersed Type-T thermocouples with a calibrated uncertainty (k=2) of ± 0.1 C (± 0.2 F). The water flow through 

the solar thermal storage tank and the heat pump water heater was measured by pulse-output paddle-type flow meters with 

a resolution of 0.013 gal/pulse (0.049 L/pulse) and a calibrated uncertainty (k=2) within ± 1.7 % of reading. HPWH power 

was measured at the circuit breaker using current transformers with an uncertainty (k=2) that did not exceed ± 2 % of 

reading, and electrical energy use was determined from a time integration of power. Solar irradiance was measured with a 

pyronometer in the plane of the thermal collector array. Temperature and flow data were collected by the house data 
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acquisition system and thermal energy calculations were made at 3-s intervals during water draw events, while the electrical 

energy data and ambient conditions were recorded every minute. 

RESULTS AND DISCUSSION 

Heat Pump Water Heater Efficiency 

Table 1 shows monthly HPWH performance data for the year of testing. As a result of solar insolation and, thus, 

the water heating contribution of the solar thermal system varying monthly, the average HPWH inlet water 

temperature, THPWH,in, during times of draws ranged from a minimum of 23.3 °C (74.0 °F) in December to a 

maximum of 46.1 °C (114.9 °F) in June. This inlet temperature impacted the amount of time the heat pump and the 

heating elements operated according to the control logic explained above. The heat pump monthly total runtime 

ranged from a minimum of 57 h in June to a maximum of 178 h in January. The heating elements were inactive for all 

of June and active most often in November (partly on account of a defect with the heat pump unit). Likewise, the 

total electrical energy used by the HPWH, EHPWH, ranged from 45 kWh in July to 156 kWh in December. The result 

was that the thermal energy contributed by the HPWH, Qdel,HPWH, reached its low in the summer (35 kWh in June) 

and peaked in the winter (244 kWh in December), as the solar thermal water heater’s capacity to meet the virtual 

family’s hot water demand changed seasonally. Qload is the total energy in hot water delivered to fixtures and water-

utilizing appliances.  

The overall system Coefficient of Performance, COPsys, is an efficiency metric that is the ratio of thermal energy 

delivered by the HPWH, Qdel,HPWH, to the electrical energy used to produce it, EHPWH, computed as follows: 

 

 𝐶𝑂𝑃𝑠𝑦𝑠 =
𝑚∙𝑐𝑝∙(𝑇𝐻𝑃𝑊𝐻,𝑜𝑢𝑡−𝑇𝐻𝑃𝑊𝐻,𝑖𝑛)

𝐸𝐻𝑃𝑊𝐻

 (1) 

  

where m is the mass of hot water delivered to the fixtures, cp is its specific heat, THPWH,out is the outlet water 

temperature of the HPWH, and THPWH,in is the inlet water temperature. The COPsys is akin to the EF, although the 

rated EF is measured under specific test conditions outlined below from which the present HPWH operation 

deviates. HPWHs generally have EFs above 2.0 since the work done by the heat pump extracts heat from the 

surrounding air for water heating and the manufacturer of the NZERTF unit reports an EF of 2.33. Monthly COPsys 

indicate that this level of efficiency is never reached; the COPsys did not surpass 1.68 (January).  

According to the DOE test method for rating residential water heaters in place at the time of the manufacturer’s 

rating (DOE 2010a), HPWHs were subjected to a 24-h simulated use test where 243 L (64.3 gal) of hot water was 

drawn, maintaining the inlet temperature at 14.4 °C (58.0 °F) and the set-point at 57.2 C (135.0 F), for a target 

temperature rise of 42.8 C (77.0 F). As shown in Table 1, the average temperature rise (difference between the inlet 

and outlet water temperatures) was as low as 4.6 °C (8.3 °F) and as high as 25.4 °C (51.2 °F). As the mass of water 

drawn on a daily basis also changed depending on the day of the week, the daily thermal output of the HPWH, 

Qdel,HPWH, ranged from -2.0 kWh to 12.7 kWh, rather than being fixed at Qdel,sim use = 11.9 kWh as it is during the 24-

hour simulated use test. Figure 1 shows the daily COPsys between July 2013 and June 2014 as a function of Qdel,HPWH. 

It should be noted that these data do not account for any changes in stored energy within the tank from the start to 

the end of the day. The hollow diamond symbols serve to differentiate the days in which electric resistance was used 

from the days in which only the heat pump operated (solid diamonds). The manufacturer-reported EF at Qdel,sim use is 

placed on the plot (solid circle) as a reference to the HPWH performance under rating conditions. 
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Table 1.   Monthly Heat Pump Water Heater Performance, July 2013 – June 2014 

Month 

Solar 

Insolation 

[kWh/m2] 

Tbasement 
[°C] 

([°F]) 

RH 

[%] 

THPWH,in 
[°C] 

([°F]) 

THPWH,out 
[°C] 

([°F]) 

HP  

Run 

Time  

[h] 

Elmnt. 

Run 

Time  

[h] 

Qload 

[kWh] 

Qdel,HPWH 

[kWh] 

EHPWH 

[kWh] 
COPsys 

Jula 152 
21.6 

(70.8) 
52.2 

43.2 

(109.8) 

51.6 

(124.9) 
56 0 252 42 45 0.93 

Auga,b 123 
21.7 

(71.0) 
51.4 

35.7 

(96.3) 

51.8 

(125.3) 
86 2 218 108 71 1.52 

Sep 158 
22.1 

(71.9) 
51.9 

41.8 

(107.2) 

51.5 

(124.7) 
69 1 238 68 57 1.20 

Oct 114 
21.2 

(70.2) 
51.6 

37.6 

(99.6) 

51.6 

(124.9) 
105 1 269 119 82 1.44 

Novc 102 
20.4 

(68.8) 
41.2 

30.5 

(86.9) 

52.0 

(125.6) 
113 11 283 172 130 1.32 

Decc 73 
20.1 

(68.1) 
38.0 

23.3 

(74.0) 

51.8 

(125.2) 
160 10 326 244 156 1.56 

Jan 101 
19.8 

(67.6) 
31.4 

23.7 

(74.6) 

51.3 

(124.4) 
178 4 343 240 143 1.68 

Feb 98 
19.5 

(67.2) 
30.7 

25.6 

(78.0) 

51.3 

(124.3) 
153 4 330 208 125 1.66 

Mar 117 
19.5 

(67.1) 
30.6 

28.8 

(83.9) 

51.3 

(124.3) 
149 4 341 187 121 1.55 

Apr 153 
19.6 

(67.3) 
40.0 

38.9 

(102.1) 

49.9 

(121.9) 
92 1 300 84 73 1.16 

May 161 
20.8 

(69.4) 
51.6 

44.2 

(111.5) 

50.9 

(123.6) 
69 0d 277 55 55 0.99 

June 164 
21.3 

(70.3) 
53.3 

46.1 

(114.9) 

50.7 

(123.2) 
57 0 251 35 46 0.77 

Year 
Total  

1518     1287 38 3428 1563 1104  

Year 
Avg 

 
20.6 

(69.1) 
43.6 

34.9 

(94.9) 

51.3 

(124.4) 
     1.41 

a Data loss on 7/1/2013 and 8/2/2013 – 8/6/2013; therefore, monthly values in table exclude these days.  
b Between 8/24/2013 and 9/3/2013, the pumps of the solar thermal water heater heat exchanger were not operational due to failure of electrical connection to glycol circulating pump.  
c Between 11/25/2013 and 12/5/2013, the heat pump of the heat pump water heater was not operational due to a control wire being disconnected. 
d Resistance element run time in May was not “0” but a very small value rounded to 0. 
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Figure 1 Daily averaged overall system Coefficient of Performance (COPsys) of the heat pump water heater as 

a function of its thermal output, July 2013 – June 2014. 

 

The overall COPsys of any storage-type water heater will decline as the thermal output of the water heater goes to 

zero, i.e., as the temperature entering the unit nears the set-point temperature. This condition happens because of two 

factors: (1) the numerator in Equation 1 goes to zero, and (2) the water heater heater must have a minimum amount 

of electrical energy input on a daily basis to make up for thermal standby losses. For HPWHs, an added effect is that 

the refrigerant-to-water heat exchange efficiency decreases as the temperature of the water entering the heat pump 

compressor increases. While the installed unit is capable of reaching its rated efficiency, it does not operate under the 

conditions that would allow it to do so for most days of the year. 

In addition to the daily COPsys shown in Figure 1, the data are compared to a COPsys curve (solid black line) that 

has been calculated for a typical electric storage water heater using equations from the Water Heater Analysis Model 

(WHAM) (Lutz et al. 1998). This theoretical unit has a rated EF of 0.95 and recovery efficiency, ηrec, of 0.98, but it 

operates with a tank temperature set-point of 48.9 C (120.0 F) as is the case for the HPWH under test. At Qdel,sim use, 

the COPsys of the NZERTF HPWH is 2.5 times greater than the COPsys of an electric storage water heater 

determined using WHAM to adjust for the different stored water temperature. However, that factor diminishes as the 

HPWH delivers less thermal energy; at approximately Qdel,HPWH ≈ 1 kWh and below, the COPsys data for the HPWH 

(diamond symbols) and the electric storage curve (black line) converge. In this range of water heater delivered energy, 

the HPWH no longer is more efficient than an electric storage water heater.  For the period between July 2013 and 

June 2014, the HPWH delivered less than 1 kWh of thermal energy as hot water for 68 d (19 %) out of the 359 d 

examined. 
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Overall Energy Use 

The expected benefit of an air-to-water heat pump is that energy usage for water heating can be cut by a factor 

of 2 or more as determined by rating tests. An electric storage water heater with an EF of 0.95 uses 4622 kWh of 

electrical energy per year when subject to conditions specified in the DOE test procedure in effect prior to July 2014, 

and a HPWH with an EF of 2.33 uses 1866 kWh under those same conditions. However, the field-testing discussed 

here of a HPWH serving as an auxiliary heater to another water heater under typical use conditions indicates that the 

heat pump water heater efficiency can vary significantly because of deviation from rating test conditions.  

For the July 2013 to June 2014 period, the HPWH in the NZERTF used 1104 kWh. To compare to an electric 

resistance unit, it is estimated using the WHAM model that an electric resistance water heater would have consumed 

1851 kWh to deliver the same amount of energy if it were installed in the NZERTF as an auxiliary unit to the solar 

thermal water heater.  At an average residential retail electricity price of $0.12 per kWh (EIA 2015), the heat pump 

water heater would cost $133 to operate for the year while the electric resistance unit is estimated to cost $222. The 

HPWH exhibited an overall system Coefficient of Performance of 1.41 for the year, while the electric resistance unit 

would have had a COPsys of 0.86.  

The HPWH fell short of its rating for a number of reasons. First, the delivered energy was much lower than at 

the rated value.  Second, the rated value likely does not include situations when the electric resistance element was 

activated, since the water draws conducted during the test method do not always activate the elements. Figure 1 shows 

that for a significant number of days in the year, resistance heating was needed at the NZERTF. Finally, the efficiency 

of the heat pump’s vapor compression system is lower at the higher inlet water temperatures experienced at the 

NZERTF as compared to the simulated use test. While the rated EF of the HPWH was 145 % greater than the rated 

value of a resistance water heater, the measured COPsys of the HPWH over the year of operation was only 64 % 

greater than the estimated COPsys of the resistance water heater. Nevertheless, the use of the HPWH saved $89 over 

the year compared with an electric resistance unit. 

Space Conditioning Impact 

Air-to-water heat pump operation extracts heat from the zone in which the water heater is installed. While a 

detailed analysis of the impacts of the HPWH on space conditioning loads is beyond the scope of this paper, a few 

points on this topic are worth mentioning.  Figure 2 shows how space conditioning is impacted by the temperature of 

the water entering the HPWH. As detailed in Sparn et. al (2013), Qnet,space, the net energy added to the space, is 

determined as follows:  

 𝑄𝑛𝑒𝑡,𝑠𝑝𝑎𝑐𝑒 = 𝑄𝑙𝑜𝑠𝑠 −𝑄𝑎𝑖𝑟 = 𝐸𝐻𝑃𝑊𝐻 − 𝑄𝑑𝑒𝑙,𝐻𝑃𝑊𝐻 (2) 

where Qloss is energy lost from the tank surface and Qair is heat transferred from the air to the tank via the heat pump. 

A negative Qnet,space means that more energy is being transferred to heat water than is lost to the zone. In Figure 2, the 

triangular symbols indicate days in which the whole house air-to-air heat pump was in heating mode, while the circular 

symbols represent days in which the air-to-air heat pump was in cooling mode. Furthermore, the hollow symbols 

differentiate days in which the electric elements were engaged from the days in which only the air-to-water heat pump 

alone supplied heat to the water (solid symbols). 

The net space conditioning predicted by a linear regression of all data in Figure 2 indicates that, at the test 

condition of inlet temperature Tinlet,sim use = 14.4 °C (58.0 °F), 4.34 kWh of heat will be removed from the space 

(negative Qnet,space). Thus, 4.34 kWh more energy would have to be supplied to the space by the HVAC system to 

maintain the basement ambient temperature. Inlet water temperature would only ever be that low when solar thermal 
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water heater output is low in the heating season. There are only 3 d in which the inlet water temperature is at or below 

Tinlet,sim use and the Qnet,space at the minimum average daily inlet temperature during the testing period was -5.21 kWh. 

Additionally, the data indicate that at a daily average inlet water temperature of approximately 43.3 °C (110.0 °F), 

a changeover occurs where the energy losses from the tank begin to outweigh the energy transfer by the heat pump of 

the water heater (a positive Qnet,space). While the HPWH receives incoming water from the solar thermal storage tank 

over a wide range of temperatures, 13.1 °C (55.5 °F) to 54.7 °C (130.5 °F) between July 2013 and June 2014, 

respectively, the HPWH inlet temperature exceeded 43.3 °C (110.0 °F) 95 d (26 %) out of 359 d. Those days occurred 

mostly in the cooling season and, thus, more energy would have to be extracted from the space by the HVAC system 

as a result of HPWH operation. Qnet,space = 1.68 kWh was added to the space by the HPWH on the day of highest 

inlet water temperature in the testing period.  

It should be noted that an electric resistance water heater would only add heat to the space and would not have 

the ability to remove it. In other words, the Qnet,space associated with an electric resistance water heater would always 

be positive, whereas sometimes the Qnet,space associated with a HPWH is positive (generally cooling season) and 

sometimes it is negative (generally heating season). While the net space conditioning impacts of the HPWH on the 

zone has been quanitifed above, the degree to which this impacts the heating and cooling loads of the whole house 

air-to-air heat pump will be studied in the future.  

 

 

Figure 2 Net thermal energy transferred to basement zone as a function of inlet water temperature, July 2013 – 

June 2014. 
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CONCLUSIONS 

A dual-tank water heating system that employs a heat pump water heater (HPWH) for auxiliary heating to a solar 

thermal system used less energy than would be expected with an electric resistance water heater, but exhibited overall 

system Coefficients of Performance (COPsys) below what ratings data indicate during times when the solar thermal 

system was providing the majority of hot water required for occupant use. While the rated EF of the unit is 2.33, the 

average COPsys of the HPWH over a year-long period was 1.41.  This decrease is partially due to the fact that the 

amount of thermal energy delivered by the water heater is much lower than is required during the rating test given a 

lower temperature rise from inlet to outlet and a lower volume of delivered hot water.  The average inlet water 

temperature of the HPWH was 34.9 °C (94.8 °F) compared to 14.4 °C (58.0 °F) as prescribed in the test procedure, 

and the average delivered water temperature was 51.3 °C (124.4 °F) compared to the value of 57.2 °C   (135 °F) 

prescribed in the test procedure. An added factor is that the performance of the heat pump unit drops with higher 

inlet water temperature.  With this reduced thermal energy demand, it was estimated that an electric resistance water 

heater would have operated at an efficiency of 0.86. The average COPsys of the HPWH of 1.41 makes it only   64 % 

more efficient than a standard electric storage water heater rather than 145 % more efficient as suggested by the 

ratings. Nevertheless, the annual energy consumption of the HPWH was estimated to be 747 kWh less than what 

would have been expected if an equivalently sized electric resistance water heater having an EF of 0.95 were installed 

as an auxiliary water heater to the solar thermal system as opposed to the HPWH. The net energy transferred to the 

space, Qnet,space, was found to follow a linear trend with the inlet water temperature. The data indicate that the 

maximum thermal energy removed from the basement zone during a single day due to HPWH operation is 5.21 kWh, 

and that day occurred in the heating season. Additionally, the maximum thermal energy added to the basement zone 

during a single day due to HPWH operation is 1.68 kWh, which occurred in the cooling season. The extent to which 

Qnet,space has an impact on whole-house HVAC operation is to be determined in future research. 
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ABSTRACT
While attacks on information systems have for most prac-
tical purposes binary outcomes (information was manipu-
lated/eavesdropped, or not), attacks manipulating the sen-
sor or control signals of Industrial Control Systems (ICS) can
be tuned by the attacker to cause a continuous spectrum in
damages. Attackers that want to remain undetected can at-
tempt to hide their manipulation of the system by following
closely the expected behavior of the system, while injecting
just enough false information at each time step to achieve
their goals.

In this work, we study if physics-based attack detection
can limit the impact of such stealthy attacks. We start with
a comprehensive review of related work on attack detection
schemes in the security and control systems community. We
then show that many of these works use detection schemes
that are not limiting the impact of stealthy attacks. We pro-
pose a new metric to measure the impact of stealthy attacks
and how they relate to our selection on an upper bound on
false alarms. We finally show that the impact of such attacks
can be mitigated in several cases by the proper combination
and configuration of detection schemes. We demonstrate
the e↵ectiveness of our algorithms through simulations and
experiments using real ICS testbeds and real ICS systems.

Keywords
Industrial Control Systems; Intrusion Detection; Security
Metrics; Stealthy Attacks; Physics-Based Detection; Cyber-
Physical Systems

1. INTRODUCTION
One of the fundamentally unique and intrinsic proper-

ties of Industrial Control Systems (ICS)—when compared
to general Information Technology (IT) systems— is that
changes in the system’s state must follow immutable laws of
physics. For example, the physical properties of water sys-
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tems (fluid dynamics) or the power grid (electromagnetics)
can be used to create prediction models that we can then
use to confirm that the control commands sent to the field
were executed correctly and that the information coming
from sensors is consistent with the expected behavior of the
system: if we opened an intake valve, we would expect the
water tank level to rise, otherwise we may have a problem
with the control, actuator, or the sensor.

The idea of using physics-based models of the normal op-
eration of control systems to detect attacks has been used in
an increasing number of publications in security conferences
in the last couple of years. Applications include water con-
trol systems [21], state estimation in the power grid [35,36],
boilers in power plants [67], chemical process control [10],
electricity consumption data from smart meters [40], and a
variety of industrial control systems [42].

The growing number of publications shows the importance
of leveraging the physical properties of control systems for
security; however, a missing element in this growing body
of work is a unified adversary model and security metric to
help us compare the e↵ectiveness of previous proposals. In
particular, the problem we consider is one where the attacker
knows the attack-detection system is in place and bypasses it
by launching attacks imitating our expected behavior of the
system, but di↵erent enough that over long periods of time
it can drive the system to an unsafe operating state. This
attacker is quite powerful and can provide an upper bound
on the worst performance of our attack-detection tools.

Contributions. (i) We propose a strong adversary model
that will always be able to bypass attack-detection mech-
anisms and propose a new evaluation metric for attack-
detection algorithms that quantifies the negative impact of
these stealthy attacks and the inherent trade-o↵ with false
alarms. Our new metric helps us compare in a fair way
previously proposed attack-detection mechanisms.

(ii) We compare previous attack-detection proposals across
three di↵erent experimental settings: a) a testbed operating
real-world systems, b) network data we collected from an
operational large-scale Supervisory Control and Data Acqui-
sition (SCADA) system that manages more than 100 Pro-
grammable Logic Controllers (PLCs), and c) simulations.

(iii) Using these three scenarios we find the following re-
sults: (a) while the vast majority of previous work uses state-
less tests on residuals, stateful tests are better in limiting
the impact of stealthy attackers (for the same levels of false
alarms), (b) limiting the impact of a stealthy attacker can
also depend on the specific control algorithm used and not
only on the attack-detection algorithm, (c) linear state-space
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models outperform output-only autoregressive models, (d)
time and space correlated models outperform models that
do not exploit these correlations, and (e) from the point of
view of an attacker, launching undetected actuator attacks is
more di�cult than launching undetected false-data injection
for sensor values.

The remainder of this paper is organized as follows: In
§ 2, we provide the scope of the paper, and provide the
background to analyze previous proposals. We introduce
our attacker model and the need for new metrics in § 3. We
introduce a way to evaluate the impact of undetected attacks
and attack-detection systems in § 4, and then we use this
adversary model and metric to evaluate the performance of
these systems in physical testbeds, real-world systems, and
simulations in § 5.

2. BACKGROUND AND TAXONOMY
Scope of Our Study. We focus on using real-time mea-
surements of the physical world to build indicators of at-
tacks. In particular, we look at the physics of the process un-
der control but our approach can be extended to the physics
of devices as well [18]. Our work is motivated by false sensor
measurements [35, 58] or false control signals like manipu-
lating vehicle platoons [19], manipulating demand-response
systems [58], and the sabotage Stuxnet created by manip-
ulating the rotation frequency of centrifuges [17, 32]. The
question we are trying to address is how to detect these
false sensor or false control attacks in real-time.

2.1 Background
A general feedback control system has five components:

(1) the physical phenomena of interest (sometimes called
the process or plant), (2) sensors that send a time series yk
denoting the value of the physical measurement zk at time
k (e.g., the voltage at 3am is 120kV) to a controller, (3)
based on the sensor measurements received yk, the controller
K(yk) sends control commands uk (e.g., open a valve by 10
%) to actuators, and (4) actuators that produce a physical
change vk in response to the control command (the actuator
is the device that opens the valve).

A general security monitoring architecture for control sys-
tems that looks into the “physics” of the system needs an
anomaly detection system that receives as inputs the sensor
measurements yk from the physical system and the control
commands uk sent to the physical system, and then uses
them to identify any suspicious sensor or control commands
is shown in Fig. 1.

2.2 Taxonomy
Anomaly detection is usually performed in two steps. First

we need a model of the physical system that predicts the
output of the system ŷk. The second step compares that
prediction ŷk to the observations yk and then performs a
statistical test on the di↵erence. The di↵erence between
prediction and observation is usually called the residual rk.
We now present our new taxonomy for related work, based
on four aspects: (1) physical model, (2) detection statistic,
(3) metrics, and (4) validation.

Physical Model. The model of how a physical system be-
haves can be developed from physical equations (Newton’s
laws, fluid dynamics, or electromagnetic laws) or it can be
learned from observations through a technique called system
identification [4, 38]. In system identification one often has
to use either Auto-Regressive Moving Average with eXoge-
nous inputs (ARMAX) or linear state-space models. Two

Figure 1: Di↵erent attack points in a control sys-
tem: (1) Attack on the actuators (blue): vk j uk, (2)
Attack on the sensors (purple): yk j zk, (3) Attack
on the controller (red): uk j K(yk)

popular models used by the papers we survey are Auto-
Regressive (AR) models and Linear Dynamical State-
space (LDS) models.

An AR model for a time series yk is given by

ŷk+1 =
k

=
i=k�N

↵iyi + ↵
0

(1)

where ↵i are obtained through system identification and yi
the last N sensor measurements. The coe�cients ↵i can be
obtained by solving an optimization problem that minimizes
the residual error (e.g., least squares) [37].

If we have inputs (control commands uk) and outputs
(sensor measurements yk) available, we can use subspace
model identification methods, producing LDS models:

xk+1 = Axk +Buk + ✏k

yk = Cxk +Duk + ek (2)

where A, B, C, and D are matrices modeling the dynamics
of the physical system. Most physical systems are strictly
causal and therefore D = 0 in general. The control com-
mands uk " Rp a↵ect the next time step of the state of the
system xk " Rn and sensor measurements yk " Rq are mod-
eled as a linear combination of these hidden states. ek and
✏k are sensor and perturbation noise, and are assumed to be
a random process with zero mean. To make a prediction,
we i) first need yk and uk to obtain a state estimate x̂k+1
and ii) use the estimate to predict ŷk+1 = Cx̂k+1. A large
body of work on power systems employs the second equation
from Eq. (2) without the dynamic state equation. We refer
to this special case of LDS used in power systems as Static
Linear State-space (SLS) models.

Detection Statistic. If the observations we get from sen-
sors yk are significantly di↵erent from the ones we expect
(i.e., if the residual is large) we generate an alert. A State-
less test, raises an alarm for every deviation at time k: i.e.,
if ∂yk � ŷk∂ = rk ' ⌧ , where ⌧ is a threshold.

In a Stateful test we compute an additional statistic Sk

that keeps track of the historical changes of rk (no mat-
ter how small) and generate an alert if Sk ' ⌧ , i.e., if
there is a persistent deviation across multiple time-steps.
There are many tests that can keep track of the histori-
cal behavior of the residual rk such as taking an average
over a time-window, an exponential weighted moving aver-
age (EWMA), or using change detection statistics such as
the non-parametric CUmulative SUM (CUSUM) statistic.

The nonparametric CUSUM statistic is defined recursively
as S

0

= 0 and Sk+1 = (Sk + ∂rk∂� �)
+, where (x)

+ represents
max(0, x) and � is selected so that the expected value of
∂rk∂ � � < 0 under hypothesis H

0

(i.e., � prevents Sk from
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increasing consistently under normal operation). An alert
is generated whenever the statistic is greater than a previ-
ously defined threshold Sk > ⌧ and the test is restarted with
Sk+1 = 0. The summary of our taxonomy for modeling the
system and to detect an anomaly in the residuals is given in
Fig. 2

Physical 
Model

LDS or ARuk

yk

ŷkyk�1
rk = yk � ŷk

Residual Generation

Anomaly 
Detection:
Sateless or 
Stateful

rk

Detection

alert

Figure 2: The detection block from Fig. 1 focusing
on our taxonomy.

Metrics. An evaluation metric is used to determine the ef-
fectiveness of the physics-based attack detection algorithm.
Popular evaluation metrics are the True Positive Rate (TPR)
and the False Positive Rate (FPR)—the trade-o↵ between
these two numbers is called the Receiver Operating Char-
acteristic (ROC) curve. Some papers just plot the residuals
(without quantifying the TPR or FPR values), and other
papers just measure the impact of attacks.

Validation. The experimental setting to validate proposals
can use simulations, data from real-world operating systems,
and testbeds. Testbeds can be classified as testbeds control-
ling a real-system or a testbed with Hardware-in-the-Loop
(HIL) where part of the physical system is simulated in a
computer. For our purposes a HIL testbed is similar to
having pure simulations, because the model of the physical
system is given by the algorithm running on a computer.

2.3 Limitations of Previous Work
There is a large variety of previous work but because of the

diversity of domains (e.g., power systems, industrial control,
and theoretical studies) and academic venues (e.g., security,
control theory, and power systems conferences), the field
has not been presented in a unified way with a common
language that can be used to identify trends, alternatives,
and limitations. Using our previously defined taxonomy, in
this section we discuss previous work and summarize our
results in Table 1.

The columns in Table 1 are arranged by conference venue
(we assigned workshops to the venue that the main confer-
ence is associated with), we also assigned conferences asso-
ciated with CPSWeek to control conferences because of the
overlap of attendees to both venues. We make the follow-
ing observations: (1) the vast majority of prior work use
stateless tests; (2) most control and power grid venues use
LDS (or their static counterpart SLS) to model the physical
system, while computer security venues tend to use a vari-
ety of models, several of them are non-standard and di�cult
to replicate by other researchers; (3) there is no consistent
metric or adversary model used to evaluate proposed attack-
detection algorithms; and (4) no previous work has validated
their work with all three options: simulations, testbeds and
real-world data.

The first three observations (1-3) are related: while previ-
ous work has used di↵erent statistical tests (stateless vs. state-
ful) and models of the physical system to predict its expected
behavior, so far they have not been compared against each

other, and this makes it di�cult to build upon previous work
(it is impossible to identify best practices without a way
to compare di↵erent proposals). To address this problem
we propose a general-purpose evaluation metric in § 4 that
leverages our stealthy adversary model, and then compare
previously proposed methods. Our results show that while
stateless tests are more popular in the literature, stateful
tests are better to limit the impact of stealthy attackers.
In addition, we show that LDS models are better than AR
models, that AR models proposed in previous work can be
improved by leveraging correlation among di↵erent signals,
and that having an integral controller can limit the impact
of stealthy actuation attacks.

To address point (4) we conduct experiments using all
three options: a testbed with a real physical process under
control § 5.1, real-world data § 5.2, and simulations § 5.3. We
show the advantages and disadvantages of each experimental
setup, and the insights each of these experiments provide.

3. MOTIVATING EXAMPLE
The testbed we use for our experiments is a room-size,

water treatment plant consisting of 6 stages to purify raw
water. The testbed has a total of 12 PLCs (6 main PLCs and
6 in backup configuration to take over if the main PLC fails).
The general description of each stage is as follows: Raw wa-
ter storage is the part of the process where raw water is
stored and it acts as the main water bu↵er supplying water
to the water treatment system. It consists of one tank, an
on/o↵ valve that controls the inlet water, and a pump that
transfers the water to the ultra filtration (UF) tank. In Pre-
treatment the Conductivity, pH, and Oxidation-Reduction
Potential (ORP) are measured to determine the activation of
chemical dosing to maintain the quality of the water within
some desirable limits. This stage is illustrated in Fig. 3 and
will be used in our motivating example. Ultra Filtration is
used to remove the bulk of the feed water solids and col-
loidal material by using fine filtration membranes that only
allow the flow of small molecules. After the small residu-
als are removed by the UF system, the remaining chlorines
are destroyed in the Dechlorinization stage, using ultraviolet
chlorine destruction unit and by dosing a solution of sodium
bisulphite. Reverse Osmosis (RO) system is designed to
reduce inorganic impurities by pumping the filtrated and
dechlorinated water with a high pressure. Finally, in RO
final product stage stores the RO product (clean water).

Figure 3: Stage controlling the pH level.

Attacking the pH level. In this process, the water’s pH
level is controlled by dosing the water with Hydrochloric
Acid (HCl). Fig. 4 illustrates the normal operation of the
plant: if the pH sensor reports a level above 7.05, the PLC
sends a signal to turn On the HCl pump, and if the sensor
reports a level below 6.95, it sends a signal to turn it O↵.
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Table 1: Taxonomy of related work. Columns are organized by publication venue.
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Detection Statistic
stateless c c c - - - c c c G# c c c c c - c G# c - c c c c c - c - c G# c - c - G# G# - - c c c c c - c
stateful - - - G# l l - - - - - - - - - c - - - l - - - - - l - c - - - l - c - - c c c - - c - l -

Physical Model
AR - - - - - - - - - - - - - - - - - - - - - - - - - - - c - - - - c - - - - - - - - - - - -
SLS c c G# - - - - - - - - - - - - - - - - c c c c c G# - - - c - - - - - - - - - - G# G# c - - -
LDS - - - c c c c c c c c c c c c c c c c - - - - - - - - - - - - c - c - - c - - - - - - - -
other - - - - - - - - - - - - - - - - - - - - - - - - - c c - - G# G# - - - c c - c c - - - c G# c

Metricsò

impact - c - c - - c - c c - c c c c - - - c c - c - c - - c c c - c - - - - - c - - c - c - c -
statistic - - c - c - - c c - - c c c c - c - - c - - c - - - c - c - - - - - - - - c c c - c - - c

TPR - - - - c c - - - - c - - - - c - - - - c - c - - c - - - - - c c - c - - - - - - - c - -
FPR - - - - c - - - - - c - - - - c - - - - - - c - - c - c - - - c - - c - - - - - - - c - -

Validation
simulation - c c c c c c c c c c c c c - c - c c c - c c c c c G# - c - c - - c c - c - c c c c - - c
real data - - - - - - - - - - - - - - - - c - - - - - - - G# c - c - - - - c - - - - c - - - - - c -
testbed - - - - - - - - - - - - - - c - - - c - - - - - - - - - - G# - c c - - c - - - - - - c - -

Legend: c: feature considered by authors, G#: feature assumed implicitly but exhibits ambiguity, l: a windowed stateful
detection method is used, òEvaluation options have been abbreviated in the table: Attack Impact, Statistic Visualization,
True Positive Rate, False Positive Rate.

The wide oscillations of the pH levels occur because there is
a delay between the control actions of the HCl pump, and
the water pH responding to it.
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Figure 4: During normal operation, the water pH is
kept in safe levels.

To detect attacks on the PLC, the pump or the sensor,
we need to create a model of the physical system. While
the system is nonlinear, let us first attempt it to model it
as time-delayed LDS of order 2. The model is described by
pHk+1 = pHk + uk�Tdelay

, where we estimate (by observing
the process behavior) uk�Tdelay

= �0.1 after a delay of 35
time steps after the pump is turned On, and 0.1 after a delay
of 20 time steps after it is turned O↵. We then compare the
predicted and observed behavior, compute the residual, and
apply a stateless, and a stateful test to the residual. If either
of these statistics goes above a defined threshold, we raise
an alarm.

We note that high or low pH levels can be dangerous.
In particular, if the attacker can drive the pH below 5, the
acidity of the water will damage the membranes of the Ultra
Filtration and Reverse Osmosis stages, the pipes, and even
sensor probes.

We launch a wired Man-In-The-Middle (MitM) attack be-
tween the field devices (sensors and actuators) and the PLC

by injecting a malicious device in the EtherNet/IP ring of
the testbed, given that the implementation of this protocol
is unauthenticated. A detailed implementation of our attack
is given in our previous work [64]. In particular, our MitM
intercepts sensor values coming from the HCL pump and
the pH sensor, and intercept actuator commands going to
the HCl pump, to inject false sensor readings and commands
sent to the PLC and HCl pump.

1 2 3 4 5 6 7 8 9 10 11
Time(min)

4

6

8

10

12

14

W
at

er
 p

H

Real Water pH
Compromised pH

1 2 3 4 5 6 7 8 9 10 11
Time(min)

0

1

2

3

4

5

D
et

ec
tio

n 
M

et
ric

Stateful
Stateless

Alarm

Attack

Figure 5: Attack to the pH sensor.

Our attack sends false sensor data to the PLC, faking a
high pH level so the pump keeps running, and thus driving
the acidity of the water to unsafe levels, as illustrated in
Fig. 5. Notice that both, stateless and stateful tests detect
this attack (each test has a di↵erent threshold set to main-
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Figure 6: Attack to the pump actuator.

tain a probability of false alarm of 0.01). We also launched
an attack on the pump (actuator). Here the pump ignores
O↵ control commands from the PLC, and sends back mes-
sages stating that it is indeed O↵, while in reality it is On.
As illustrated in Fig. 6, only the stateful test detects this
attack. We also launched several random attacks that were
easily detected by the stateful statistic, and if we were to
plot the ROC curve of these attacks, we would get 100%
detection rate.

Observations. As we can see, it is very easy to create
attacks that can be detected. Under these simulations we
could initially conclude that our LDS model combined with
the stateful anomaly detection are good enough; after all,
they detected all attacks we launched. However, are these
attacks enough to conclude that our LDS model is good
enough? And if these attacks are not enough, then which
types of attacks should we launch?

Notice that for any physical system, a sophisticated at-
tacker can spoof deviations that follow relatively close the
“physics” of the system while still driving the system to a
di↵erent state. How can we measure the performance of our
anomaly detection algorithm against these attacks? How
can we measure the e↵ectiveness of our anomaly detection
tool if we assume that the attacker will always adapt to our
algorithms and launch an undetected attack? And if our
algorithms are not good enough, how can we design better
algorithms? If by definition the attack is undetected, then
we will always have a 0% true positive rate, therefore we
need to devise new metrics to evaluate our systems.

Attacks

D

T

Figure 7: Our attacker adapts to di↵erent detection
thresholds: If we select ⌧

2

the adversary launches
an attack such that the detection statistic (dotted
blue) remains below ⌧

2

. If we lower our threshold to
⌧
1

, the adversary selects a new attack such that the
detection statistic (solid red) remains below ⌧

1

.

4. A STRONGER ADVERSARY MODEL
We assume an attacker that has compromised a sensor

(e.g. pH level in our motivating example) or an actuator
(e.g. pump in our motivating example) in our system. We
also assume that the adversary has complete knowledge of
our system, i.e. she knows the physical model we use, the
statistical test we use, and the thresholds we select to raise
alerts. Given this knowledge, she generates a stealthy at-
tack, where the detection statistic will always remain below
the selected threshold.

While similar stealthy attacks have been previously pro-
posed [13, 35, 36], in this paper we extend them for generic
control systems including process perturbations and mea-
surement noise, we force the attacks to remain stealthy against
stateful tests, and also force the adversary to optimize the
negative impact of the attack. In addition, we assume our
adversary is adaptive, so if we lower the threshold to fire
an alert, the attacker will also change the attack so that
the anomaly detection statistic remains below the thresh-
old. This last property is illustrated in Fig. 7.

Notice that this type of adaptive behavior is di↵erent from
how traditional metrics such as ROC curves work, because
they use the same attacks for di↵erent thresholds of the
anomaly detector. On the other hand, our adversary model
requires a new and unique (undetected) attack specifically
tailored for every anomaly detection threshold. If we try
to compute an ROC curve under our adversary model we
would get a 0% detection rate because the attacker would
generate a new undetected attack for every anomaly detec-
tion threshold.

This problem is not unique to ROC curves: most popular
metrics for evaluating the classification accuracy of intrusion
detection systems (like the intrusion detection capability, the
Bayesian detection rate, accuracy, expected cost, etc.) are
known to be a multi-criteria optimization problem between
two fundamental trade-o↵ properties: the false alarm rate,
and the true positive rate [11], and as we have argued, using
any metric that requires a true positive rate will be inef-
fective against our adversary model launching undetected
attacks.

Observation. Most intrusion detection metrics are varia-
tions of the fundamental trade-o↵ between false alarms and
true positive rates [11], however, our adversary by definition
will never be detected so we cannot use true positive rates
(or variations thereof). Notice however that by forcing our
adversary to remain undetected, we are e↵ectively forcing
her to launch attacks that follow closely the physical behav-
ior of the system (more precisely, we are forcing our attacker
to follow more closely our Physical Model), and by following
closer the behavior of the system, then the attack impact is
reduced: the attack needs to appear to be a plausible phys-
ical system behavior. So the trade-o↵ we are looking for
with this new adversary model is not one of false positives
vs. true positives, but one between false positives and the
impact of undetected attacks.

New Metric. To define precisely what we mean by impact
of undetected attack we select one (or more) variables of
interest (usually a variable whose compromise can a↵ect the
safety of the system) in the process we want to control–
e.g., the pH level in our motivating example. The impact
of the undetected attack will then be, how much can the
attacker drive that value towards its intended goal (e.g., how
much can the attacker lower the pH level while remaining
undetected) per unit of time.

Therefore we propose a new metric consisting of the trade-
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Longer time between false alarms = More Usable

Detector 2 is better than Detector 1:
For the same level of false alarms,
undetected attackers can cause
less damage to the system
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Figure 8: Illustration of our proposed tradeo↵ met-
ric. The y-axis is a measure of the maximum devi-
ation imposed by undetected attacks per time unit
�X/TU , and the x-axis represents the expected time
between false alarms E[Tfa]. Anomaly detection al-
gorithms are then evaluated for di↵erent points in
this space.

o↵ between the maximum deviation per time unit imposed
by undetected attacks (y-axis) and the expected time be-
tween false alarms (x-axis). Our proposed trade-o↵ metric
is illustrated in Fig. 8, and its comparison to the perfor-
mance of Receiver Operating Characteristic (ROC) curves
against our proposed adversary model is illustrated in Fig. 9.

ROC for
Stronger Adversary Model

New Metrics for
Stronger Adversary Model

Figure 9: Comparison of ROC curves with our pro-
posed metric: ROC curves are not a useful metric
against a stealthy and adaptive adversary.

Notice that while the y-axis of our proposed metric is com-
pletely di↵erent to ROC curves, the x-axis is similar, but
with a key di↵erence: instead of using the probability of
false alarms, we use instead the expected time between false
alarms E[Tfa]. This quantity has a couple of advantages
over the false alarm rate: (1) it addresses the deceptive na-
ture of low false alarm rates due to the base-rate fallacy [5],
and (2) it addresses the problem that several anomaly de-
tection statistics make a decision (“alarm” or “normal be-
havior”) at non-constant time-intervals.

We now describe how to compute the y-axis and the x-axis
of our proposed metric.

4.1 Computing the X and Y axis of Fig. 8
Computing Attacks Designed for the Y-axis of our
Metric. The adversary wants to maximize the deviation
of a variable of interest yk (per time unit) without being
detected. The true value of this variable is yk, yk+1, . . . , yN ,
and the attack starts at time k, resulting in a new observed
time series y

a
k , y

a
k+1, . . . , y

a
N . The goal of the attacker is to

maximize the distance maxi ∂∂yi�y
a
i ∂∂. Recall that in general

yk can be a vector of n sensor measurements, and that the

attack y
a
k is a new vector where some (or all) of the sensor

measurements are compromised.
An optimal greedy-attack (yaò) at time k " [,f ] (where

 and f are the initial and final attack times, respectively),
satisfies the equation: y

aò
k+1 = argmaxya

k+1
f(y

a
k+1) (where

f(y
a
k+1) is defined by the designer of the detection method

to quantify the attack impact) subject to not raising an alert
(instead of max it can be min). For instance, if f(yak+1) =
Ωyk+1�y

a
k+1Ω, the greedy attack for a stateless test is: yaò

k+1 =
ŷk+1 ± ⌧. The greedy optimization problem for an attacker
facing a stateful CUSUM test becomes y

aò
k+1 = max{ya

k+1 ⇥
Sk+1 & ⌧}. Because Sk+1 = (Sk+rk��) the optimal attack is
given when Sk = ⌧ , which results in y

aò
k+1 = ŷk+1±(⌧+��Sk).

For all attack times k greater than the initial time of attack
, Sk = ⌧ and y

aò
k+1 = ŷk+1 ± �.

Generating undetectable actuator attacks is more di�-
cult than sensor attacks because in several practical cases
it is impossible to predict the outcome yk+1 with 100% accu-
racy, given the actuation attack signal vk in Fig. 1. For our
experiments when the control signal is compromised in § 5.3,
we use the linear state space model from Eq. (2) to do a re-
verse prediction from the intended y

aò
k+1 to obtain the control

signal vk that will generate that next sensor observation.

Computing the X-axis of our Metric. Most of the lit-
erature that reports false alarms uses the false alarm rate
metric. This value obscures the practical interpretation of
false alarms: for example a 0.1% false alarm rate depends
on the number of times an anomaly decision was made, and
the time-duration of the experiment: and these are vari-
ables that can be selected: for example a stateful anomaly
detection algorithm that monitors the di↵erence between ex-
pected ŷk and observed yk behavior has three options with
every new observation k: (1) it can declare the behavior as
normal, (2) it can generate an alert, (3) it can decide that
the current evidence is inconclusive, and it can decide to
take one more measurement yk+1.

Because the amount of time T that we have to observe the
process and then make a decision is not fixed, but rather is
a variable that can be selected, using the false alarm rate is
misleading and therefore we have to use ideas from sequential
detection theory [24]. In particular, we use the average time
between false alarms TFA, or more precisely, the expected
time between false alarms E[TFA]. We argue that telling
security analysts that e.g., they should expect a false alarm
every hour is a more direct and intuitive metric rather than
giving them a probability of false alarm number over a deci-
sion period that will be variable if we use stateful anomaly
detection tests. This way of measuring alarms also deals
with the base rate fallacy, which is the problem where low
false alarm rates such as 0.1% do not have any meaning un-
less we understand the likelihood of attacks in the dataset
(the base rate of attacks). If the likelihood of attack is low,
then low false alarm rates can be deceptive [5].

In all the experiments, the usability metric for each evalu-
ated detection mechanism is obtained by counting the num-
ber of false alarms nFA for an experiment with a duration
TE under normal operation (without attack), so for each
threshold ⌧ we calculate the estimated time for a false alarm
by E[Tfa] ⌅ TE/nFA. Computing the average time be-
tween false alarms in the CUSUM test is more complicated
than with the stateless test. In the CUSUM case, we need to
compute the evolution of the statistic Sk for every threshold
we test, because once Sk hits the threshold we have to reset
it to zero.

Notice that while we have defined a specific impact for
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Algorithm 1: Computing Y axis

1: Define f(y
a
k+1)

2: Select ⌧set = {⌧
1

, ⌧
2

, . . .}, , f , and
Kset = {, . . . , kf � 1}

3: æ(⌧, k) " ⌧set ✓Kset, find
4:

y
aò
k+1(⌧) = argmax

ya
k+1

f(y
a
k+1)

s.t.

Detection Statistic & ⌧

5: æ⌧ " ⌧set, calculate

y � axis = max
k"Kset

f(y
aò
k+1(⌧))

Algorithm 2: Computing X axis

1: Observations Y na with no attacks of time-duration TE

2: æ⌧ " ⌧set, compute

Detection Statistic: DS(Y
na

)

Number of false alarms: nFA(DS , ⌧)

x � axis = E[Tfa(⌧)] = TE/nFA

undetected attacks in our y-axis for clarity, we believe that
designers who want to evaluate their system using our met-
ric should define an appropriate worst case undetected attack
optimization problem specifically for their system. In par-
ticular, the y-axis can be a representation of a cost function
f of interest to the designer. There are a variety of metrics
(optimization objectives) that can be measured such as the
product degradation from undetected attacks, or the histor-
ical deviation of the system under attack <i ∂yi � ŷ

a
i ∂ or the

deviation at the end of the attack ∂yN � ŷ
a
N ∂, etc. A sum-

mary of how to compute the y-axis and the x-axis of our
metric is given in Algorithms 1 and 2.

5. EXPERIMENTAL RESULTS

Table 2: Advantages and disadvantages of di↵erent
evaluation setups.

Reliability of: X-Axis Y-Axis

Real Data #
Testbed G# G#
Simulation #

= well suited, G# = partially suitable, # = least suitable

We evaluate anomaly detection systems under the light of
our Stronger Adversary Model (see section § 4), using our
new metrics in a range of test environments, with individ-
ual strengths and weaknesses (see Table 2). As shown in
the table, real-world data allows us to analyze operational
large-scale scenarios, and therefore it is the best way to test
the x-axis metric E[Tfa]. Unfortunately, real-world data
does not give researchers the flexibility to launch attacks
and measure the impact on all parts of the system. Such
interactive testing requires the use of a dedicated physical
testbed.

A physical testbed has typically a smaller scale than a
real-world operational system, so the fidelity in false alarms
might not be as good as with real data, but on the other
hand, we can launch attacks. The attacks we can launch are,
however, constrained because physical components and de-
vices may su↵er damage by attacks that violate the safety re-
quirements and conditions for which they were designed for.
Moreover, attacks could also drive the testbed to states that
endanger the operator’s and environment’s safety. There-
fore, while a testbed provides more experimental interaction
than real data, it introduces safety constraints for launching
attacks.

Simulations on the other hand, do not have these con-
straints and a wide variety of attacks can be launched. So
our simulations will focus on attacks to actuators and demon-
strate settings that cannot be achieved while operating a
real-world system because of safety constraints. Simulations
also allow us to easily change the control algorithms and to
our surprise, we found that control algorithms have a big
impact on the ability of our attacker to achieve good results
in the y-axis of our metric. However, while simulations allow
us to test a wide variety of attacks, the problem is that the
false alarms measured with a simulation are not going to be
as representative as those obtained from real data or from a
testbed.

5.1 Physical Testbed (EtherNet/IP packets)
In this section, we focus on testbeds that control a real

physical process, as opposed to testbeds that use aHardware-
In-the-Loop (HIL) simulation of the physical process. A HIL
testbed is similar to the experiments we describe in § 5.3.

We developed an attacker who has complete knowledge
of the physical behavior of the system and can manipulate
EtherNet/IP packets and inject attacks. We now apply our
metric to the experiments we started in section § 3.

Attacking pH Level. Because this system is highly non-
linear, apart from the simple physical model (LDS) of or-
der 2 we presented in section § 3, we also applied a system
identification to calculate higher order system models: an
LDS model of order 20 and two nonlinear models (order
50 and 100) based on wavelet networks [52]. Fig. 10 shows
the minimum pH achieved by the attacker after 4-minutes
and against three di↵erent models. Notice that the nonlin-
ear models limited the impact of the stealthy attack by not
allowing deviations below a pH of 5, while our linear model
(which was successful in detecting attacks in our motivating
example) was not able to prevent the attacker from taking
the pH below 5.

5 6 7 8 9 10 11 12
Time (min)

5

6

7

8

pH

pH with Nonlinear order-100
pH with Nonlinear order-50
pH with LDS order-20
pH without Attack

Attack

Figure 10: pH deviation imposed by greedy attacks
while using stateful detection (⌧ = 0.05) with both,
LDS and nonlinear models.
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Figure 11: Comparison of LDS and nonlinear mod-
els to limit attack impact using our metric. Higher
order nonlinear models perform better.

Fig. 11 illustrates the application of our proposed metric
over 10 di↵erent undetected greedy attacks, each averaging
4 minutes, to evaluate the three system models used for
detection. Given enough time, it is not possible to restrict a
deviation of pH below 5. Nevertheless, for all E[Tfa](min),
the nonlinear model of order 100 performs better than the
nonlinear model of order 50 and the LDS of order 20, limiting
the impact of the attack per minute�pH/min. It would take
over 5 minutes for the attacker to deviate the pH below 5
without being detected using a nonlinear model of order 100,
whereas it would take less than 3 minutes with the nonlinear
of order 50 and the LDS of order 20.

5.1.1 Attacking the Water Level
Now we turn to another stage in our testbed. The goal of

the attacker this time is to deviate the water level in a tank
as much as possible until the tank overflows.

While in the pH example we had to use system identifi-
cation to learn LDS and nonlinear models, the evolution of
the water level in a tank is a well-known LDS system that
can be derived from first principles. In particular, we use a
mass balance equation that relates the change in the water
level h with respect to the inlet Qin and outlet Qout volume
of water, given by Area dh

dt
= Q

in �Q
out, where Area is the

cross-sectional area of the base of the tank. Note that in
this process the control actions for the valve and pump are
On/O↵. Hence, Q

in or Q
out remain constant if they are

open, and zero otherwise. Using a time-discretization of 1 s,
we obtain an LDS model of the form

hk+1 = hk +
Q

in
k �Q

out
k

Area
.

Note that while this equation might look like an AR model,
it is in fact an LDS model because the input Q

in
k � Q

out
k

changes over time, depending on the control actions of the
PLC (open/close inlet or start/stop pump). In particular

it is an LDS model with xk = hk, uk = [Q
in
k , Q

out
k ]

T , B =
[

1

Area
,� 1

Area
], A = 1, and C = 1.

Recall that the goal of the attacker is to deviate the water
level in a tank as much as possible until the tank overflows.
In particular, the attacker increases the water level sensor
signal at a lower rate than the real level of water (Fig. 12)
with the goal of overflowing the tank. A successful attack
occurs if the PLC receives from the sensor a High water-level
message (the point when the PLC sends a command to close
the inlet), and at that point, the deviation (�) between the
real level of water and the“fake”level (which just reached the
High warning) is � ' Overflow �High. Fig. 12 shows three

water level attacks with di↵erent increment rates, starting
from the Low level setting and stopping at the High level
setting, and their induced maximum � over the real level.
Only attacks a

1

and a
2

achieve a successful overflow (only
a
2

achieves a water spill), while a
3

deviates the water level
without overflow. In our experiment, High corresponds to a
water level of 0.8 m and Low to 0.5 m. Overflow occurs at
1.1 m. The testbed has a drainage system to allow attacks
that overflow the tank.

Figure 12: Impact of di↵erent increment rates on
overflow attack. The attacker has to select the rate
of increase with the lowest slope while remaining
undetected.
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Figure 13: Comparison of stateful and stateless de-
tection. At 0.3m the tank overflows, so stateless
tests are not good for this use case. ⌧b, ⌧c correspond
to the threshold associated to some E[Tfa].

Because it was derived from “first principles”, our LDS
model is a highly accurate physical model of the system, so
there is no need to test alternative physical models. How-
ever, we can combine our LDS model with a stateless test,
and with a stateful test and see which of these detection
tests can limit the impact of stealthy attacks.

In particular, to compute our metric we need to test state-
less and stateful mechanisms and obtain the security metric
that quantifies the impact � of undetected attacks for sev-
eral thresholds ⌧ . We selected the parameter � = 0.002 for
the stateful (CUSUM) algorithm, such that the detection
metric Sk remains close to zero when there is no attack.
The usability metric is calculated for TE = 8 h, which is the
time of the experiment without attacks.

Fig. 13 illustrates the maximum impact caused by 20 dif-
ferent undetected attacks, each of them averaging 40 min-
utes. Even though the attacks remained undetected, the
impact using stateless detection is such that a large amount
of water can be spilled. Only for very small thresholds is it
possible to avoid overflow, but it causes a large number of
false alarms. On the other hand, stateful detection limits
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the impact of the adversary. Note that to start spilling wa-
ter (i.e., � > 0.3 m) a large threshold is required. Clearly,
selecting a threshold such that E[Tfa] = 170 min can avoid
the spilling of water with a considerable tolerable number of
false alarms.

In addition to attacking sensor values, we would like to
analyze undetected actuation attacks. To launch attacks on
the actuators (pumps) of this testbed, we would need to turn
them On and O↵ in rapid succession in order try to main-
tain the residuals of the system low enough to avoid being
detected. We cannot do this on real equipment because the
pumps would get damaged. Therefore, we will analyze unde-
tected actuator attacks with simulations (where equipment
cannot be damaged) in § 5.3.

5.2 Large-Scale Operational Systems (Modbus
packets)

We were allowed to place a network sni↵er on a real-world
operational large-scale water facility in the U.S. We collected
more than 200GB of network packet captures of a system
using the Modbus/TCP [63] industrial protocol. Our goal
is to extract the sensor and control commands from this
trace and evaluate and compare alternatives presented in
the survey.

The network has more than 100 controllers, some of them
with more than a thousand registers. In particular, 1) 95%
of transmissions are Modbus packets and the rest 5% corre-
sponds to general Internet protocols; 2) the trace captured
108 Modbus devices, of which one acts as central master,
one as external network gateway, and 106 are slave PLCs;
3) of the commands sent from the master to the PLCs, 74%
are Read/Write Multiple Registers (0x17) commands, 20%
are Read Coils (0x01) commands, and 6% are Read Discrete
Inputs (0x02) commands; and 4) 78% of PLCs count with
200 to 600 registers, 15% between 600 to 1000, and 7% with
more than 1000.

We replay the tra�c traces in packet capture (pcap) for-
mat and use Bro [51] to track the memory map of holding
(read/write) registers from PLCs. We then use Pandas [68],
a Python Data Analysis Library, to parse the log generated
by Bro and to extract per PLC the time series correspond-
ing to each of the registers. Each time series corresponds to
a signal (yk) in our experiments. We classify the signals as
91.5% constant, 5.3% discrete and 3.2% continuous based
on the data characterization approach proposed to analyze
Modbus traces [21] and uses AR models (as in Eq. (1)). We
follow that approach by modeling the continuous time-series
in our dataset with AR models. The order of the AR model
is selected using the Best Fit criteria from the Matlab sys-
tem identification toolbox [39], which uses unexplained out-
put variance, i.e., the portion of the output not explained
by the AR model for various orders [41].

Using the AR model, our first experiment centers on de-
ciding which statistical detection test is better, a stateless
test or the stateful CUSUM change detection test. Fig. 14
shows the comparison of stateless vs. stateful tests with our
proposed metrics (where the duration of an undetected at-
tack is 10 minutes). As expected, once the CUSUM statis-
tic reaches the threshold Sk = ⌧ , the attack no longer has
enough room to continue deviating the signal without be-
ing detected, and larger thresholds ⌧ do not make a di↵er-
ence once the attacker reaches the threshold, whereas for
the stateless test, the attacker has the ability to change the
measurement by ⌧ units at every time step.

Having shown that a CUSUM (stateful) test reduces the

impact of a stealthy attack when compared to the stateless
test we now show how to improve the AR physical model
previously used by Hadziosmanovic et al. [21]. In particular,
we notice that Hadziosmanovic et al. use an AR model per
signal ; this misses the opportunity of creating models of how
multiple signals are correlated, creating correlated physical
models will limit the impact of undetected attacks.
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Figure 14: Stateful performs better than stateless
detection: The attacker can send larger undetected
false measurements for the same expected time to
false alarms.
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Figure 15: Three example signals with significant
correlations. Signal S

16

is more correlated with S
19

than it is with S
8

.

Spatial and Temporal Correlation. In an ideal situ-
ation the water utility operators could help us identify all
control loops and spatial correlations of all variables (the
water pump that controls the level of water in a tank etc.);
however, this process becomes di�cult to perform in a large-
scale system with thousands of control and sensor signals
exchanged every second; therefore we now attempt to find
correlations empirically from our data. We correlate sig-
nals by computing the correlation coe�cients of di↵erent
signals s

1

, s
2

, ⇧, sN . The correlation coe�cient is a nor-
malized variant of the mathematical covariance function:
corr(si, sj) = cov(si,sj )

’

cov(si,si)cov(sj ,sj )
where cov(si, sj) denotes

the covariance between si and sj and correlation ranges
between �1 & corr(si, sj) & 1. We then calculate the p-
value of the test to measure the significance of the corre-
lation between signals. The p-value is the probability of
having a correlation as large (or as negative) as the ob-
served value when the true correlation is zero (i.e., testing
the null hypothesis of no correlation, so lower values of p
indicate higher evidence of correlation). We were able to
find 8,620 correlations to be highly significant with p = 0.
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Because corr(si, sj) = corr(sj , si) there are 4,310 unique sig-
nificant correlated pairs. We narrow down our attention to
corr(si, sj) > .96. Fig. 15 illustrates three of the correlated
signals we found. Signals s

16

and s
19

are highly correlated
with corr(s

16

, s
19

) = .9924 while s
8

and s
19

are correlated
but with a lower correlation coe�cient of corr(s

8

, s
19

) =
.9657. For our study we selected to use signal s

8

and its
most correlated signal s

17

which are among the top most
correlated signal pairs we found with corr(S

8

, S
17

) = .9996.
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Figure 16: Using the defined metrics, we show how
our new correlated AR models perform better (with
stateless or stateful tests) than the AR models of
independent signals.

Our experiments show that an AR model trained with cor-
related signals (see Fig. 16) is more e↵ective in limiting the
maximum deviation the attacker can achieve (assuming the
attacker only compromises one of the signals). For that rea-
son, we encourage future work to use correlated AR models
rather than AR models of single signals.

5.3 Simulations of the Physical World
With simulations we can launch actuator attacks without

the safety risk of damaging physical equipment. In partic-
ular, in this section we launch actuation attacks and show
how the control algorithm used can significantly limit the
impact of stealthy attackers. In particular we show that the
Integrative part of a Proportional Integral Derivative (PID)
control algorithm (or a PI or I control algorithm) can correct
the deviation injected by the malicious actuator, and force
the system to return to the correct operating state.

We use simulations of primary frequency control in the
power grid as this is the scenario used by the Aurora at-
tack [69]. Our goal is to maintain the frequency of the power
grid as close as possible to 60Hz, subject to perturbations—
i.e., changes in the MegaWatt (MW) demand by consumers—
and attacks.

We assume that the attacker takes control of the actua-
tors. When we consider attacks on a control signal, we need
to be careful to specify whether or not the anomaly detection
system can observe the false control signal. In this section,
we assume the worst case: our anomaly detection algorithm
cannot see the manipulated signal and indirectly observes
the attack e↵ects from sensors (e.g., vk is controlled by the
attacker, while the detection algorithm observes the valid uk

control signal, see Fig. 1).
Attacking a sensor is easier for our stealthy adversary be-

cause she knows the exact false sensor value ŷ that will al-
low her to remain undetected while causing maximum dam-
age. On the other hand, by attacking the actuator the at-
tacker needs to find the input uk that deviates the frequency
enough, but still remains undetected. This is harder be-
cause even if the attacker has a model of the system, the

output signal is not under complete control of the attacker:
consumers can also a↵ect the frequency of the system (by
increasing or decreasing electricity consumption), and there-
fore they can cause an alarm to be generated if the attacker
is not conservative. We assume the worst possible case of
an omniscient adversary that knows how much consumption
will happen at the next time-step (this is a conservative ap-
proach to evaluate the security of our system, in practice
we expect the anomaly detection system to perform better
because no attacker can predict the future).

0 2 4 6

0.1

0.2

0.3

0.4

0.5

0.6

0.7 LDS model

E[Tfa] (min)

M
ax

im
um

 ∆
f (

H
z)

00 2 4 6

10

12

14

16

18

20 AR model

E[Tfa] (min)

M
ax

im
um

 ∆
f (

H
z)

8

0 0.050

0.2

0.4

Stateless test
Stateful test Stateless test

Stateful test

Figure 17: These figures show two things: (1) the
stateful (CUSUM) test performs better than state-
less tests when using AR (left) or LDS (right) mod-
els, and (2) LDS models perform an order of mag-
nitude better than AR models (right vs left). Only
for really small values of ⌧ < � (0.04 minutes on av-
erage between false alarms), will the stateless test
performs better than the stateful test.

We now evaluate all possible combinations of the pop-
ular physical models and detection statistics illustrated in
Table 1. In particular we want to test AR models vs. LDS
models estimated via system identification (SLS models do
not make sense here because our system is dynamic) and
stateless detection tests vs. stateful detection tests.

We launch an undetected actuator attack after 50 seconds
using stateless and stateful detection tests for both: AR and
LDS physical models. Our experiments show that LDS mod-
els outperform AR models, and that stateful models (again)
outperform stateless models, as illustrated in Fig 17. These
wide variations in frequency would not be tolerated in a real
system, but we let the simulations continue for large fre-
quency deviations to illustrate the order of magnitude ability
from LDS models to limit the impact of stealthy attackers
when compared to AR models.

Having settled for LDS physical models with CUSUM as
the optimal combination of physical models with detection
tests, we now evaluate the performance of di↵erent control
algorithms, a property that has rarely been explored in our
survey of related work. In particular, we show how Integra-
tive control is able to correct undetected actuation attacks.

In particular we compare one of the most popular control
algorithms: P control, and then we compare it to PI control.
If the system operator has a P control of the form uk = Kyk,
the attacker can a↵ect the system significantly, as illustrated
in Fig. 18. However, if the system operator uses a PI control,
the e↵ects of the attacker are limited: The actuator attack
will tend to deviate the frequency signal, but this deviation
will cause the controller to generate a cumulative compensa-
tion (due to the integral term) and because the LDS model
knows the e↵ect of this cumulative compensation, it is going
to expect the corresponding change in the sensor measure-
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Figure 18: Left: The real (and trusted) frequency
signal is increased to a level higher than the one ex-
pected (red) by our model of physical system given
the control commands. Right: If the defender uses a
P control algorithm, the attacker is able to maintain
a large deviation of the frequency from its desired
60Hz set point.
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Figure 19: Same setup as in Fig. 18, but this time
the defender uses a PI control algorithm: this results
in the controller being able to drive the system back
to the desired 60Hz operation point.

ment. As a consequence, to maintain the distance between
the estimated and the real frequency below the threshold,
the attack would have to decrease its action. At the end,
the only way to maintain the undetected attack is when the
attack is non-existent ua

k = 0, as shown in Fig. 19.
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Figure 20: Di↵erences between attacking sensors
and actuators, and e↵ects when the controller runs
a P control algorithm vs. a PI control algorithm.

In all our previous examples with attacked sensors (except
for the pH case), the worst possible deviation was achieved
at the end of the attack, but for actuation attacks (and PI
control), we can see that the controller is compensating the
attack in order to correct the observed frequency deviation,
and thus the final deviation will be zero: that is, the asymp-
totic deviation is zero, while the transient impact of the
attacker can be high. Fig. 20 illustrates the di↵erence be-
tween measuring the maximum final deviation of the state

of the system achieved by the attacker, and the maximum
temporary deviation of the state of the system achieved by
the attacker.

As we can see, the control algorithm plays a fundamental
role in how e↵ective an actuation attack can be. An at-
tacker that can manipulate the actuators at will can cause
a larger frequency error but for a short time when we use
PI control; however, if we use P control, the attacker can
launch more powerful attacks causing long-term e↵ects. On
the other hand, attacks on sensors have the same long-term
negative e↵ects independent of the type of control we use
(P or PI). Depending on the type of system, short-term ef-
fects may be more harmful than long-term errors. In our
power plant example, a sudden frequency deviation larger
than 0.5 Hz can cause irreparable damage on the generators
and equipment in transmission lines (and will trigger pro-
tection mechanisms disconnecting parts of the grid). Small
long-term deviations may cause cascading e↵ects that can
propagate and damage the whole grid.

While it seems that the best option to protect against
actuator attacks is to deploy PI controls in all generators,
several PI controllers operating in parallel in the grid can
lead to other stability problems. Therefore often only the
central Automatic Generation Control (AGC) implements a
PI controller although distributed PI control schemes have
been proposed recently [3].

Recall that we assumed the actuation attack was launched
by an omniscient attacker that knows even the specific load
the system is going to be subjected (i.e., it knows exactly
how much will consumers demand electricity at every time-
step, something not even the controller knows). For many
practical applications, it will be impossible for the attacker
to predict exactly the consequence of its actuation attack
due to model uncertainties (consumer behavior) and random
perturbations. As such, the attacker has a non-negligible
risk of being detected when launching actuation attacks when
compared to the 100% certainty the attacker has of not be-
ing detected when launching sensor attacks. In practice,
we expect that an attacker that would like to remain unde-
tected using actuation attacks will behave conservatively to
accommodate for the uncertainties of the model, and thus
we expect that the maximum transient deviation from actu-
ation attacks will be lower.

6. CONCLUSIONS

6.1 Findings
We introduced theoretical and practical contributions to

the growing literature of physics-based attack detection in
control systems. Our literature review from di↵erent do-
mains of expertise unifies disparate terminology, and nota-
tion. We hope our e↵orts can help other researchers refine
and improve a common language to talk about physics-based
attack detection across computer security, control theory,
and power system venues.

In particular, in our survey we identified a lack of unified
metrics and adversary models. We explained in this paper
the limitations of previous metrics and adversary models,
and proposed a novel stealthy and adaptive adversary model,
together with its derived intrusion detection metric, that can
be used to study the e↵ectiveness of physics-based attack-
detection algorithms in a systematic way.

We validated our approaches in multiple setups, includ-
ing: a room-size water treatment testbed, a real large-scale
operational system managing more than 100 PLCs, and sim-
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ulations of primary frequency control in the power grid. We
showed in Table 2 how each of these validation setups has
advantages and disadvantages when evaluating the x-axis
and y-axis of our proposed metric.

One result we obtained across our testbed, real opera-
tional systems, and simulations, is the fact that stateful
tests perform better than stateless tests. This is in stark
contrast to the popularity of stateless detection statistics
as summarized in Table 1. We hope our paper motivates
more implementations of stateful instead of stateless tests
in future work.

We also show that for a stealthy actuator attack, PI con-
trols play an important role in limiting the impact of this
attack. In particular we show that the Integrative part of
the controller corrects the system deviation and forces the
attacker to have an e↵ective negligible impact asymptoti-
cally.

Finally, we also provided the following novel observations:
(1) finding spatio-temporal correlations of Modbus signals
has not been proposed before, and we showed that these
models are better than models of single signals, (2) while
input/output models like LDS are popular in control the-
ory, they are not frequently used in papers published in se-
curity conferences, and we should start using them because
they perform better than the alternatives, unless we deal
with a highly-nonlinear model, in which case the only way
to limit the impact of stealthy attacks is to estimate non-
linear physical models of the system, and (3) we show why
launching undetected attacks in actuators is more di�cult
than in sensors.

6.2 Discussion and Future Work
While physics-based attack detection can improve the se-

curity of control systems, there are some limitations. For ex-
ample, in all our experiments the attacks a↵ected the resid-
uals and anomaly detection statistics while keeping them
below the thresholds; however, there are special cases where
depending on the power of the attacker or the characteris-
tics of the plant, the residuals can remain zero (ignoring the
noise) while the attacker can drive the system to an arbi-
trary state. For example, if the attacker has control of all
sensors and actuators, then it can falsify the sensor readings
so that our detector believes the sensors are reporting the
expected state given the control signal, while in the mean-
time, the actuators can control the system to an arbitrary
unsafe condition.

Similarly, some properties of the physical systems can
also limit us from detecting attacks. For example, systems
vulnerable to zero-dynamics attacks [61], unbounded sys-
tems [62], and highly non-linear or chaotic systems [48].

Finally, one of the biggest challenges for future work is
the problem of how to respond to alerts. While in some
control systems simply reporting the alert to operators can
be considered enough, we need to consider automated re-
sponse mechanisms in order to guarantee the safety of the
system. Similar ideas in our metric can be extended to
this case, where instead of measuring the false alarms, we
measure the impact of a false response. For example, our
previous work [10] considered switching a control system to
open-loop control whenever an attack in the sensors was de-
tected (meaning that the control algorithm will ignore sensor
measurements and will attempt to estimate the state of the
system based only on the expected consequences of its con-
trol commands). As a result, instead of measuring the false
alarm rate, we focused on making sure that a reconfiguration
triggered by a false alarm would never drive the system to

an unsafe state. Therefore maintaining safety under both,
attacks and false alarms, will need to take priority in the
study of any automatic response to alerts.
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[4] K. J. Åström and P. Eykho↵. System identification—a
survey. Automatica, 7(2):123–162, 1971.

[5] S. Axelsson. The base-rate fallacy and the di�culty of
intrusion detection. ACM Transactions on Information
and System Security (TISSEC), 3(3):186–205, 2000.

[6] C.-z. Bai and V. Gupta. On Kalman filtering in the
presence of a compromised sensor : Fundamental
performance bounds. In Proceedings of American
Control Conference, pages 3029–3034, 2014.

[7] C.-z. Bai, F. Pasqualetti, and V. Gupta. Security in
stochastic control systems : Fundamental limitations
and performance bounds. In Proceedings of American
Control Conference, 2015.

[8] R. B. Bobba, K. M. Rogers, Q. Wang, H. Khurana,
K. Nahrstedt, and T. J. Overbye. Detecting false data
injection attacks on DC state estimation. In
Proceedings of Workshop on Secure Control Systems,
volume 2010, 2010.

[9] A. Carcano, A. Coletta, M. Guglielmi, M. Masera,
I. N. Fovino, and A. Trombetta. A multidimensional
critical state analysis for detecting intrusions in
SCADA systems. IEEE Transactions on Industrial
Informatics, 7(2):179–186, 2011.

1103
SP-1023

Urbina, David; Cardenas, Alvaro; Tippenhauer, Niles O.; Valente, Junia; Faisal, Mustafa; Ruths, Justin; Candell Jr., Richard; Sandberg, Heinrik. "Limiting The Impact of Stealthy Attacks on Industrial Control Systems." Paper presented at the 23rd ACM Conference on Computer and Communications Security, Vienna, Austria, Oct 24-28, 2016.

Urbina, David; Cardenas, Alvaro; Tippenhauer, Niles O.; Valente, Junia; Faisal, Mustafa; Ruths, Justin; Candell Jr., Richard; 
Sandberg, Heinrik. “Limiting The Impact of Stealthy Attacks on Industrial Control Systems.” 

Paper presented at the 23rd ACM Conference on Computer and Communications Security, Vienna, Austria, Oct 24-28, 2016.



[10] A. A. Cardenas, S. Amin, Z.-S. Lin, Y.-L. Huang,
C.-Y. Huang, and S. Sastry. Attacks against process
control systems: risk assessment, detection, and
response. In Proceedings of the ACM symposium on
information, computer and communications security,
pages 355–366, 2011.

[11] A. A. Cárdenas, J. S. Baras, and K. Seamon. A
framework for the evaluation of intrusion detection
systems. In Proceedings of Symposium on Security and
Privacy, pages 77–91. IEEE, 2006.

[12] S. Cui, Z. Han, S. Kar, T. T. Kim, H. V. Poor, and
A. Tajer. Coordinated data-injection attack and
detection in the smart grid: A detailed look at
enriching detection solutions. Signal Processing
Magazine, IEEE, 29(5):106–115, 2012.

[13] G. Dán and H. Sandberg. Stealth attacks and
protection schemes for state estimators in power
systems. In Proceedings of Smart Grid
Commnunications Conference (SmartGridComm),
October 2010.

[14] K. R. Davis, K. L. Morrow, R. Bobba, and E. Heine.
Power flow cyber attacks and perturbation-based
defense. In Proceedings of Conference on Smart Grid
Communications (SmartGridComm), pages 342–347.
IEEE, 2012.

[15] V. L. Do, L. Fillatre, and I. Nikiforov. A statistical
method for detecting cyber/physical attacks on
SCADA systems. In Proceedings of Control
Applications (CCA), pages 364–369. IEEE, 2014.

[16] E. Eyisi and X. Koutsoukos. Energy-based attack
detection in networked control systems. In Proceedings
of the Conference on High Confidence Networked
Systems (HiCoNs), pages 115–124, New York, NY,
USA, 2014. ACM.

[17] N. Falliere, L. O. Murchu, and E. Chien. W32. stuxnet
dossier. White paper, Symantec Corp., Security
Response, 2011.

[18] D. Formby, P. Srinivasan, A. Leonard, J. Rogers, and
R. Beyah. Who’s in control of your control system?
Device fingerprinting for cyber-physical systems. In
Network and Distributed System Security Symposium
(NDSS), Feb, 2016.

[19] R. M. Gerdes, C. Winstead, and K. Heaslip. CPS: an
e�ciency-motivated attack against autonomous
vehicular transportation. In Proceedings of the Annual
Computer Security Applications Conference (ACSAC),
pages 99–108. ACM, 2013.

[20] A. Giani, E. Bitar, M. Garcia, M. McQueen,
P. Khargonekar, and K. Poolla. Smart grid data
integrity attacks: characterizations and
countermeasures ⇡. In Proceedings of Smart Grid
Communications Conference (SmartGridComm),
pages 232–237. IEEE, 2011.
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Abstract—A methodology for the evaluation of ultra-fast 
interfacial traps, using jitter measurements as a probe, is 
developed. This methodology is applied to study the effect of PBTI 
stress on the density of ultra-fast electron traps (with 500 ps to 5 
ns characteristic capture/emission times) in a high-k/Si 
nMOSFET. It is shown, that in spite of an observed increase of 
timing jitter after PBTI stress, this increase may not be correlated 
with an increasing density of interface traps. Rather, it is solely 
caused by a VT shift which simply decreases the output signal 
amplitude. The results indicate that ultra-fast (presumably 
interface) traps may not be affected by PBTI stress.  

Index Terms—Dit. jitter, high-K MOS, Interface 
characterization. 

I. INTRODUCTION
Timing jitter, manifested as a deviation of signal timing 

edges from their “correct” positions, is always an undesirable 
factor in electronics and telecommunications as it leads to 
corruption of signaling intervals. These jitter-induced errors 
impose limitations on the operating speed of modern integrated 
circuits. For the case of discrete MOSFETs, charge trapping and 
detrapping by fast traps is one of the possible origins of jitter. 
Fig. 1 illustrates the mechanistic description of jitter caused by 
electron trapping at the defects in the gate dielectric stack. 

Previously, we developed a methodology to measure the 
jitter of a single device at realistic circuit speeds in response to 
BTI stress [1,2]. In this study, we apply similar techniques to 
probe fast electron traps (defects in the gate stack) in Si/high-k 
nMOSFETs. Using this approach, we attribute PBTI-induced 

jitter increase to a VT shift, with seemingly no noticeable 
generation of fast electron traps in the devices under 
investigation.  

II. EXPERIMENT

The experimental set-up is shown in Fig. 2. High-k/Si 
nMOSFETs with 2 nm HfO2/0.8 nm SiO2 gate stacks were used 
(30 μm X 100 nm). A user-defined sequence of ultra-fast pulses 
with variable widths and intervals between them was applied to 
the gate terminal of the device under study, while the drain 
terminal followed by a 50 ohm load resistor was held at constant 
voltage Vd ≈ 1 V. The high-speed pattern generator used in the 
experiment had fixed rise and fall times ≈25 ps. Fast rise an fall 
times are essential for high resolution jitter measurements. The 
pattern generator clock rate was set to 2 GBit/s, the maximum 
clock rate at which the device response was not strongly 
affected by an RC delay (originating from device parasitics). 
The amplitude of the pulses were chosen to be high enough to 
open the device during the pulse (on-time interval), and to keep 
the device channel closed in between the pulses (off-time 
interval). The output drain current response was measured using 
a fast sampling oscilloscope and visualized using an eye 
diagram representation. Random fluctuations of the number of 
filled fast traps in the device under study after each on/off 
sequence should cause a variation in the device threshold 
voltage, and thus, should result in a distribution of transistor 
turn-on/off timing edges – jitter.  
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Figure 2. Experimental set-up. Device layout is designed to minimize 
parasitics. For these devices, the maximum data rate is 2 GBit/s. The 
experimental system is capable of 20 GBit/s characterizations. 

Figure 1. Schematic of trap kinetics during on (MOSFET channel is open) and 
off (MOSFET channel is closed) periods of the gate pulse sequence. Different 
numbers of traps are filled after each ton and toff interval causing VT variation, 
and as a result, jitter of the output signal (dashed lines in the bottom panel).  
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III. RESULTS AND DISCUSSION

It was shown earlier [1,2] that a sequence of pulses of fixed 
width fired with fixed duty cycle, i.e. a signal pattern generated 
by a ring oscillator (RO), commonly used for jitter evaluation, 
does not allow one to confidently measure stress-related 
increase of jitter in a MOSFET. Involving numerical Monte 
Carlo simulations of trap charging/discharging kinetics, we 
discovered that driving the MOS transistor’s gate with a RO 
pattern would not be an efficient way to produce jitter 
associated with filling/emptying traps at the oxide/channel 
interface. To maximize variation of the number of filled traps 
in the device at the time of each timing edge, it is beneficial to 
use a pseudo-random input signal pattern. (The details about 
simulations and results of the evaluation of the method 
sensitivity will be published elsewhere.) Pseudo-random binary 
bit sequence (PRBS) is well known in telecommunications [3]. 

Figure 3. Generated pseudo-random (PRBS) input gate patterns with ton 
(and toff) following a Poisson distribution. With characteristic time τ0 
ranging from 750 ps to 5 ns to probe different traps through the oxide 
thickness. 

For example, PRBS-15 consists of 215 − 1 bits, with on and 
off bits repeated in a random order, forming ton and toff 
intervals of random lengths. The distributions of numbers of 
repeating bits of the same value in the PRBS follow a Poisson 
distribution. Employing input signal patterns with different 
characteristic parameter, τ0, (see Fig. 3) of the Poisson 
distribution of τON and τOFF in our experiment, we measured 
jitter of rising and falling edges of the output signal at 
different signal levels (Fig. 4). In our experiment, τ0 was 
changed in range from 750 ps up to 5 ns and was kept the 
same for distributions of both ton and toff  interval lengths. 
The length of the pattern (16384 bits) and the number of 
pattern repetitions (4 times) taken for the jitter analysis is a 
tradeoff between the desired time resolution, the depth of the 
available oscilloscope memory, and the number of desired 
timing edges in the pattern. The latter should be sufficient to 
obtain statistically significant jitter distributions. It is worth 
noting that measuring jitter at different signal levels results 
in higher confidence in analyzing jitter distributions; this 
approach makes the analysis at least partially immune to any 
stress induced changes of the shape of the output signal. Note 
that purposeful variations of the PRBS characteristic times, 
τ0, effectively varies the defect profiling range and can be a 
useful experimental tool to identify defects contributions to 
jitter, their characteristic capture and emission times, and 
location within the oxide stack. 

Figure 4. Representative experimental results show an eye diagram 
representation of the transistor output signal obtained using 2 GBit/s PRBS 
input signal (τ0 = 750 ps, T = 300 K, Vdd ≅ 1.0 V, and VT = 0.3 V). The 
bottom panel illustrates the distribution of timing edge positions in the 
output signal measured at different signal levels for both the rising and 
falling edges. The dispersion, σDDj, in each distribution is used as a figure of 
merit to quantify the jitter. 

The described methodology was applied to evaluate the 
generation of fast electron traps during PBTI stress in a 
MOSFET with a high-k gate stack. Devices under investigation 
were stressed at room temperature by applying +1.9 V to the 
gate while drain, source, and substrate were grounded. The 
stress was interrupted to perform jitter measurements. In an 
effort to remove recoverable degradation from consideration, 
all terminals were held at 0 V for a time period equal to the 
stress duration prior to each jitter measurement. 

Figure 5. The left panel illustrates the pre- and post- PBTI eye diagrams as 
measured using a PRBS (τ0 = 750 ps) input gate waveform. PBTI stress: 4000 
s @ VG,stress = +1.9 V, Vd = Vs = Vsub = 0 V, T = 300 K). The PBTI induced VT 
shift necessarily reduces the output signal amplitude and subsequently increases 
σDDj. However, a simple correction of the eye diagram for the VT shift 
(ΔVg= ΔVg0 + ΔVT) completely compensates the increase of the timing jitter. 
The right panel schematically illustrates how a reduction in signal amplitude 
necessarily causes an increase in measured jitter. 
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Fig. 5 (right panel) shows representative eye diagrams of the 
output drain signal before and after stress, obtained using a 
PRBS gate pattern with τ0 = 750 ps. The stress introduces the 
expected increase in jitter of both the on and off timing edges. 

However, more detailed analysis did not relate the observed 
increase of the timing jitter with an increase of the interface trap 
density. After PBTI stress, reduction of the amplitude of the 
output signal from the MOSFETs under investigation was 
observed. The increase in measured jitter after stress was 
attributed to the stress related reduction of the output signal 
amplitude. The left panel of Fig. 5 schematically illustrates how 
a reduction in signal amplitude causes an increase in measured 
jitter. While the experimental rise and fall times of the input 
gate signal are kept the same, the VT shift-induced reduction of 
output amplitude, ΔVd, causes a reduction of the measured 
dΔVd/dt slope, and thus, increases jitter. After the amplitude of 
the input signal was increased to compensate for the stress-
induced VT shift (ΔVg=ΔVg0+ΔVT), the stress-induced increase 
of timing jitter, ΔσDDj =σDDj (tstress)−σDDj(0), was completely 
compensated (Fig. 6). I.e. the observed stress induced jitter 
increase was strongly linked to a more permanent VT shift and 
had very little to do with the generation of new fast traps in the 
device under study.  

. 
Figure 6. Jitter (σDDj) of the transistor output signal rising edge vs. PBTI stress 
time (Vstress = 1.9 V. T = 300 K). Jitter is measured using a PRBS pattern with 
τ0=4.5 ns, at the signal level = 50% of the output signal amplitude. The blue 
dotted line reports the as measured jitter distributions (ΔVG = 1.2 V). The black 
line is obtained by correcting for VT shift after each stress.  

We note that this increased jitter derived from the output 
signal amplitude reduction will impact the device timing and 
presumably the circuit timing, if introduced into a circuit, 
regardless of the origin of the increase. However, it is beneficial 
to know the physical mechanism responsible for the discussed 
increase of timing jitter during stress, as well as the reversibility 
of the jitter increase, and its connection with the specific types 
of defects in the device gate stack.  

Pseudo-random bit patterns with different characteristic 
times, τ0, were used in the experiment. If an input signal pattern 
with a longer τ0 was used, one would expect to observe a 
contribution to jitter from larger numbers of traps, including 
traps located further away from the Si/SiO2 interface. Fig. 7 
shows the measured dependence of σDDj versus τ0 before and 
after stress, and after increasing the input signal amplitude to 
compensate for the stress-induced increase of the device 
threshold voltage, VT. The curves in Fig. 7 show very little 

dependence on τ0. The seeming independence of jitter versus τ0 
implies that increasing average time intervals (ton and toff) do 
not necessarily cause an interaction of channel electrons with 
the larger numbers of traps. This may be an indication that fast 
traps contributing to jitter at the 2 Gbt/s rate have characteristic 
response times shorter than 750 ps – the shortest value of τ0 
used in the experiment.  

Figure 7. Jitter (σDDj) of the turn-on (dashed) and turn-off (solid) edges of the 
transistor output signal vs. the characteristic pattern distribution times (τ0). 
These measurements are shown for both 50 % signal level. (a) Before stress. (b) 
After 4 ks PBTI stress (c) After stress, but corrected for VT shift. The VT 
corrected post PBTI jitter returns to the pre-stress levels.

IV. CONCLUSION

We develop a methodology to quantify ultra-fast 
(presumably interface) traps using jitter measurements as a 
probe. This methodology was applied to study the timing 
impact of PBTI stress in high-k/Si nMOSFETs (500 ps to 5 ns 
scale). It is shown that PBTI stress does increase the observed 
jitter, but that this increase is solely caused by a more permanent 
VT shift, which decreases the output signal amplitude. More 
interestingly, our results indicate that PBTI does not cause 
detectable increase of the density of fast interface traps. This 
observation is in line with the literature reports stating that, 
contrarily to NBTI, PBTI stress does not create new fast defects 
at the Si/SiO2 interface [4,5]. 

On the other hand, the evolution of MOSFET technology 
from SiO2/poly-Si, to high-k/metal gate, and to III-V/high-k, 
has seen the level of acceptable interface defect density 
increase. This functions to enhance the significance of timing 
jitter moving forward. Thus, augmenting typical reliability data 
with circuit speed jitter measurements results in more complete 
understanding to optimize fabrication processes.  

The developed methodology can be used for the evaluation 
of the interface quality and quantification of fast interface traps 
in MOSFET and HEMT devices, built using different 
technologies and material systems. It can be used to study the 
interface degradation induced by different type of stresses, 
including radiation effects. 
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Virtual rough samples to test 3D nanometer-scale scanning electron 
microscopy stereo photogrammetry

J.S. Villarrubia, V.N. Tondare, and A.E. Vladár
Engineering Physics Division, Physical Measurements Laboratory, National Institute of Standards 

and Technology,† Gaithersburg, MD, USA 20899

ABSTRACT

The combination of scanning electron microscopy for high spatial resolution, images from multiple angles to provide 3D
information, and commercially available stereo photogrammetry software for 3D reconstruction offers promise for
nanometer-scale dimensional metrology in 3D. A method is described to test 3D photogrammetry software by the use of
virtual samples—mathematical samples from which simulated images are made for use as inputs to the software under
test. The virtual sample is constructed by wrapping a rough skin with any desired power spectral density around a smooth
near-trapezoidal line with rounded top corners. Reconstruction is performed with images simulated from different angular
viewpoints. The software’s reconstructed 3D model is then compared to the known geometry of the virtual sample. Three
commercial photogrammetry software packages were tested. Two of them produced results for line height and width that
were within close to 1 nm of the correct values. All of the packages exhibited some difficulty in reconstructing details of
the surface roughness.

Keywords: critical dimension (CD), dimensional metrology, model-based metrology, scanning electron microscopy
(SEM), simulation, stereo photogrammetry, surface roughness, virtual sample

1. INTRODUCTION

With the introduction of non planar memory and logic devices beginning at the 22 nm node, semiconductor electronic
devices began to have significant functional dependence on vertical dimensions of their structures. For FinFET or
Tri-Gate transistor architectures, for example, the size of the conducting gate channel depends on the height of the fin.
Structure height, wall angles, and sidewall roughness join width as critical process variables.1 

In a scanning electron microscope (SEM) image, the lateral dimensions are spatial. The vertical dimension is an intensity
related to the backscattered or secondary electron yield. The yield variation carries spatial information that can be
retrieved with the help of a model that relates yield to shape.2,3 Alternatively, tilting the sample permits a new image in
which the vertical axis of the former image has a component in the new lateral direction. The change in lateral separation
of features (known as disparity) is a function of tilt angles and the height difference of the features. Stereo photogramme-
try (by which we mean estimation of 3D coordinates from sets of two or more images) may be used to reconstruct the 3D
sample. Piazzesi described the mathematics of such reconstruction for SEM in 1973.4 Others have looked extensively into
various measuring and instrument errors, their avoidance, and their effect on the quality of reconstruction.5-8

There are beginning to be a large number of options for software to determine 3D sample shape from multiple views. At
the time of this writing, 58 are listed in the Wikipedia article on “Comparison of photogrammetry software.” When the
purpose of 3D reconstruction is not merely an artistically pleasing rendering, but rather quantitative accurate measure-
ment, how is one to judge the adequacy of software? In this paper we adopt the approach of using a virtual sample to
assess software performance. By a virtual sample, we mean a mathematical description of an object that does not exist in
reality. We make images of the object from different angles using the JMONSEL3 simulator, much as one would make
measurements of a real object in an actual SEM. These images then become the inputs to the stereo photogrammetry soft-
ware. A disadvantage of this approach is that it does not test contributions of the instrument to measurement errors. For

† Contributions of the National Institute of Standards and Technology are not subject to copyright in the United States.
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this reason, it is not a complete test; such errors must be assessed in other ways. The advantage of the approach is that the
true sample shape is known with mathematical accuracy, a level that measurement errors make impossible to replicate in
real samples at the nanometer scale relevant for features of interest in semiconductor electronics applications. This makes
it possible for software designers to determine whether an algorithm strategy—more noise filtering or less, the method of
discovery of homologous points in images of the input set, approximation A vs. approximation B—improves not only the
appearance but the accuracy of the result.

The virtual sample was made rough, which permitted photogrammetry software to locate a high density of homologous
points in image sets. We purchased three commercial software packages that advertise their use with SEM. We designate
these A, B, and C, intentionally leaving them otherwise unspecified. We used these to reconstruct the sample shape. The
center profile of the reconstructed shape was compared to the corresponding true profile from the virtual sample in order
to determine reconstruction errors. The purpose of this sampling of available software is to learn something about the cur-
rent state of the art for such reconstruction, as judged by measurement errors in the height, width, and roughness of our
virtual specimen. Different software packages exhibit different levels of performance and perform better for some mea-
surements than others. Our results demonstrate by example that useful things can be learned by this technique. We antici-
pate that such data sets will also be useful to software developers who wish to improve the reconstruction accuracy of
their algorithms.

In Sec. 2 we describe our method for constructing a roughness-wrapped virtual sample with a desired power spectral den-
sity, representation of the sample in a form suitable for SEM simulation, and the simulation in JMONSEL from a series of
different angular viewpoints. In Sec. 3 we describe the 3D reconstruction results with our software packages and compare
them to the true sample shape. In Sec. 4 we discuss the significance of the results of this comparison.

2. ROUGHNESS-WRAPPED VIRTUAL SAMPLE

Generation of images to be used as input to the 3D reconstruction software was performed in several steps: (1) A rough
surface was generated with the desired power spectral density (PSD). Roughness in this surface was all in the z direction
(normal to the substrate). (2) This surface was wrapped around a smooth line. (3) The wrapping sometimes results in sur-
face self-intersections (“collisions”) at inside corners. These collisions were resolved. (4) The collision-resolved, wrapped
surface was represented as an intersection of three height maps. This form is recognized by JMONSEL, our image simu-
lation software. (5) Images of the height-map-represented virtual sample were simulated at a sequence of tilt angles.

2.1  Generation of rough surface with desired power spectral density

Our algorithm to generate a rough surface proceeds in these steps: 

1. We create a 2D array with the desired dimensions and populate it with unit amplitude “white noise” (white, that is, up
to the array’s Nyquist frequency): normally distributed random numbers with mean 0 and variance 1.

2. We take the fast Fourier transform (FFT) of that array. The result is a complex-valued array, Z such that
, where A and  are real-valued amplitude and phase arrays. By definition, the two-sided power

spectral density of Z is the array with elements . Even though “white” implies equal amplitudes at all frequen-
cies, the amplitudes (the elements Ajk) are only equal on average. The equality is statistical, not rigorous in each reali-
zation of random noise.

3. Suppose our desired power spectral density is stored in array P. Here we have a choice. If we want our generated sur-
face to have exactly , we replace A with  to form . If our application is better
served by retaining the statistical variation of PSD realizations, we form instead the matrix  with elements

. These options either replace or scale Z’s original on-average flat, white-noise, PSD. Because P is a
PSD and hence real valued, either option leaves unaltered the random phases generated in step 2.

4. We form the inverse FFT of . This is our desired rough surface.

Methods similar to this were recently reviewed by Mack9. If the statistical PSD option is chosen at step 3, the method is
similar (possibly equivalent) to that of Thoros10. 

Zjk Ajkexp ijk( )=
Ajk 2

PSD P= P Zjk Pjkexp ijk( )=
Z

Zjk PjkZjk=

Z
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The desired PSD required for step 3 is specified as a 2D array of squared amplitudes. As such it is quite general, and need
not be expressible in a simple analytical form. It could, for example, be chosen equal to the measured PSD of an actual
sample. However, for the present application we chose to construct the array from Palasantzas’s isotropic analytical
form11 for the PSD:

(1)

The leading constant factor in the PSD depends on one’s choice of Fourier transform convention and whether the PSD is
1-sided or 2-sided. The version in Eq. 1 follows Zhao et al.12 This PSD expression has parameters 2 for roughness vari-
ance,  for lateral correlation length, and  for roughness exponent. To keep them realistic we adopted values 
and  close to those obtained by fitting this expression to the PSD estimated from an image of a rough semiconduc-
tor industry sample available to us. We used . Equation 1was used to generate values to populate the PSD
array, P, for step 3 of the above procedure. Then step 4 produced our rough surface, a representative section of which is
shown in Fig. 1.

2.2  Wrapping the sample

Our underlying sample shape is the smooth line shown in Fig. 2. It is an 80 nm tall line, 50 nm wide at half-height, wider
on the bottom than the top, with sidewalls 3º from the vertical and 10 nm top corner radii. This represents the smooth
average shape around which the rough “skin” described in the previous section must be wrapped. The skin consists of ver-
tical (z) displacements (initially with ) at equal intervals in x and in y. To wrap our shape we must discretize our
smooth surface into a series of (x, y, z) coordinates at equal distances (arc length) along the surface, i.e., in the direction
parallel to the local surface, not necessarily the x direction. Each of these points must then be displaced by an amount dic-
tated by the corresponding point in the skin, but in a direction along the local surface normal, as indicated by the arrows in
Fig. 2.

2.3  Collision resolution

Sometimes (e.g., near the bottom corners in the figure) these displacements cause one part of the surface to cross another
part. If  and  are adjacent points (same y value) along a roughened profile, we check whether the line
segment that joins them intersects each of the other line segments, from  and  for all . If any such intersec-
tions are found, the collision of the two affected segments can be resolved by reducing the displacements of their 4 end-
points to some fraction f ( ) of their original values. We use the largest value of f that resolves the collision. This

P k( ) 422

1 k
22+ 

1 +------------------------------------=

 15 nm=
 1=

 1 nm=

FIG. 1. A subset of the generated rough sample skin with root
mean square 1 nm roughness and 15 nm correlation length.

FIG. 2. A profile of the smooth, near-trapezoidal line around
which the rough skin was wrapped. The arrows indicate local
normals to the surface.
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may simply propagate the collision to a neighboring line segment. The procedure of checking and resolving collisions is
therefore iterated until all collisions are resolved. At this point all displacements were further reduced by an additional
factor of 2, yielding a surface roughness just under 1/2 the original value, for . A point cloud rendering of the
resulting virtual sample is shown in Fig. 3.

2.4  Representation as an intersection of height maps

Electron trajectory simulations are necessary in order to
produce simulated images of the virtual sample, but the
surface point cloud representation described in the previous
section is insufficient for that purpose. The simulator needs
to assign scattering properties to volumes, and those vol-
umes must be bounded by surfaces. Intersection of an elec-
tron’s path with a bounding surface signals the transition to
a new volume with possibly different scattering properties.
The points in the point cloud lie on the boundary, but it
remains to specify the surfaces that connect the points and
the volumes that these surfaces bound. For this reason the
point cloud representation was converted to a representa-
tion in terms of height maps.

A basic height map in the JMONSEL SEM simulator3 that
we used is a 2D array of z values, equally spaced in x and y.
Consider one “cell” of this array, defined as the 4 points at
positions (i, j), (i+1, j), (i, j+1), and (i+1, j+1). These 4 points define two triangular surfaces, one with vertices (xi, yj, zij),
(xi+1, yj, zi+1,j), and (xi, yj+1, zi,j+1), the other with vertices (xi+1, yj+1, zi+1,j+1), (xi+1, yj, zi+1,j), and (xi, yj+1, zi,j+1). Beyond
the borders of the explicitly specified portion of the height map, i.e., to the left, right, above, or below in the x-y plane, the
heights are considered to remain constant at the last specified value. The union of the surfaces from all the cells forms a
surface that partitions space into two volumes: a lower one defined as the inside and an upper one defined to be outside. A
cut at constant y through our virtual sample (with roughness exaggerated for clearer illustration) is indicated by the thin
line in Fig. 4a. A cut at the same y through a corresponding height map is indicated by the thick line. The height map is
constructed by dividing the desired interval into regularly spaced x values, {xi}. For each xi we find all intervals in the
point cloud (thin line) that contain this xi, interpolate the corresponding z for each such interval, and associate the maxi-
mum of these z values with that xi. At most places, the virtual sample surface shown in Fig. 4a is single-valued and the
height map very closely approximates it. (Errors are only those from interpolation, and may be made as small as we wish
by making the interval between xi small enough.) At the sidewalls, however, the roughness makes our virtual sample reen-
trant. At such locations, the higher parts of the sample shadow the lower parts, as is evident in the figure. The height map
contains or bounds the sample, but in some places more tightly than others.

 1 nm=

FIG. 3. Point cloud rendering of the virtual sample. Details in the
right edge are obscured because there is no hidden surface
removal.

FIG. 4. Schematic of the representation of a sample by a combination of height maps. In all panels the sample is indicated by the thin
line and its height map approximation by the thick line. (a) A height map in the sample’s ordinary orientation forms an outer bound. (b)
Another height map with the sample rotated 87º to the right, giving a better approximation of the left sidewall. (c) The intersection of 3
height maps (the 3rd from a rotation 87º to the left, not shown) after each was returned to the ordinary orientation.
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The sample representation is improved by taking advantage of transformations and set operations that can be performed
on height maps. The virtual sample was rotated 87º to the right as shown in Fig. 4b. A second height map, indicated again
by the thicker line, was generated in this orientation, and then rotated 87º to the left, returning it to the original orientation.
A third height map (not shown) was also formed, this time with the line rotated 87º to the left to expose the other sidewall,
followed once again by the opposite rotation. Since each of these represents an outer bound on the sample, their intersec-
tion also represents an outer bound, in this case a noticeably tighter one (Fig. 4c). This intersection of three height maps
was used to represent the sample in JMONSEL.

2.5  Simulation of SEM images

We used JMONSEL to import the height map representation of the virtual sample and produce images of the same loca-
tion at sample tilts from  to 85º at 5º intervals. For each image, 10 000 electrons at 500 eV were raster scanned across
241  101 pixels, each of which had size 0.5 nm  0.5 nm. Electron landing positions were normally distributed around
the target position with standard deviation 0.5 nm. Electrons with energy between 0 eV and 50 eV that escaped to a
hemispherical collector above the sample were counted and converted to a proportial intensity level to produce images.

Inside the sample, assumed to be uncharged silicon, electrons
were propagated in trajectory steps each of which was terminated
by a scattering, boundary crossing, or trajectory termination
event. The scattering events included elastic electron-nuclear scat-
tering, inelastic secondary electron generation, and phonon scat-
tering. Elastic scattering was modeled using the Mott cross-
sections in NIST SRD 64.13 Secondary electron generation was
modeling using scattering tables computed using dielectric func-
tion theory without the single-pole approximation.14 The phonon
scattering model is based on that of Llacer and Garwin.15 At the
Si/vacuum interface, electrons reflected or refracted at the bound-
ary according to a quantum mechanical barrier transmission
model in which the potential energy was described by

 with x the distance from the
boundary, w = 1 nm, and U = 3.75 eV. Secondary electrons were
simulated in the same way as primary electrons. Simulation of an
electron stopped when it either escaped the sample and was detected or when its energy dropped so low that escape was
impossible. More details of JMONSEL’s models were previously published.3 Some of the resulting images are shown in
Fig. 5.

3. 3D STEREO RECONSTRUCTION RESULTS

We purchased three commercial software packages, which we designate A, B, and C, with which to perform stereo recon-
struction from our images. All packages provided an option to generate a text file containing (x,z) pairs on the surface of
the reconstructed sample along a desired slice at constant y. We used this to generate the center profile from each recon-
structed data set. A typical such result is shown in Fig. 6. This one was reconstructed from input images at –15º, –10º, and
–5º. If the software accepted only two images, the middle image was omitted. In this case, reconstruction has a chance for
accuracy for the visible parts of the sample on the top, left wall, and part of the substrate, but no chance to accurately
reconstruct the right sidewall, which is hidden at these tilt angles. Thus, all the reconstructed profiles exhibit a character-
istic and expected departure from the true profile on the right side. On the top and left side, packages A and B generally
followed the trend though not the detailed roughness of the true profile. Package C generally follows the top and the left
part of the substrate, but does a poorer job on the sidewall than A or B.

The immediate goal was a survey of quantitative errors in the height, width, and roughness of the line. A single image set
centered on the usual top-view position, e.g., at 0º and ±5º, would be a poor choice for our purpose because each sidewall
would be visible in only one of the 3 images. In order to have enough information to determine a width, it is necessary to
reconstruct both the left and right sides of the line. This necessitated two sets of stereo images, one set all at negative tilts

85–

FIG. 5. Simulated 120 nm  50 nm images of the virtual
sample at several tilt angles.

U x( ) U 1 exp 2x w–( )+ =
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to make the left side visible in all its images, and another set all at positive tilts to make the right side visible. The negative
set consisted of the three images at –25º, –20º, and –15º in Fig. 5. The positive set were the three at 15º, 20º, and 25º. None
of the packages would accept more than one set at a time, so we performed separate reconstructions and stitched the
results ourselves.

In order to obtain a height, both the top of the line and
some part of the substrate must be reconstructed. Unfortu-
nately, package C employed a windowing function that
reconstructed a subset of the image smaller than the part
visible in all images of the set. Because of this, this condi-
tion was not met. For this reason the remainder of the
comparisons are restricted to the packages A and B. 3D
visualizations of the left sidewall from these two are
shown in Fig. 7. 

To reconstruct full profiles, we stitched results obtained
from opposite tilts by using the offsets that produced the
best match for the top of the line, which was visible in
both sets. For both A and B, there was some sensitivity of
the determined lateral shift to the exact placement of the
boundaries of “the top,” e.g., whether the region stopped
short of the rounded corners or extended into them. For a reasonable range of choices, the sensitivity (1 standard devia-
tion) of the lateral shift was about 0.3 nm for A and 1 nm for B. The sensitivity of the vertical shift was much smaller, less
than 0.1 nm for both A and B. With these offsets determined, the stitched profile was computed as a weighted average of
the left and right profiles, with the weights a function of position. The left profile was weighted 100% for positions to the
left of the top’s left boundary, 0% for points to the right of the right boundary, transitioning linearly in between. The right
profile weights were the reverse. The results are shown in Fig. 8, where they are compared to the true surface profile at
that location.

For the purpose of quantifying differences between the reconstructed profiles and the true profile, we defined some rele-
vant parts of each profile. Points in the profile were assigned to the left baseline by first selecting those that were left of
the line center and with , where z0 is the mean height of the leftmost 3 points and  is the
vertical range (the difference between the maximum and minimum z values in the profile). Then, of those points, the right-
most 3 nm were removed. Points were assigned to the left edge if their x coordinate was left of the line’s center and their z
coordinate satisfied . The right baseline and right edge were defined by the mirror image of
these procedures. Points were assigned to the top first by selecting those with  and then removing
those within the first and last 5 nm. The clipping by several nanometers of the parts of the top and baseline nearest the
sidewalls served to remove points associated with the transition between these regions. 

FIG. 6. Comparison of the actual sample surface profile and the
reconstructed profiles from software packages A, B, and C.

FIG. 7. 3D renderings of the left side provided by packages (a) A and (b) B. 

z z0 0.05r+ r zmax zmin–=

zmin 0.2r+ z zmin 0.8r+ 
zmax 0.1h– z zmax
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With these collections of points defined, the width was defined as  with  and  the average of
the x coordinates of points in the right and left sidewalls. Similarly, the height of the left edge was  the
difference between the mean z coordinate of those points in the top and those in the left baseline. A height on the right was
likewise defined. The standard deviation of z coordinates in the top region was designated top. Since the sidewalls are
nearly vertical, the sidewall roughness, sidewalls, was computed as the standard deviation of the x coordinates after sub-
traction of a linear best fit trend line. The results of these operations are shown in Table 1. The rough skin that we wrapped
around our line causes the true values of width and height for individual profiles to differ randomly from the whole-line
mean values of 50 nm and 80 nm respectively. The tabulated true values are for our chosen profile, so they reflect this dif-
ference. The uncertainties attributed to the A and B widths reflect the stitching sensitivity to choice of boundaries for the
area we matched. 

4. DISCUSSION AND CONCLUSIONS

For height measurements, Package A had errors of –1.6 nm on the left and –0.7 nm on the right. Package B had errors of
+2.3 nm on the left and –3.6 nm on the right. The average of Package B’s heights was 0.5 nm closer, but the average hides
greater variability, which can be seen by visually comparing the left- and right-side heights in Fig. 8a and Fig. 8b. For
width measurements, the errors were –0.9 nm and –0.6 nm for A and B respectively. Once again however, Package B had
a higher variability, in this case because of the sensitivity of its result to the somewhat subjective designation of the “top”
of the line. (Significant sensitivities are indicated by ±1 standard deviation values in Table 1.) A reason for the differences
in these sensitivities is visible in Fig. 8. Package A’s profile has variation from the mean height that appear to more closely
approximate those of the true profile (albeit somewhat too smoothly) than the variations in Package B’s profile. These
variations play a strong role in determining the stitching of left and right profiles, which in turn is directly related to the
determined width. Good consistency in these rough features between the left and right profiles leads to a strong correla-
tion at a particular lateral offset. These observations about the rough top of the line carry over to the sides. In Fig. 8a,
Package A’s profile appears to be a smoothed version of the actual profile. With that observation, it is not then surprising

FIG. 8. Stitched reconstructions (thick lines) for software packages (a) A and (b) B compared to the true profile (thin line). 

w xright xleft–= xright xleft
ztop zleftBaseline–

TABLE 1. Comparison of actual and reconstructed heights and widths.

True Package A
Errors A

(result–true) Package B
Errors B

(result–true)

hleft (nm) 79.5 77.9 –1.6 81.8 2.3
hright (nm) 79.4 78.7 –0.7 75.8 –3.6

w (nm) 49.6 48.7  0.3 –0.9  0.3 49  1 –0.6  1
top (nm) 1.8 1.3 –0.5 1.5 –0.3

sidewalls (nm) 0.9 0.4 –0.5 1.0 0.1
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that the quantitative roughness determination in Table 1 shows this package’s roughness values to be systematically low.
Package B’s are also somewhat low, though closer to those of the true profile. However, in Package B’s profile in Fig. 8b,
some of the roughness seems poorly correlated with the true profile. With its default filtering settings, this software’s
reconstruction had significant outliers. We specified increased filtering in order to perform the present reconstruction. It
may be that some residue of these outliers remains in the form of roughness that is not correlated to actual roughness of
the true profile. Package C had an unexpected limitation in the subset of the image set that it reconstructs. This limitation
prevented us from including it in the detailed comparison that we have so far summarized. Had our line features occupied
a smaller fraction of our simulated images we might have been able to do so. However, the partial (left side only) recon-
struction in Fig. 6 suggests its errors would be larger than those of the other two packages. 

SEM photogrammetry is subject to errors from many sources, not all of which are tested by the procedure described
above. For example, in a real measurement we generally do not know exactly the sample tilt angles for the images that are
used. The sample may vibrate, drift, or charge during imaging. The instrument’s scale calibration may have errors, and its
scan may not be perfectly linear nor the x and y axes exactly orthogonal. The sensitivity of 3D stereo reconstruction to
these and other error sources were the subject of earlier work.5-8 

However, there are other possible errors that are usefully and uniquely addressed through the use of virtual samples. Since
the three software packages we tried above produced different reconstructions from the same input data set, it is evident
that they are not using identical algorithms. Once homologous points within the image set are identified and located, the
mathematics of reconstruction is well-established. Variability could be cause by faulty implementation in some of them.
However, differences are not necessarily caused by errors. All three of the tested software packages use a preliminary pat-
tern recognition step to identify homologous points within the image set. Typically such algorithms look for offsets in x
and y that maximize the correlation between regions in the image set. A good correlation identifies corresponding regions
in the images. However, correlation will not be perfect, partly because of noise in the images but also partly because the
interaction of electrons with the sample is such that differences in appearance of a feature at different angles are not
entirely explained by geometrical projection formulas. Algorithms may employ different strategies, approximations,
amounts of filtering for noise reduction, etc., to strike different speed/accuracy trade-offs. Test problems with known cor-
rect answers are useful for algorithm testing, development, and validation. Since a virtual sample is a model in a com-
puter, its true dimensions are known with mathematical accuracy, a level not achievable in real samples since these can
only be known by virtue of a measurement that will have its own uncertainty, an uncertainty generally significant at the
nanometer scale of interest to us.

Considered as a small survey of the available stereo reconstruction software, the fact that there were significant variations
in the performance of different software packages suggests that the use of virtual samples has good potential to evaluate
and then support and validate improvements in software quality. If there is a market for 3D reconstruction, and if differ-
ences in software quality are rendered easily visible by tests such as those described here, it seems likely that competition
will drive more software closer to optimization. The fact that the best software had errors in width and height at only the
~1 nm level suggests that stereo reconstruction has good potential to support the electronics industry’s need for better
height information. To realize that potential it will be important to minimize errors from sources for which we did not test,
such as errors in the tilt angles. SEMs would also need the ability to accurately mechanically tilt the sample or perform an
equivalent electronic tilt of the beam’s angle and scan direction. 
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ABSTRACT 

A linear axis is a vital subsystem of machine tools, which are 
vital systems within many manufacturing operations. When 
installed and operating within a manufacturing facility, a 
machine tool needs to stay in good condition for parts 
production. All machine tools degrade during operations, yet 
knowledge of that degradation is illusive; specifically, 
accurately detecting degradation of linear axes is a manual 
and time-consuming process. Thus, manufacturers need 
automated and efficient methods to diagnose the condition of 
their machine tool linear axes without disruptions to 
production. The Prognostics and Health Management for 
Smart Manufacturing Systems (PHM4SMS) project at the 
National Institute of Standards and Technology (NIST) 
developed a sensor-based method to quickly estimate the 
performance degradation of linear axes. The multi-sensor-
based method uses data collected from a ‘sensor box’ to 
identify changes in linear and angular errors due to axis 
degradation; the sensor box contains inclinometers, 
accelerometers, and rate gyroscopes to capture this data. The 
sensors are expected to be cost effective with respect to 
savings in production losses and scrapped parts for a machine 
tool. Numerical simulations, based on sensor bandwidth and 
noise specifications, show that changes in straightness and 
angular errors could be known with acceptable test 
uncertainty ratios. If a sensor box resides on a machine tool 
and data is collected periodically, then the degradation of the 
linear axes can be determined and used for diagnostics and 
prognostics to help optimize maintenance, production 
schedules, and ultimately part quality. 

1. INTRODUCTION

Linear axes are used to move components of machine tools 
that carry the cutting tool and workpiece to their desired 

positions for parts production (Altintas, Verl, Brecher, 
Uriarte & Pritschow, 2011). Essentially, a linear axis moves 
along a nominally linear path and is a vital subsystem of 
computer numerical control (CNC) machine tools. Because a 
typical 3-axis machine tool has three linear axes, their 
positional accuracies directly impact load capacity, quality, 
and efficiency of manufacturing processes. 

As a machine tool is utilized for parts production, emerging 
faults lead to performance degradation, which lowers control 
precision and accuracy (Li, Wang, Lin & Shi, 2014). Typical 
faults within feed systems are due to pitting, wear, corrosion, 
cracks, and backlash (Zhou, Mei, Zhang, Jiang & Sun, 2009). 
As degradation increases, tool-to-workpiece errors become 
more likely, and eventually, linear axes of CNC machines 
may undergo significant wear that results in a failure and/or 
a loss of production quality (Uhlmann, Geisert & Hohwieler, 
2008). Occurrences of faults and failures are becoming more 
common as higher levels of automation and productivity 
within manufacturing result in greater wear on machine 
components. Machine tool faults account for yearly 
economic losses of tens of billions of US dollars (Shi, Guo, 
Song & Yan, 2012). Thus, machine tools must be maintained 
and available for cost-effective production (Verl, Heisel, 
Walther & Maier, 2009). 

Yet knowledge of degradation is illusive; accurately 
detecting degradation of linear axes is a manual, time-
consuming, and potentially cost-prohibitive process. While 
direct methods for machine tool calibration are well-
established (International Organization for Standardization, 
2012) and reliable for position-dependent error 
quantification, measurements for these methods typically halt 
production and take “a long time” (Khan & Chen, 2009). The 
“extensive experimental and analytical efforts” for 
conventional sequential error measurement methods is 
usually time-consuming and requires expensive equipment, 
hindering widespread commercial adoption (Ouafi & Barka, 
2013). Because degradation differs along a linear axis and the 
wear changes with production time (Uhlmann et al., 2008), 
the particular condition of an axis is usually unknown. The 
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varying loads, hardness, and surface friction of guides affect 
their performance, so prediction of remaining useful life 
(RUL) of linear axis guideways may be difficult (Huang, 
Gao, Xu, Wu, Zhao & Guo, 2010). 

Manufacturers need automated and efficient methods for 
continual diagnosis of the condition of machine tool linear 
axes without disruptions to production. This need is 
consistent with a European roadmap that identified three 
main key enabling technologies (KETs) for the future of 
sensor technology in manufacturing: new sensors and sensor 
systems, advanced sensor signal data processing, and 
intelligent sensor monitoring (Teti, Jemielniak, O’Donnell & 
Dornfeld, 2010). An online, condition monitoring system for 
linear axes is needed to help achieve the roadmap goals: 
decreased machine downtime, higher productivity, higher 
product quality, and enhanced knowledge about 
manufacturing processes (Teti et al., 2010). 

Efforts to monitor the condition of linear axes components 
have utilized various sensors:  

 Built-in linear and motor encoders (Plapper & Weck,
2001, Zhou, Tao, Mei, Jiang & Sun, 2011, Zhou, Xu, Liu
& Zhang, 2014) with laser interferometer	 (Verl et al.,
2009)

 Motor torque via current sensors (Li et al., 2014,
Uhlmann et al., 2008, Zhou et al., 2009), accelerometers
(Feng & Pan, 2012, Huang et al., 2010, Liao & Lee,
2009)

 Accelerometers, thermocouples, and analog controller
outputs (torque, speed, and encoder position) (Liao &
Pavel, 2012)

 Hall effect sensors (Garinei & Marsili, 2012)
 Piezoresistive thin films (Biehl, Staufenbiel, Recknagel,

Denkena & Bertram, 2012, Möhring & Bertram, 2012)
 Piezoelectric ceramics (Ehrmann & Herder, 2013).

These attempts at condition monitoring of linear axes were 
limited in success, largely because both external sensors and 
built-in sensors have limitations. Built-in position sensors are 
usually highly accurate (Zhou et al., 2011), yet controller 
signals have problems such as low sample rate, limited 
sensitivity due to sensors being far from monitored 
components, and unwanted influences from multiple sources 
(Plapper & Weck, 2001). On the other hand, external sensors 
can be more direct and physically sensitive, but high costs 
and required bandwidths have impeded their application for 
online monitoring of linear axes (Zhou et al., 2009). Adding 
sensors to machine tools can also be very time-consuming 
with respect to setup, integration, and data communication. 

In this paper, a new sensor-based method for diagnostics of 
machine tool linear axes is presented. The Prognostics and 
Health Management for Smart Manufacturing Systems 
(PHM4SMS) project at the National Institute of Standards 
and Technology (NIST) developed a sensor-based method to 

quickly estimate the performance degradation of linear axes. 
External sensors are used for high-bandwidth direct or 
indirect measurements of changes in linear axis errors. The 
sensors are contained within a ‘sensor box’ for ease of 
installation and periodic use on a machine tool for data 
collection and analysis, e.g., within 5 min. The diagnostics 
and prognostics of the linear axes can be used to help 
optimize maintenance, production schedules, and ultimately 
part quality. The cost-effective sensors are expected to be an 
overall net positive when factoring in the expected savings in 
production losses and scrapped parts for a machine tool. 

2. SENSOR BOX CONCEPT FOR METROLOGY

The goal of the new sensor-based method is to enable 
efficient monitoring of the change in positioning errors, and 
hence the change in tool-to-workpiece positioning 
performance, due to degradation of linear axes. This section 
outlines these errors, the concept of the sensor-based 
methodology, and the needed uncertainties of the method. 

2.1. Straightness and Angular Errors 

Even without degradation, the carriage of a linear axis 
translates and rotates due to imperfections as the carriage 
moves along the guideways of the linear axis. Figure 1 shows 
these six errors that change with axis degradation. As the 
carriage is positioned along the X axis, it encounters three 
translational errors from its nominal path: one linear 
displacement error ( XX ) in the X-axis direction and two 
straightness errors ( YX  and ZX ) in the Y- and Z-axis 
directions. The carriage also experiences three angular errors 
( AX, BX, and CX) about the X-, Y-, and Z-axes. 

Figure 1. Translational and angular errors of a component 
commanded to move along a (nominal) straight-line 

trajectory parallel to the X-axis. 

A typical machine tool has three linear axes, which means 
that a total of 18 (= 6  3) translational and angular errors 
exist. These errors are major contributors to the position-
dependent tool-to-workpiece errors. 
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2.2. Sensor Box Concept 

Sensors can be used to measure changes in the straightness 
and angular errors due to degradation. Figure 2 shows a 
sensor box on a typical 3-axis machine tool with ‘stacked’ 
linear axes; the Z axis is on the X axis, which is on the Y axis. 
The sensor box is attached to the Z-axis slide, so that if any 
axis is moved, the sensor box moves and will detect motion. 
Accelerometers are used to detect translational errors, and 
inclinometers and rate gyroscopes are used to detect angular 
errors. Some properties of these sensors are outlined in Table 
1. 

Figure 2. Schematic of sensor box on machine tool for 
metrology of linear axis degradation. 

Table 1. Properties of sensors used in sensor box. 

Sensor Bandwidthᵃ Noise
Accelerometer 0.02 Hz to 1700 Hz 2.9 (μm/s2)/√Hz at 1 Hz to 

0.4 (μm/s2)/√Hz at 1 kHz 
Inclinometer 0 Hz to 2 Hz 2.4 μradᵇ 
Rate gyroscope 0 Hz to 200 Hz 0.002 °/s/√Hz 
ᵃ frequencies correspond to half-power points, also known as 3 dB points 
ᵇ maximum deviation at 0 Hz 

Once collected, the sensor data is processed to yield the 
straightness and angular errors. Specifically, rate gyroscope 
signals are integrated once to yield angular changes, and 
accelerometer signals are integrated twice to yield 
translational errors. Inclinometers may be used for direct 

measurement of angle from 0 Hz to about 2 Hz, as seen in 
Table 1. The reason for two types of angular sensors is that 
the inclinometer may measure low-frequency angular error 
terms with greater accuracy than the rate gyroscope. 

Degradation may be tracked periodically by data collection 
during a fixed-cycle test (Garinei & Marsili, 2012, Huang et 
al., 2010, Liao & Lee, 2009, Verl et al., 2009, Zhou et al., 
2009, Zhou et al., 2011). During a fixed-cycle test, the 
machine tool axes are commanded to move via the same 
program (the fixed cycle) with the machine tool initially in 
the same state (temperature, etc.) and undergoing the same 
nominal loads (cutting forces, if cutting occurs). The 
collected data is then processed, and the fixed-cycle results 
are compared to the previous results to determine the changes 
in straightness and angular errors. The deviations from one 
test to another are due to degradation, typically due to 
mechanical wear. 

For the machine tool configuration highlighted in Figure 2, 
changes in the positioning errors could be estimated by using 
the data from the sensor box and the box’s position relative 
to the tool tip. Therefore, the sensor box is focused on 
tracking the effects of degradation of each linear axis on the 
machining performance. For 4- or 5-axis machine tools with 
rotary axes, the rotary axes would be held fixed during 
motion of the linear axes. Also, for a different machine 
configuration without 3-axis stacking, an additional sensor 
box on the worktable would be necessary. 

Details of the fixed-cycle test and data processing for the 
determination of error changes will be described in later 
sections. 

2.3. Tolerances for Errors 

The sensor-based method depends on the available sensors, 
whose selection depends on the magnitude of errors to be 
detected and the accuracy with which they need to be 
identified. Small levels of degradation of linear axes are 
expected and allowed, but there are limits specified for axis 
errors. ISO 10791-2 (International Organization for 
Standardization, 2001) specifies the tolerances for linear axis 
errors of vertical machining centers. As shown in Table 2, the 
acceptable straightness error is limited to 20 μm and the 
acceptable angular error is limited to 60 μrad. 

Table 2. Tolerances for linear axis errors of vertical 
machining centers. 

Error Tolerance*
Straightness 20 μm 
Angular (Pitch, Yaw, or Roll) 60 μrad 

* for axes capable of 1 meter of travel, according to ISO 10791-2
(International Organization for Standardization, 2001) 

The measurement uncertainties must be less than the 
respective specified tolerances to measure the errors. The test 
uncertainty ratio (TUR), which is the ratio of the tolerance to 
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the uncertainty of the measurement, should be sufficiently 
large. Typically, a TUR of at least 4:1 is recommended; the 
larger, the better for a measurement system. For the 
measurement system to be created, we will accept a TUR of 
at least 4:1 based on design constraints such as sensor cost 
and size. Thus, we will accept straightness and angular error 
measurement uncertainties of 5 μm and 15 μrad, respectively, 
based on the tolerances outlined in Table 2. 

3. SENSOR-BASED METHODOLOGY

A sensor-based method was developed to satisfy the TUR 
constraint of 4:1 and a total cost of about US$5000 for 
sensors. This section summarizes the sensor box, the fixed-
cycle test, and the sensor-based methodology for 
determination of changes in straightness and angular errors. 

3.1. Sensor Box 

Figure 3 presents the sensor box, which is composed of two 
inclinometers, one tri-axial rate gyroscope (three rate 
gyroscopes), and three accelerometers. Each sensor detects a 
component of the translational or angular errors seen in 
Figure 1. The relationships of the sensors to these error 
components are noted in Figure 3. 

Figure 3. Rendered image of sensor box with sensors. 

The sensor box top is not shown in Figure 3, so the sensors 
and their placement can be seen. When the sensor box top is 
attached, a rubber seal between the box top and base ensure 
that the sensors are sealed for protection from machine tool 
environments (including fluids, metal chips, etc.). 

3.2. Fixed-Cycle Test 

Table 3 summarizes the fixed-cycle test for degradation 
metrology. For the fixed-cycle test, each of the axes is 
operated sequentially to move over its entire travel range at 

three constant speeds typical of linear axes: ‘Slow’ axis speed 
= 0.02 m/s (50 s to travel 1 m), ‘Moderate’ axis speed = 
0.1 m/s (10 s to travel 1 m), and ‘Fast’ axis speed = 0.5 m/s 
(2 s to travel 1 m). Different axis speeds are used to account 
for the various sensor bandwidths and noise properties seen 
in Table 1, in order to minimize the measurement 
uncertainties of the estimated translational and angular errors. 
For example, the inclinometer requires a ‘slow’ speed due to 
its bandwidth of 2 Hz, while the accelerometer requires faster 
speeds to sense low spatial frequency motions due to its low 
cutoff frequency of 0.02 Hz. If data is collected for only the 
forward motion of each axis of a 3-axis machine tool, then 
the data collection time totals about 3 min (= 3  (50 s + 10 s 
+ 2 s)).

Table 3. Fixed-cycle test for linear axis with a 1-m travel.

Sensor Measurand
Axis Speed = 0.02 m/s 
Rate Gyroscope Angular errors, 0.1 mm to 2 mm wavelength 
Inclinometer Angular errors, > 10 mm wavelength 
Accelerometer Straightness errors, 0.1 mm to 10 mm wavelength 
Axis Speed = 0.1 m/s 
Rate Gyroscope Angular errors, 2 mm to 10 mm wavelength 
Accelerometer Straightness errors, 10 mm to 100 mm wavelength 
Axis Speed = 0.5 m/s 
Accelerometer Straightness errors, 100 mm to 10 m wavelength 

Sensor data is collected, integrated (as needed), filtered, and 
processed to yield the error components noted in Figure 3. 
These ‘data fusion’ processes are based on the fact that 
signals generated by the same geometric errors can be 
decomposed into various frequency components via filtering 
and then added together to yield the original errors. As seen 
in Figure 4, each filtered sensor signal yields a portion of the 
same geometric error over different neighboring spatial 
frequency ranges. Because these frequency ranges border 
each other, the error components add together to result in the 
originating geometric errors with wavelengths down to 0.1 
mm. 

Specifically, the rate gyroscope signal is filtered with 2-pole 
Butterworth filters, integrated, and then summed to the raw 
inclinometer signal to yield the angular errors. The only 
exception is for the Z axis, which does not have an 
inclinometer (as indicated in Figure 3), so the rate gyroscope 
is used alone to yield CX. Also, the filtered outputs from the 
accelerometer signals collected at different speeds can be 
summed, with the resultant acceleration integrated twice to 
yield straightness errors. The sensors must have relatively 
low noise in order to minimize drift, especially for the 
straightness errors based on double integration. 
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Figure 4. Fixed-cycle test data analysis for (a) straightness 
errors and (b) angular errors. 

4. SENSOR-BASED METHOD UNCERTAINTY

Uncertainty is inherent with physical measurements, and the 
sensor-based method is no exception. Various sources of 
uncertainty exist, including sensor misalignment, calibration, 
and nonlinearity, as well as modal vibrations that could 
influence the signals. However, this section focuses on the 
expected main sources of uncertainty to the straightness and 
angular error estimates: sensor noise and the data fusion 
process described in Section 3.2. 

4.1. Uncertainty Contributions from Sensor Noise 

Each sensor has specified noise levels that influence the 
recorded sensor values. When processed according to Figure 
4, sensor noise contributes uncertainty to the straightness and 
angular errors. Table 4 and Table 5 summarize these 
uncertainty contributions, determined from numerical 
simulations based on product specifications (e.g., see Table 
1) in which 500 trials were used for statistical purposes. For
example, the 10-second long (for the ‘moderate’ speed)
simulated noise signal for the rate gyroscope was sampled at
25.6 kHz, a possible experimental sampling rate. The root
mean square (RMS) of the spectral density of the white noise
was scaled to match the RMS of the spectral density
(0.002 °/√Hz) of the sensor, as specified in the product
datasheet. The simulated noise was band-pass filtered with 2-
pole Butterworth filters with a lower cutoff frequency of 10
Hz and an upper cutoff frequency of 50 Hz. Next, the filtered

angular velocity was integrated to determine the angular 
displacement noise. Out of 500 trials, the mean was 
negligible, so the standard uncertainty is approximately the 
RMS deviation. The largest angular displacement was shown 
to be 6.2 μrad, and the RMS angular displacement was about 
1.2 μrad for all trials, as seen in Table 5. Similarly, simulated 
acceleration signals were filtered and double-integrated to 
yield the translational displacement noises seen in Table 4. 

Table 4. Straightness error uncertainties due to sensor noise. 

Sensor Axis 
Speedᵃ 

Filter Expanded 
Uncertaintyᵇ

Standard 
Uncertainty 

Accelerometer Slow Band-pass      
(2 Hz, 200 Hz) 

0.081 μm 0.015 μm 

Accelerometer Moderate Band-pass      
(1 Hz, 10 Hz) 

0.14 μm 0.029 μm 

Accelerometer Fast Low-pass (5 Hz) 0.26 μm 0.055 μm 
ᵃ ‘Slow’ speed = 0.02 m/s, ‘Moderate’ speed = 0.1 m/s, and ‘Fast’ speed = 0.5 
m/s 
ᵇ defines an interval estimated to have a level of confidence of 99.8 percent 

Table 5. Angular error uncertainties due to sensor noise. 

Sensor Axis 
Speedᵃ 

Filter Expanded 
Uncertaintyᵇ

Standard 
Uncertainty 

Inclinometer Slow Low-pass (2 Hz) 2.4 μrad 1.4 μradᶜ 
Rate 
gyroscope 

Moderate Band-pass      
(10 Hz, 50 Hz) 

6.2 μrad 1.2 μrad 

Rate 
gyroscope 

Slow Band-pass      
(10 Hz, 200 Hz) 

7.3 μrad 1.3 μrad 

ᵃ ‘Slow’ speed = 0.02 m/s, ‘Moderate’ speed = 0.1 m/s, and ‘Fast’ speed = 0.5 
m/s 
ᵇ defines an interval estimated to have a level of confidence of 99.8 percent 
ᶜ based on an assumed uniform distribution (NIST/SEMATECH, 2014) 

The combined standard uncertainty over the full spatial 
spectrum due to sensor noise is equal to the square root of the 
sum of individual standard uncertainties listed in Table 4 or 
Table 5. Therefore, the combined standard uncertainty of the 
straightness error is 0.064 μm (= [(0.015 μm)2 + (0.029 μm)2  
+ (0.055 μm)2]1/2) and the combined standard uncertainty of
the angular error is 2.3 μrad (= [(1.4 μrad)2 + (1.2 μrad)2  +
(1.3 μrad)2]1/2). The combined expanded uncertainties for a
coverage factor of k = 5, similar to those in Table 4 and Table
5, are 0.32 μm and 11.3 μrad, respectively, for straightness
and angular errors.

The uncertainty evaluations are based on Monte Carlo 
propagation of the contributions from the recognized sources 
of uncertainty. The resulting expanded uncertainties are the 
half-widths of coverage intervals that include 99.8 % of the 
Monte Carlo sample of values of the measurand. The 
corresponding coverage factor was obtained as the ratio 
between the expanded uncertainty and the standard 
uncertainty. The unusually large size of this factor (k = 5) is 
attributable to the fact that the probability distribution of the 
measurand is markedly non-Gaussian. 

Based on the tolerances of 20 μm and 60 μrad in Table 2, the 
TUR for noise-related straightness error is about 63:1 (= 
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20 μm / 0.32 μm) and the TUR for noise-related angular error 
is about 5:1 (= 60 μrad / 11.3 μrad). Because the TURs 
related to sensor noise satisfy the given constraint of 4:1, the 
sensors are acceptable. 

4.2. Uncertainties of Sensor-Based Method 

However, uncertainties of the straightness and angular errors 
are due to not only sensor noise, but also due to the data 
fusion process described in Section 3.2. Thus, the complete 
processes outlined in Figure 4 (with sensor noise included) 
were simulated for different randomly-generated straightness 
errors and angular errors within the tolerances (20 μm and 60 
μrad) seen in Table 2. For any trial, the errors are generated 
in a process similar to a random-walk. Once generated, the 
simulated straightness and angular errors are considered to be 
the ‘reference’ errors, i.e., the ‘true’ errors, which can be 
compared to the ‘estimated’ errors resulting from the 
processes described in Section 3.2. 

Figure 5(a) shows the three individual components of 
straightness error for one simulation that are summed to yield 
the estimated straightness in Figure 5(b). The ‘Fast’ axis-
speed component is composed of the lowest frequency terms, 
while the ‘Slow’ axis-speed component is composed of the 
highest frequency terms.  

Figure 5. Example estimation of straightness error: (a) 
Straightness error component for each axis feed rate and (b) 
reference straightness error versus the estimated straightness 

error. 

For 100 simulations with different randomly-generated 
straightness errors (the ‘reference’ errors), the difference 
between the reference and estimated straightness errors was 
within ± 5.6 μm, and the RMS of the difference over the 
entire axis travel was typically around 0.97 μm. 

The estimation of the straightness and angular errors could be 
improved with averaging the results of multiple runs for data 
collection. For one case, Figure 6(a) shows the estimated 
angular error resulting from the use of 5 runs for averaging, 
and Figure 6(b) shows how the maximum and RMS values of 
ΔError (= estimated angular error – reference angular error) 
change with the number of runs used for averaging. Figure 
6(b) shows that the maximum difference and RMS values 
approach 4.6 μrad and 1.4 μrad, respectively, as the number 
of runs for averaging increases. Both values do not approach 
zero as the number of runs increases towards infinity, because 
the process of Figure 4(b) is not perfect with respect to 
filtering or data fusion. 

Figure 6. (a) the average estimated angular error for 5 runs 
and (b) the maximum and RMS values of ΔError versus the 

number of runs. 

Table 6 shows the uncertainties of the sensor-based method 
for both straightness and angular error estimations with 
various numbers of runs for averaging (1, 5, or 10). 

Table 6. Uncertainties of sensor-based method. 
Error Runs for Averaging Expanded 

Uncertaintyᵃ,ᵇ 
Standard 
Uncertaintyᵃ 

Straightness 1 5.6 μm 0.97 μm 
Straightness 5 4.1 μm 0.70 μm 
Straightness 10 4.0 μm 0.65 μm 
Angular 1 12.8 μrad 2.3 μrad 
Angular 5 9.0 μrad 1.4 μrad 
Angular 10 8.7 μrad 1.3 μrad 
ᵃ for 100 simulations with different randomly-generated errors over a 1-m 
travel 
ᵇ defines an interval estimated to have a level of confidence of 99 percent 

Based on Figure 6(b) and Table 6, the number of runs should 
be no more than 5 runs (or 15 minutes of total data acquisition 
time for three axes), because more than 5 runs is time-
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consuming with minimal gain in accuracy. This result is 
consistent with, and helps to support, international machining 
standards that utilize 5 runs in any direction (positive or 
negative) for averaging purposes, e.g., Section A.3.1 in ISO 
230-2:2014 (International Organization for Standardization,
2014).

4.3. Method Limitations 

Based on Table 2 and Table 6, the TUR for straightness error 
is about 5:1 (= 20 μm / 4.1 μm) and the TUR for angular error 
is about 7:1 (= 60 μrad / 9.0 μrad) for 5 runs used for 
averaging. Both TURs satisfy the given constraint of 4:1, so 
the process described in Section 3.2 is acceptable. 

Nonetheless, the method is limited because neither the 
sensors nor the data fusion process described in Section 3.2 
are perfect. Comparison of the straightness error uncertainties 
due to either noise (see Table 4) or the entire method (see 
Table 6) shows that the latter is dominant; the accelerometer 
noise is a minor contributor to measurement uncertainty. In 
fact, the major source of straightness error uncertainty is the 
limited sensor bandwidth; the lower cutoff frequency of the 
accelerometer is not 0 Hz but rather 0.02 Hz (3 dB). Hence, 
the spatial frequency of Figure 4(a) does not reach down to 0 
mm-1. Figure 7(a) shows how the main local difference
between the reference and estimated straightness errors is
basically a low-frequency shift.

Figure 7. Typical section of (a) estimated straightness error 
and (b) estimated angular error, based on 5 runs used for 

averaging. 

In contrast, Table 5 and Table 6 show how the angular sensor 
noise, especially that of the rate gyroscope, is a major 
contributor to the angular error uncertainty. Consequently, 
the main local difference between the reference and estimated 

angular errors is higher-frequency in nature, as seen in Figure 
7(b). 

5. IMPLEMENTATION OF SENSOR-BASED METHOD

The new sensor-based methodology for diagnostics of 
machine tool linear axes must be tested, validated, and 
verified experimentally. This section outlines the means for 
testing the accuracy of the sensor-based method for the 
detection of straightness and angular errors. 

5.1. Linear Axis Testbed 

A linear axis testbed was designed for testing the sensor-
based method. As seen in Figure 8, the testbed is composed 
of a linear slide with a travel length of 300 mm. The linear 
slide is driven by a direct current (DC) motor with a rotary 
encoder attached to the motor shaft for motion control. 
Position is detected with a resolution of about 5 µm, which is 
much smaller than the 0.1 mm resolution of the method (see 
Table 3 or Figure 4) to enable repeatable test results. 

Figure 8. Rendered image of linear axis testbed for testing 
of sensor-based methodology. 

Sensor boxes move with the carriage: the ‘sensor box’ for the 
new method and other boxes for a commercial laser-based 
system. The main laser sensor box contains optical 
technology to achieve a straightness error uncertainty of ±0.7 
µm and an angular error uncertainty of ±3.0 µrad for 300 mm 
of travel. Due to its accuracy and precision, the laser-based 
system is used for validation and verification of the sensor-
based method results. 

5.2. Experimental Method 

The sensor-based method must be tested to determine its 
efficacy in measuring changes, due to degradation, in 
straightness and angular errors of linear axes. One possible 
approach to induce degradation signals is to physically wear 
the linear slide, shown in Figure 8. However, such an 
approach is potentially time-consuming, expensive, and not 
repeatable due to unpredictable wear patterns. 
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In contrast, we choose to experimentally simulate 
degradation by replacing the default ball bearings with those 
of different diameters, as illustrated in Figure 9. The linear 
slide contains four ‘blocks’ or ‘trucks’, each with 
recirculating balls that contact the rails to constrain the 
carriage along its nominally linear path. Initially, every ball 
has the same nominal diameter of approximately 3.972 mm. 
These default balls can be replaced with balls of smaller or 
greater diameter to induce straightness and angular error 
changes of the carriage. The change (ΔD) of ball diameter is 
experimentally simple, quick, inexpensive, and repeatable. 

Figure 9. Example of experimental simulation of linear axis 
degradation via changes (ΔD) to ball diameters. 

For example, Figure 9 shows how half of the balls can be 
replaced with balls that are 7 μm larger (ΔD = 7 μm) and the 
other half can be replaced with balls that are 7 μm smaller 
(ΔD = ‒7 μm). The net result is that the straightness errors, 

 and , will transition between about 5 μm and ‒5 μm 
as the carriage moves along the linear axis, for straightness 
error changes of about 10 μm. A variety of other ball 
configurations can cause translational or rotational changes 
of 20 μm or 60 μrad, respectively, which are the maximum 
acceptable errors according to Table 2. Therefore, patterns of 
balls of various diameters can be used to experimentally 
simulate error changes due to wear. 

6. CONCLUSIONS

Manufacturers need quick and automated methods for 
continual diagnosis of machine tool linear axes without 
disruptions to production. Towards this end, a new sensor-
based method was developed for linear axis diagnostics. The 
method uses a sensor box composed of inclinometers, 
accelerometers, and rate gyroscopes for high-bandwidth 
direct or indirect measurements of straightness and angular 
errors. When filtered and fused, the data yields seamless 
errors with wavelengths down to 0.1 mm. Simulations 
revealed that the multi-sensor-based method is capable of 
achieving test uncertainty ratios (TURs) of at least 4:1. 

The sensor-based method must be validated and verified. 
Thus, a linear axis testbed was designed to allow testing of 
the new method against a commercial laser-based system. 
Various degradation patterns can be experimentally 
simulated by simple substitution of the bearing balls with 
balls of smaller or greater diameter. 

Future tests will reveal the effectiveness of the new sensor-
based method. Once the method is verified for diagnostics of 
linear axes, further tests may show the value of certain 
metrics for prognostic purposes to estimate the RUL. If the 
data collection and analysis are integrated within a machine 
controller, the process may seem to be seamless. Automated 
diagnostics and prognostics of linear axes can be used to help 
optimize maintenance and ultimately part quality. Therefore, 
the method is expected to generate a net positive with respect 
to decreased production losses for a machine tool. 
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Abstract 
Although simple shear connections are typically idealized as perfectly pinned, the actual 
resistance of the gravity framing system to flexural and axial loads can be critical in evaluating 
the robustness and stability of steel buildings subjected to extreme loads such as earthquakes, 
fire, and column loss. There are several key reasons for including more realistic connection 
behaviors in the design and analysis of steel buildings for extreme loads: (i) the gravity 
connections may develop large localized deformations under combined flexural and axial 
loading, potentially precipitating their failure (e.g. due to local buckling, fracture of the bolts, 
etc.), (ii) the gravity connections provide critical lateral bracing to the columns, and failure of 
connections could lead to global instability (potentially resulting in disproportionate collapse), 
and (iii) accurately accounting for contributions from the gravity system in design could 
effectively reduce the demands on the lateral load-resisting system, thus reducing costs. In order 
to include contributions from the steel gravity frames in structural analysis and design, validated 
and computationally efficient analysis tools are needed. This paper describes a component-based 
model for single-plate shear connections that includes the effects of pre-tension and 
accommodates both standard and slotted holes, accounting for deformations associated with bolt 
slip, bolt bearing, and bolt shear. The model also accounts for load reversals and pinching effects 
associated with hysteresis, thus providing the capability to model the connections under arbitrary 
in-plane load histories. Validation cases show that the model is capable of simulating connection 
response under both earthquake and column removal loading. 

1. Introduction
Tests of steel gravity framing systems have shown that steel gravity connections contribute to the
capacity and robustness of structural systems subjected to extreme loads such as earthquakes,
fire, and column removal.  However, in the design of structures for seismic and/or wind loads,
contributions from the gravity connections to the lateral-load resisting system are often ignored
(with the gravity connections idealized as perfectly pinned), even though gravity connections
may comprise the majority of the steel framing connections. Tests of bare-steel single-plate shear
connections under earthquake loads have demonstrated that the connections provide moment
capacities on the order of 15 % to 20 % of their beam plastic moment capacities, and when

1 Research Structural Engineer, National Institute of Standards and Technology (NIST), Gaithersburg, MD, 
jonathan.weigand@nist.gov 
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composite with a concrete slab on steel deck, they provide capacities on the order of 30 % to 
60 % of their beam plastic moment capacities (Liu and Astaneh-Asl 1999).   Including 
contributions from the steel gravity frames in capacity calculations of the lateral force resisting 
system during the design stage could be advantageous in the design and analysis of new 
structures, by reducing the cost of the overall structural system and making steel moment frame 
or braced frame buildings more competitive with concrete buildings.  Even if the gravity 
connections are not included in the design of the lateral load resisting system, including their 
contributions in building analyses under amplified design loads (i.e., the Federal Emergency 
Management Agency (FEMA) P-695 methodology (FEMA 2009)) could provide a quantifiable 
measure of inherent robustness (or reserve capacity) in the structural system, a topic of 
widespread current interest in the structural engineering community.  A recent study on 1-, 2-, 4-, 
and 8-story non-ductile steel moment framed buildings subjected to the FEMA P-695 “Far-
Field” ground motion set showed that including gravity frames in the building analyses reduced 
the probability of collapse by 45 % (on average), when compared with analyses of the moment 
frames only (Judd and Charney 2014). 
 
The role of the gravity connections in the system robustness is potentially even more critical 
when considering the response of steel buildings to column loss.  Large-scale tests of steel 
gravity framing systems under column removal (Johnson et al. 2014; Johnson and Meissner 
2015) have shown that the system robustness is largely dependent on the capacity of the 
connections to remain intact after undergoing highly-localized rotation and axial displacement 
demands.  However, the results of full-scale tests of steel gravity connections under column 
removal demands available in the literature remain limited to just a handful of connection 
configurations and load histories.  To evaluate general structural robustness, researchers and 
engineers need accurate and validated analysis tools to simulate the connection behavior over a 
wide range of connection configurations and under more general load histories. 
 
Several researchers (e.g., Sadek et al. (2008), Wen et al. (2013b), Main and Sadek (2014), 
Weigand (2014)) have shown that detailed finite element models can accurately simulate the 
behavior of single-plate shear connections under earthquake loads and/or column removal 
scenarios, which are used to evaluate the potential for disproportionate collapse.  However, the 
need to model large structural systems in engineering design practice makes detailed modeling of 
complete structural systems infeasible.  Main and Sadek (2014) recognized these limitations, and 
used results from their detailed finite element models to calibrate a biaxial spring to represent 
each bolt row in a single-plate shear connection, with stiffness parameters estimated based on 
linear regression of rotational stiffness data from seismic testing.  They showed that a reduced-
order modeling approach provided good agreement with push-down tests of two-span beam 
assemblies by Thompson (2009). 
 
Other researchers (e.g., Liu and Astaneh-Asl (2004), Foley et al. (2006), Wen et al. (2013a)) 
have used lumped plasticity springs as a simplified means to capture the connection moment-
rotation and axial force-deformation behaviors.  While lumped plasticity models do provide a 
fairly complete description of the connection backbone response under pure rotation or pure 
axial deformation, they cannot account for interactions between the connection flexural and axial 
behaviors.  Thus, they may not be appropriate for design under extreme loads as: (i) during 
earthquakes, the gravity connections may be subjected to significant axial loads in addition to 
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rotations (Astaneh-Asl 2005), and (ii) for column removal scenarios, the development of 
catenary action requires the connections to accommodate large axial deformations in 
combination with large rotations (Sadek et al. (2008), Oosterhof and Driver (2012), Main and 
Sadek (2014), Weigand (2014)). 
 
Component-based models provide a natural framework for capturing the complex behaviors of 
steel gravity connections under extreme loads as they including both fastener and connected 
element deformations, and provide automatic coupling between the in-plane flexural and axial 
behaviors. A number of component-based models are already available in the literature for 
certain types of steel gravity connections (e.g., bolted end-plate, bolted angle connections), but 
models for single-plate shear connections are relatively few.  In addition to Main and Sadek 
(2014), described above, Elsati and Richard (1996) provided backbone response parameters for 
76 mm (3.0 in) segments of single-plate shear connections and showed that component-based 
models could be used to model the connection pushover moment-rotation response.  Weigand 
and Berman (2008) also used component-based models to determine the moment-rotation 
response of single-plate shear connections, but with the backbone response curve parameters 
taken from a model developed by Rex and Easterling (1996), and including multilinear hysteretic 
rules for the component unload/reload behaviors.  Yu et al. (2009) likewise used the bolt-bearing 
curve developed by Rex and Easterling (1996) to model the backbone response of the connection 
segments, but with empirically modified stiffness values derived from finite element analysis 
results to model temperature dependence. Most recently, Koduru and Driver (2014) modified the 
empirical calibration factors determined by Yu et al. (2009), and also included shear yielding and 
shear fracture, to model the response of single-plate shear connections under column removal.  
 
This paper summarizes a new component-based connection model for single-plate shear 
connections that includes the effects of pre-tension in the bolts and provides the capability to 
model connections with standard and slotted holes.  The model is exercised under both cyclic 
rotations, representative of earthquakes, and combined rotations and axial deformations, 
representative of column removal scenarios.  Results from these representative cases show that 
the model can be used to predict connection force and rotation/deformation capacities under both 
seismic loads and column removal scenarios. 
 
2. Component-based Connection Model 
In component-based connection models, the connection is notionally discretized into 
characteristic-width segments with aggregate force-displacement behaviors represented by 
discrete connection springs (Fig. 1a).  Each characteristic-width segment captures contributions 
from the shear-plate, bolt, and beam-web, which are modeled as individual component springs in 
series as shown in Fig. 1(b) and Fig. 1(c)).  The formulations for the backbone and hysteretic 
responses of the component springs are discussed in detail in the sections below. 
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(a) 

 
 

(b) (c) 
Figure 1: (a) Discretization of single-plate shear connection into connection springs, (b) connection spring stiffness 

contributions in tension, and (c) connection spring stiffness contributions in compression 

 
2.1 Bolt Behavior 
The transverse force-deformation behavior of the bolt, including shear and flexural effects, is 
modeled using Eq. (1) as: 
 

 𝑅bolt = 𝑅unl +
�𝐾i,bolt−𝐾p,bolt�(∆bolt−∆unl)

�1+�
�𝐾i,bolt−𝐾p,bolt��∆bolt−∆unl�

𝑅cyc,bolt
�
𝑛bolt

�

�1 𝑛bolt� �
+ 𝐾p,bolt(∆bolt − ∆unl)  , (1) 

 
where ∆bolt  is the bolt shear deformation, 𝑅bolt  is the bolt shear force, (∆unl, 𝑅unl)  are the 
coordinates of the last unload point, 𝑅cyc,bolt = sign(∆ − ∆unl)𝑅v,bolt − 𝑅unl + 𝐾p,bolt ∆unl is the 
cyclic reference load for the bolt shear force-deformation behavior where 
𝑅v,bolt = 0.62𝐹u,bolt𝐴b  (J3-1) is the shear capacity of the bolt, 𝑛bolt = 2,  𝐴b is the bolt cross-
sectional area and 𝐹u,bolt  is the tensile strength of the bolt material.  Fig. 2(a) shows a 
comparison of the bolt backbone force-displacement response to data from three bolt-shear tests 
for 19 mm (3/4 in) diameter A325 bolts from Weigand (2014).  Fig. 2(b) shows the behavior of 
the bolt under increasing magnitude cyclic shear deformations. 
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(a) (b) 

Figure 2: (a) Comparison of bolt shear component spring backbone response with bolt shear data from Weigand 
(2014)2, and (b) bolt shear component spring cyclic response 

 
The initial stiffness of the bolt force-deformation response is calculated using the bolt bearing 
stiffness 𝐾br,bolt and the bolt shearing stiffness 𝐾v,bolt as  
 
 𝐾i,bolt = 1

1
𝐾br,bolt

+ 1
𝐾v,bolt

   . (2) 

 
The bearing stiffness is calculated as 
 

 𝐾br,bolt = 1
1+3𝛽b

�𝑡p𝑡w𝐸bolt

2𝑡p𝑡w
�  , (3) 

 
based on the work by Nelson et al. (1983), where 𝛽b is a correction factor that accounts for the 
concentration of bearing forces at the interface between plates for bolt in single shear.  The value 
of 𝛽b can range from 1 for a simple shear pin to relatively small values (on the order of 0.15) for 
pre-tensioned bolts with large bolt heads, washers, and nuts.  For the analyses included in this 
paper, a value of  𝛽b = 0.7 was used.  The bolt shearing stiffness is determined by assuming that 
the bolt acts as a prismatic Timoshenko beam with circular cross-section and fixed ends, such 
that: 
 
 𝐾br,bolt = 12𝐸bolt𝐼bolt

𝐿bolt
3 (1+Φ)   , (4) 

 
where 𝐸bolt is the modulus of elasticity of the bolt, 𝐼bolt = 𝜋𝑑𝑏

2 64⁄  is the moment of inertia of 
the bolt shaft cross-section, 𝐿bolt = 𝑡p + 𝑡w is the bolt length, and 
 
 Φ = 12𝐸bolt𝐼bolt

𝐿bolt
2 � 1

𝜅𝐺bolt𝐴b
�
  (5) 

 

                                                 
2 Estimated uncertainty in measured experimental data less than 1 % 
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 6 

is a term in Timoshenko beam theory that characterizes the relative importance of the shear 
deformations to the bending deformations (Thomas et al. 1973).  In Eq. (5), 𝐺bolt = 𝐸 2(1 + 𝜐)⁄  
is the bolt shear modulus, and 𝜅 is the shear coefficient for a circular cross-section, defined as: 
 
 κ = 1

7
6+1

6� 𝜈
1+𝜈�

  . (6) 

 
The bolt plastic shear stiffness, 𝐾p,bolt, was assumed to be 2 % of the bolt initial shear stiffness, 
𝐾i,bolt. 
 
2.2 Shear Plate and Beam Web Behavior 
The shear-plate and beam-web component springs (i.e., plate springs) are modeled using a 
piecewise version the Richard Equation (see Richard and Abbott (1975)) such that: 
 

 𝑅(∆) =

⎩
⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎧

�𝐾b
−−𝐾p

−��∆−∆br
− �

�1+�
�𝐾b

−−𝐾p
−��∆−∆br

− �
𝑅b

− �
𝑛b

−

�

�1
𝑛b

−� �
+ 𝐾p

−(∆ − ∆br
− ),             ∆ ≤ ∆slipctr − 1

2
∆slip

�𝐾i−𝐾y�∆

�1+�
�𝐾i−𝐾y�∆

𝑅y
�
𝑛

�
�1 𝑛� � + 𝐾y∆,                  ∆slipctr − 1

2
∆slip ≤ ∆ ≤∆slipctr + 1

2
∆slip

�𝐾b
+−𝐾p

+��∆−∆br
+ �

�1+�
�𝐾b

+−𝐾p
+��∆−∆br

+ �

𝑅b
+(𝑇)

�
𝑛b

+

�

�1
𝑛b

+� �
+ 𝐾p

+(∆ − ∆br
+ ),             ∆ ≥ ∆slipctr + 1

2
∆slip

 (7) 

 
where the superscripts, (∙)+  and (∙)− , denote tensile and compressive deformations of the 
component spring, respectively, and the remaining parameters in Eq. (7) are defined below.  Fig. 
2(b) shows a schematic of the backbone response. 
 

 
Figure 3: Plate component spring backbone force-displacement response 
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Prior to bearing, the single-plate shear connection resists load via friction due to the clamping 
force supplied by the bolt pre-tension and the surface contact between the bolt and plates. For 
slip-critical connections, the plates are assumed to behave elastically prior to slip, with initial 
stiffnesses determined from the gross areas of the plate characteristic-width segments as: 
 
 𝐾i = 𝑤𝑡p𝐸

𝑎  (8) 
 
where 𝑤 is the width of the shear plate segment, 𝑡p is the plate thicknesses, 𝐸 is the modulus of 
elasticity of the plate steel, and 𝑎  is the distance between the column face to the bolt line.    
Connections that do not use pre-tensioned bolts may not develop the elastic plate stiffnesses, and 
thus may have significantly smaller initial stiffnesses.  For connections without pre-tensioned 
bolts, the initial stiffness of the friction-slip behavior can be assumed to equal the initial plate 
bearing stiffness for the relevant loading direction, 𝐾b

+ or 𝐾b
−, defined below. 

 
Slip occurs as the loading overcomes the resistance supplied by the bolt pre-tension and friction 
between the sliding surfaces.  After slip is initiated, the bolt continues to slip until the initiation 
of bearing contact between the bolt shaft and the bolt holes (at deformations of  ∆slipctr −
(1 2⁄ )∆slip  in compression or  ∆slipctr + (1 2⁄ )∆slip  in tension, where ∆slip  is the difference 
between the plate hole diameter (or slot width, when applicable) and the bolt diameter). 
 
The load at slip can be calculated as: 
 
 𝑅slip = 𝑛f𝜇𝜇𝐴𝑏𝐹u,bolt  , (9) 
 
Where 𝜇 is coefficient of friction between the steel surfaces in contact, 𝑛f is the number of faying 
surfaces (or slip planes), 𝐴b and 𝐹u,bolt were defined above, and 𝜇 is the ratio of the bolt pre-
tension load to the bolt tensile strength. For the modeling presented in this paper, 𝜇 = 0.75 was 
used and 𝜇 was taken as 0.338, corresponding to an average value calculated from a large set of 
data compiled by Grondin et al. (2007). 
 
It should be noted that when connections are loaded dynamically, the load in the connection 
spring may decrease as the coefficient of friction decreases from the static to the kinetic 
coefficient of friction.  However, most tests of single-plate shear connections, including those 
used for comparison with the model, have been conducted at sufficiently small loading rates that 
their behavior remained pseudo-static.  For pre-tensioned bolts in pseudo-static tests, the 
resistance of the connection tends to remain relatively constant or even increase slightly as the 
bolts slip (e.g., Liu and Astaneh-Asl (2004), Weigand (2014)).  While Eq. (7) allows for either 
positive or negative slip stiffnesses (designated as 𝐾y), the comparison studies presented here 
found that a small positive value of 0.01 % of the initial stiffness was appropriate in all of the 
considered cases. 
 
The capacity and stiffness parameters of bearing portion of the shear-plate and beam-web 
component behavior were adapted from the work of Rex and Easterling (1996), who performed 
46 tests on a single bolt bearing against a single plate. The elastic and plastic bearing stiffnesses 
of the bearing force-deformation response can be determined from 𝐾b

+ = 𝛽s𝐾�b𝜇𝐾b  and 𝐾p
+ =
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𝛽s𝐾�b𝜇𝐾p , where 𝛽s = 1  for structural steel, 𝜇𝐾b = 1.731 , and 𝜇𝐾p = −0.009  (see Rex and 
Easterling (1996)), and 
 
 𝐾�b = 1

1
𝐾� b

br+ 1
𝐾�b

b+ 1
𝐾�b

v
  (10) 

 
with elastic stiffness contributions resulting from direct bearing ( 𝐾�b

br = 120𝑡p𝐹y𝑑b
�4

5� � ), 
bending (𝐾�b

b = 32𝐸𝑡p�𝐿ehp − 𝑑b 2⁄ �
3
), and shearing (𝐾�b

v = (20 3⁄ )𝐺𝑡p�𝐿ehp − 𝑑b 2⁄ �).  In the 
equations for the stiffness contributions, 𝑡p is the plate thickness, 𝑑b is the bolt diameter, 𝐹y is 
the yield strength of the plate material, 𝐸 is the modulus of elasticity of the plate material, and 𝐺 
is the shear modulus of the plate material. 
 
The bearing response of the plates in compression is more constrained than that in tension, due to 
the additional restraint against bending provided by the plate welds.  The additional constraint 
leads to a marginally stiffer force-deformation response in compression, relative to that in 
tension, an effect has also been noted experimentally for single-plate shear connections under 
increasing magnitude reversed cyclic loading (Crocker and Chambers 2004).  The component 
spring bearing force-deformation response in compression mirrors the response in tension, but 
with initial elastic and plastic bearing stiffnesses based only on the direct bearing stiffness such 
that 𝐾b

− = 𝛽s𝐾�b
br𝜇𝐾b  and 𝐾p

+ = 𝛽s𝐾�b
br𝜇𝐾p .  In compression, 𝜇𝐾p = 0.001 is taken as a small 

positive value to avoid the potential for a negative tangent stiffness.  
 
Load Reversal Behavior 
The behavior of single-plate shear connections upon load reversal can be relatively complex, but 
adequately capturing those complexities is critical to modeling the load-history-dependent 
resistance and energy dissipation capacity of the connections.  Tests on single-plate shear 
connections under seismic loads have shown that the connection moment-rotation response 
becomes increasingly pinched and nonlinear at large rotations (e.g., Crocker and Chambers 
(2004), Liu and Astaneh-Asl (2004)).  At small rotations prior to bearing, friction supplied by 
pre-tensioned bolts resists sliding in both directions, and the cyclic friction slip behavior at load 
reversal can be characterized by  
 

 𝑅 = 𝑅unl + �𝐾i−𝐾y�(Δ−∆unl)

�1+�
�𝐾i−𝐾y��Δ−∆unl�

𝑅cyc
�
𝑛y

�
�1 𝑛y� �

+ 𝐾y(Δ − ∆unl)  , (11) 

 
where, similar to the bolt shearing response, (Δunl, 𝑅unl) are the coordinates of the last unload 
point and 𝑅cyc = sign(∆ − ∆unl)𝑅y − 𝑅unl + 𝐾y ∆unl is the current value of the cyclic reference 
load.  Eq. (11) represents a “full” (i.e., not pinched) cyclic hysteresis that is symmetric about the 
origin. 
 
After bearing has been initiated, the plate component spring model also tracks the coordinates of 
the minimum and maximum unload points, �Δunl,min, 𝑅unl,min�  and �Δunl,max, 𝑅unl,max� 
respectively.  The load reversal behavior is then defined between the values of the minimum and 
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maximum unload points within the current cycle, permitting the model to capture the evolution 
of the connection response with increased hole elongations due to bearing.  Pinching in the 
connection begins at the initiation of bearing deformations as a result of the loss of pre-tension in 
the bolts.  This phenomenon is captured within the shear-plate and beam-web component springs 
by allowing the pinching (the scalar parameter 𝛾 in Eq. (15) below) to vary as a function of 
accumulated bearing deformation.  The pinched hysteresis response is formed from a 
combination of two response curves. The first curve is the general form of the Richard Equation, 
which represents the response with no pinching, written in terms of the bearing curve 
parameters: 
 

 𝑅 = 𝑅unl + �𝐾b
+−𝐾p

+�(Δ−∆unl)

�1+�
�𝐾b

+−𝐾p
+��Δ−∆unl�
𝑅cyc

�
𝑛b

+

�

�1
𝑛b

+� �
+ 𝐾p

+(Δ − ∆unl)  , (12) 

 
where 𝑅cyc = 𝑅b

+ + 𝑅y  for the initial unload cycle, and 𝑅cyc = 𝑅unl,max − 𝑅unl,min  for all 
subsequent cycles.  The second curve, which represents the fully pinched response, is defined 
using a Bézier curve (e.g., Farin (1993), Prautizsch et al. (2002)).  The Bézier curve was chosen 
because it provides an adaptable smoothly transitioning approximation to a piecewise-linear 
curve, that can be defined to traverse a path through zero load at zero displacement with a small 
residual stiffness 𝐾res, and to terminate at the appropriate minimum or maximum unload point, 
depending on loading direction.  The Bézier curve is calculated as 
 
 𝑩(𝑡) = � 𝐵𝑖

𝑛(𝑡)𝑛
𝑖=0 𝑷𝑖  , (13) 

 
where 𝑡 is a parametric variable ranging from 0 to 1 (i.e., 0 at the current unload point and 1 at 
the current reload point), 
 
 𝐵𝑖

𝑛(𝑡) = �𝑛
𝑖 � (1 − 𝑡)𝑛−𝑖𝑡𝑖       𝑖 = 0, 1, … , 𝑛 (14) 

 
are Bernstein polynomials, �𝑛

𝑖 � = 𝑛!
𝑖!(𝑛−𝑖)!

 are the binomial coefficients, and 𝑷𝑖 is the set of control 
points that define the curve trajectory (Fig. 4).  Tests of connections under cyclic rotation cycles 
have shown that 𝐾rel

− ≈ (1 2⁄ )𝐾b
− and 𝐾rel

+ ≈ (1 2⁄ )𝐾b
+. At a given value of 𝑡, the Bézier curve 

resulting from Eq. (14) has two components, where the second component corresponds to the 
component spring load (i.e, 𝑩2(𝑡) = 𝑅BZ).  𝑅BZ represents load reversal behavior that is fully 
pinched. 
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Figure 4: Schematic of Bézier curve with control points (unload from positive deformation) 

 
The actual load reversal path 𝑅p  is calculated as a weighted summation between the full 
hysteretic behavior (i.e., Richard Equation) and fully pinched behavior (i.e., Bézier curve) as: 
 
 𝑅p = 𝛾𝑅 + (1 − 𝛾)𝑅BZ  , (15) 
 
where the amount that each curve contributes to the response defines the pinching ratio 𝛾, which 
can vary between 0 and 1.  Fig. 5(a) shows a schematic of the pinching behavior for the initial 
unload cycle and Fig. 5(b) shows a schematic of the pinching behavior for the subsequent cycles. 
 

   
(a) (b) 

Figure 5: Schematic showing plate component spring pinched hysteresis (Eq. (15)) for (a) initial unload cycle and 
(b) subsequent unload cycle 

 
Calibration of Pinched Hysteresis 
The evolution of the pinching parameter 𝛾 was determined by assuming that the bolt behaves 
elastically, and calibrating the shear-plate and beam-web component-spring pinching behavior 
against data from Liu and Astaneh-Asl (2004), for a four-bolt single-plate shear connection 
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subjected to increasing magnitude rotation cycles.  The results of the pinching calibration are 
shown in Fig. 6(a), and Fig. 6(b) shows a comparison of the model response using the calibrated 
pinching function to the data from Liu and Astaneh-Asl (2004).  More information on procedure 
used to calibrate the pinching parameter is available in Weigand (2016). 
 

  
(a) (b) 

Figure 6: (a) Pinching ratio data with fitted pinching curve, and (b) comparison of model response, using fitted 
pinching curve, to experimental data from Liu and Astaneh-Asl (2004)3 

 
3. Calculation of Connection Deformations 
The axial deformations of the connection springs, Δj, were calculated in terms of the connection 
rotation and axial deformation demands, 𝜃  and 𝛿 , respectively, using a rigid-body fiber-
displacement model derived by Weigand and Berman (2014): 
 
 Δj = 𝛿 + (1 − cos 𝜃)𝑋j1 − sin 𝜃𝑋j2  , (16) 
 
where 𝑿𝑗  denotes the location of the 𝑗th  connection spring with components 𝑿𝑗 = �𝑋j1, 𝑋j2 �

𝑇
 

relative to the center of rotation of the connection (Fig. 7).  For seismic tests, the connections are 
subjected only to rotation demands (i.e., 𝛿 = 0), and the connection spring deformations are 
essentially linear with increasing rotation. 
 

 
Figure 7: Coordinate system for calculation of spring displacements from rigid-body fiber displacement model 

(Source: Weigand and Berman (2014)) 

                                                 
3 Estimated uncertainty in measured experimental data less than 1 % 
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For the connections subjected to column loss, the connection demands can be calculated in terms 
of the vertical deflection of the simulated missing column, Δsyst,  (termed “simulated vertical 
displacement”) as 
 
 𝜃 = tan−1 �Δsyst

𝐿r
�  , (17) 

 
and 
 

 𝛿 = 𝐿r
2

��1 + �Δsyst

𝐿r
�

2
− 1�  , (18) 

 
where 𝐿r is the distance between the centers of gravity of connection bolt groups on the ends of 
the framing members (in the undeformed configuration). 
 
4. Results and Discussion 
To examine the ability of the component-based model to adequately capture the connection 
response, the model was used to predict the responses of multiple tested connections for which 
data are available in the literature.  Fig. 8 shows a comparison of the predicted response from the 
model to the moments at the peak rotations from each cycle of data from Crocker and Chambers 
(2000), for a 4-bolt single-plate shear connection with 19 mm (3/4 in) diameter A325 bolts, a 9.5 
mm (3/8 in) thick A36 shear plate, and a W18×55 beam section.  It should be noted that, because 
Crocker and Chambers (2000) listed the material grades used in the connection tests, but did not 
include coupon data for the shear plate and beam web materials, this comparison assumed plate 
material yield and ultimate tensile strengths equal to the expected material strengths from 
ANSI/AISC 341-10 (AISC 2005).  Fig. 8 shows that the model underestimated the resistance of 
the connection at small rotations, relative to the connection data, but better approximated the 
peak moments of the connection at large rotations.  During the cycle prior to connection failure 
in the test, the model was within 5 % of the moments at the peak rotations (4 % at the cycle peak 
and 1 % at the cycle valley). 

 
Figure 8: Comparison of moment-rotation response predicted by component-based model with connection data from 

Crocker and Chambers (2000)4 (connection data shown at cycle peaks) 

                                                 
4 Estimated uncertainty in measured experimental data less than 2 % 
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The component-based connection model was also compared to data from single-plate shear 
connection sub-assemblages tested by Weigand and Berman (2014) under simulated column 
removal.  The model was subjected to the same rotation and axial deformation demands as were 
used in the sub-assemblage tests.  The component spring displacements, due to the connection 
demands, were calculated from Eq. (16).  Fig. 9 shows a comparison of the connection response 
predicted by the model with the vertical (i.e., along 𝑋2) and horizontal (i.e., along 𝑋1) force-
displacement responses from Specimen sps4b|STD|34|38|48L from Weigand and Berman (2014), 
which corresponds to a 4-bolt single-plate shear connection with 19 mm (3/4 in) diameter bolts, a 
9.5 mm (3/8 in) thick shear plate, and a 14.6 m (48 ft) span.  The estimated uncertainty in the 
measured experimental data was less than ± 0.5 %, based on repeated calibrations of the 
instruments over the course of testing.  The model under-predicts the connection vertical 
resistance throughout most of the analysis, relative to the connection data.  This discrepancy 
occurs as a result of excess shear force in the tested connections, an effect which is described in 
detail in Weigand (2016).  The model does not account for this excess shear force; however, as 
the excess shear force dissipates at large simulated vertical displacements (i.e., when the shear 
resistance of the connection is due primarily to tension resistance in the rotated configuration), 
the vertical force-displacement response of the model approaches that of the tested connection.  
The model predicted the peak vertical connection resistance within 4 % and the peak horizontal 
connection resistance within 1 %. 
 

  
(a) (b) 

Figure 9: Comparison of predicted (a) vertical force-displacement response and (b) horizontal force-displacement 
response from component-based model with connection data 

 
5. Summary 
This paper summarized the development of a component-based model for single-plate shear 
connections.  The model was compared against the moment-rotation response of a single-plate 
shear connection tested under increasing magnitude rotation cycles (i.e., seismic loads), as well 
as against the vertical and horizontal force-displacement responses of a connections tested under 
combined rotation and axial deformation demands (i.e., column removal loads).  The close 
agreement between the model and the connection experiments, as well as additional comparisons 
between the model predictions and connection test data presented in Weigand (2016), serve as 
validation of the proposed modeling approach. 
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Beyond predicting the responses of the single-plate shear connection tests considered in this 
paper for validation, the component-based model provides other key capabilities, such as the 
capacity to capture load reversals and energy dissipation, that are critical to modeling the 
responses of connections subjected to extreme loads.  The model also accounts for the pinching 
effects associated with hysteresis, which are critical to modeling the history-dependent resistance 
of connections under seismic loads, and which also play a role in the behavior of connections 
subjected to column removal. 
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ABSTRACT 

The National Institute of Standards and Technology (NIST) 

hosted the Roadmapping Workshop – Measurement Science 

for Prognostics and Health Management for Smart 

Manufacturing Systems (PHM4SMS) in Fall 2014 to discuss 

the needs and priorities of stakeholders in the PHM4SMS 

technology area. The workshop brought together over 70 

members of the PHM community. The attendees included 

representatives from small, medium, and large 

manufacturers; technology developers and integrators; 

academic researchers; government organizations; trade 

associations; and standards bodies. The attendees discussed 

the current and anticipated measurement science challenges 

to advance PHM methods and techniques for smart 

manufacturing systems; the associated research and 

development needed to implement condition monitoring, 

diagnostic, and prognostic technologies within 

manufacturing environments; and the priorities to meet the 

needs of PHM in manufacturing.   

This paper will summarize the key findings of this 

workshop, and present some of the critical measurement 

science challenges and corresponding roadmaps, i.e., 

suggested courses of action, to advance PHM for 

manufacturing. Milestones and targeted capabilities will be 

presented for each roadmap across three areas: PHM 

Manufacturing Process Techniques; PHM Performance 

Assessment; and PHM Infrastructure – Hardware, Software, 

and Integration. An analysis of these roadmaps and 

crosscutting themes seen across the breakout sessions is also 

discussed.  

1. INTRODUCTION

The National Institute of Standards and Technology (NIST) 

is a research agency with the United States (U.S.) 

Department of Commerce that develops measurement 

science to advance innovative and emerging technologies to 

increase U.S. industry’s competitiveness on a global scale. 

One specific area of NIST research is focused on 

Prognostics and Health Management for Smart 

Manufacturing Systems (PHM4SMS). To that end, it is 

critical for the NIST-PHM4SMS project team to understand 

the needs of its stakeholder community to develop and 

evolve the project’s research plan, accordingly. A 

Roadmapping Workshop – Measurement Science for 

Prognostics and Health Management for Smart 

Manufacturing Systems was hosted by NIST on November 

19
th

 and 20
th

, 2014 to discuss the needs and priorities of 

stakeholders in the PHM4SMS technology area. The 

workshop brought together over 70 members of the PHM 

community including representatives from small, medium, 

and large manufacturers; technology developers and 

integrators; academic researchers; government 

organizations; trade associations; and standards bodies. The 

attendees discussed the current and anticipated measurement 

science challenges that they felt the PHM community 

should address to advance PHM methods and techniques for 

smart manufacturing systems. Attendees also described the 

Brian A. Weiss et al. This is an open-access article distributed under the 

terms of the Creative Commons Attribution 3.0 United States License, 

which permits unrestricted use, distribution, and reproduction in any 

medium, provided the original author and source are credited 

SP-1064

Weiss, Brian; Vogl, Gregory; Helu, Moneer; Qiao, Guixiu; Pellegrino, Joan; Justiniano, Mauricio; Raghunathan, Anand. "Measurement Science for Prognostics and Health Management for Smart Manufacturing Systems: Key Findings From a Roadmapping Workshop." Paper presented at the Annual Conference of the Prognostics and Health Management Society, Coronado, CA, Oct 18-Oct 24, 2015.

1

Weiss, Brian; Vogl, Gregory; Helu, Moneer; Qiao, Guixiu; Pellegrino, Joan; Justiniano, Mauricio; Raghunathan, Anand. 
“Measurement Science for Prognostics and Health Management for Smart Manufacturing Systems:  

Key Findings From a Roadmapping Workshop.” Paper presented at the Annual Conference of the Prognostics and Health Management Society, Coronado, CA, Oct 18-Oct 24, 2015.

mailto:jpellegrino@energetics.com


ANNUAL CONFERENCE OF THE PROGNOSTICS AND HEALTH MANAGEMENT SOCIETY 2015 

associated research and development (R&D) needs that are 

hindering the advancement and implementation of condition 

monitoring, diagnostic, and prognostic technologies within 

manufacturing environments. Finally, attendees identified 

the priorities and next steps to meet the needs of PHM in 

manufacturing. 

This paper begins by offering background on NIST’s efforts 

in Smart Manufacturing and PHM in Section 2. Section 3 

summarizes the key findings of the workshop including 

highlights from the panel discussions and breakout sessions. 

The breakouts focused the participants in three areas: PHM 

Manufacturing Process Techniques; PHM Performance 

Assessment; and PHM Infrastructure – Hardware, Software, 

and Integration. For each breakout, participants identified 

the area’s goals, desired capabilities, challenges and barriers 

to developing these capabilities, and specific roadmaps with 

milestones and targets to achieve these goals and 

capabilities. Section 3 also highlights some of the 

crosscutting themes that emerged throughout the workshop. 

Section 4 concludes with a discussion of the NIST-

PHM4SMS team’s existing research plans.  

2. BACKGROUND

2.1. Smart Manufacturing Systems (SMS) 

NIST’s mission is to promote U.S. competitiveness across 

many technological areas including manufacturing. Smart 

Manufacturing has been identified by numerous U.S. 

leadership organizations (including the Executive Office of 

the President) as a necessity for U.S. manufacturers to 

increase their global competitiveness (Manyika, Sinclair, 

Dobbs, Strube, Rassey, Mischke, Remes, Roxburgh, 

George, O'Halloran & Ramaswamy, 2012) (PCAST, 2012) 

(PCAST, 2014). Smart Manufacturing Systems (SMS) are 

the synthesis and integration of advanced physical and 

virtual technologies to enable innovative processes and 

enhance existing methods. SMS includes the convergence of 

information and communication technologies with a range 

of sophisticated and emerging capabilities in a wide range of 

domains including sensing, automation, machining, 

robotics, and additive manufacturing. The effective and 

efficient use, and integration of these technologies is 

promoting manufacturing growth by enabling manufacturers 

to increase their productivity, quality, and safety, while 

reducing their costs and waste (Bernaden, 2012). 

NIST has developed a suite of Smart Manufacturing 

programs (including robotics and additive manufacturing) to 

address the measurement science challenges faced by 

manufacturers who are actively looking to grow and/or 

enhance their operations. One of the programs is the Smart 

Manufacturing Operations Planning and Control 

(SMOPAC) program which is designed to tackle 

technological and integration challenges posed at the factory 

level.  

PHM is a critical part of Smart Manufacturing. PHM may 

ultimately enable a machine or system to self-diagnose and 

self-heal with enough intelligence to be both aware of its 

current health and make an appropriate decision given both 

its state and goals. Presently, condition-monitoring, 

diagnostic, and prognostic techniques are not at the level 

required to enable this ultimate PHM vision; additional 

research is required. 

2.2. Prognostics and Health Management for Smart 

Manufacturing Systems (PHM4SMS) 

Within SMOPAC, the PHM4SMS project is aimed at 

developing the necessary measurement science to enable 

and enhance condition-monitoring, diagnostics, and 

prognostics. This measurement science includes the 

development of performance metrics, test methods, 

predictive modeling and simulation tools, reference data 

sets, protocols, and technical data. 

The first of three phases of the PHM4SMS project is 

focused on assessment (the other phases are development 

and standardization): understanding the existing PHM 

capabilities, challenges, and needs of the manufacturing 

community and identifying the gaps that, if addressed, could 

benefit industry. This assessment phase has been marked by 

extensive research into PHM, both within literature reviews 

and direct interactions with PHM stakeholders (e.g., 

manufacturing process maintenance engineers, process 

design engineers, equipment operators). The NIST team has 

gained valuable insight about preventative/time-based 

maintenance (Ahmad & Kamaruddin, 2012) (Coats, Hassan, 

Goodman, Blechertas, Shin & Bayoumi, 2011); predictive 

maintenance/condition-based maintenance (Butcher, 2000) 

(Byington, Roemer, Kacprzymki & Galie, 2002) 

(Montgomery, Banjevic & Jardine, 2012) (Tian, Lin & Wu, 

2012); and proactive/intelligent maintenance including 

maintenance at complex system levels (Barajas & Srinivasa, 

2008) (Lee, Ghaffari & Elmeligy, 2011) (Lee, Ni, 

Djurdjanovic, Qiu & Liao, 2006). 

Likewise, studies and reviews have been identified that 

compare existing PHM methods along with highlighting 

their strengths and limitations (Kothamasu, Huang & 

VerDuin, 2006) (Muller, Crespo Marquez & Iung, 2008) 

(Peng, Dong & Zuo, 2010). More specifically, reviews of 

PHM-based standards have also been conducted (Vogl, 

Weiss & Donmez, 2014a) (Vogl, Weiss & Donmez, 2014b) 

(Zhou, Bo & Wei, 2013).  

Besides NIST efforts in reviewing the existing PHM 

techniques and standards landscapes, NIST has actively 

engaged numerous manufacturers to directly understand 

their PHM capabilities, successes, challenges, and needs. 

This has included site visits with many small, medium, and 

large manufacturers from a range of industries including 

automotive, aerospace, defense, earth-moving, and electro-

mechanical. Stakeholder engagement peaked with the 
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planning and execution of the Roadmapping Workshop on 

Measurement Science for Prognostics and Health 

Management for Smart Manufacturing Systems. 

3. WORKSHOP

The NIST PHM4SMS project team contracted with 

workshop facilitation and documentation experts at 

Energetics Corporation to host a two-day workshop.  This 

workshop brought together PHM stakeholders including 

small, medium, and large manufacturers; technology 

developers and integrators; standards bodies; academic 

researchers; and U.S. government organizations. This 

section summarizes the workshop activities and the output 

information from the participants. The full details can be 

found in the comprehensive workshop report (National 

Institute of Standards and Technology, 2015a). 

3.1. Goals 

The workshop was planned and executed with three specific 

goals. They were to identify and prioritize the: 

 Measurement science needs for improving PHM

impacts within manufacturing processes;

 Measurement science barriers, challenges, and gaps

that prevent the broad use of PHM technologies for

manufacturing processes;

 R&D needed to address the priority measurement

and standards challenges.

3.2. Plenary Talks and Panel Discussions 

The workshop featured five plenary talks and three panel 

discussions (National Institute of Standards and 

Technology, 2015b). The plenary talks, presented by NIST 

personnel and external PHM experts, talked about the needs 

to evolve PHM technology within manufacturing along with 

existing PHM successes that several organizations have 

recently employed. Likewise, the talks highlighted specific 

challenges that still remain that, if addressed, can present 

tremendous benefit to the manufacturing community. These 

challenges included the development of common standards, 

interoperability among systems, deriving actionable 

intelligence from extensive data streams, and enabling 

machines to self-heal (i.e., impending faults or failures and 

automatically take corrective actions to remedy the 

problem).  

The three panel sessions are discussed in the following sub-

sections. Each panel was moderated, and included numerous 

speakers from diverse industry backgrounds, each with 

practical PHM experience. Some of the highlights from the 

question and answer sessions during each panel will be 

discussed herein. Full presentations given by both the 

plenary speakers and panelists can be found on the NIST 

web space (National Institute of Standards and Technology, 

2015b).  

3.2.1. Panel 1: PHM Capabilities, Best Practices, 

Challenges, and Needs 

This panel focused on the current state of PHM for 

manufacturing.  Panelists focused on PHM technologies and 

systems including existing capabilities, best practices, and 

challenges along with technological gaps and limitations. 

Some of the key highlights of the panel’s question and 

answer session include: 

 Communication and interoperability at the system

level – Diversity, varying ages, and non-standard

software of numerous systems add complexity to

PHM systems. Enhancing, simplifying, and

standardizing communications among multiple

systems is warranted to streamline PHM.

 Catalog of data sets for understanding failure – It is

challenging to obtain sufficient training data to

ascertain when equipment or processes will fail. It

is rarely practical to let a machine or process fail

solely to obtain a realistic data set. Given that the

best data is often from real failures, data must be

opportunistically captured when a true fault or

failure occurs.

 Real-time aspects of PHM technologies –

Manufacturers are seeing an increasing need for

real-time PHM technologies. This is especially true

for high value equipment or processes where any

faults or failures can be detrimental to overall

manufacturing operations. Not all organizations are

ready for this shift; some are still lacking in basic

(not real-time) PHM while others do not see the

implementation of real-time PHM as being cost

effective for their operations.

3.2.2. Panel 2: Performance Assessment – Monitoring 

and Measurement 

This panel discussed the techniques for monitoring and 

measuring the performance of the PHM systems, 

themselves, along with identifying the metrics that evaluate 

how PHM technologies impact overall manufacturing 

performance. Highlights from this panel’s question and 

answer session include: 

 Equipment monitoring and data collection by

suppliers – It is challenging to implement PHM in

one’s own organization and it can also be

challenging to request PHM be integrated into an

external supplier’s operations. Those suppliers that

integrate PHM within their operations will likely

gain a competitive advantage in that they will have

more forewarning of faults and/or be more capable

of handling unforeseen failures.
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 Cost justification of PHM systems – When

manufacturers buy manufacturing equipment that

has a history of reliable operations, it is unlikely

that they will also want to invest in PHM for this

same equipment. The cost justification can be

made in terms of maintaining or increasing quality

and/or safety. Manufacturers will gain confidence

in their equipment if PHM technology providers

support any warranties that are tied to the

equipment.

3.2.3. Panel 3: PHM and the Human Element 

The third panel focused on the influence and understanding 

of human decision-making on PHM systems within 

manufacturing and the difficulties that present themselves 

when humans work with PHM. A few of the highlights of 

this panel’s question and answer session include: 

 Need for increased knowledge of refurbished

equipment – It is difficult to accurately assess a

machine’s health after it has been repaired

(following a fault or failure), refurbished, or

undergone extensive maintenance. This lack of

knowledge can also complicate understanding a

system’s overall health when a constituent

component has been extensively repaired or

replaced. This situation presents an opportunity to

develop inventory tracking in conjunction with

PHM that could document individual health states

and expected remaining useful life (RUL) of

specific components.

 PHM is easier to implement at the onset of a

machine’s/process’ life – It is more cost effective

and easier to integrate PHM into equipment or a

process during the design stage prior to the

equipment or process being put into service. This

ease of implementation includes making it easier to

integrate sensors, technology, and programming for

PHM. One disadvantage of integrating PHM at the

onset is that it is likely that all of the faults and

failures that could/will occur are not known at this

initial timeframe; some faults and failures are still

likely to occur that the PHM system would either

not detect or inaccurately detect. PHM design and

implementation is costly, so the specificity and

extent of its capabilities should be measured

against the projected savings with its usage.

3.3. Breakout Sessions 

The workshop featured three separate breakout topics: PHM 

Manufacturing Process Techniques and Metrics, PHM 

Performance Assessment; and PHM Infrastructure – 

Hardware, Software, and Integration.  Each breakout topic 

met four times (Sessions I, II, III, and IV) across the two-

day event and held a specific focus: 

 Breakout Session I: Goals and Desired Capabilities

– For each topic area, the first session focused on

capturing the specific PHM capabilities most

wanted and needed. Each group identified goals in

the near-term (1 to 2 years), mid-term (3 to 5

years), and long-term (5+ years) time horizons.

Additionally, each group then categorized the

capabilities in the different topic areas in terms of

high, medium, and low priorities.

 Breakout Session II: Challenges and Barriers for

Achieving the Capabilities – This breakout meeting

for each topic focused on identifying the specific

measurement and standards barriers, challenges,

and gaps that hinder PHM development,

implementation, and integration.

 Breakout Session III: Prioritization of Challenges –

This breakout meeting identified R&D and

standards priorities for each of the challenges and

barriers mentioned in the prior session. This

included organizing the challenges in terms of

high, medium, and low priorities.

 Breakout Session IV: Pathways for a Measurement

Science Roadmap – The final breakout meeting

organized each topic’s participants in small groups

to develop specific roadmaps with recommended

approaches, next steps, and actionable plans. Each

action plan was also broken out into near-term (1 to

2 years), mid-term (3 to 5 years), and long-term

(5+ years) timeframes.

Each of the three breakout topics will be presented in the 

following subsections. Although the three breakout groups 

operated separately, some of their identified goals, 

capabilities, challenges, and priority roadmaps had similar 

themes. This was natural in that some of these similarities 

cut across multiple topic areas. Cross-cutting themes are 

highlighted in Section 3.4.  

In the following sections, highlights will be presented for all 

three breakout topics with a focus on the output roadmaps. 

Certain roadmaps were selected from each breakout topic 

for discussion in this paper. The chosen roadmaps were 

deemed the most important to address immediately and/or 

were supported by a majority of the participants while being 

relevant to NIST’s mission.  

3.3.1. Breakout Topic: PHM Manufacturing Process 

Techniques and Metrics 

The successful implementation of PHM can have a 

significant influence on manufacturing operations by 

providing timely actionable intelligence. This intelligence 

can then be used to aid maintenance such that downtime is 

carefully coordinated with manufacturing operations for 

zero loss of productivity and quality. This breakout topic 

focused on addressing the specific PHM manufacturing 
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process capabilities that can enable this timely actionable 

intelligence along with the metrics necessary to collect and 

analyze in support of these capabilities. This group focused 

on PHM techniques and metrics that can ultimately enhance 

condition-monitoring, equipment and process reliability, 

safety, operator situational awareness, and overall 

equipment effectiveness. After the group identified their 

desired goals and capabilities, and the corresponding 

challenges and barriers, three priority roadmap topics were 

developed. Two of the roadmaps are presented below while 

the third (Enterprise-Wide PHM for Maintenance Planning) 

is not discussed due to space restrictions.  

Advanced Sensors for PHM in Smart Manufacturing 

The development of this specific roadmap was spurred by 

the lack of understanding of the full suite of capabilities of 

sensors, their interfaces and interoperability needs for PHM. 

This is critical to address because current PHM systems lack 

re-configurability, flexibility, scalability, and robustness 

partly due to the lack of knowledge with respect to sensors. 

A sub-group within this breakout session focused on 

outlining a multi-stage method for sensor development. This 

approach begins by inventorying existing sensor data 

acquisition (DAQ) systems that are needed for PHM 

systems and defining the re-configurability requirements for 

common manufacturing processes. This effort would 

ultimately breed data communications and analytics 

standards to promote greater communication among 

multiple configurations and technologies. Mid-term 

activities would include the identification of gaps in sensor 

and DAQ capability and interoperability, and define 

scalability requirements for several manufacturing 

processes. Long-term activities feature the development of 

multi-purpose sensors/DAQ interfaces for use within 

manufacturing PHM systems; development of standards for 

data communication, data analysis, and prognostic 

algorithms; and the development of a taxonomy of PHM 

systems and capabilities. This would lead to the generation 

of a taxonomy library and a PHM-handling catalog of 

generated tools to promote flexible and reconfigurable PHM 

systems. The completion of this roadmap action plan is 

envisioned to have high impact within the manufacturing 

community since it’s very likely to improve 

reliability/reduce failures of equipment and processes, 

improve maintenance scheduling, and speed process re-

configurability. 

PHM Data Format and Architecture 

The generation of this roadmap was motivated by the desire 

to solve the lack of interoperability of sensors/data formats 

and types of communication while preserving the meaning 

of the data and the semantics. The overall approach of this 

roadmap is to create protocols for PHM covering formats, 

storage, organization, semantics, and other key components. 

Standards would be created to support the protocols along 

with data interfaces and integration. These protocols and 

overall architecture would enable the generation of a 

database of PHM data and information that the community 

could draw upon.  

The near-term activities of this roadmap include 

determining protocol data types and structure. Guidelines 

must also be developed for data format, storage and 

preservation, organization, and semantic requirements. 

Moving forward, the mid-term activities would focus on 

standards development for semantic PHM data and the 

creation of tools to capture and organize the data; and then, 

extract and visualize the information in a meaningful way. 

The long-term tasking would focus on the creation, 

organization, and management of PHM data repositories. 

This would yield an expansive database that could be used 

by manufacturers, technology integrators, and technology 

developers who work with PHM systems. The advancement 

of this roadmap would have the highest impacts in speeding 

process re-configurability and improving maintenance 

scheduling. 

3.3.2. Breakout Topic: PHM Performance Assessment 

Before any new technology can realize its full potential, it is 

critical to verify and validate its performance. PHM is no 

exception, and care must be taken to ensure that any PHM 

technology’s performance and impact is accurately assessed. 

This breakout topic focused on assessing the performance of 

PHM along with the necessary technologies, measurement 

techniques, data, and performance metrics required for such 

verification and validation.  

Breakout participants identified goals in the areas of 

identifying specific PHM performance characteristics and 

metrics, and equipment and technologies necessary to 

monitor a PHM system (or component). In addition, the 

participants also noted the long-term goal of incorporating 

the design and validation of a PHM system into the overall 

equipment/process life cycle. Once the participants 

identified the subsequent capabilities and existing 

challenges, six priority roadmap topics were developed. 

Three of the roadmaps are presented in detail while the 

remaining three (Cost Model for PHM Performance, 

Taxonomy of Applications, and Determination of PHM 

Data and Information Needs) are not presented due to space 

restrictions.   

Overarching Architecture Framework for PHM with 

Standards and Key Performance Indicators (KPIs) 

This roadmap was motivated by the participants’ 

acknowledgement that a PHM framework within multiple 

industries is either unclear or lacking in standards. This 

absence of standards promotes inconsistencies in PHM 

verification and validation.  
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The ultimate goal of this roadmap is to define a standard 

PHM architecture and create methods that will enable asset 

traceability and historical record keeping on PHM 

performance. To realize this goal, the participants identified 

the near-term action of benchmarking the current state of 

machine monitoring (starting with specific industries) and 

the mid-term tasks of cataloging the KPIs and mapping-out 

the typical diagnostic and prognostic trends (from the target 

industries). The vision is that this effort would produce a 

published catalog that gains some industry acceptance 

(100% acceptance is too ambitious at this time, yet an initial 

target was not determined). Likewise, international 

standards would be developed that are broad enough to 

cover a range of PHM implementations across multiple 

industries. These standards would have to be specific 

enough to guide manufacturers through the process of 

developing and implementing a means of verifying and 

validating their PHM capabilities. If successful, this 

roadmap is expected to have significant impact in improving 

equipment/process reliability, reducing costs, increasing 

industry’s competitiveness, and enhancing maintenance 

scheduling.  

Identification of PHM Performance Metrics 

Participants produced this roadmap citing a lack of 

performance metrics capable of characterizing the value of 

prognostics to equipment or processes prior to failure. This 

coincides with limited information on key metrics for 

manufacturing equipment and/or processes at component 

and system levels. The overall approach proposed is to 

evaluate existing metrics to determine what metrics can be 

captured from equipment/processes prior to a fault or failure 

that sufficiently evaluate the performance of the PHM 

system in question. This assessment will aid in developing 

new performance metrics.  

The near-term plans of this roadmap feature three activities: 

1) survey current metrics that characterize the performance

of a PHM system itself and the PHM’s effectiveness when

applied to a machine/process, 2) identify the necessary

metrics that can apply diagnostics and prognostics to

manufacturing equipment/process and integrate with

controls/operations and maintenance planning, and 3)

determine the gaps present between existing and desired

metrics. Mid-term actions include 1) developing the missing

metrics, 2) evaluating the metrics across a range of

equipment, processes, systems, and PHM algorithms, and 3)

studying how performance metrics can be integrated with

controls, operations, and maintenance planning systems.

Long-term activities conclude with integrating the identified

performance metrics with the PHM architecture (described

in the prior section) so the metrics can be implemented and

demonstrating the applied metrics (in concert with the

architecture) at selected pilot plants. The achievement of

implementing the metrics and framework in a plant is

envisioned to be a stepping-stone to applying the metrics 

and framework to additional manufacturing facilities.  

The expected impact of completing this roadmap action plan 

includes better decisions being made based upon available 

PHM results and performance metrics; improved quality and 

productivity of equipment and processes; and greater 

availability of actionable information.  

Failure Data for Prognostics and Diagnostics 

The final roadmap is motivated by the lack of sufficient, 

available failure data for diagnostics and prognostics. 

Currently, measurement and data collection methods and 

appropriate test beds are limited in their availability and 

capability. For those methods and test beds that do exist, 

there is a lack of consistency in the data formats for which 

data is captured and organized. The participants who 

developed this roadmap proposed the approach of 

developing methods and services to generate diagnostic and 

prognostic data sets for public use including verification and 

validation. This would be supported by the development of 

specific test beds that would enable both the production of 

data and the necessary verification and validation. 

The roadmap action plan begins with three near-term 

activities: 1) development of a common database, 2) 

creation of test beds to assess feasibility, and 3) 

establishment of a consortium (including NIST and 

university partners) to examine PHM for specific systems in 

the form of test bed(s). Mid-term activities include 

qualifying the data within the common database and further 

development of the scaled-down test beds. Long-term 

activities feature the implementation and testing of the 

common database, standardizing the scaled-down test beds, 

and performing simulation modeling of processes. Upon the 

completion of these tasks, the realized capabilities should be 

the active use of a common database and the adoption of 

PHM failure data standards. The realized impact of these 

capabilities is expected to include a significant reduction in 

cost (this method promotes cost sharing across the industry) 

and improved access to failure data to support verification 

and validation of PHM methods.  

3.3.3. Breakout Topic: PHM Infrastructure – Hardware, 

Software, and Integration 

Successful PHM methods and technologies require a robust 

infrastructure including key building blocks such as 

hardware, software, models, and simulations along with the 

integration of these elements. Technology has greatly 

advanced in the last decade (including enhanced capabilities 

in wireless connectivity, mobile devices, computing power, 

sensing capability, and human machine interfaces), and the 

PHM infrastructure has become increasingly complex. The 

participants in this breakout topic discussed a variety of 

infrastructure needs from the perspective of enabling and 
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augmenting PHM within smart manufacturing 

environments. 

Breakout participants identified near-term, mid-term, and 

long-term infrastructure goals in the areas of PHM design, 

hardware, software, security, maintenance, and data 

management. This prompted the participants to identify the 

capabilities and their corresponding priorities. Next, the 

participants identified the challenges and barriers to 

achieving these capabilities and prioritized them 

accordingly. These efforts led to the development of four 

roadmap action plans. Two of the roadmaps are presented in 

detail while the remaining two (PHM as an Equipment 

Design Feature and Embedded Sensors for PHM of 

Emerging Manufacturing Technologies) are not discussed 

due to space restrictions. Those roadmaps not discussed in 

this paper can be found in detail in the full workshop report 

(National Institute of Standards and Technology, 2015a). 

Open-Source Community for PHM 

The first roadmap action plan to be presented from this 

breakout topic is motivated by the fact that it is often costly 

and overly complex to implement PHM on new equipment. 

The proposed approach charts the path of developing an 

open source architecture that will reduce the cost and 

complexity of PHM design and implementation. The 

approach features a collection of data and identification of 

relevant PHM systems and devices. 

The near-term activities of this roadmap include: 1) the 

development of open drivers and adapters enabling PHM 

through the integration of sensors, equipment, controllers, 

interfaces, etc. 2) the expansion of the data collection 

infrastructure to accommodate an open source format, and 

3) the development of security, compression, fault tolerance,

and schema for the open architecture. Mid-term tasks

include: 1) identification of systems and devices to be

compatible with the framework, 2) development of

frameworks and toolkits to enable users to interface with

equipment, and 3) expansion of drivers and adapters.

Finally, the long-term task is a continuation of the prior

tasks – promote continuous development and improvement

(similar to what is done in the Linux community). The goal

is to get a majority (ideally, all) of industry (ranging from

small to large enterprises) using and contributing to the open

architecture.

If this roadmap action plan is successfully completed, 

numerous impacts could be realized. The most significant 

impacts that could be realized include reduced individual 

cost to develop and implement PHM; accelerated pace of 

innovation since more time could be devoted to developing 

PHM algorithms as opposed to developing the architecture 

(since it would already be in place); and enhanced industrial 

competitiveness since the increased presence of PHM would 

reduce maintenance costs and enhance versatility.  

PHM Infrastructure to Deliver Relevant Timely 

Information 

The final roadmap action plan to be presented is similar to 

the roadmap highlighted in the last section, yet is still 

unique in scope and objectives. The participants developed 

this plan to overcome the current inability to make good 

decisions based upon the available data where PHM users 

are currently making decisions either with the wrong 

information, with insufficient detail, and/or at the wrong 

levels. The proposed approach focuses on developing a 

traffic light approach (e.g., green, yellow, red) to classifying 

the value of the data for decision-making.  

This roadmap features an extensive action plan with eight 

near-term and six mid-term tasks identified. Some of the 

near-term tasks include the development of tools to 

construct cyber-models of replacement parts/components to 

better predict RUL or mean time to failure, determination of 

required data to model diagnostics and prognostics, and 

assess requirements to determine the necessary information 

needed at each operational level within a manufacturing 

environment. Several of the mid-term tasks include the 

development of a cloud-based data repository and analytic 

engine to further enhance decision-making and technology 

generation to enable adaptable alarms based upon 

equipment/process condition. The participants identified a 

single long-term goal – develop advanced usage-based 

models to augment PHM decision-making. Increased and 

enhanced decision-making is the ultimate desired capability 

where the participants envision 80% improvement (over 

existing baselines) after five years of effort on this roadmap.  

The significant impacts that could potentially be realized if 

this action plan is completed are the generation and 

availability of better data for fault and failure prevention, 

and appropriate data and better decision-making are fused to 

make timely decisions regarding maintenance scheduling.   

3.4. Cross-Cutting Themes 

Over the entire course of the workshop, numerous themes 

emerged, both within the individual breakout topics and 

across the rest of the workshop program (plenary talks and 

panel discussions). Six specific themes were identified; 

three are presented in the following sub-sections while the 

other three (Workforce and Training, Human Factors, and 

Business Case for PHM) are not presented.  

3.4.1. Data Collection and Extraction of Information 

The challenges of collecting, extracting, and analyzing 

appropriate and meaningful data were well documented 

throughout the workshop. Data is a critical piece of 

designing, verifying, validating, and implementing effective 

PHM technologies into a manufacturing process or piece of 

equipment. These challenges stem from a lack of sensors 

capable of capturing the right data at the appropriate 

SP-1070

Weiss, Brian; Vogl, Gregory; Helu, Moneer; Qiao, Guixiu; Pellegrino, Joan; Justiniano, Mauricio; Raghunathan, Anand. "Measurement Science for Prognostics and Health Management for Smart Manufacturing Systems: Key Findings From a Roadmapping Workshop." Paper presented at the Annual Conference of the Prognostics and Health Management Society, Coronado, CA, Oct 18-Oct 24, 2015.

7

Weiss, Brian; Vogl, Gregory; Helu, Moneer; Qiao, Guixiu; Pellegrino, Joan; Justiniano, Mauricio; Raghunathan, Anand. 
“Measurement Science for Prognostics and Health Management for Smart Manufacturing Systems:  

Key Findings From a Roadmapping Workshop.” Paper presented at the Annual Conference of the Prognostics and Health Management Society, Coronado, CA, Oct 18-Oct 24, 2015.



ANNUAL CONFERENCE OF THE PROGNOSTICS AND HEALTH MANAGEMENT SOCIETY 2015 

frequency, accuracy, and resolution; and a lack of rigorous 

measurement methods to enable efficient and effective data 

collection methods suited for PHM. Additionally, 

inconsistent or insufficient data standards are making it 

difficult to broadly apply PHM across a range of 

manufacturing equipment and processes; standardization of 

data formats and taxonomies would play a significant role in 

overcoming this challenge. Another data challenge is 

generating accurate PHM data, for the purposes of PHM 

design, verification, and validation without damaging 

equipment or decreasing productivity.  

3.4.2. Models, Simulation, and Visualization 

Validated models to support PHM are limited in availability 

and capability. The entire scope of modeling, simulation, 

and visualization (MSV) is also encumbered by the diversity 

of manufacturing equipment and processes, lack of 

integration with legacy systems, and data availability (which 

is critical for effective MSV). A benefit of having accurate 

and relevant models is that they can help highlight the value 

of PHM prior to a system being put into practice. This 

would help generate further organizational support for 

PHM, and it sets initial expectations of the predicted 

performance.  

3.4.3. Design Considerations 

The last cross-cutting theme to be highlighted is the notion 

that PHM be considered as a design feature that is factored 

in to the design process of any new piece of manufacturing 

equipment or process. Most original equipment 

manufacturers (OEMs) do not consider PHM in their design 

process; any PHM that is factored typically include limited 

forms of condition-monitoring and diagnostics. Likewise, 

most technology integrators will not add PHM into their 

process design unless their customer specifically requests 

PHM and is willing to pay the additional costs for it. It is 

much more challenging to integrate effective PHM into a 

system/process after that system/process is in service on a 

factory floor.  

4. NIST’S RESEARCH DIRECTION

The workshop provided valuable insight that is envisioned 

to bring tremendous benefit to the PHM community. 

Likewise, NIST is carefully reviewing the workshop 

findings to update its project’s research direction to further 

align it with industry’s needs and high priorities. The 

PHM4SMS project team is currently focused on four 

specific efforts that are all factoring in the workshop 

findings. 

4.1. Machine Tool Linear Axes Diagnostics 

This effort is focused on developing a sensor-based method 

to quickly estimate the degradation of linear axes, and is 

supported by the development of a linear axes test bed. This 

method leverages data collected from a NIST-developed 

sensor suite to detect translational and angular changes due 

to axis degradation. Real-time data is collected to enable 

diagnostics and prognostics of linear axes for optimization 

of maintenance scheduling and part quality. This method to 

estimate the degradation of linear axes will also enable 

verification and validation of other (built-in or otherwise) 

PHM techniques that aim to characterize translation and 

angular errors and degradation. Likewise, this method will 

produce reference data sets that can be used by PHM 

developers as test data so they do not have to risk damaging 

their own equipment or impacting their productivity. This 

method will ultimately lead to standards to measure and 

predict linear axes degradation. The linear axes test bed will 

yield its first data sets for analysis in Summer 2015.  

4.2. Manufacturing Process and Equipment Monitoring 

Driven by the need to identify high-value data sources and 

the most appropriate times to collect data, this 

manufacturing process and equipment monitoring effort 

focuses on enabling the seamless and effective use of data to 

generate timely and actionable intelligence on 

equipment/process health. This effort is supported by the 

development of a systems-level test bed of networked 

machine tools and sensors in an active manufacturing 

facility. Accordingly, a significant part of this research is the 

design of a reference implementation that manufacturers 

may use to collect data safely and efficiently without 

disruption to operations. Likewise, this effort will also yield 

a reference dataset of fabrication and inspection data that 

may be used to identify useful links for improved process 

monitoring, diagnostic, and prognostic capabilities. This test 

bed will produce initial results in Fall 2015.  

4.3. Systems-Level Diagnostics and Prognostics 

Many complex processes and systems-of-systems are 

lacking in higher-level capabilities to accurately and 

efficiently forecast faults and failures. This research effort 

addresses this challenge by developing protocols to 

communicate data, information and metrics across the 

component, sub-system, and system levels for diagnostics 

and prognostics in manufacturing. These protocols will 

enable the prediction of system-level impacts of events 

occurring at a single component or sub-system.  Moreover, 

the protocols will enable and enhance process management 

and control approaches to effectively respond to these 

events. A hierarchical methodology is being developed with 

external partners, and will be applied to the two 

aforementioned test beds in 2016.  

4.4. PHM for Robotics 

Robotics are increasing in their implementation and 

complexity of integration within manufacturing operations. 

PHM considerations of a robotic system extend beyond just 
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the physical arm, gantry, mobile base, etc. nearly every 

robotic system features some type of end-effector, sensors, 

safety system(s), supporting/surrounding automation, 

controller, etc. Robotic systems, especially in smart 

manufacturing environments, are often marked by complex 

interactions among these elements. For example, a fault or 

failure that presents itself as unexpected or inappropriate 

behavior of the robot arm is likely to have resulted not from 

a mechanical failure of the arm, but rather from a failure 

elsewhere in the system (e.g., sensor failure, or a controller 

fault). This research effort is actively developing a PHM-

focused robotics test bed that features a scaled-down 

industrial robotic arm system to develop test methods, 

metrics, assessment protocols, and reference data sets that 

can evaluate robot system degradation techniques including 

how such degradation impacts key elements of the robot 

system (e.g., safety). This test bed is expected to be 

operational and produce its first data sets in Summer 2016.  

5. CONCLUSION

The two-day workshop brought together many PHM experts 

who shared their best practices, challenges, and visions with 

respect to PHM in smart manufacturing (National Institute 

of Standards and Technology, 2015a). Their extensive 

feedback is well-documented in the roadmap action plans, 

and will guide the community in devising and updating their 

research directions, accordingly. As a member of the 

community, NIST is examining the workshop findings to 

best determine where its research efforts can have 

substantial impact in addressing PHM measurement science 

challenges. 
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Abstract: Manufacturing operations suffer from degradation as equipment and processes are continually 

used to generate products. The development and integration of monitoring, diagnostic, and prognostic 

(collectively known as PHM) technologies can enhance maintenance and control strategies within 

manufacturing operations to improve asset availability, product quality, and overall productivity. As 

these technologies continue to evolve, it is critical for PHM technologies to be assessed to ensure the 

manufacturing community is aware of the true capabilities and potential of PHM technologies. The 

National Institute of Standards and Technology (NIST) has developed a use case that is representative of 

common manufacturing operations to support the assessment of PHM technologies. This use case will 

produce test scenarios, reference data sets and protocols, and verification and validation tools. The use 

case is described including its three constituent research areas: Manufacturing Process and Equipment 

Monitoring, Machine Tool Linear Axes Diagnostics and Prognostics, and Health and Control 

Management of Robot Systems. 

Keywords: diagnostics, manufacturing processes, manufacturing systems, condition monitoring, 

prognostics, use cases 

1. INTRODUCTION

Advanced technology continues to emerge and evolve 

leading to increasing capabilities within manufacturing 

operations. Smart Manufacturing or Industrie 4.0 are focused 

on integrating and connecting hardware, software, and data to 

increase operational efficiency, asset availability, and quality 

while decreasing unscheduled downtime and scrap 

(Kagermann et al., 2013) (McKinsey, 2012) (PCAST, 2012). 

This translates into manufacturing operations becoming more 

efficient to keep up with changing consumer demand and 

increasing competition.  

Asset availability is critical for manufacturers to output 

products to meet consumer demand. Unexpected downtime 

and lost production are ‘pain points’ for manufacturers, 

especially in that they usually translate to financial losses. To 

minimize these pain points, the manufacturing stakeholder 

community (including manufacturers, technology developers, 

integrators, and academic researchers) are advancing 

monitoring, diagnostic, and prognostic (commonly known as 

prognostics and health management - PHM) technologies to 

improve maintenance and control strategies. 

The United States (U.S.) Federal Government has a research 

focus in advancing the means of assessing, verifying, and 

validating PHM technologies operating within manufacturing 

environments (National Institute of Standards and 

Technology, 2016). This effort resides at the National 

Institute of Standards and Technology (NIST) and includes a 

focus on machine tool and robotic manufacturing operations. 

NIST researchers are actively developing use cases, 

performance metrics, test protocols and reference data sets to 

enable the verification and validation (V&V) of PHM 

technologies. 

2. BACKGROUND

The need for PHM is motivated by the fact that as soon as 

you turn on a piece of equipment or initiate a process 

(requiring the interaction of one or more physical entities), 

the system begins to degrade, ultimately causing ‘wear & 

tear.’ If unchecked, this degradation will lead to faults or 

failures impacting the overall quality and/or productivity of 

the process. The field of PHM has emerged from the study, 

design, and implementation of monitoring, diagnostic, and/or 

prognostic technologies to minimize the occurrence of 

failures. PHM aims to increase our knowledge of a process so 

that one can make better maintenance and control decisions.  

2.1 Manufacturing Health and Control Management 

Four maintenance strategies have been documented and 

applied in varying extents across the manufacturing 

environment. The strategies are known as reactive, 

preventative, predictive, and proactive maintenance (Jin et 

al., 2016). Reactive maintenance is the simplest form of 

maintenance; no maintenance is performed on the machine 

until a failure occurs. Although this maintenance strategy is 

the easiest to implement (i.e., do nothing until something 

breaks), it is often the most expensive strategy when 

considering maintenance costs, lost asset availability, lost 

production, and potential collateral damage. Preventative 
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maintenance is when maintenance is performed on specific 

unit intervals (e.g., x cycles, y hours) and is widely 

performed in the manufacturing industry (Ahmad and 

Kamaruddin, 2012) (Coats et al., 2011). Predictive 

maintenance, sometimes known as condition-based 

maintenance, uses health and/or performance data captured 

from the equipment or process to indicate when maintenance 

should be performed (Byington et al., 2002) (Tian et al., 

2012). There are instances of manufacturers using predictive 

maintenance strategies within their operations, yet this is 

typically incorporated in areas where data collection, and 

subsequent analysis, is feasible and there is a known value 

proposition to such a strategy. Proactive maintenance, 

sometimes known as intelligent maintenance, is an emerging 

strategy that relies upon data collection from the 

manufacturing process to improve and sustain the process, in 

addition to minimizing the occurrence of failures (Barajas 

and Srinivasa, 2008) (Lee et al., 2011) (Lee et al., 2006). 

Proactive maintenance is unique from other maintenance 

strategies in that it is marked by varying levels of equipment 

or process intelligence in terms of maintenance and control 

activities. Equipment or processes have some capability(ies) 

in performing certain maintenance activities until an 

appropriate human intervention can be achieved or until 

specific production objectives are met. Proactive maintenance 

is the most advanced of the maintenance strategies and is 

minimally employed given its state of development. Aside 

from implementing reactive maintenance, the implementation 

of preventative, predictive, and/or proactive maintenance will 

lead to improved health and control management of a piece 

of equipment or an overall process. 

 

Apart from reactive maintenance, these maintenance 

strategies are each supported by monitoring, diagnostics, and 

prognostics (to a certain extent). Monitoring is the act of 

identifying, observing, or understanding the current health 

state of equipment or a process. Diagnostics is the 

determination of what is going to fail and, depending upon 

the system, where the failure will occur. Prognostics is the 

determination of the future state of the equipment or process. 

Prognostics is also responsible for predicting the remaining 

useful life (RUL) of equipment or a process (Ly et al., 2009). 

 

The advancement of monitoring, diagnostic, and prognostic 

technologies has increased the development and 

implementation of preventative, predictive, and proactive 

maintenance strategies. A wide range of techniques, 

algorithms, and practices have been developed with varying 

success (Vogl et al., 2016b). Not only has PHM enhanced 

maintenance strategies, but it has also promoted more 

intelligent control of processes. Some monitoring, diagnostic, 

and prognostic techniques feed adaptive control strategies 

allowing processes to automatically adjust their performance 

(or output) given their current state of health (Ehrmann and 

Herder, 2013, Liu, 2001) (Shin and Lee, 1999). These control 

strategies are limited and have room for expansion.  

2.2 Manufacturing Case Studies 

According to the manufacturing and PHM communities, 

there is still much work to be done to improve monitoring, 

diagnostic, and prognostic practices to enhance maintenance 

and control strategies. NIST personnel conducted 

manufacturing case studies to understand the current 

successes and challenges to developing and implementing 

PHM within manufacturing operations. This information was 

gathered by having representatives of the manufacturing 

community come to NIST or by NIST personnel directly 

reaching out to manufacturers via phone calls or site visits.  

 

A workshop was held at NIST that brought together small, 

medium, and large-sized manufacturers along with 

technology developers, technology integrators, academia, 

government, and standards development organizations to 

examine the challenges and barriers to advancing the state of 

PHM within manufacturing operations. This workshop 

resulted in the generation of a substantial roadmapping 

document that highlighted over a dozen research topics that 

should be undertaken to enhance the state of PHM (National 

Institute of Standards and Technology, 2015). The workshop 

presented some trends across multiple manufacturers as far as 

areas for improvement. Some of the common themes 

included the manufacturing community’s desire to 1) better 

understand and integrate advanced sensing capabilities into 

equipment and processes to increase PHM, 2) identify a suite 

of common PHM performance metrics that would present a 

holistic understanding of equipment or process health, and 3) 

generate/access larger volumes of structured and 

contextualized failure data for prognostics and diagnostics to 

promote further maintenance strategy development (Weiss et 

al., 2015). 

 

NIST personnel, and their collaborators from the University 

of Cincinnati and the University of Michigan – Ann Arbor, 

spoke/met with over 30 manufacturers representing small to 

medium-sized enterprises (SMEs) and large companies (Helu 

and Weiss, 2016) (Jin et al., 2016). Many trends, including 

similarities and differences, were documented between SMEs 

and large companies. One similarity that stands out is that no 

single organization used the same maintenance strategy 

across all of its equipment and processes. For example, some 

companies employed a mix of reactive and preventative 

maintenance strategies, while other companies employed a 

mix of preventative and predictive maintenance with minimal 

reactive maintenance. One of the biggest differences between 

SMEs and large companies is that an overwhelming majority 

of the large companies are more advanced in their 

maintenance strategies as compared to the SMEs. This can be 

attributed to the greater resources available to the large 

companies including more financial capital and available 

personnel. These manufacturing case studies also revealed 

some common scenarios in which implementing or increasing 

PHM would be beneficial to a process’ asset availability, 

output quality, and overall productivity.   

3. USE CASE DEVELOPMENT 

It is imperative to generate appropriate use cases to produce 

test scenarios, reference datasets and protocols, and V&V 

tools that allow technology developers and integrators to 

address the manufacturing community’s needs and promote 

the evaluation of various technology options. Six areas for 

SP-1076

Weiss, Brian A.; Helu, Moneer M.; Vogl, Gregory W; Qiao, Helen. "Use Case Development to Advance Monitoring, Diagnostics, and Prognostics in Manufacturing Operations." Paper presented at the IMS2016 – Intelligent Manufacturing Systems, Austin, TX, Dec 5-7, 2016.

Weiss, Brian A.; Helu, Moneer M.; Vogl, Gregory W; Qiao, Helen. 
“Use Case Development to Advance Monitoring, Diagnostics, and Prognostics in Manufacturing Operations.” 

Paper presented at the IMS2016 – Intelligent Manufacturing Systems, Austin, TX, Dec 5-7, 2016. 



 

 

     

 

theoretically impactful use cases emerged from the case 

studies: 

 Planning and scheduling support 

 Maintenance planning and spare part provisions 

 Request for proposals 

 Resource budgeting (e.g., capital investments) 

 Workforce augmentation 

 Automation 

 

NIST personnel identified an initial use case that would 

feature several of the six areas mentioned above, represent a 

manufacturing operation common in numerous organizations, 

and also present numerous individual elements prevalent 

within many manufacturing environments. This case study 

(depicted in Fig. 1) presents a production work cell 

containing representative systems common in modern 

manufacturing facilities, including computer numeric control 

(CNC) machine tools and a six-degree-of-freedom (6-DOF) 

industrial robot arm. The concept of operations is that 

materials and resources are input into the cell and are 

dynamically routed to one or more machines based upon the 

current and predicted status of the machine tools, their 

components, and the robot manipulating the parts. The use 

case features the robot performing machine tending by first 

presenting a machine tool with a part to be machined and 

then removing the part from the machine tool once the 

machining operations have been completed. These elements 

would be coordinated with each other based on the quantified 

state of all components by a principal control system. This 

control system would route materials dynamically based on 

the measured state and performance of the system as well as 

input from design, engineering, suppliers, and other actors 

across the manufacturing enterprise (Helu and Weiss, 2016). 

 

 
Fig. 1. NIST Use Case Production Cell 

 

Other use cases are being considered, including 1) multiple 6-

DOF industrial robot arms assembling parts after the parts 

have been machined by one or more machine tools and 2) a 

6-DOF industrial robot arm moving machined parts from a 

conveyor to a fixture so that another 6-DOF industrial robot 

arm may ‘mark’ the fixture part. Each of these use cases, 

including the initial use case, are being carefully chosen to 

represent a majority of the machine tool and robot system 

scenarios that were encountered during the case studies and 

documented during the NIST workshop.  

 

The initial use case is designed such that it is relevant to 

industry, allows for the practical implementation of NIST’s 

research efforts, and can be supported by NIST’s test beds. 

Use case implementation has begun with several of NIST’s 

research efforts. Specifically, these efforts (presented in 

sections 4 and 5) highlight key elements that will ultimately 

be integrated together via the use case.   

4. USE CASE IMPLEMENTATION 

The initial use case described in Section 3. is currently 

broken down into three key research elements: 

Manufacturing Process and Equipment Monitoring, Machine 

Tool Linear Axes Diagnostics and Prognostics, and Health 

and Control Management of Robot Systems.  

4.1 Manufacturing Process and Equipment Monitoring 

The Manufacturing Process and Equipment Monitoring 

research effort is aimed at monitoring the overall health of a 

manufacturing shop floor including the health of resident 

machine tools. This effort is driven by the need to identify 

high-value data sources and the most appropriate 

opportunities to collect data to avoid the challenges of big 

data. The focus is on having the right data at the right time to 

improve decision-making with respect to process and 

equipment performance. This research is supported by the 

development of a systems-level test bed of networked 

machine tools and sensors in an active manufacturing facility 

(Helu and Hedberg, 2015). The test bed provides a valuable 

testing and prototyping environment replete with rich data to 

support fundamental research, technology, and standards 

development. This research area will focus on integrating 

heterogeneous shop-floor systems through the development 

and advancement of standards and protocols. Specifically, the 

task will integrate sensors (including accelerometers, 

cameras, and thermocouples), machine tool controllers, and 

production management systems. Initial standards research 

focuses on the extension of MTConnect across manufacturing 

equipment and systems. 

 

This research encompasses a substantial portion of the initial 

use case. The test bed includes a heterogeneous mix of 

machine tools with different capabilities and operating on 

varying controllers, that must effectively function in the same 

environment to meet the shop’s overall production schedule. 

The defined use case includes multiple machine tools that 

will be called upon to perform a range of operations to 

fabricate specific parts. Until the robotics portion of the use 

case is integrated, parts will be placed and removed within 

the machine tools by human operators. 

 

The test bed is currently online and streaming publicly 

available data from several machine tools that are in regular 

use by NIST Fabrication Technology machine shop personnel 

(Hedberg and Helu, 2016). The online data stream is 

provided using data formats defined in the MTConnect 

standard. Additional sensors are integrated with many of the 

machine tools to capture more data that can provide greater 

clarity on individual machine and overall process health. One 

such sensor that is being integrated with the test bed, and 

therefore the use case, is that of a novel sensor fusion device 

that generates error data of machine tool linear axes.  
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4.2 Machine Tool Linear Axes Diagnostics and Prognostics 

Most information that is viewed at the shop-floor level 

originates from a lower level. These lower levels include the 

process, equipment, and component levels. Focusing on 

machine tools, there are numerous components that are prone 

to faults and failures throughout a machine tool’s life that 

should be monitored to minimize unplanned downtime. Axis 

degradation is a reality of machine tools; monitoring axis 

health can also promote greater asset availability. Accurately 

detecting degradation of linear axes is typically a manual and 

time-consuming process.  While direct methods for machine 

tool performance evaluation are well-established 

(International Organization for Standardization, 2012) and 

reliable for position-dependent error quantification, such 

measurements typically interrupt production (Khan and 

Chen, 2009). One potential solution for online monitoring of 

linear axis degradation is the use of an inertial measurement 

unit (IMU) (Vogl et al., 2015).  

As seen in the schematic (Fig. 2), an IMU is mounted to a 

moving machine tool component. To diagnose axis 

degradation, the axis is moved back and forth at various 

speeds to capture data for different frequency bandwidths. 

This data is then ‘fused’ to estimate the changes in the 6-

DOF geometric errors of the axis. Ideally, data would be 

collected periodically to track axis degradation with minimal 

disruptions to production. With robust diagnostics and 

prognostics algorithms, incipient faults may be detected and 

future failures may be avoided. This research supports the use 

case by offering another component-level sensor suite and 

methodology to monitor machine tool health. Prior to 

integrating this novel IMU into the larger shop floor test bed 

and the use case, it is critical that the methodology go 

through initial testing, independently of any machine tools.   

IMU
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Rate Gyroscope (RG) Data

Translational Motion

Angular Motion
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Fusion of Error Motion Components in the Spatial Domain

X

Z

Y

XXXX
   

A

A

RG RG RG
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Fig. 2. IMU-based method for diagnostics of machine tool 

performance degradation. 

 

A test bed was designed for evaluation of the IMU-based 

method. As seen in Fig. 3, the test bed includes a translation 

stage, the IMU, a commercial laser-based system for 

measuring the geometric errors of the axis, and a direct 

current (DC) motor with encoder for motion control. While 

the metrology system measures the motion of the carriage 

with respect to the base of the linear axis, the carriage-

mounted IMU measures the changes in the inertial motion of 

the carriage. The metrology system measures straightness and 

angular error motions over the travel length of 0.32 m with 

standard uncertainties of 0.7 µm and 3.0 µrad. The laser-

based system is used for verification and validation (V&V) of 

the IMU-based results. 

Laser

Linear Axis

IMU

 

Fig. 3. Linear axis testbed 

 

The IMU-based method relies on fusion of data collected at 

three programmed speeds of the carriage. The different 

speeds allow for sensing of repeatable error motions, 

composed of low to high spatial frequencies, within different 

temporal bandwidths. (Vogl et al., 2016a). Each ‘run’ is 

composed of data collected at the three axis speeds, and the 

resulting error motions per run are averaged to produce the 

final IMU-based error motions. 

Typical laser-based and IMU-based results averaged for 50 

runs are compared against one another to evaluate the 

methodology. The standard deviations of the differences are 

11 µm, 2.3 µm, and 13 µrad for the linear positioning, 

straightness, and angular error motions, respectively. Due to 

the smallness of the deviations, the IMU-based method may 

be used for the estimation of changes in geometric motion 

errors of linear axes. Consequently, IMU data can be used to 

help optimize maintenance of machine tools for improved 

production planning and ultimately part quality. 

4.3 Health and Control Management of Robot Systems 

Similar to a machine tool, a robot system will begin to 

degrade from the moment it is put into operation. Although a 

6-DOF industrial robot arm may be relatively robust, the 

robot system is a different story, altogether. The robot system 

includes the arm, end-effector, sensors, controller(s), safety 

systems, supporting automation, and human machine 

interface (HMI). Not only is each one of these elements 

susceptible to certain failures, the integration of these 

components and formation of specific relationships can 

increase the pace of degradation and lead to a cascade of 

failures.  

The robot system is a key element of the initial use case 

defined in Section 3. To successfully accomplish its machine 

tending operations within the use case, the robot system must 

be aware of each machine tool’s status that it intends to 

SP-1078

Weiss, Brian A.; Helu, Moneer M.; Vogl, Gregory W; Qiao, Helen. "Use Case Development to Advance Monitoring, Diagnostics, and Prognostics in Manufacturing Operations." Paper presented at the IMS2016 – Intelligent Manufacturing Systems, Austin, TX, Dec 5-7, 2016.

Weiss, Brian A.; Helu, Moneer M.; Vogl, Gregory W; Qiao, Helen. 
“Use Case Development to Advance Monitoring, Diagnostics, and Prognostics in Manufacturing Operations.” 

Paper presented at the IMS2016 – Intelligent Manufacturing Systems, Austin, TX, Dec 5-7, 2016. 



 

 

     

 

interact, aware of its own status (e.g., its current health and 

position), and aware of its environment (e.g., presence of an 

operator in its work volume). Without monitoring, 

diagnostics, and prognostics, a robot system will effectively 

function for a limited amount of time before it is likely to 

experience a fault or failure. 

A robot systems test bed is under construction to support a 

framework for the assessment of monitoring, diagnostic, 

prognostic, and control technologies. The test bed will serve 

as the home to several industrial robot arm systems and will 

promote the generation of test methods and datasets. 

Advanced sensing and data collection techniques (what 

information to collect, how to collect, sensors to use, etc.) 

will be developed. Reference datasets will be generated to 

offer researchers and manufacturers a means of verifying and 

validating their diagnostic and prognostic techniques without 

the need for their own physical implementations. Reference 

data processing algorithms (data synchronization, data fusion 

of multiple sensor streams, and PHM data formats for 

interoperability) will be developed to analyze the PHM data 

that assesses the robot system’s health metrics. This will 

support the closed-loop framework with the inclusion of 

diagnostic and prognostic techniques to promote better 

decision making for updating maintenance and control 

strategies. 

5. FUTURE WORK 

Each of the three research areas presented in Section 4. are in 

various phases of development and will ultimately be 

integrated together to form the defined use case. Efforts are 

under way to increase the data output from the Smart 

Manufacturing Systems Test Bed from two machine tools to 

approximately ten within the Manufacturing Process and 

Equipment Monitoring research. This will increase the 

publicly available volatile data stream and offer greater data 

sets to further support use case development. Besides getting 

additional machine tools online, more sensors are being 

planned for integration. Near term additions include power 

meters and the IMU sensor box presented in Section 4.2. The 

IMU sensor box design has been further refined from its 

original design to present a smaller profile when mounted to 

the axes of a machine tool. It is expected that the IMU sensor 

box will be mounted to a NIST machine tool in late 2016 so 

that it will capture linear axes error data during a pre-defined 

start-up sequence (at minimum) and during cutting operations 

(ideally). This data will be compared against machine tool 

controller data, including planned and actual data from the 

controller.  

 

The Health and Control Management of Robot Systems effort 

will continue to evolve. To support the initial use case, a 

quick health assessment methodology is being developed to 

identify the health of the robot system, with an emphasis on a 

subset of the robot health performance metrics – tool center 

point accuracy and accuracy of tool center velocity. This 

effort will allow manufacturers to quickly assess the 

positional health of their robot systems when environmental 

conditions change, or after a work cell has been reconfigured. 

In turn, this methodology can also enable manufacturers and 

technology developers to verify and validate their own PHM 

techniques that monitor robot health in terms of static and 

dynamic accuracy. Further evolution of this effort will 

continue in the form of adding more sensors to monitor robot 

health, position, and environmental conditions/parameters. 

Likewise, the complexity of the robot system will be 

increased with the inclusion of an end-effector and 

supporting automation (e.g., conveyor belts to present parts 

to the robot arm).  

6. CONCLUSION 

An initial use case is documented that originates from 

feedback received from SME and large manufacturers. This 

use case provides an opportune breeding ground to develop 

test methods, reference data sets and protocols, and V&V 

tools to promote the assessment of monitoring, diagnostic, 

and prognostic techniques. These PHM techniques have been 

identified by the manufacturing community as necessary 

research areas to advance and promote more intelligent 

maintenance and control strategies. NIST is contributing to 

the overall PHM research field in the development of this use 

case to include three key research areas: Manufacturing 

Process and Equipment Monitoring, Machine Tool Linear 

Axes Diagnostics and Prognostics, and Health and Control 

Management of Robot Systems. Individually, and together, 

each of these research areas represents common operations 

whose degradation and overall health need to be understood 

to promote sustained, efficient manufacturing.  

NIST DISCLAIMER 

The views and opinions expressed herein do not necessarily 

state or reflect those of NIST. Certain commercial entities, 

equipment, or materials may be identified in this document in 

order to illustrate a point or concept. Such identification is 

not intended to imply recommendation or endorsement by 

NIST, nor is it intended to imply that the entities, materials, 

or equipment are necessarily the best available for the 

purpose. 
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Abstract 

As Additive Manufacturing (AM) is viewed more and more as a production-capable technology, data and information needs have 

made the costs of AM complexity increasingly apparent.  Techniques available in current GD&T practices do not fully support 

product definitions needs in additive manufacturing.  The fully model-driven process introduces new intricacies and complexities 

that must be addressed to facilitate the reproducibility of AM parts.  Machine-readability needs must trump human interpretation 

requirements.  In this paper, we discuss the future directions of GD&T and semantic annotations as they relate to satisfying AM 

product definition requirements. 
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1. Introduction 

As a true digitally-based process, Additive Manufacturing 

(AM) continues to shape our understanding of how a part is 

manufactured.  While manufacturing processes have long been 

considered inhibitors of design freedoms, AM contests this 

perception, as noted with the phrase “complexity is free [1].” 

However, as AM is viewed more and more as a production-

capable technology, the costs of complexity become 

increasingly apparent, albeit in a new form.  Newfound design 

flexibilities are accompanied by the need to describe and 

communicate complex designs.  In AM, due to the intricacies 

of the processes, the communication of design intent must often 

include process, or even material, specifics. For these reasons, 

AM is compelling us to rethink how we package and 

communicate design requirements. 

As a stand-alone production process, AM requires a 3D 

model for a machine to execute its instructions.  2D drawings 

and traditional annotations lack the capacity to be machine-

interpreted for an AM-destined part [2].  New methods are 

needed to support appropriate definitions and communicate full 

design-intent in AM. As an example, the locations of the 

temporary support structures often used in AM processes may 

be critical to the strength and functionality of the final part.  

This manufacturing “process” detail begins to blur the line 

between design requirements and manufacturing plans, 

redefining how the mechanical hardware industry has typically 

provided design trait definition. 

Geometric Dimensioning and Tolerancing (GD&T) 

practices are widely established as a means for conveying 

design intent for manufacture and inspection.  However, until 

recently, GD&T practices have mostly been rooted in two-

dimensional space.  With the rise of Model-Based Engineering 

(MBE), the benefits of 3D product definition become 

increasingly apparent yet slow to evolve. AM has the potential 

to not only expedite, but also shape this evolution, as Model-

Based Definition (MBD), a technique of communicating a 

product using the 3D model geometry and 3D annotations, is 

ideally suited for parts and assemblies built with AM methods.  

A distinction critical to the conversation surrounding MBD 

methods is to understand the difference between annotations 

that are intended for human consumption (through 

presentation) versus those that are intended for computer 
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consumption (through representation).  Annotations 

(dimensions, notes, geometric tolerances, etc.) that are human 

destined are presented graphically. Annotations that are 

computer destined can be represented as data structures that 

can be interpreted by software. Elements of representation (or 

semantic) annotations are cautiously being introduced into 

GD&T practices through the ASME Y14 series committees1 

and ISO TC 213 committees2.  To satisfy design definition for 

AM, these MBD elements must be both satisfied and extended.    

In this paper, we discuss annotation challenges created by AM, 

and the future of 3D product definitions and semantic 

annotations as they relate to overcoming these challenges. 

2. Background 

With traditional, subtractive manufacturing processes, the 

specifications provided by the GD&T community sufficiently 

support the verification and validation of manufactured parts.   

However, these same practices are insufficient for providing 

the unambiguous definitions necessary to guide how an AM 

part is manufactured and inspected.  In [2], suggestions were 

made for how available techniques could be adapted to meet 

both the geometry and process-specific needs of AM.  

Comparisons were made on how AM needs compare with those 

seen in castings, forgings, and composites (Table 1).    As the 

table indicates, several AM challenges are implementable 

using adaptations of available techniques; however, the 

question of practicality soon arises.  A proper solution requires 

extending product definition to accommodate AM practices. 

Table 1: Summary of parameters and tolerances described in ASME Y14.8 

standard on castings, forgings and moldings [3]and ISO/DIS 8062-4 [4]that 

could be adapted and applied to AM. Table derived from [2]. 

Existing Technique AM Counterpart 

Cast, Forged, Mold part related requirements 

Parting line/plane Build Plate 

Mold line Build Plate 

Forging plane Build Location 

Grain direction Build Direction 

Grain flow Inspection 

Draft angle and tolerance Build Direction 

Die closure tolerance Support Structures 

All around and all over 

tolerances on different sides 

of parting plane 

All around and all over 

tolerances 

Required machining 

allowances 

Post-processing allowances 

Composite part related requirements 

Ply Layer 

Ply orientation Scan Pattern 

Ply Table Scan Pattern by Layer 

 

Similar to what has been encountered with castings, 

forgings, and composites [3, 5], how AM parts are processed 

will significantly impact whether or not the part is able to meet 

functional requirements.  With AM processes, consistency in 

production is challenged by many possible variants.  As a 

result, additional information related to AM processes may 

have to be conveyed by the designer at design time.   In [2], 

AM challenges with process specifics such as build directions, 

 
1
https://cstools.asme.org/csconnect/CommitteePages.cfm?Committee=C6400

0000 

support structures, and hatch plans were raised (Table 1).  To 

achieve “as designed” functionality, “as processed” 

declarations must be made. If AM is to be treated as “just 

another process,” design requirements must hold and designers 

must have the ability to fully communicate process specifics. 

As AM continues to emerge as a viable industry technology 

for the production of functional parts and assemblies, an 

accompanying need has emerged to ensure reproducibility in 

AM part design and functionality.  As a purely model-driven 

manufacturing process, the role of drawings in the lifecycle of 

a product created with AM diminishes and, in many use cases, 

begins to have very little value.  It is critical that the 3D model 

become the master data definition for a product produced with 

AM.  Current GD&T annotation practices must evolve to a 

point where they are embedded within the modeling 

environment, allowing for “clickable” symbolics, and perhaps 

more importantly, semantic product definitions.   

With Computer-aided technologies (CAx) and systems 

becoming, if not already, commonplace in industry, digital 

representations are increasingly used to supplement (and 

sometimes replace) drawings as a mechanism for 

communicating part geometry and specifications [6].  CAx 

systems provide a digital backbone on which information can 

be structured and stored. Accordingly, in what can be described 

as a transition to digital manufacturing, MBE requires users to 

create digital packages that can be interpreted by humans and 

computers[7, 8].   These digital packages are beginning to 

incorporate Product and Manufacturing Information (PMI), or 

annotations on a CAD model to precisely define product 

geometry and product specifications  [8].  However, where 

product definition needs in traditional manufacturing can be 

satisfied by available annotation methods, including 

presentation methods, AM product definitions cannot.  

3. Product Definitions: Transitioning from GD&T to PMI 

In the traditional sense, GD&T is exactly as it states, a 

means for specifying dimensions on geometry and 

communicating allowable dimensional and geometric 

variations (tolerances) for which manufacturing can be planned 

and inspections can be made.   Parts with tight tolerances may 

require precision machining methods, while loose tolerances 

may allow for greater  flexibility.  In the past, basic drawing 

annotations have been successful in telling manufactures how 

the final part should appear, entrusting the manufacturer with 

many, if not most of the process details to arrive at a desired 

state.  Drawings and annotations have effectively enabled 

product end-users to validate their part against a design, 

ensuring that the part they were in possession of was indeed the 

part they were intended to have.   

As designers learn to take advantage of the unique design 

opportunities provided by AM, they must also learn to plan and 

account how processing may affect their design intent.  As 

some look to treat AM as “just another” manufacturing process 

[9-11], this is not be the case when communicating specific 

design requirements.  When considering AM challenges, we 

must consider GD&T in the context of the service it provides, 

a means for the designer to communicate design requirements 

from the design through the manufacture to the part inspection 

(Figure 1).   

2
http://www.din.de/en/getting-involved/standards-

committees/natg/international-committees/wdc-grem:din21:83875112 
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Fig. 1: MBE based communication has design intent embedded, mitigating 

misinterpretations. 

It is crucial to avoid blindly transitioning 2D methods onto 

a 3D model, because the mathematical models and assumptions 

are different, and to take advantage of opportunities to improve 

any inefficiencies that exist with 2D drawing methods. The 

literal definition of GD&T falls short in meeting and 

communicating the design requirements from design through 

to part inspection for AM.  In [12], the authors explore the role 

of traditional engineering drawings versus model-based 

definitions.  They note that MBDs offer additional 

functionalities that can actively and proactively control product 

data.   

In MBE practices, product definitions [13] have become the 

standard means for communicating requirements.  With AM 

products, comprehensive product definitions are needed to 

facilitate (a) clarity in the communication, (b) efficiency in the 

as-built versus as-designed comparison, and (c) increased 

product quality.  It is with these considerations that we discuss 

the need to transition from GD&T to PMI.  Efforts to create a 

product definition in AM must support repeatability in a 

process in attempt to achieve reproducibility in parts. GD&T 

challenges with respect to AM will be discussed based on 

complex geometries, material-process interactions and internal 

features.   

3.1 Complex geometries 

Challenges in communicating AM design intent begin with 

complex geometries.  In [2] the authors discuss geometries that 

are not necessarily specific to additive manufacturing, but are 

highlighted because of AM’s unique capabilities.  Many of 

these geometry types are currently unsupported by GD&T 

practices, and would be very difficult, if not impossible, to 

communicate through direct adaptations of these practices.  

Additionally, complex surfaces, created by methods such as 

topological optimization, may require numerous tolerance 

annotations at various locations. Such numerous tolerance 

annotations lead to ambiguity, hampering the purpose of 

GD&T. Therefore new methods of tolerancing complex 

surfaces may be required to address the presentation and 

representation of tolerancing requirements. 

In the case of topological optimization, geometry is 

 
3
http://www.astm.org/COMMIT/SUBCOMMIT/F4205, 

 https://www.sae.org/works/committeeHome.do?comtID=TEAAMSAM 

determined by the functional requirements of the part, so 

inconsistencies in geometry may directly relate to part failure. 

The top part in Figure 2, a hand structure, is an example of a 

freeform geometry where the shapes and surfaces may have 

specific functional implications.  Note that that the provided 

annotations are insufficient for communicating tolerances on 

the geometry shown, as they correlate with only partial features 

of a very complex shape.  The lower part demonstrated in 

Figure 2 was created to meet required strength and have 

minimum weight that can be produced using AM technology. 

The communication of allowable variations in these intricate 

geometries is not feasible through available GD&T techniques. 

Only the traditional surfaces can be toleranced using GD&T.  

Freeform surfaces with varying thickness or tolerances cannot 

be toleranced. 

3.2 Material – process interaction 

One of the most unique, and consequential, considerations 

that must be addressed in AM product definitions is how to 

account for material and process interactions.  Though AM 

material specifications are in development3, they are proving 

themselves to be highly dependent on process parameters 

(Most machine manufacturers will provide their own materials 

to be processed by predetermined and pre-set parameter sets to  

 

 
Fig. 2: Top: Example of applied tolerances on freeform geometry such as an 

organic structure4.  Line and Surface profiles are allocated to demonstrate 

complexity.  Bottom: Modified version of the topology optimized part from 

the GE bracket design competition [20] winner [21] with GD&T.  

4 Figure is derived from a model of a branched hand found on Makerbot 

Thingiverse  
(http://www.thingiverse.com/thing:332451) 
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Fig. 3: Top: Example where voids may be engineered into a part to provide 

specific functionality.  Bottom: Graded material distribution shown as 

surfaces and volumes in a part5. Various materials and processes metrics 

would be needed in order to semantically communicate this information. 

mitigate material-process variability).  AM, even more so than 

composites, is a process where the characteristics of the part 

cannot be determined until after the process is completed and 

the geometry has been formed. For this reason, how the 

material is processed must be accounted for in the product 

definition.    

As AM technology matures, process communication 

challenges for a designer will be further compounded when 

engineering multi-material functionality into a design.  AM is 

also unique in that part mechanics and performance can be 

digitally manufactured using multiple materials.  Functionally 

graded materials are seen by many as a major breakthrough 

made possible by AM processes, and combine process and 

geometry characteristics.   

When functional grades are designed into a part, to 

manufacture these grades metrics must be communicated about 

specific material locations in relation to process specifics 

(Figure 3).  These multi-material parts epitomize the challenges 

AM can create with material processing.  Testing for 

functionality will also create challenges, and additional 

information would have to be communicated about inspection 

as well (e.g., to communicate location-specific performance 

specifications).  This again extends far beyond what is 

currently understood as GD&T.  In [12], the authors conclude 

that the great majority of the MBD benefits will potentially be 

captured at the manufacturing and inspection levels, which 

happen to be the greatest areas of need in AM processing 

environments.  

 
5 http://www.nist.gov/el/msid/infotest/mbe-pmi-validation.cfm 

 

3.3 Internal Features 

A unique trait of AM part production is the ability to create 

internal features that are not possible with other manufacturing 

methods.   As such, specific inspection techniques may be 

required to ensure that the final parts meet design 

specifications.  Non-Destructive Testing (NDT) is becoming an 

increasingly important instrument in qualifying parts against 

AM designs.  Such methods are often necessary for measuring 

internal features or cavities without causing damage to a part.  

They also provide a means for studying potential variations 

between processed layers.  For these reasons, it is conceivable 

that the designer may want to communicate to the inspector not 

only what needs to be measured within the part, but also what 

technique to use to measure it, and what acceptable tolerances 

are.   

To treat AM as simply “another manufacturing process,” we 

must rethink how we communicate, interpret, and act upon 

information related to product definitions.  Specifically, we 

must look past traditional GD&T annotations and explore what 

PMI and product definitions must convey in order to satisfy 

AM needs.  To incorporate AM into production lines as an 

“alternative manufacturing process,” a large amount of 

additional geometry information, manufacturing information, 

and inspection information may need to be included in any data 

package associated with the part.  

Until now, the discussion has focused on extending GD&T 

information as part of a larger set of PMI, why this extension 

of data is necessary in AM, and what some of this data may 

look like.  What we have not discussed is the how, or how 

current practices can support the communication of this 

potentially vast amount of information. In the next section, we 

investigate the role semantics may play in communicating 

product definitions to support future AM MBE needs.   

4. Product Definitions: Transitioning from Symbols to 

Semantics 

As manufacturing has become an increasingly digital 

process, GD&T as a symbolic language for communication 

continues to be pressed. It is a common GD&T practice to 

require that all dimensions must have a tolerance [14]. With 

traditional GD&T and symbology, annotations are attached 

through notations.  The number of dimensions necessary to 

define complex, organic shapes on a 2D drawing can quickly 

multiply, and in some cases are time limiting to create. Many 

organizations have turned to 3D model geometry as the master 

of the geometry, a tenet of MBD. However, a true transition 

from traditional GD&T practices to a 3D product definition 

(using appropriate PMI schemes) requires more than a 

superficial makeover.  The fundamentals must be addressed as 

well.   

 From purely a GD&T standpoint, symbolic definitions are 

important to the human reader, to be able to comprehend the 

design, manufacturing or inspection intent, but are not 

necessarily ideal for computer consumption.   A transition from 

human readable only symbolism to a greater reliance on 

semantics is a necessary step to bring AM nearer to full MBE 

[15] [16]. The differences between symbolism and semantics 

are recognisable when considering how PMI is communicated 

through presentation and representation, where:  
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Presentation (Graphic Annotation) is intended for visual 

consumption and human readability only (Figure 4), and6 

 
Fig. 4: Example depicting the concepts of presentation. 

Representation (Semantic Annotation) is intended for software 

consumption. Data elements are encoded in the 3D digital 

model and associated to their product features and may also be 

human readable (Figure 5).5 

 
Fig. 5: Example depicting the concept of semantic annotations that represent 

digitally associated annotations.  

Current practices using models and product definitions can 

be grouped into two categories: Model plus Drawing or Model-

Only [17].  Using only 2D drawing graphics sheets and 

symbolic presentation to communicate an AM product into the 

CAM software required to drive the AM machine is 

inadequate, as AM processes are inherently model-driven.  

Therefore, Model-only product definitions are required for 

AM.  These product definitions allow annotated 3D geometry 

to move from CAD (Computer-Aided Design) software into 

CAM (Computer-Aided Manufacturing) software without the 

need for a drawing or drawing graphics sheet [18].   

Desired applications for AM include:   

 Semantics to manage process-specifics across 

platforms while still maintaining the ability to 

communicate information so it can be interpreted 

reasonably  

 Semantics to supplement visual aids/ semantics to guide 

visual interpretations based on interest 

(symbolic/semantic hybrid) 

 Semantics to support automated inspection 

A transition to representative, semantic annotations, attributes 

and metadata would not only reduce the amount of visual 

communication needed, but could also be used to template 

methods for communicating complex geometries and 

additional PMI.   

The amount of information potentially communicated for an 

AM part also creates challenges specific to tolerancing 

methods, challenges that may be best addressed with semantic 

approaches.  In discussing tolerancing with traditional GD&T 

methods,  Wang notes that “tolerancing semantics such as 

logical dependency among variations and sequence of 

specifications is not maintained in these models” [19] [20].  

Given the layer-by-layer nature of AM processes, it is 

immediately apparent that sequential tolerancing may be 

 
6 Action Engineering, Re-Use Your CAD MBE Workshop, 

needed.   Wang maintains a semantic tolerance modeling 

scheme based on general intervals is needed to improve 

interoperability of tolerance modeling.  The author notes, 

“With the theoretical support of semantic tolerance modeling, 

a new dimension and tolerance specification scheme for 

semantic tolerancing is also proposed to better capture design 

intents and manufacturing implications, including flexible 

material selection, rigidity of specifications and constraints, 

component sorting in selective assembly, and assembly 

sequences.”  This list of benefits aligns well with complexities 

introduced by AM. 

Beyond the layer-by-layer sequences, it is likely that 

distinguishing between several intermediate stages will be 

necessary to communicate different AM part requirements.  For 

example, if trying to avoid process specifics, the argument may 

be made that support structures do not need to be addressed in 

the product definition. As noted in Section 2, however, process 

specifics such as the placement of support structures can 

directly influence both the shape and function of a part.    In 

Selective Laser Melting (SLM) processes, for instance, support 

structures act as a heat sink during processing, relieving 

thermal stresses that are created during the build.  These 

thermal stresses can create warping if not properly relieved.   

For this reason, the locations of support structures can greatly 

influence the quality of a build.   

Accommodating for intermediate stages [21] (Figure 6) can 

create significant challenges when using symbolism to 

communicate product definition, especially in terms of 

presentation and consumption.   Semantics can appropriately 

address such challenges by communicating through machine 

interpretable data calls as opposed to tables and graphs. In 

short, given the typically complex geometry of AM, in 

conjunction with the requirements of AM processing, it is 

imperative that new methods be developed for defining the 

“complete” AM product.  

5. Product Definitions: Next Steps 

As noted in Sections 3 and 4, AM pushes current GD&T 

practices to their limits, and, as the technology matures, these 

limits will be far exceeded.  As AM technology matures, 

designers may look to intentionally engineer porosity into 

designs (Top, Figure 3), changing how a part may respond to 

particular loading conditions.  Current design for AM is often 

restricted to a single material, though multiple material options 

are emerging, as noted in Section 3.  As designers learn to 

introduce heterogeneity into part performance, the need to 

bridge design and process communication becomes 

increasingly important.  

A finished AM part may be observed as two stages, one 

stage after the AM processing is completed, and one stage after 

the post processing is completed.  New machines are now 

integrating these stages, where the build and the post 

processing are occurring in concert as a hybrid AM process.  

While this simplifies the process, it also highlights the 

necessities of machine-interpretable PMI (annotations, 

attributes and metadata).  Hybrid machines would be enabled 

to process differences, where otherwise manual adjustments 

may have to be made. 

 

http://www.action-engineering.com/pdf/CIC-2012_MBEWorkshop.pdf 
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Fig. 6: Intermediate stages of AM product definition. 

 

Also noted in Section 4 (and Figure 6) are the inspection 

challenges that AM may create.  Internal features can not be 

readily inspected via traditional inspection CMM (Coordinate 

Measuring Machines). Additional non-destructive scanning 

technologies such as Computerized Axial Tomography (CAT) 

scans may be required to validate internal geometry.  Still in 

their infancy (both in definition and technology to implement), 

automated 3D inspection capabilities have the potential to 

completely change the landscape of a “quality” product. Once 

we have design intent captured in semantic (digitally associated 

software readable) annotations, attributes and metadata, then 

the next steps of automated inspection can take place. 

In summary, the challenges associated with communicating 

GD&T in AM are just beginning to emerge.  As the technology 

matures, new methods will be necessary to communicate 

design intent, and these methods must rely heavily on PMI and 

representation techniques.  The next steps necessary for support 

of AM product definitions include: 

1) Developing methods to tolerance complex, freeform 

surfaces not currently supported, 

2) Developing methods to communicate and tolerance 

heterogeneous materials and internal geometries,  

3) Developing methods to communicate dimensioning and 

tolerancing requirements at multiple stages of a single 

product lifecycle, 

4) Developing methods to facilitate machine-readable 

dimensioning and tolerancing from design to 

manufacture to conformance and verification. 

Each of these conditions extend beyond current GD&T 

capabilities, yet must be satisfied to meet AM product 

definition requirements. As MBE continues to develop, current 

GD&T practices have been able to keep pace.  To achieve the 

reproducibility required by a production alternative, an 

unprecedented amount of design information must be 

communicated for an AM product.  To effectively meet these 

needs, AM, will require us to adapt what we currently 

understand to be GD&T and embrace the underlying principles 

of both PMI and semantic content.  This thinking will change 

the landscape of manufacturing. 
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Quantized Hall resistance in large-scale monolayer graphene  
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Abstract: Graphene is a one-atom-thick carbon lattice that can be exfoliated 

from solid graphite or grown using high temperature processing methods on a 

variety of substrates. Many practical applications of large-area graphene, 

however, are limited by the transport mobility and carrier concentration 

homogeneity over distances greater than hundreds of microns. This presentation 

reports on the characteristics of large area (5 mm2 to 25 mm2) monolayer devices 

that display precise quantum Hall effect (QHE) characteristics at reasonable 

cryogenic temperatures, surpassing the previously reported records for graphene.  

Keywords: quantum Hall effect, graphene, electronic mobility, resistance standard  

 

1. INTRODUCTION 

Epitaxial graphene (EG) [1,2] is formed when 

silicon (Si) sublimates at high temperature on the 

surface of SiC(0001), a hexagonal crystalline 

material with a wide band gap. [3] The EG 

samples grown in our laboratory are annealed 

facing a glassy graphite disk. The role of vapor-

phase byproducts (Si, Si2C and SiC2) is increased 

due to the geometrical arrangement of the 

substrate and confining graphite surface. [4] The 

result is a uniform EG monolayer over a large 

area, while bilayer graphene is suppressed and 

sometimes absent at millimeter scale.   

We find that face-to-graphite (FTG) growth 

[5] in Ar background gas halts at one monolayer 

over most of the surface at temperatures up to 

2000 °C. The optical images in figure 1(a,b) 

show two samples processed concurrently at 

1950 °C (1800 s). Note that only ≈ 100 m of the 

surface near the edge of the FTG sample (figure 

1a) has dark graphite filling the etched pits, while 

the interior region of the FTG sample is much 

more uniform. This uniform appearance is in 

contrast to the sample processed open to Ar 

background gas (figure 1b), which has a 

disordered EG layer and dark graphite covering 

all of the pits. Raman microscopy, optical 

Figure 1. Optical microscope images showing the difference 

in EG near border regions of two samples processed 

together, (a) FTG and (b) open to Ar gas in the furnace. 
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images, atomic force microscopy (AFM), and 

electronic transport characteristics all show that 

the interior of FTG samples consists of uniform 

monolayer EG without appreciable inclusion of 

bilayer patches and with small atomic step 

heights. 

2.  FABRICATION AND SELECTION 

Optically enhanced (OE) microscope imaging [6] 

makes visible the small (≈ 2.3 %) difference in 

transmission that occurs for light passing through 

a single layer of graphene, compared to the 

transmission through the insulating SiC substrate 

from which the EG has been removed. Figure 2 

shows one large device that was processed at 

1900 °C (116 s), fabricated using a low-residue 

technique with a sacrificial 20 nm protective 

Pd/Au layer [7], photographed using OE 

microscopy, and measured using low-frequency 

ac magneto-transport. The images in the lower 

part of  figure 2 show six regions of the sample 

near the Hall bar device with uniform OE 

contrast indicating homogeneous EG coverage. 

The two sets of magneto-transport characteristics 

shown in the upper part of figure 2 also indicate 

that the EG is monolayer graphene, with uniform 

carrier concentration n. The values of resistivity 

xx = (RAxx/2 + RBxx/2) × w/L were derived from 

the average resistance along both sides of the 

device and scaled by the ratio of width to length 

separating the potential terminals at the ends of 

region 1 and region 2. 

Both regions of the device shown in figure 2 

display similar transport characteristics with Rxy 

≈ 12906.4   for  magnetic field B > 5 T at 

temperature T = 1.5 K. In the OE images, the 

main visible features are the SiC atomic terrace 

edges which appear as darker diagonal lines, and 

form at high temperature as the EG layer grows. 

Large terraces can be formed with atomic steps 

of height up to 10 nm, and these steps reduce the 

mobility by increasing the electronic scattering in 

EG [8]. We have found that for fixed carrier 

concentration n the mobility  = xx(B=0)/ne is 

improved by reducing the height of extended 

terraces to h < 3 nm. As the OE images of figure 

2 scan progressively from left to right and are 

seen to be longer and more distinct, AFM shows 

that they increase in height. This coincides with 

Figure 2. Design, magneto-transport characteristics, and OE images of a 5.6 mm long Hall bar device. The Hall bar channel is 

surrounded by multiple contacts so that the characteristics of different regions can be measured. Both region 1 and region 2 

display excellent QHE plateaus, but the mobility of region 1 is 20 % higher as described in the text. This improvement 

corresponds to low and irregular terraces in the OE images at bottom, where EG is bordered at top and bottom by bare SiC. 
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the reduction in mobility from 4600 cm2V-1s-1 in 

region 1, to 3840 cm2V-1s-1 in region 2.   

3.  CHARATERIZATION  

A robust quantum Hall effect has been observed 

in devices of octagonal shape as well as in the 

Hall bar configuration. Large octagonal samples 

were produced using both FTG and open-to-Ar 

graphene on SiC substrates. The FTG process 

clearly results in improved QHE properties in 

large samples when the EG is grown at 1900 °C, 

as shown in figure 3. Figure 3a shows an OE 

image and gives the Hall resistance Rxy and 

longitudinal resistivity xx for one such large, 

octagonal device of size 5.6 mm × 5.6 mm. This 

device shows resistance plateaus for the Landau-

level filling factors  = 6 and  = 2 above about 

B ≈ 2.5 T and 6 T, respectively, indicating a 

moderate level of carrier concentration (n ≈ 4 × 

1011 cm-2), which is sufficient for the QHE   = 2 

plateau to be fully quantized. The device mobility 

is relatively high (5600 cm2V-1s-1), owing to the 

low terrace steps and high-quality monolayer EG.  

The  = 2 QHE plateau of this device is well 

quantized between 7 T and 9 T, with longitudinal 

resistivity xx = -150  ± 250  (, or xx 

< 10-8 × Rxy with dc source-drain currents ISD = 

±74 A and T = 2.6 K. Because the wide sample 

geometry limits the resolution at low currents, xx 

data was obtained using a precise nanovoltmeter  

and measurements of Rxy were made with a 

cryogenic current comparator bridge [9, 10]. We 

will report these results as well as other precise 

QHE measurements showing that EG devices are 

Figure 3. Large octagonal devices. The device shown in (a) and (b) was produced from FTG graphene, while the sample 

shown in (c) was annealed open to argon background gas. The QHE plateau is robust up to at least 15 K in the FTG sample, 

with full quantization above 7 T as shown in the inset. Only very weak QHE plateaus are observed for the sample in (c), with 

non-symmetric longitudinal resistivity for ±B. 
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suitable as quantized Hall resistance standards, 

and possibly superior to most GaAs 

heterostructures now in use as resistance 

standards at many national laboratories. 

4. DISCUSSION  

Our results confirm and expand on many prior 

experiments showing that annealing SiC(0001) in 

confined Si vapor allows controllable EG growth. 

For the standards community, traceability from 

the QHE standard to 1 k and 10 k at current 

levels greater than 0.5 mA is within the 

capabilities of present-day room-temperature 

commercial resistance bridges, with relative 

uncertainty approaching 1 × 10-8. Our results 

show promise for EG in studies of the frequency- 

and size-dependent electronic properties of 

graphene. Wafer-scale low-defect graphene also 

may lead to large-scale optical applications, high-

frequency integrated circuits, optoelectronics and 

other useful applications. 
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High-temperature Material Constitutive 
Models for Structural-Fire Analysis

CHAO ZHANG, LISA CHOE and JOHN GROSS 

ABSTRACT 

The applicability of three steel constitutive models was evaluated using finite-
element analyses and various member capacity equations. Three different high-
temperature stress-strain models were compared: the model recently developed by the 
National Institute of Standards and Technology (NIST) [1], the Eurocode 3 model [2] 
and the model developed by Lie [3]. The testbed used in the analyses included twenty 
steel column tests and two restrained steel beam tests reported in the technical 
literature. The selected column tests reported buckling temperatures ranging from 500 
oC to 700 oC and applied axial load ranging from 20 % to 65 % of the axial-load 
capacity at ambient temperature. Each reported test was analyzed in two different 
ways: (1) finite-element model was developed to predict the buckling temperature of 
the steel columns and response of the restrained steel beams in fire condition. (2) 
member capacity equations prescribed in Eurocode 3 and ANSI/AISC-360-10 [4]
were used to compute the buckling temperature of the steel columns. Overall, the 
results indicate that all investigated material models give acceptable prediction of the 
buckling temperature of the steel columns and the behavior of restrained beams. The 
finite-element model with the NIST and the Lie material models predict the buckling 
temperature more accurately than that with the EC 3 material model. When the 
Eurocode column capacity equations were used, the buckling temperatures calculated 
using the NIST and the EC 3 models are more comparable with test results than those 
using the Lie model. It was also found that the current ANSI/AISC 360-10 Appendix 
4 equation conservatively estimate the buckling temperature of the tested column 
specimens with difference of 20% on average. When the standard column equation in 
the Chapter E of ANSI/AISC 360-10 was used, both the EC 3 and the NIST models 
accurately predict the buckling temperature of the tested column specimen with 
difference less than 5% on average. 

INTRODUCTION

Calculation methods are often adopted to determine the fire protection for steel 
structures as opposed to conducing costly experiments. Accurate high temperature 
constitutive models are required to reasonably predict the structural performance 
________________________ 

chao.zhang@nist.gov; lisa.choe@nist.gov; john.gross@nist.gov 
Engineering Laboratory, National Institute of Standards and Technology, Gaithersburg, 
MD 20899, U.S.A
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under fire conditions. As part of the investigation on the collapse of the World Trade 
Center, the National Institute of Standards and Technology (NIST) characterized the 
steels recovered from the collapse site to analyze the failure induced by the air-craft 
impact and fire. In the investigation [5], the high-temperature tensile testing was 
conducted following ASTM E21 [6]. With the test data in the investigation and the 
data found in the technical literature, a new constitutive model, referred to as the NIST 
steel stress-strain model or NIST model in this paper, was developed to predict the 
high-temperature behavior of structural steels [1,7]. This paper compares the NIST 
model with the two widely used constitutive models, the Eurocode 3 model [2] and the 
TTLie model [3], for predicting the behavior of steel components under fire 
conditions. The constitutive models are used to predict the buckling temperature of 
steel columns and the response of restrained steel beams under uniform fire condition. 
In this paper, buckling temperature is defined as the steel temperature at the onset of 
buckling.  

STEEL STRESS-STRAIN MODELS 

Mathematical formulation

Detailed description of the NIST model can be found in Ref.[8]. The stress-strain 
expressions for the NIST model is given in Eq.1, 
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where k1=7.82, k2=540oC, k3=1006 MPa, k4=0.759, and n=0.503. The elastic modulus 
and yield strength at elevated temperature are calculated by 
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where E20, ET are elastic modulus of steel at ambient and elevated temperatures, 
respectively; and fy20, fyT are yield strength of steel at ambient and elevated 
temperatures, respectively.  

The expressions for the Eurocode 3 model and the TTLie model can be found in 
Refs.[2] and [3], respectively. 

Compare with material test data

Figure 1 compares the calculated reduction factors for elastic modulus and yield 
strength with the test data collected by Luecke et al. [1]. The NIST model shows good 
agreement with the test data. 
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Figure 1. Calculated reduction factors for elastic modulus and yield strength against the test data 
collected by Luecke et al. [1]. The test labels are the same as in Ref. [1].1

CALCULATION APPROACHES 

Eurocode 3 design approach

Simple analytical approaches given in the design codes are mostly used in daily 
design work. The simple approach developed by Franssen et al. [9] is recommended in 
the Eurocode 3 [2] for calculating the buckling resistance of axially loaded steel 
columns in fire, which is given by 

 (4) 

with 

 (5) 

]1[
2

1 2
TTT   (6) 

where , . A is the steel cross section area and 

PET is Euler bucking load at elevated temperature. By solving PT = Nb,T, we obtain the 
column buckling temperature. Here PT is the column service load under fire condition. 

ANSI/AISC design approach

The 2005 and 2010 editions of the ANSI/AISC-360 Appendix 4 [4] specify to use 
the Eurocode 3 temperature-dependent mechanical properties for design of steel 

1 The Eurocode 3 yield strength plotted here is determined at the 0.2 % offset for comparison purposes, 
while the high-temperature yield strength in the Eurocode 3 is defined at 2% strain. 
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members at elevated temperatures. According to the 2005 edition, the critical buckling 
stress, Fcr (T), for steel column for fire conditions can be computed using the standard 
design equations (i.e., in Chapter E of the ANSI/AISC-360), as expressed in Eqs [7] 
through [9], with the temperature-dependent values of elastic modulus, E (T), and 
yield strength, Fy (T). On the other hand, the 2010 edition prescribes Eq [10] to 
compute flexural buckling strength of columns at elevated temperatures. The Eq [10] 
is valid only when Eurocode 3 mechanical properties are considered for design. Both 
versions of the equations use the effective column slenderness ratio, KL/r, which is 
independent of temperatures, to compute the temperature-dependent elastic buckling 
stress Fe (T) (given in Eq [9]). 

e

y

for  (7) 

for  (8) 

 (9)

5.0)(/)( TeFTyF

ycr
 (10) 

FE approach

COLUMN MODEL 

The three-dimensional shell element, SHELL181, implemented in ANSYS 14.0.0 
[10] was used since this element is suitable for analyzing thin to moderately thick shell
structures. The column cross sections were discretized into twenty elements based on
mesh optimization study. The shape of initial column crookedness was defined as the
first mode obtained from elastic buckling analysis. The initial deflection amplitude at
mid-height, if not specified, was taken as L/1000. Neither the effect of residual stress
due to cooling of the hot-rolled shape nor the thermal gradient from fire was modeled
explicitly. The buckling temperature of columns was computed from the point at
which the force equilibrium could not be achieved.

RESTRAINED BEAM MODEL 

Figure 2 shows a FE structural model for a restrained steel I-shaped beam. The 
steel beam was modeled using SHELL181, and the restraints at the beam ends were 
modeled using spring-damper element COMBIN14. As shown at the right corner in 
Figure 2, an axial spring and a rotational spring located at mid-height of the beam end 
section were used to provide axial and rotational restraints, respectively. This 
approach can be used to model various end conditions. 
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Figure 2. FE model of a restrained steel I beam. 

TEST DATA 

Steel columns

The five column data sets, which were selected from Zhang et al. [11], were used 
for FE simulations and design calculations, Table II shows a total of twenty individual 
column specimens along with the reported failure temperatures (Tb,meas) and other test 
parameters, such as the ambient temperature yield strength (fy20), column length 
(L),slenderness ratio (  = L/r, where r is the radius of gyration), the applied axial 
load(PT), the boundary conditions (ends, where P-P is pinned-pinned; F-F is fixed-
fixed; and P-R is pinned-rotationally restrained), and the initial eccentricity (e). 

TABLE II. STEEL COLUMN TEST DATA. 
Data Test Shape fy20 L PT e Ends Tb,mea

(MPa (mm) (kN) (m ( C)
Ali [12] Ali1 UC152×152×23 320 1800 47 186 0 P-P 701

Ali2 UC152×152×23 320 1800 47 373 0 P-P 626
Ali3 UC152×152×23 320 1800 47 559 0 P-P 557
Ali4 UB178×102×19 320 1800 75 202 0 P-P 629
Ali5 UB178×102×19 320 1801 75 303 0 P-P 539
Ali6 UB178×102×19 320 1802 75 101 0 P-P 644
Ali7 UB127×76×13 320 1803 97 50 0 P-P 717
Ali8 UB127×76×13 320 1804 97 101 0 P-P 658
Ali9 UB127×76×13 320 1805 97 151 0 P-P 567

Choe[13] 1 W8×35 413 3500 67. 1134 0 P-P 500
2 W8×35 413 3500 67. 800 0 P-P 600
3 W14×53 406 3450 70. 1435 0 P-P 500
4 W14×53 406 3450 70. 1070 0 P-P 600

Lie1 W10×60 300 3810 34 1760 0 F-F 565

Lie [2] Lie2 W10×49 300 3810 34 1424 0 F-F 586
Lie3 W10×49 300 3810 34 1424 0 F-F 584
RS45 UC152×152×37 326 1500 38 708.5 1.74 P-P 647

Tan [14] RS55 UB203×133×25 357 1500 47 444.3 3.19 P-P 571

RS81 UB152×89×16 312 1500 70 260.6 2.38 P-P 499

RS97 UB127×76×13 320 1500 83 134 4.08 P-P 606

*Note: Ali, Lie, and Tan - transient tests; Choe - steady state tests.
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Restrained steel beams

Two tests were considered to evaluate the response of restrained beams in fire. 
Test on specimen 1 in Li and Guo [15] and test on "FUR15" in Liu et al.[16] were 
considered. In [15], the tested beam had a cross section H250×250×8×12 and a clear 
span length of 4500 mm. Two concentrated loads were applied symmetrically on the 
restrained beam by two jacks. The space between these two point loads was 1500 mm. 
The load ratio of the restrained beam was 0.7. The axial stiffness provided by the 
restrained frame was ka=39.54 kN/mm and the rotational stiffness was kr=1.09×108

Nm/rad. In [16], the tested beam had a cross section 178×102×19UB and a clear span 
length of 2000 mm. Two symmetrical concentrated loads were applied. The space 
between these two point loads was 800 mm. The load ratio of the restrained beam was 
0.5. End-plate beam-to-column connections were used. The axial stiffness provided 
was ka=8 kN/mm and the rotational stiffness was kr=1.4×105 Nm/rad. 

RESULTS 

Buckling temperatures 

Figure 3 shows comparisons among the predicted and measured values for column 
buckling temperature by using different material models. Table III shows the statistics 
of the ratios of the difference among the analytical results and measured data for 
different material models. The mean and standard deviation (Std) are presented in the 
table. For FE approach, all three models give acceptable predictions, and NIST and TT 
Lie models give better prediction than the EC3 model. For Eurocode 3 approach, all 
three models give under-predictions, and NIST and EC3 models give better prediction 
than the TT Lie model. 

(a) FEM

(b) Eurocode 3 method

Figure 3. Column buckling temperatures predicted using FEM (a) and Eurocode 3 method (b). 

SP-1096

Zhang, Chao; Choe, Lisa; Gross, John. "High-temperature material constitutive models for structural-fire analysis." Paper presented at the 9th International Conference on Structures in Fire SiF'16, Princeton, NJ, Jun 7-Jun 10, 2016.

Zhang, Chao; Choe, Lisa; Gross, John. 
“High-temperature material constitutive models for structural-fire analysis.” 

Paper presented at the 9th International Conference on Structures in Fire SiF'16, Princeton, NJ, Jun 7-Jun 10, 2016.



TABLE III. STATISTICS OF THE RATIOS OF THE DIFFERENCE AMONG THE 
ANALYTICAL RESULTS AND MEASURED DATA*. 

Statistics NIST EC3 TT Lie

FEM: mean 0.060 0.110 0.024
FEM: standard Std 0.075 0.091 0.084
Eurocode 3: mean -0.066 -0.096 -0.156

Eurocode 3: standard Std 0.091 0.068 0.113

*Note: the ratio is defined as (Tb,pred - Tb,meas)/Tb,meas.

Figure 4 shows that the current ANSI/AISC 360-10 Appendix 4 equation 
conservatively estimate the buckling temperature of the tested column specimens with 
difference of 20% on average (Figure 4a). When the standard column equation in the 
Chapter E of ANSI/AISC 360 was used, both the EC 3 and the NIST models 
accurately predict the buckling temperature of the tested column specimen with the 
difference less than 5% on average (Figure 4b). 

(a) Appendix 4 (b) Chapter E

Figure 4. Column buckling temperature predicted using ANSI/AISC-360 (a) Appendix 4 (b) Chapter E. 

Response of restrained beam 

Figure 5 show the FE predicted results for the restrained steel beam. All three 
material models give good prediction of the response of the restrained beams. 

CONCLUSIONS 

A comparative study of three high temperature steel constitutive models for 
structural fire analyses was presented. All investigated material models give 
acceptable prediction of the buckling temperature of steel columns. For the FE 
approach, using NIST and TTLie models give better prediction than the EC3 model; 
and for the Eurocode analytical approach, NIST and EC3 models give better 
prediction than the TTLie model. All three models give good prediction of the 
response of restrained steel beams subjected to fire. 

DISCLAIMER
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(a) Li & Guo [15]

(b) Liu et al. [16] 

Figure 5. FE results for restrained force and mid-span deflection for restrained steel beam.
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Abstract

Two experimental techniques for measuring dynamic displacement and strain for in-plane bulk acoustic resonators are presented. These techniques, optical knife-edge and photoelastic measurements, can characterize in-plane high-frequency vibrations with a degree of precision and simplicity that has not been shown previously with MEMS. The measurements are spatially resolved and can be used to reconstruct the vibrational mode shape of the resonator. Experimental results presented here are acquired using both methods on a single crystal silicon bulk acoustic resonator (SiBAR) with a fundamental resonance frequency of ≈ 13.6 MHz. 



INTroduction

Capacitive [1] and piezoelectric [2] bulk acoustic resonators (BARs) have received considerable attention over the last decade due to applications in RF timing, filtering, and sensing. Much of the success of these resonators stems from their ability to vibrate in a specific mode with a high mechanical quality factor and hence a sharp spectral linewidth. Contemporary design of micromechanical resonators is heavily reliant on analytical equations and finite element analysis (FEA) of the device, followed by electrical validation. However, the drawback of purely electrical characterization is that it presents only an aggregate signal at the output transduction port of the system (e.g., capacitively induced current). As a result, all-electrical transduction obscures the internal mechanics of the resonator, making it difficult to determine the causes of spurious modes, nonlinearities, and other phenomena. In contrast, optical techniques can provide more detailed and precise characterization of the resonator through spatially and temporally resolved measurement of the absolute device displacement. Laser Doppler vibrometry has been used successfully to measure BARs but typically only for out-of-plane motion [3]. Recently, three-dimensional laser Doppler vibrometry has been demonstrated but at considerable expense and complexity and with limited bandwidth for BARs [4]. Optical knife-edge [5, 6] and photoelastic [7] measurement techniques provide high-sensitivity in-plane motion measurements with simplicity and high bandwidth, as demonstrated by others for surface acoustic waves [7], but have received little attention for BARs, which has motivated the presented research. 



description of Device & Fabrication 

The devices used in this work are silicon bulk acoustic resonators (SiBAR) that vibrate in their extensional in-plane modes (Fig. 1). The SiBARs are fabricated using standard silicon-on-insulator (SOI) processes. First, metal electrodes are patterned and evaporated using liftoff on an SOI wafer. The device layer of the SOI wafer, which is approximately 10 µm thick, is patterned and etched using deep reactive ion etching (DRIE) to form the transduction gaps and release etch holes. A transduction gap of ≈ 480 nm is achieved using 5X reduction stepper lithography. The DRIE is optimized to provide vertical sidewalls with scallop depths of ≈ 80 nm/cycle and scalloping undercut on the order of ≈ 15 nm. The wafer is diced into individual chips and the mechanical structure is released by etching the 2 µm thick buried oxide layer using hydrofluoric acid vapor.
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[bookmark: _Ref446022857]Figure 1: Scanning electron image of a width-extensional single crystal SiBAR with a transduction gap of 480 nm and a measured fundamental resonance frequency of ≈ 13.6 MHz. The resonator width is 300 µm, with an expected resonance frequency of 13.8 MHz. These SiBARs are used as a platform for demonstrating precise dynamic measurements of driven motion and energy dissipation mechanisms. Due to the symmetry of the SiBAR, only one quadrant of the device (boxed) is measured and simulated.



Characterization techniques



Electrical Measurements 

The released SiBAR was first tested electrically using a vector network analyzer (VNA) and ground-signal-ground (GSG) probes. Standard short-open-load-through (SOLT) calibration is performed prior to acquiring the data seen in Fig. 2. It is observed that the device requires a fairly large DC bias to transduce a measurable resonance, and the signal-to-noise ratio (SNR) is low due to the presence of parasitic feedthrough. The effect of parasitics can be reduced by optimized design, a smaller transduction gap, or electronic signal amplification, but as will be demonstrated in further sections, these improvements are not necessary for optical readout and characterization.

 

[image: ]

Figure 2: Standard electrical testing of the ≈ 13.6 MHz SiBAR in air, prior to wire-bonding, using GSG probes and a VNA. Magnitude (a) and phase (b) information are shown. Amplification was not used in these tests. No response is seen below ≈ 20 V DC bias, primarily due to the effect of the parasitic feedthrough from the device, bond pads, and handle wafer. 

[image: ]

Figure 3: Optical knife-edge measurements are acquired on the free edge (AA’) and photoelastic measurements are acquired on the line of maximum strain: the major axis of the device (BB’).

Optical Experiment Setup

The devices are mounted on a printed circuit board (PCB) and wire-bonded. The PCB is mounted on a positioning stage with 10 nm positioning precision along all three linear axes. The SiBAR is actuated by an RF signal from the VNA and a DC bias applied to the body of the resonator. An intensity stabilized helium-neon laser is used as the optical probe (  632.8 nm). The laser is focused on the resonator surface using a 20X objective mounted on a tube microscope, resulting in a Gaussian spot on the device with a diameter of ≈ 2 µm. The reflected optical signal is detected using a Si PIN photodetector with half-power bandwidth of 200 MHz and a gain of 2000 V/W at 633 nm. The photodetector output is fed back to the VNA to provide an output signal relative to the input RF drive signal.  The laser output is attenuated using a polarizer to maximize the signal from the photodetector while limiting the local heating due to the photothermal effect. Precise targeting of the laser spot is achieved by viewing the system in real time with a CCD camera on the microscope, and by monitoring the average output power reflected from the resonator using an oscilloscope. The same experimental setup is used for both optical methods and no recalibration or modification is necessary. 



Knife-Edge Measurements

Optical knife-edge techniques have been used in the past to measure flexural and bulk acoustic resonators [5, 6]. This technique has the potential to measure displacements on the order of 1 pm /√Hz [6] and below. The measurements are performed by positioning a focused laser spot on any edge of the resonator surface that has high in-plane displacement. The motion of the edge modulates the reflected optical power, leading to a strong signal at the motion frequency. The leading edge of the SiBAR (AA’ from Fig. 3) has minimal strain and maximum displacement along the actuation axis. The laser spot is optimally positioned at the point of maximum displacement sensitivity by scanning the spot across the gap and monitoring the photodetector output. As the leading edge of the resonator is driven to move in plane, the change in reflected power is determined by the displacement of the edge. Fig. 4 shows the magnitude and phase of the optical knife-edge signal from the resonator. The inset illustrates the knife-edge scheme and the positioning of the laser spot. Unlike electrical characterization, this method can be used to extract the absolute displacement of every point on the leading edge of the resonator by scanning the laser over the entire edge. In general, this technique can be extended to measure planar displacement on any edge with optical contrast, such as etch holes and electrodes on a piezoelectric resonator.

[image: ]

Figure 4: Reflected knife-edge signal when the laser is focused on the leading edge of the resonator (i.e., point of highest displacement and zero strain). A clear signal is acquired (both magnitude and phase), with an SNR better than 30 dB. The resonator was actuated with 10 mW RF power and 10 V DC bias in vacuum at 1.33 mPa (10 µTorr). Inset: Diagram showing knife-edge measurement with position of the laser spot (not to scale).  

Measurements can be acquired on edges of any orientation, allowing displacement measurements along any planar vector. Thus the vector displacements of many points on the resonator can be measured to reconstruct the device dynamics. The measurement SNR is a function of the optical contrast between the resonator and the free space gap. For this SiBAR, the contrast is between the resonator body and the transduction trench (480 nm wide, 12 µm deep). For the current measurement, an SNR of ≈ 15 dB is achieved at DC bias levels as low as 1 V, and up to 40 dB has been measured at higher voltages. The optical contrast can be improved by removing the substrate under the trench, or by using materials with dissimilar reflectivities for the resonator and the substrate. 



Photoelastic Strain Measurements

Another optical method for characterizing the dynamics of high frequency resonators is to utilize the photoelastic effect, in which the index of refraction for the resonator material is modulated by strain-inducing acoustic waves. This technique has been used in the past to measure the propagation of surface acoustic waves [7]. As the resonator undergoes periodic in-plane strain, the refractive index of the material changes at the same rate, which in turn modulates the reflected intensity of the laser spot. The change in refractive index as a function of the dynamic strain is given by , where   is the nominal refractive index,  is the set of photoelastic coefficients for the material, and   is the change in strain [7]. Most significantly, this technique does not require an edge with optical contrast and can be used on unpatterned surfaces. A single material with uniform optical properties and a clean flat surface is the ideal platform for performing photoelastic measurements. The advantage of using a single crystal silicon device such as the SiBAR is that the photoelastic coefficients of the material are well known, thus enabling the extraction of absolute planar strain at any point on the surface. The largest surface strain in the resonator is located along the central line (BB’ from Fig. 3). Representative amplitude and phase data are shown in Fig. 5. As with knife-edge measurements, the photoelastic measurements can be taken at multiple points on the surface in order to generate a composite vector plot of the surface strain dynamics of the resonator. 
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Figure 5: Photoelastic measurement at a point along the major axis of the resonator. It is clear that there is strong intensity modulation at the resonance frequency. Both magnitude and phase information are shown, with an SNR of ≈ 25 dB for the magnitude. Same test conditions as in Fig. 4.

Mode Shape Identification

A major advantage of using these two optical techniques is that they provide spatially-resolved measurements across the entire resonator, thereby enabling reconstruction of the vibration mode shapes. The fundamental mode shape along the leading edge of the SiBAR was measured with the knife-edge technique and the strain profile along the center axis of the SiBAR was measured with the photoelastic technique. These results are compared with those from FEA simulations in Fig. 6. While there is some qualitative agreement between the expected and measured mode shape and strain profile, the differences are large enough to indicate that either the measurement, the simulation, or both are inaccurate. Due to the simplicity and repeatability of the optical measurements, we believe that the FEA model is the less accurate of the two due to unmodeled fabrication imperfections and the meshing complexity of the etch holes. This assertion is supported by our observations of mode suppression and a significant loss of transduction efficiency that were not predicted by the FEA simulations.



[image: ]

Figure 6: Fundamental mode shape and dynamic strain for the SiBAR. (a) modal displacement from FEA, (b) planar displacement along AA’ (measured and simulated), (c) strain profile from FEA, and (d) photoelastic strain measurement along BB’ (measured and simulated). Same test conditions as in Fig. 4. Simulation deformations and color scales are exaggerated for visual effect. Data in (b) and (d) are normalized to show the qualitative fit. 
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Figure 7: Knife-edge measurements as a function of DC bias. Unlike the electrical data, optical measurements have high SNR even at very low DC bias. Furthermore, optical readout is limited only by the noise in the optical path and not by device and wafer parasitics. Same test conditions as in Fig. 4.

Actuation at low drive levels

The optical techniques discussed above have far higher sensitivity to displacement and strain than the electrical measurements for the tested resonator. Within the range of 10 MHz to 100 MHz, motion can be detected at a DC bias as low as 1 V. An SNR of at least 15 dB was achieved throughout our measurements (Fig.7). The low drive voltage reduces the likelihood of inducing nonlinearities and heating, and does not require signal amplification electronics. The optical methods also make it possible to investigate thermomechanical noise in resonators and RF self-actuation. Lower RF power does not change the response magnitude, but does make the measurement noisier.



Higher Modes and Frequency Limits

The analysis above is presented for a 13.6 MHz SiBAR, which is well within the measurement limits of the presented system. The current configuration is bandwidth limited by the photodetector (200 MHz bandwidth). SiBARs with fundamental resonance frequencies up to 120 MHz have been measured with SNR ≈ 30 dB and fundamental frequencies up to 220 MHz have been detected. Higher harmonic resonance modes can also be measured with ease. Figure 8 shows the first four odd-numbered in-plane vibration modes for a SiBAR with a fundamental frequency of 28 MHz. The data shown here was measured using the knife-edge technique. We expect that the true bandwidth limits of the measurement system will be set by a combination of the decreasing displacement and strain magnitudes and increasing detector noise as the operating frequency increases. Ongoing and future experiments involve detailed system and device characterization using photodetectors operating up to 9 GHz, and will be presented elsewhere.



Signal Magnitude and Quality Factor

The magnitude of the reflected signal is a direct indicator of the displacement or strain.  As such it varies over the surface of the resonator, enabling mapping of these quantities and a reconstruction of the dynamics of the resonators. For the presented SiBAR, which is fairly large, the displacement signal is stronger and less noisy than the strain signal. For smaller SiBARs, with higher frequencies and lower absolute displacements, we expect that the strain signal will be stronger than the displacement signal.

[image: ]

Figure 8: Fundamental width-extensional resonance and the first three odd-numbered higher modes for a SiBAR with a width of 150 µm. All modes are measured using the knife-edge technique. The resonator was actuated with 10 mW RF power and 10 V DC bias in air. The bandwidth of the photodetector prevents measurement of modes higher than 200 MHz.

Both measurements provide the same quality factor (Q) values, at any point on the resonator, within the experimental error. This Q is the direct mechanical Q of the SiBAR, and is an indicator of the intrinsic and design dependent mechanical dissipation processes (i.e., phonon loss, electron loss, thermoelastic damping, viscous damping, and tether loss). As such, these methods provide a more accurate way to measure and isolate the various dissipation mechanisms than using the ‘loaded’ Q values found in electrical measurement techniques. For the current SiBAR, viscous damping (due to etch holes and the transduction gaps) limits the Q to ≈ 10,000 in air, and thermoelastic damping, which is exacerbated due to the etch holes, limits the Q to ≈ 66,000 in vacuum [8]. It is expected that higher frequency designs, without etch holes and operated in vacuum, will allow us to mitigate these dissipation mechanisms. The Q of resonators with higher frequencies is expected to be limited by tether loss and phonon loss. The presented optical techniques will be used to study these loss mechanisms in future work.  



Convolved Strain and Displacement Measurements

It is important to note that knife-edge and photoelastic measurements can be convolved when there is high strain along an edge, such as the edges of an etch hole. The strain at the leading edges of the SiBAR approaches zero so the presented knife-edge measurements were not influenced by the photoelastic effect. This was verified by measured data at points just inwards of the free edge that have near-zero photoelastic response. Conversely, at any ‘solid’ surface on the resonator there is no knife-edge signal, and any response is purely photoelastic. The deconvolution of the two signals based on analytical models for optical reflection will be addressed in future work. 



Conclusion

Two complementary optical reflection measurement techniques for motion metrology of high frequency in-plane MEMS resonators were presented. The knife-edge technique can be used to measure planar displacement on any device edge with optical contrast, while the photoelastic measurement technique can be used on any clean solid material that has reasonable photoelastic coupling. Both techniques provide high sensitivity and resolution as compared to contemporary electrical methods, and are simpler to set up and use than other solutions such as 3D laser vibrometry. These techniques can be used to reconstruct the vibration mode shapes of resonators, allowing MEMS designers to better understand and optimize their designs for improved performance. These techniques also provide a more sensitive way to measure the mechanical dissipation in high frequency resonators, and can provide a path to a better experimental understanding of dissipation, even making it possible to separate and isolate different underlying dissipation mechanisms. The initial set of experiments with SiBARs indicates that there are differences between the measured and simulated mode shapes that cannot be easily explained. The possible causes for these differences and their effect on the performance of the resonator are topics of ongoing and future investigation.
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