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FOREWARD 

Uniform terminology and common practices of uncertainty analysis are absolutely crucial 

for the ground based or space based radiometry projects of the National Aeronautics and Space 

Administration (NASA), the National Oceanographic and Atmospheric Administration (NOAA) 

and the Department of Defense (DoD) to exchange scientific data and results without the need for 

duplication and repetition. The economic impact is even greater for exchanging data and results 

around the world on global studies which is only possible through uniformity of terminology and 

data analysis standards. 

This need for developing a common practice for quantities, symbols, units and uncertainty 

analysis has been recognized by scientists and engineers around the world. The first step taken to 

my knowledge recently was the establishment of Space Based Observation Systems Committee on 

Standards (SBOS COS) in 1988 by the American Institute of Aeronautics and Astronautics 

(AIAA). As a historical perspective, the letter by Christopher Stevens of Jet Propulsion 

Laboratory that shows various meetings in this endeavor and the overview on “AIAA activities in 

Calibration Standards” by Edward Koenig of ITT Aerospace/ Communications Division is 

reproduced in Appendix 1. It also lists the members of the subcommittee on sensor systems. I 

would like to join with Clair Wyatt, the principal author of this document, in acknowledging the 

efforts of various people in that list who helped in preparing this document. It is being published 

as a NIST Handbook recommending it to be a common practice for optical radiation metrology. 

It primarily deals with terms, symbols and definitions in radiometry based on the International 

Standards Organization (ISO) definitions of basic radiometric quantities. The sensor systems 

calibration methodology is based on the measurement equation approach that has been in practice 

from the beginning at the National Institute of Standards and Technology (NIST). The uncertainty 

analysis is based on the ISO Guide to the Expression of Uncertainty in Measurement, ISO/TAG 

4/WG 3. 

Raju Datla, Optical Technology Division, NIST 



PREFACE 

This recommended practice introduces several new entities. Of concern are the terms, 

symbols, and units (nomenclature) used to describe sources, sensor performance analysis, 

calibration, and uncertainty analysis of radiometric sensors. The definitions given in this document 

are limited to those that apply to radiometric calibration and do not include illumination terms. It 

has been the authors’ dream to create a document like this to facilitate communication and 

dissemination of knowledge throughout the optical community. It is heartening to note that one of 

the authors, Dr. V. Privalsky was already chosen by the Russian Space Agency to translate this 

document into Russian. 

The contents of this document were presented as a tutorial at the Fifth Infrared 

Radiometric Sensor Calibration Symposium that was held by Space Dynamics Laboratory /Utah 

State University in Logan, Utah, in May 1995. The document was revised based on the comments 

of the participants to its present form. 

Authors. 

Key Words: Radiometry, Sensor Calibration, Uncertainty Analysis 
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INTRODUCTION 

This handbook provides recommendations for nomenclature, terms, symbols, units and 

uncertainty analysis associated with the calibration of radiometric sensor systems. The scope 

includes the radiant properties of sources; the geometry of radiation transfer; the measurement 

equation used to predict sensor response; the calibration equation used to convert sensor response 

to engineering units (radiance, irradiance, etc ); and the uncertainty analysis. 

The contents are organized to correspond, somewhat, to the normal flow of flux (source to 

sensor) and of analysis (predicted performance to generation of calibration equations and 

uncertainty analysis). This document expands on the current practice of radiometry as described 

in a recent NIST Technical Note [1], 

The definitions of radiometric terms, symbols, and units in this document conform to the 

definitions accepted by the International Standards Organizations (ISO)[2], These standards 

include quantities that are functions of wavelength (frequency or wavenumber); they may be 

designated by the same term preceded by the adjective spectral and by the same symbol followed 

by A, v, or a in parenthesis; for example spectral emissivity e(A). On the other hand, if the 

spectral power density, or spectral power concentration [3] is considered, it may also be 

designated by the name of the quantity and by the symbol for the quantity with the subscript A (v, 

or o); for example the spectral radiance, 

Note that LA [W/(m3sr)] corresponds to watts per unit area per unit wavelength [(W/(m2sr))/pm] 

rather than watts per unit volume. Generally, wavelength is expressed in micrometers (pm) for 

infrared and in nanometers (nm) for ultraviolet and visible regions of the spectrum. The integrated 

quantity is given by 

(2) 

with units [W/(m2sr)j. In this document the NIST Guide for the Use of the International System 
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of Units (SI) is followed [4] Also, the SI base units for quantities are in square brackets when 

they are introduced for the first time. 

The terms used for uncertainty analysis conform to the ISO Guide to the Expression of 

Uncertainty in Measurement [5], Based on the ISO Guide, NIST developed the guidelines for 

uncertainty analysis. The document describing these guidelines is added as Appendix 2 [6], 

Those aspects of the ISO Guide that impinge upon this document are as follows. The standard 

uncertainty refers to components of uncertainty including both random and systematic effects. 

Note that the term random is used rather than the term “precision,” and that the term systematic is 

used rather than the term “bias.” The term combined standard uncertainty is used rather than the 

term “accuracy” and has reference to propagated uncertainties. Finally, the term uncertainty 

analysis is used rather than the term “error analysis.” 

1. PART 1: SYMBOLS, TERMS, AND UNITS 

1.1 DEFINITIONS 

As indicated above, the scope of this document is limited to those symbols, terms, and units 

frequently used in the calibration of radiometric and spectrometric systems. Consequently, there is 

no attempt to create an exhaustive list of terms. 

In order to avoid large or small numerical values, decimal multiples and sub-multiples of the SI 

units are added to the system making use of the standard prefixes [7]; for example, centimeter 

with a factor of 10'2 and a symbol of cm, nanometer with a factor of 10'9 and a symbol of nm, and 

micrometer with a factor of 10'6 and a symbol of pm. 

The ISO standard also addresses the question of alternative names and symbols for various 

terms. It also recognizes a class of “supplementary” units like the radian and steradian as a class of 

dimensionless units [8], 

1.1.1 WAVELENGTH/WAVENUMBER 

The wavelength A [m] is defined as the distance between two adjacent points in a periodic wave 

having the same phase. The wavenumber o [m'1] is the number of waves in a given length 

interval 
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1.1.2 FLUX 

The radiant energy flux 0e [J/s or W] is the power emitted, transferred or received; 0p [s'1] is 

the quanta-rate emitted, transferred or received. The subscripts e and p refer to energy and photon 

rates respectively. The symbol 0 is used without subscripts when it is clear from the context. 

1.2 GEOMETRICAL PROPERTIES OF SOURCES 

Sources are characterized in terms of geometrical properties to facilitate calculations using the 

geometry of radiation transfer [9], Table 1 provides a list of terms, units, and symbols for 

characterizing sources. Also indicated in the table are the types of geometrical information 

inherent in the entity: positional and/or directional. Definitions are given, in the sections to 

follow, for each of the source characterizations listed in Table 1. 

1.2.1 RADIANCE/PHOTON RADIANCE 

The average radiance Lave of a source is the ratio of the total flux [W] to the product of the 

projected source area^ cos6 and the solid angle (os into which the radiation is emitted. The 

subscript 5 refers to the source. This definition also holds for average photon radiance except the 

total flux has units of photons per unit time [s'1]. The radiance L at a point on the source in a 

certain direction is given by 

lim \d) t\2d) 
(3) 

The radiance is a measure of the flux of a source per unit area per unit solid angle at a point and in 

the direction of propagation. Thus the radiance provides the most general description of the 

source since it contains both positional and directional information. The total flux is given by 

(4) 
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1.2.2 RADIANT EXITANCE/PHOTON EXITANCE 

The average radiant exitance Mme of a source is the ratio of the total flux [W] to the total area 

of the source As. This definition also holds for average photon exitance except the total flux has 

units of photons per unit time [s'1]. The limiting value of the average exitance of a small portion of 

the source as the area is reduced to a point is the radiant exitance M of the source at a point and 

is given by 

M = 
lim A$, 

^r0 aZ = 
s 

d0 
cL4s (5) 

The radiant exitance is a positional measure of the emitted flux of a source per unit area at a point. 

The total flux is given by 

0 = J M cL4s . (6) 

1.2.3 RADIANT INTENSITY/PHOTON INTENSITY 

The average radiant intensity Imeis the ratio of the total flux [W] to the total solid angle o)s 

about the source. This definition also holds for average photon intensity except the total flux has 

units of photons per unit time [s'1]. For an isotropic source the flux is radiated into 4tt sr (a 

sphere) and for a flat surface into 2tc sr (a hemisphere). The limiting value of the average radiant 

intensity as the solid angle is reduced in value about a particular direction is the radiant intensity I 

in that direction and is given by 

lim A0 d0 

~ Awr° Aw ~ c!g7 
s s 

The total flux is given by 

0 = (8) 
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TABLE 1 

BASIC RADIOMETRIC TERMS, SYMBOLS, AND UNITS 

(With geometrical information where appropriate) 

Wavelength A [m] 

Wavenumber o [nr1] 

Radiant energy flux, Radiant power O, 0e, P [W] or [J/s] 

Photon flux 0P, 0 [s1] 

Radiance (positional-directional) L, 4 [W/(m2 sr)] 

Photon radiance (positional- directional) LP, L [s'V(m2 sr)] or 

[s’1 rn2 sr1] 

Radiant exitance (positional) MM, [W/m2] 

Photon exitance (positional) MpM [s7m2] or [s’1 m'2] 

Irradiance (positional) E,Ee [W/m2] 

Photon irradiance (positional) Ep,E [s'Vm2] or [s'1 m'2] 

Radiant intensity (directional) ll, [W/sr] 

Photon intensity (directional) V [s'Vsr] or [s'1 sr"1] 

Note: Subscripts e and p as are not used when it is clear from the context. 
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1.2.4 IRRADIANCE/PHOTON IRRADIANCE 

The average irradiance E^,e is the ratio of the total flux [W] to the total incident surface area, 

and is a measure of the incident flux per unit area. This definition also holds for average photon 

irradiance except the total flux has units of photons per unit time [s'1]. The limiting value of the 

average irradiance of a small portion of the incident surface Ac as the area is reduced to a point is 

the irradiance E at that point is given by 

lim A0 d& 

” a7 ~ d\a ' 
c c 

The subscript c designates a sensor collector or aperture. The irradiance is a measure of the 

incident flux per unit area at a point. The total flux is given by 

O = f E dA c (10) 

1.2.5 FIELD ENTITIES 

The terms of radiant exitance, radiant intensity, and radiance are usually thought of as having 

reference to a source; irradiance on the other hand is considered as having reference to a receiver. 

However, these concepts can be applied within a radiation field away from a source or receiver. 

For example, if a barrier containing an aperture is placed in a radiation field, it has the properties 

of a source for the flux leaving the aperture and a receiver for flux incident upon it. Thus, there is 

no fundamental reason for distinguishing between the incoming or the outgoing flux. On the 

contrary, there exists great utility in considering all these as field entities. It is possible, for 

example, to calculate the flux at any stop, aperture, or detector within a system. 

1.3 SPECTRAL FLUX 

The entities of radiance, irradiance, radiant intensity, and radiant exitance are differential with 

respect to wavelength (or optical frequency). For example, the average spectral flux is the ratio 

6 



of the total flux integrated over all wavelengths to the total bandwidth. The limiting value of the 

average spectral flux over a small portion of the spectrum as the bandwidth is reduced to a 

wavelength (or a wave number) is the spectral flux &A at that wavelength and is given by 

lim r A0-. d& 
(11) A AA-OlA/i] 

which is designated as the spectral density function or concentration. The total flux is given by 

(12) 

Similar definitions could be written for spectral radiance, spectral radiant exitance, spectral 

radiant intensity, and spectral irradiance. The entities spectral radiant exitance and spectral 

radiant intensity are written in abbreviated form as spectral exitance and spectral intensity 

respectively. In addition, it is recognized that these entities can also be written as a function of 

wave number. 

Table 2 provides a tabulation of the various source spectral entities considering permutations of 

wavelength or wave number and energy or quanta rate. 

1.4 THE GEOMETRY OF RADIATION TRANSFER 

The calibration of a radiometric sensor consists of a series of experiments in which the sensor 

response to a standard source is obtained. The radiant flux is transferred from the source to the 

receiver according to the laws of the geometry of radiation transfer. This geometry is utilized to 

calculate the flux incident upon the entrance aperture of a sensor during calibration using the 

geometrical entities defined below and the source characterizations given above. Table 3 

summarizes the terms and units pertinent to this section. 

1.4.1 PROJECTED AREA 

The area of a rectilinear projection of a surface (not necessarily a plane surface) onto a plane 
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Table 2 

SOURCE SPECTRAL TERMS, SYMBOLS, AND UNITS 

Energy/Wavelength 

Spectral radiance [W/(m3 sr)] or [(W/(m2 sr))/pm] 

Spectral exitance Mx [W/m3] or [(W/m2 )/pm] 

Spectral intensity h [W/(m sr)] or [(W/sr)/pm] 

Spectral irradiance Ex [W/m3] or [(W/m2)/pm] 

Energy/Wave number 

Spectral radiance L* [W/(m sr)] 

Spectral exitance Ma [W/m] 

Spectral intensity 4 [W m/sr] 

Spectral irradiance Ea [W/m] 

Quanta/Wavelength 

Spectral photon radiance Lx [s'l/(m3 sr)] or [(s'7(m2sr))/pm] 

Spectral photon exitance ma [s'Vm3] or [(s'Vm2)/pm] 

Spectral photon intensity h [s'V(m sr)] or [(s'7sr)/pm] 

Spectral photon irradiance Ex [s'Vm3] or [(s'7m2)/pm] 

Quanta/Wave number 

Spectral photon radiance La [s'7(m sr)] 

Spectral photon exitance K [s'Vm] 

Spectral photon intensity la [s'1 m/ sr] 

Spectral photon irradiance Ea [s'Vm ] 
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perpendicular to the direction of the projection is the projected area as illustrated in Figure 1 and 

is given by 

A - [ cos 6 dA 
p J (13) 

1.4.2 SOLID ANGLE 

The solid angle element dco of a cone formed by straight lines from a single point (the vertex) 

is numerically equivalent to the area intercepted on the surface of a unit hemisphere centered at 

the vertex which is illustrated in Figure 2, and dco = sin ddddcp. Therefore, the solid angle cufor 

a right circular cone with its center on the Z-axis will be 

co = sin# dd = 27r(l-cos(9) (14) 
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where 0and 0are the polar and azimuthal angles respectively and <9 is the cone half-angle. For a 

full hemisphere <9is equal to 90°, and Eq. 14 yields o = 2n sr. 

1.4.3 PROJECTED SOLID ANGLE 

The projected solid angle element dQ is the solid angle element doj projected on to the plane 

of observation as shown in Figure 2. It involves another cosine (di2= d cocos 6). For a right 

cicular cone the projected solid angle Q is given by 

Q - fcosd dco = n sin2(9 uc 

Again, for a full hemisphere (9is equal to 90°, and Eq. 15 yields co = n sr. For small angles i.e. <9 

less than 10°, the value of Q will be approximately the same as co. 

z 

Figure 2. Illustration of solid angle and projected solid angle. 
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1.5 SENSOR PARAMETERS 

The measurement equation includes, in addition to the source and geometry of radiation terms, 

the sensor parameters as given below. In general, the Greek symbol p is used for relative sensor 

responsivity while the italic R is used for the absolute values. However, the notation of the italic 

symbol ST for relative sensor responsivity and the italic S for the absolute value is sometimes used 

in the literature based on the notation of the International Commission on Illumination (CIE) [3], 

There have been considerable discussions between Fred Nicodemus of the National Bureau of 

Standards (NBS, now NIST) and others in the late 70s [9] on what symbols to be used for these 

quantities. The use of common symbols for these derived quantities is desirable, but not essential 

as long as they are properly defined and consistently used in a document. However, the use of 

common symbols for basic quantities that are connected to SI units is highly recommended as laid 

out in this document. 

1.5.1 RELATIVE SPATIAL RESPONSIVITY 

If deployed in space, the radiometric sensor aperture is bombarded with unwanted flux which 

arrives from outside the instrument’s field of view, such as the sun, earth, stars, atmosphere etc. 

The sensor output for a spatially pure measurement is a function of the radiant flux originating 

from the target (within the sensor field of view) and is completely independent of any flux arriving 

at the instrument aperture from outside this region. Thus, the characterization of the spatial 

response, or angular field of view of a sensor, is an essential part of the sensor calibration. In this 

regard, the sensor relative spatial responsivity p{6, (p) is defined as the function that gives the 

dependence of the spatial responsivity over the sensor’s entire hemispherical view relative to the 

peak responsivity in the direction of its optic axis. Thus, p{6, (p) is unitless and is the normalized 

point-response function which is obtained as the measured off-axis response to a point source. 

This function can be integrated to provide the solid-angle field-of-view as 

Q = f pid,(p)dO 
J (hemisph) 

(16) 



A detailed discussion on how to determine the sensor field-of-view from the off-axis response to a 

point source is given in Ch. 10 Ref.[15], 

1.5.2 ENCIRCLED (ENSQUARED) ENERGY 

The encircled energy or ensquared energy eQ is unitless and is defined as the ratio of the energy 

incident upon a circular or square detector to the total energy in the image of a point-target on the 

detector. This image is generally spread out because of imperfect imaging and is called the point 

spread function. The encircled energy is significant only when the point spread function width 

becomes a factor in determining the senor response. For example, the simplest case is that the 

point spread function causes radiation to fall outside the detector active area. An example of a 

less extreme case is when the point spread function must be averaged over a spatially nonuniform 

region of the detector. It should be noted that the encircled energy is in general unity for the 

image of an extended- area source. 

1.5.3 THROUGHPUT AND RELATIVE APERTURE 

Throughput and relative aperture or /-number are unitless measures of the “flux gathering 

power” of an optical system and are defined in reference to Figure 3 where /1FS is the area of the 

field stop. The sensor throughput is defined as the product of the entrance pupil area Ac and its 

projected field-of-view Q, [m2 sr] and can be written as 

AA = Ac -V/3 (i7) 

which is^c 7t sin2(9for a circularly symetrical field-of-view for angles where tan 0~ sin 0 

The relative aperture F or FI# is given as the ratio of the effective focal length/to the entrance 

pupil diameter D, and is given by the following equation in terms of the index of refraction n and 

the cone half-angle a for angles where tan a =sin a 

F - f/D = {In sinor)"' (18) 
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Figure 3. Optical schematic for a simple optical system illustrating the half-angle field-of- 
view <9, and the cone half-angle a. 
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TABLE 3 

GONIOMETRIC TERMS AND UNITS 

Polar angle d [degree] 

Azimuthal angle [degree] 

Field-of-view half-angle 0 [degree] 

Relative aperture F unitless 

Cone half-angle a [degree] 

Entrance pupil diameter D [m] 

Projected area A [m2] 

Solid-angle O) [sr] 

Projected solid-angle Q [sr] 

Throughput AQ [m2 sr] 

Index of refraction n unitless 

Effective focal length f m 

Field stop area ^FS m2 

Note: The equations containing (9are only valid for a solid angle represented as a right circular 

cone with its central axis coincident with the sensor optical axis, and 0 represents the half-angle 

for a circularly symmetric field-of-view. 
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2. Part II: THE RADIOMETRIC SENSOR CALIBRATION 

Radiometric calibration is accomplished in a series of experiments in which the sensor output is 

observed in response to a number of standard sources. It is necessary to evaluate the sensor 

performance in the spatial, spectral, and temporal domains as well as to measure the noise and 

nonlinear characteristics of the system. These experiments are expressed in terms of a 

measurement equation. 

Henry Kostkowski and Fred Nicodemus of the National Bureau of Standards (now NIST) 

introduced the concept of a “measurement equation.”[9][10][11] In order to solve this equation 

it is necessary to measure pertinent quantities, or obtain all pertinent sensor component 

specifications from the manufacturer of the sensor. This equation is also called the “system 

performance equation” in the literature. [10] This equation is especially useful in the efficient 

design of calibration experiments and evaluating measurement uncertainties. 

The measurement equation can also be used to determine calibration coefficients for the 

reduction of field data to convert sensor response to incident flux. This is obtained by what 

amounts to an inversion of the dependent and independent variables. 

Thus, the calibration equation provides incident radiant flux in terms of the sensor 

output. In the following. Section 2.1 develops the measurement equations and Section 2.2 

provides the corresponding calibration equations for both radiometers and spectrometers. 

2.1 THE MEASUREMENT EQUATION 

The purpose of this section is to begin with a general statement of the measurement equation 

which is written in terms of sensor and standard source parameters that is valid for radiometers 

(both spatial and large-field single-detector systems) and spectrometers. Then, solutions of this 

general measurement equation are illustrated for the specific cases of a spatial radiometer and a 

spectrometer. 

The measurement equation yields sensor output for a specific source configuration. It is a 

system equation; i.e., it models the sensor system performance in terms of the subsystem and 

component specifications. Table 4 summarizes the new terms introduced in this section. 
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The development given below is based upon the response of a typical detector element of a 

spatial radiometer and is also valid for a large-field single-detector radiometer. The measurement 

equation is also valid for a spectrometer. This follows from the concept that the spectrometer 

provides measurements over a series of sub-bands while the radiometer is considered as the 

degenerate case of the spectrometer where the number of sub-bands reduces to one. 

The equation cannot be written without first making some assumptions: The most general form 

of the equation assumes the flux is in units of radiance L (positional and directional), is written for 

wavelength, and the response is given in volts. In general the response could be in digital counts, 

amperes, film density, pen deflection, etc. The development presented here completely neglects 

polarization, time, and source coherence and follows the general treatment of the subject given in 

Ch.5 Ref. [9] where the calibration problems for various applications in radiometry have already 

been discussed in detail. However, the treatment below illustrates the application of the 

measurement equation approach for the calibration of a sensor to be deployed in space for 

observing point sources as well as extended sources. 

The general form of the measurement equation illustrates that the response r, for a filter 

radiometer with a chosen filter nominally at A0 or for a spectroradiometer at a wavelength setting 

of A0, is obtained by integration over the appropriate variables 

r(A0) = G fffLA ^(AJJcosO dAsdcosdA (19) 

where 

A is wavelength variable of integration over the spectral bandpass 

G is the electronic gain 

La is the source spectral radiance 

R\(A, A0) is the system absolute (bandpass) spectral responsivity 

As is the source area 

cjs is the solid angle subtended by the sensor entrance pupil at the source. 

Notice that Eq. (19) is written in terms of source area and the solid angle subtended by the 
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detector at the source to make it convenient to use for the case of point sources as well. By 

reciprocity theorem, Eq.(19) is identical to Eq. (3.11) of Ref. [9], For the purpose of discussions 

in this document the subscript A0 is mostly redundant and so it will be dropped and then it would 

be equivalent to Eq. (5.30) in Ch.5 Ref. [9], However, a comprehensive treatment of Eq. (19) 

with A0 included can be found in chapters 7 and 8 in Ref. [9], 

In writing Eq. 19, the absolute bandpass spectral responsivity RX(A) is assumed to be spatially 

uniform as a first approximation. It is made up of all wavelength sensitive elements and can be 

expressed as 

^i(^) = Roi^T^Cc^YiA) = p1(/J)max{7?I(i)} (20) 

where by definition 

RM) 
maxli^i)} 

(21) 

is the system relative spectral responsivity, and where 

Rd(A) is the detector absolute responsivity 

rF(A) is the absolute filter transmittance 

ec(A) is the encircled or ensquared energy for a point-target. It is a measure of the percent 

(expressed as a decimal) of the energy in the point-spread function that is incident upon a detector 

element, and applies to an imaging radiometer. It is unity for an extended source or for a large- 

field radiometer. 

y(A) is the optical efficiency. This term includes reflectance and/or transmittance losses in 

addition to the filter losses. 

The term max{Rx(A)} is the peak system spectral responsivity over the bandwidth. 
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The measurement equation (19) is quite general and is applicable to any radiometry problem 

involving incoherent radiation. However, there is no unique general solution to this measurement 

equation. Even if the spectral responsivity Rx(X) is completely characterized as a function of 

position, direction and wavelength, there are an unlimited number of spectral radiance functions 

La that would produce the same observed signal r. As observed by Kostkowski and Nicodemus, 

[Ref.[9] Ch.5], “the practical solution is usually to try to select a measuring instrument and a 

measurement configuration to satisfy certain conditions, at least with a desired degree of 

approximation, that will make it possible to modify the measurement equation to include the 

desired radiometric quantity such as LA and to obtain a unique solution. The kinds of conditions 

include the constancy or the approximate constancy of a radiation quantity such as LA or of the 

responsivity relative to one or more radiation parameters so that these functions can be brought 

outside one or more integrals, the use of an average to replace one or more of the integrals, and 

the use of the relative spectral distribution, if known such as by using standard sources for 

calibration, of the otherwise unknown radiometric quantity being measured. The major advantages 

of using the measurement equation are that it makes clear that such conditions must be sought and 

provides insight and a systematic approach towards finding them. In fact, without such an 

approach, it is highly unlikely that one can make state-of-the-art measurements, or even less 

accurate measurements, with a meaningful estimate of the uncertainty.” 

For the purpose of this document, as a first step, we assume that the spatial and spectral 

domains are independent and that the radiance is spatially uniform in Eq. (19) so that the variables 

can be separated as 

(22) r 

then the indicated integrations can be performed. The integral 

(23) 

is the source throughput which applies to both the radiometer and the spectrometer, and by the 
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invariance theorem [13] is numerically equal to the sensor throughput Acfic where Ac is the sensor 

entrance pupil area and f2c is the projected solid angle subtended by the source at the entrance 

pupil. Q is the sensor field-of-view for a uniform extended-area source. For point targets that do 

not fill the field-of-view it is necessary to make use of the source throughput. The following 

assumes the appropriate throughput can be represented by AD without subscripts. 

The integration of the spectral parameters of Eq. (22) is given using Eq. (21) by 

fLA R{(A)dA = max{R1(A)}J'La px(A)dA = max{Rj(A)}LN (24) 

and where for a radiometer 

Ln = jLxP\WA = E L, P, (25) 

is the normalized radiance at the radiometer entrance pupil. In other words, it is the effective 

radiance that is responsible for the sensor output. Note, the normalization applies to the bandpass 

spectral responsivity [14] and the normalized flux given by Eq. (25) depends upon how this 

responsivity was normalized. Typically it is peak normalized [14] by the use of Eq. (21) to give 

the relative spectral responsivity pl(A). 

Generally f\(A) is not analytic and can only be represented by a set (array) of numbers obtained 

in an empirical test. Various methods to measure pl(A) independently have been discussed in detail 

in Ch.7 Ref. [9], For the calibration of the sensor using a standard source LA is known. In this case 

the integration can be approximated by numerical methods as illustrated in the right-hand term of 

Eq. (25) where p, is the set of n values of the response function and A A, is the corresponding 

wavelength interval. Example 1 shows evaluation ofZ,N using Eq. (25) for a sensor calibration. 

To illustrate the recommended practice, we deduce from Eq.(19) working measurement 

equations for a broadband radiometer and a high resolution spectral radiometer. 
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The measurement equation (19) can be simplified for a radiometer using Eqs. (23) and (24) as 

r = G max(7?j(i)} LN AO (26) 

The final and most useful form of the measurement equation is written in terms of the radiance 

responsivity RL and the normalized radiance LN as 

r = LN (27) 

where from Eq. (26) 

Rl - G max{/?,(i)} AO (28) 

Equation (27) is the working measurement equation for a broadband radiometer. It is useful in 

predicting the radiometer response to an extended or a point source: The radiance responsivity RL 

in Eq. (28) is calculated by using a combination of measured and estimated system and component 

specifications. The gain G is obtained from measurements and system specifications, the 

throughput AO is calculated using Eq. (23) and max{/?,( A)} is obtained from Eq. (20) through 

measurements and system specifications of Rd(A),tf(A),£c(A) and y(A). The normalized radiance 

ZN is calculated for a particular source using Eq. (25). Analysis of the predicted performance using 

the measurement equation helps to optimize the design before building the sensor. The calibration 

of this type of radiometer will be discussed in Section2.2 .1. 

For a high resolution spectrometer the assumption can usually be made that the spectral 

radiance Lx is constant over the spectral bandpass; then the integration indicated in Eq. (29) yields 

the spectrometer spectral bandwidth (resolution) 6A as the normalization factor 

(29) 
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The spectrometer obtains measurements of the spectral radiance Lx. Thus, Eq. (26) is written for 

any sub-band of the spectrometer as 

r - G max{^,(/i)} Lx 5A AQ . (30) 

As with the radiometer, the most useful version of the measurement equation for the 

spectrometer is given in terms of the spectral radiance responsivity RL and the spectral radiance 

Lx 

r(A) = Rl(A) La (31) 

where RL is given by 

RL(yl) = G max{i?1(/i)}6i AQ . (32) 

Equations (31) through (32) are valid for any spectrometer sub-band and consequently the 

spectral radiance responsivity exhibits different values for each sub-band. Equation (31) is the 

working measurement equation for a high resolution spectral radiometer for each sub-band 

provided the spectral radiance function is invariant over that bandwidth. The prediction of the 

performance of a circular variable filter spectral radiometer (CVF) using Eq. (31) is given in 

example 2 following Section 2.2.3. The calibration of this type of spectroradiometer is discussed 

in Section 2.2.2. In case the spectral radiance function is not constant over the bandwidth, the 

measurement problem becomes that of a radiometer and Eq. (27) becomes the working 

measurement equation at each wavelength setting of the spectroradiometer and normalized 

radiometric quantity will be the one generally measured. 

It is to be noted that working measurement equations, similar to Eqs. (27) and (31) for the 

respective radiometers can be written for the radiant exitance responsivity, the radiant intensity 

responsivity, and the irradiance responsivity. For brevity, we will drop the word “working” and 

simply refer Eqs. (27) and (31) as measurement equations in the rest of the document. 
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TABLE 4 

MEASUREMENT EQUATION TERMS, SYMBOLS, AND UNITS 

Sensor response r [V] 

Detector absolute responsivity Rd(M [VAV] 

Sensor relative spatial responsivity or field-of-view pid,<P) [unitless] 

Electronic gain G [unitless] 

Encircled or ensquared energy e.U) [unitless] 

Absolute bandpass spectral responsivity R,(A) [VAV] 

System relative spectral responsivity P&) [unitless] 

Peak spectral bandpass responsivity max {/^(/i)} [VAV] 

Absolute filter transmittance tf(A) [unitless] 

Optical efficiency [unitless] 

Source area [m2] 

Source projected Solid-angle A [sr] 

Sensor throughput AA [m2sr] 

Sensor entrance pupil area A [m2] 

Sensor projected solid-angle A [sr] 

Normalized Radiance [w/(m2sr)] 
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In developing the measurement equations (27) and (31), the responsivity, ofEq. (20), is termed 

RX(A). The subscript “I” comes from the notion that the value of the responsivity is constantly 

changing as the spectrometer scans; in order that it can be evaluated for a given wavelength it is 

visualized that we have stopped the spectrometer at that wavelength for an “instant”; thus the 

term “instantaneous responsivity” often found in literature. The instantaneous responsivity is 

dominated by the monochromator (filter) and in the ideal, exhibits nonzero values only within the 

bandpass. 

On the other hand, the system responsivity is termed Rh. The subscript L comes from the 

symbol for radiance. The spectral radiance also changes with wavelength as the spectrometer 

scans. However, in this case the radiance responsivity is dominated by the detector response. 

Examination of Example 2 shows that for a CVF spectroradiometer, using a Si-As detector, the 

responsivity is proportional to wavelength squared. The response at 10 pm is about 4 times what 

it is at 5 pm and the response at 20 pm is about 4 times what it is at 10 pm. The output voltage 

provides a distorted representation of the incident spectrum because of this system (detector) 

weighting. 

Equation (27) for the radiometer and Eq. (31) for the spectral radiometer are deduced from Eq. 

(19) under the assumption that both the radiometric quantity such as LA and the responsivity Rx (A) 

are uniform and isotropic throughout the beam of radiation incident on the entrance limiting 

aperture of the radiometer. When the responsivity is uniform and isotropic, but the spectral 

radiance is not or when the responsivity is not uniform, but the spectral radiance is then Eq. (7.24) 

or Eq.(7.26) respectively given in Ch.7 Ref. [9] would be valid. In case of spatial nonuniformity of 

responsivity in the field of view of the sensor, its dependence on 6 and <p coordinates would be 

represented by the relative angular responsivity function, In any case, the quantities that 

are not uniform would be expressed as weighted averages over the incident beam area and the 

solid angle. If both LA and RX(A) are not uniform and isotropic throughout the beam of interest 

then it is best advised that the beam of interest be reduced in size until at least one of the above 

quantities is sufficiently uniform and isotropic for the accuracy required in solving the 

measurement Eq.(19). 
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Example 1 

Numerical integration of Eq. (25) for the effective radiance in the case of a filter radiometer is 

given below. The relative response and the spectral radiance are shown in Figure 4 shown below. 

The bandpass is centered at 2.72 pm and the spectral radiance is calculated from Planck’s 

equation for a temperature of 1200 K. 
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Figure 4. The spectral radiance of a blackbody and the relative 
response of a filter radiometer. 
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The following tabulation gives the index number and corresponding wavelength, relative 

spectral response, spectral radiance and the product of the spectral response and the spectral 

radiance. The sum of the products is given at the bottom of the tabulation. 

Notice that the wavelength increment is a constant (0.02 pm); consequently, Eq. (25) can be 

expressed as 

= A A L p, L, = 0.02 x 8.1519 = [W/(cm2sr)] 

Index i A A A A A 

1 2.6 0 l 0.0101 

2 2.62 0.3 l 0.3 

3 2.64 0.67 l 0.67 

4 2.66 0.88 l 0.8774 

5 2.68 0.93 0.99 0.9244 

6 2.7 1 0.99 0.99 

7 2.72 0.98 0.99 0.9663 

8 2.74 0.96 0.98 0.9427 

9 2.76 0.99 0.98 0.9682 

10 2.78 0.76 0.97 0.7402 

11 2.8 0.43 0.97 0.4167 

12 2.82 0.43 0.97 0.4167 

13 2.84 0 0.96 0.0288 

14 2.86 0 0.96 0.0955 

SaA = 8.1519 
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2.2 CALIBRATION EQUATIONS 

In general, the goal of a calibration is to use the working measurement equation to deduce the 

unknown radiometric quantity by in situ comparison with that of a standard under an identical 

geometrical setup. In that case, the associated geometrical factors cancel leaving the solution for 

the unknown radiometric quantity in terms of just the two measured output signals (unknown and 

the standard) and the known value for the standard. Alternately, the standard could be used to 

evaluate the responsivity first and then the calibrated responsivity is used in the solution of the 

measurement equation to measure the unknown quantity from signals measured under the same or 

known geometrical conditions. In either case the solutions are expressed as equations and are also 

called the calibration equations. Table 5 summarizes the new terms introduced in Section 2. 

In the calibration and uncertainty analysis of complex electro-optical sensors, the goal is first to 

design calibration experiments using a standard source where necessary, and independently 

characterize the sensor responsivity in the spectral, spatial, and temporal domains. The working 

measurement equations such as Eqs.(27) and (31) are generally derived for the major domain that 

is the spectral part with certain assumptions made regarding the spatial and other domains. 

Therefore, the quantity that is most important to measure independently is the relative spectral 

responsivity, fa (A) of the sensor system. For spatial and other domains, deviations from the 

assumptions are assessed and applied as corrections to the measurement equations. Solutions to 

the modified measurement equations are obtained from the system level results of the calibration 

experiment and are compared with predictions from component level specifications and 

measurements. This procedure allows the accurate calibration of the sensor and determination of 

the overall uncertainty budget. Example 2 at the end of Section 2.2.3 is an illustration of the 

prediction from component level specifications and measurements for a CVE spectroradiometer. 

Example 3 given at the end of Section 3 illustrates the system level calibration for the same 

instrument. Various excellent references are given below that elaborate on the above procedure. 

1. The spectral characterization which is the major part of the calibration experiment involves 

testing for out-of-band leakage, determining the instrument function fa^ (A), determining 

the absolute radiance responsivity, RL (A) and relative spectral responsivity fa (A). It is 

discussed in detail in Ch.13 Ref. [15], Also, a comprehensive discussion of various 
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methods to determine p, (A) can be found in Ch.7 Ref. [9], 

2. Regarding other domains of characterization that allow corrections to be made to the 

measurement equation are noise and possible nonlinearities over the dynamic range of 

response. A detailed discussion of the evaluation of noise signal can be found in Ch. 8 Ref. 

[15], The dark signal results in a constant offset rQ which should be subtracted from the 

raw signal rT to give the offset corrected signal roc = ( rT - rQ). 

All systems exhibit some degree of nonlinearity. The evaluation of the sensor transfer 

function that corrects for any nonlinearity in the response yields the nonlinear offset 

correction operator F^. It is introduced in Section 2.2.1 and is described in Section 3.2.3, 

but a thorough discussion can be found in Ref. [12] and Ch. 9 Ref. [15], 

3. Regarding the spatial characterization: 

1. Evaluating the corrections of nonuniformity of pixel to pixel response for the case of an 

array detector is introduced in Section2.2.1 and is discussed in Section3.2.4. It is called 

the flat-field correction and is given by the operator matrix denoted by Fpp . 

2. The spatial field-of-view characterization is very important to assess the sensor 

performance for the desired linear field-of-view. It is discussed in Section 3.2.5 as angular 

spatial responsivity characterization. The way to obtain the transfer function for the 

desired linear field-of-view for the sensor is discussed in Chapters 10 and 11 in Ref. [15], 

3. The Modulation Transfer Function (MTF) is another spatial parameter to be 

characterized to make necessary corrections and is discussed in Section 3.2.6. A more 

detailed discussion can be found in Ch. 13 Ref. [11], 

4. The temporal characterization of the sensor response is discussed in Ch. 14 Ref. [15], 

Therefore, the calibration experiment which includes evaluation of all the corrections and 

characterizations listed above yields the sensor response as a function of the radiant, spectral, 

spatial, and temporal properties of a standard source. The calibration equation is derived from 

these data in what amounts to an inversion of the measurement equation. This yields the radiant, 

spatial, spectral, and temporal properties of a target-source as a function of the sensor response. 

In the next few sections the calibration equations are given for a broad band radiometer and a 

spectroradiometer. 
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2.2.1 RADIOMETER RADIANCE CALIBRATION EQUATION 

This section uses the imaging radiometer as an example and the measurement Eq. (27) applies 

for its calibration. The imaging radiometer generates a scene matrix through the use of an area 

staring array or a linear array and a scanning mirror. The development to follow is valid for each 

element of a imaging radiometer or for a single element radiometer. For simplicity of expression 

the following relationships are not expressed in matrix form; however, it must be understood that 

the indicated relations must be applied to each detector element in the array. 

The relative spectral responsivity (A) is to be determined first as described in Section 13-3 

Ref [15] Then the calibration experiment is conducted to measure response r to a standard 

extended-area source radiance. The normalized radiance ZN from the standard source incident 

upon the sensor entrance pupil is calculated using Eq. (25). Then the absolute radiance 

responsivity RL is obtained from the measurement equation (27). However, in order to use Eq. 

(27) the response rT has to be corrected for offset, flat-field and nonlinearity as explained in the 

previous section. The magnitude of RL can be determined from a single measurement; but, a 

redundancy of data is necessary to determine the uncertainty. 

The calibration equation is then written in the form of the inversion of the measurement 

equation, Eq. (27) with all the necessary corrections applied which will be used for measuring the 

target-source radiance as shown below. 

~ 7T" = ~p~ ^ff ^nl (rT ~ ro) (33) 

where 

rT is the raw response 

rQ is the offset correction 

FNl is the nonlinearity correction 

Fpp is the flat-field correction 

Rl is the absolute radiance responsivity 

Ln is the normalized radiance 
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TABLE 5 

CALIBRATION EOUATION TERMS, SYMBOLS, AND UNITS 

SPECTROMETER: Uncorrected raw response rT(A) [V] 

Offset, linearity, & flat-field (NUC) corrected response r(X) [V] 

Absolute spectral radiance responsivity [(V/(m2sr))/pm] 

Peak spectral radiance responsivity msxiRJA)} [(V/(m2sr))/pm] 

Absolute spectral irradiance responsivity RM [(V/m2)/pm] 

Peak spectral irradiance responsivity max{RE(A)} [(V/m2)/pm] 

Instrument function PlW [unitless] 

Spectral resolution 8 A [m] 

Spectral radiance La [(W/(m2sr))/pm] 

Peak spectral radiance max(Z/i) [(W/(m2sr))/pm] 

Relative spectral radiance [unitless] 

RADIOMETER : Uncorrected raw response U [V] 

Offset, linearity, & flat-field (NUC) corrected response r [V] 

Offset correction r0 [V] 

Offset corrected response roc [V] 

Offset & nonlinearity corrected response ^ON [V] 

Absolute radiance responsivity Rl [V/(m2sr)] 

Absolute irradiance responsivity R* [V/m2] 

Nonlinearity correction ^NL [unitless] 

Flat-field correction -FpF [unitless] 

Normalized radiance -^N [W/(m2sr)] 

Normalized target irradiance [W/m2] 

Target extraction algorithm Fpt [unitless] 

Incremental Bandwidth AA [m] 
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As explained earlier in Section 2.2. the correction operators, correcting the raw response rT for 

offset error, nonlinearity, and uniform response over an area array tend to provide an “ideal” 

radiometer response r expressed in the measurement equation (27). The derivation of each of the 

corrections r0 , F^, Fpp in the above equation is given in Section 3.2.2, Section 3.2.3 and Section 

3.2.4 respectively in discussing their uncertainities. Note that F^ and F^represent mathematical 

operators rather than scalars, namely, the operation of introducing the flat-field (for arrayed 

systems) and non-linearity corrections. . 

In many applications the normalized radiance ZN. itself would be the desired radiometric 

quantity. On the other hand, if radiance LA is the desired radiometric quantity, Eq. (28) has to be 

deconvolved and the procedures are described in Ch. 8 Ref. [9], A simplified procedure under 

special conditions is discussed in Section 3.2.9 in this document for the measurement of the total 

radiance LT integrated over the band A, to X2 for a broad band radiometer along with associated 

uncertainty analysis. 

2.2.2 RADIOMETER IRRADIANCE CALIBRATION EQUATION 

This section uses the spatial radiometer as an example. The development to follow is valid for 

the measurement of an isolated point-target in the scene and derives the scalar target irradiance 

from the response matrix. This is accomplished with a “target extraction” algorithm which to a 

first approximation sums the response from those pixels stimulated by the image. The effect of 

summing the response from several pixels is an improvement in signal-to-noise-ratio. This 

summing operation is represented by FPT which includes the algorithm to provide a scalar measure 

of the incident irradiance from the array image. 

The development of the measurement equation and the calibration equation for irradiance 

follow that given above for radiance; the measurement equation is 

(34) 

where 

r is the response 
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Re is the absolute irradiance responsivity 

FN is the normalized irradiance 

The calibration equation, Eq. (34) applies to every pixel in the scene array and is written to 

provide an absolute relationship between the incident flux and the sensor output of the calibration 

tests. The calibration equation must also make use of the offset, nonlinearity 7%^, and array flat- 

field Fpp corrections for every pixel in the array. In addition, the point extraction Fpx algorithm is 

used to provide a scaler measure of the incident irradiance from the array image as follows: 

T _ ^PT ^FF -^NL (rT ro) 

-^E 

(35) 

where r is the corrected or ideal response in the measuement equation. It is noted that the 

nonlinearity, flat-field and point extractions, terms in Eq. (35) are not factors but operators. These 

operators have already been discussed in the previous section. 

2.2.3 SPECTROMETER CALIBRATION EQUATION 

This section illustrates the calibration equation for a high resolution spectrometer. The case 

we are considering applies from the standpoint that the radiometric quantity such as Lx does not 

vary much and can be assumed constant over the bandwidth of the spectrometer at each 

wavelength setting. The calibration experiment yields the response r(A) in Volts, as a function of 

wavelength (over the sub-bands), in response to the calibration standard source spectral radiance 

Lx throughout the spectrometer free spectral range (the range in wavelength or wave number for 

which data are obtained). Again, the raw response rT(i) has to be corrected for offset and 

nonlinearity, and also for pixel to pixel variation (flat-field) if an array detector is used as 

explained in earlier sections resulting in r{A). 

The calibration equation is written as the inverse of the the measurement equation. Eq. (31). 

The response and the spectral radiance responsivity are shown as functions of wavelength (over 

the sub-bands included in the free spectral range of the spectrometer) as 
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L, = r(XyRh(X) . (36) 

A simple scan, yielding the output voltage corresponding to the incident flux for each sub-band in 

the free-spectral-range provides enough information to calculate Rh(A) for each sub-band. 

However, a redundancy of data is necessary to test for spectral purity and determine the 

uncertainties. The procedure for analysing the data to determine RL{A) is discussed in detail in 

Section 13-7 Ref.[15], The uncertainty analysis is given in Sec 3.2.8 in this document. 

The nonuniform response over the sub-bands of the spectrometer is considered in the 

following. The spectral radiance responsivity Rh{A) provides for conversion of output voltage to 

spectral radiance. The relative variation of RL(A) over the sub-bands in the free spectral range of 

the spectrometer can be represented by 

Rl(A) = ma x{RL(A)}pL{A). (37) 

where max/jRL(i)} is the maximum value of Rh(A) and pL(A) varies from unity downward. 

The resulting calibration equation is written as 

L = 
x pL(A)m&x{RL(A)} 

For Eq.(37) the peak responsivity occurs for the sub-band where the relative responsivity is unity. 

This usually occurs near the peak response of the detector, all other things being equal. The term 

p^(A) is represented by a set of numbers equal to or less than unity which correct the spectrum for 

nonuniform RL(A) over all the spectrometer sub-bands. This function pL(A) is sometimes referred 

to as the “instrument function.” Figures 10 and 13 in the Example 3 at the end of Section3.3.1 

illustrate pL(A) for a CVF spectroradiometer. 

Equation (38) provides an absolute measure of the spectral radiance; however, as indicated 

above, spectrometers are not as well suited for absolute measurements as are radiometers. This is 
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because the sensor is generally much more complex and the uncertainties are therefore greater. 

EXAMPLE 2. 

A CIRCULAR VARIABLE FILTER SPECTROMETER (CVF) 

System specifications: 

Electronic gains - 4 parallel linear output channels for dynamic range . 

Absolute gains 

G = 2, 20, 200, 2000 [unitless] 

Data Processing: 

Coherent rectification 

Chopping Factor = 0.33 [unitless] 

Detector: Si As 

Current Responsivity - Rc(peak) = 1 [AAV] at X = 23 pm 

Preamplifier: 

Transverse impedance Z = 5xl09 [ohms] 

System 

Qc = 4.8x10‘3 [sr] 

Ac = 1.98 [cm2] 

CVF 

Free spectral Range = 5-22 [pm] 

Resolution 3.5 percent 

Losses 

rF(/i) ec(A) y(A) = 0.059 [unitless] 

(Average including chopping factor) 
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Test Conditions: 

Standard blackbody Source Spectral Radiance: 

1/94.7 K, 5 pm) = 2.42xl0'13 [(W/(cm2sr))/pm] 

Z-/94.7 K, 10 pm) = 3.00xl0'8 [(W/(cm2sr))/pm] 

Z/94.7 K, 20 pm) = 1.87xl0'6 [(W/(cm2sr))/pm] 

The following analysis shows how to find the output voltage for each gain channel for each source 

spectral radiance. 

Equations: 

max {RX{A)) = RD(A) tf(A) ec(A) y(A) [V/W] 

for Py(A)= 1 (peak) 

r(A) = G max {/?,(/i)} LAbAAO [V] 

Discussion: 

A solution of the measurement equation can be obtained through the use of a combination of 

measured and estimated system and component specifications as illustrated here: 

Extended dynamic range is provided through the use of 4 parallel linear output channels. The 

dynamic range of the high-gain (G2000) channel is given by the ratio of the full-scale output to the 

rms noise. For the spectrometer used in this example the G2000 rms noise voltage is 37 mv and 

full scale output is 10 V giving a dynamic range of 270. This is extended by a factor of ten for 

each of the three remain channels to a total dynamic range of 270,000. 

A light chopper, in connection with coherent rectification, is utilized to avoid problems with dc 

drift. A loss-factor of 0.33 is introduced by the chopper and the noise-bandwidth is increased by a 

factor of 2. However these losses are small compared to the improvement achieve by this means. 

The photoconductive silicon-arsenic detector is operated at helium temperatures (5 to 10 

degrees Kelvin) and is modeled as a high-impedance current source. It exhibits a peak current 

responsivity of about 1 AAV at 23 pm. The variation of responsivity with wavelength is_ 
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approximated with the expression 

Rd (A) = Rc(peak) Z A/13 [AAV] = 2.17xl08 A [VAV] 

The low-noise preamplifier operates in the “transverse impedance amplifier” (TIA) mode 

converting the detector current to a voltage so that the voltage responsivity of the detector-TIA 

system is given by the product of the current responsivity and the impedance of the amplifier. 

The monochromator used in this spectrometer is a “circular variable filter” which consists of an 

interference filter, sometimes referred to as a “wedge” filter because the thickness of the 

interference layers varies with angular position so that the filter can be made to scan with 

wavelength as the filter is rotated physically over a slit-detector. The resolution of the filter, to a 

first approximation, is a fixed percentage of the wavelength, typically 2 to 5 percent. The 

resolution for this 3.5 percent filter can be modeled as a function of wavelength as 

8A = .035A 

The losses consist of the peak transmittance of the filter bandpass as well as estimates for other 

optical losses in lenses and or mirrors and the chopping factor. 

The spectral radiances used in this example are taken from a solution to Planck's Equation. 

A more accurate modeling of the sensor response can often be obtained through the use of 

measured detector and filter data each of which can be represented as a set of numbers (a linear 

array) and the use of matrix multiplication to obtain the desired results. Often this requires 

conversion and re-sampling of the data in order to take the product of two arrays which do not 

use the same units (wavelength or wave number) or which do not have the same wavelength 

interval. 

max{Rj (A)} = 2.17xl08 A 0.059 = 1.28xl07 A [VAV] 

r = G 4.26xl03 A2 Lx [V] 
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Example solution for G = 2 and A = 20 pm 

r = 2x 4.26xl03 x 202 x 1.87xl0'6 = 6.38 [V] 

TABULATION OF SOLUTIONS 

Output volts as a function of wavelength and gains 

i(gm) G2 G20 G200 G2000 

5 5.16x 1 O'8 5.16xl0'7 5.16xl0'6 5.16x10 

10 2.56xl0‘2 2.56xl0_1 2.56 25.6 

20 6.38 63.8 638 6380 

The spectral radiance responsivity RL (A) is obtained as the ratio of the output, given in the 

tabulation above, to the incident spectral radiance L(A) as given below. 

TABULATION OF SOLUTIONS 

Spectral Radiance Responsivity as a function of 

wavelength and gains. 

i(pm) G2 G20 G200 G2000 

5 2.13xl05 2.13xl06 2.13xl07 2.13xl08 

10 8.53x10s 8.53xl06 8.53xl07 8.53x10s 

20 3.41xl06 3.41xl07 3.41xl08 3.41xl09 
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3. PART III: UNCERTAINTY ANALYSIS 

This section addresses uncertainty analysis in multivariable radiometric systems. The primary 

contributors to measurement uncertainty are the effects of noise, nonlinearity, nonuniform 

detector array response, nonideal spectral and spatial responsivity, and standard calibration 

source uncertainty. Methods used to provide uncertainty estimates have been controversial and 

methodology has evolved over the years [16], The approach suggested here is based upon the 

NIST guidelines (Appendix 2) which are derived from ISO Guide referenced earlier [5], 

The uncertainty analysis is an essential part of calibration. The independent characterization of 

sensor parameters includes estimates of uncertainty which are propagated to a statement of 

measurement uncertainty. 

Statistical analysis of sensor response data is based upon the following assumptions: 

1) the source has a large thermal time constant so that it can be regarded as time invariant, 

2) the sensor response is not time-dependent, that is, it has no drift; 

3) the noise created by the sensor has a normal distribution and its consecutive values are 

statistically independent of each other (Gaussian white noise); 

4) the resulting statistical uncertainty in the measurements is a Gaussian random variable. 

Table 6 summarizes the new terms introduced in this section. Please note that in the case when 

we are dealing with a single detector, the responsivity function is a scalar, while for arrays it is a 

matrix. This means that respective changes in the mathematical expressions and the physical 

meaning for these two cases should be kept in mind. 

3.1 DEFINITIONS 

When N statistically independent samples (measurements) of a random variable x = {x,, x2, ...} 

are available, the mean value and variance are defined as 

i N 
x = -T x 

' nU ' 

(39) 

and 
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(40) 
N 

-J— V(x 
n - ihKt 

respectively. The positive square root, s(x,) is the experimental standard deviation. The standard 

deviation of the estimate of the mean value x, is 

s2(x) 
s(x) = [-4/]1/2 (41) 

N 

and is measured in units of x. The ISO guide defines s(x) as the standard uncertainty, w(x). The 

relative standard uncertainty is given by the ratio of the standard uncertainty [Eq. (41)] to the 

mean of x{: 

u(x) (42) 

where u(x) approaches infinity as the mean tends to zero; however, it is generally taken that 

radiometric measurements are not useful when the mean value is less than the standard deviation. 

In what follows, the relative uncertainty [Eq. (42)] is always used to determine the quality of a 

measurement and the term “relative” is dropped hereafter for simplicity of expression. 

The ISO Guide defines the combined standard uncertainty for M statistically independent 

components as 

M 

«cOO = tE "/Ml1/2 • (43) 
j=1 

The uncertainty determined by statistical techniques on the basis of direct measurements is 

referred to in the ISO Guide as Type A while those which are evaluated by other means (e g., on 

the basis of a prior assumption), as Type B. Identification and thorough analysis of the 

components is given in Appendix 2. Finally, the expanded standard uncertainty is denoted in the 

ISO Guide as U and is obtained for an approximate level of confidence (the interval that will cover 
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the true value of the estimated parameter with a given confidence) using the coverage factor k. 

Thus U-k uc(y) and the value of the measured parameter^ -y±U where y is the measurement 

result. For example approximately 95% of the measurements will fall within ±2 wc(y) of the mean 

which corresponds to the case k « 2. A 99% level of confidence corresponds to k ~ 3. 

Components of uncertainty are developed in the following sections for radiometric and 

spectrometric measurements using the ISO terminology where applicable. Extensions of the 

recommended terminology are required in some cases not covered by the Guide. 

3.2 UNCERTAINTY ANALYSIS FOR SENSOR CALEB RATON 

The measurement equations such as Eq. (27) and Eq. (31) form the basis for the uncertainty 

analysis in the measurement of the radiometric quantities using the calibration equations. The 

uncertainties associated with corrections to the raw response rT of the sensor are discussed in 

Section 3.2.1 through Section 3.2.6. The standard source uncertainty for the calibration 

experiment using the measurement equation is discussed in Section 3.2.7. The uncertainties in 

determining the absolute radiance responsivity RL and associated instrument function are 

discussed in Section3.2.8. Section 3.2.9 and Section 3.2.10 address uncertainties in special 

measurements using the measurement equations. Section 3.2.9 shows the discussion of 

uncertainities in determining the radiance of a source in a broad band wavelength interval using 

the measuement equations for a broad band radiometer. Section 3.2.10 discusses the uncertainty 

in determining the ratio of radiances between two bands of a broad band radiometer or a 

spectroradiometer. 

3.2.1 CALIBRATION SNAPSHOTS 

Responsive parameters are measured experimentally, during calibration, using a technique that 

provides data uncorrupted by noise. This is accomplished using a snapshot of data (a series of 

measurements) and is based upon the assumption that for a time-invariant calibration source, the 

dominant uncertainty mechanism is responsivity uncertainty. 
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TABLE 6 

UNCERTAINTY ANALYSIS SYMBOLS AND TERMS 

*,■ 7th value of variable x 

X Mean of x 

s2( x) Variance of x, 

s( X ) Standard uncertainty or standard deviation of mean of x 

u{ X ) Relative standard uncertainty of mean of x 

y g(x) 

«c (y) Combined standard uncertainty of estimate of y 

U(y) Expanded standard uncertainty of estimate ofy 

un( F> Noise standard uncertainty (1/SNR) 

«nl(*) 
Standard uncertainty of the nonlinearity correction 

u¥F(R) Standard uncertainty of the flat-field correction 

UYO\(fi ) Standard uncertainty of the spatial responsivity 

mmtf( r ) 
Standard uncertainty of MTF correction 

us(L) Standard uncertainty of the mean radiance 

»aW 
Standard uncertainty of the absolute radiance responsivity 

«a(^E ) 
Standard uncertainty of the absolute irradiance responsivity 

ui?(p0 Standard uncertainty of the instrument function 

msr(^i) Standard uncertainty of the relative spectral response 

"bd(v) Band-to-band standard uncertainty 
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Equation (41) indicates that essentially “noise-free” determinations of the response can be 

obtained by making N arbitrarily large in the calibration snapshot. It is assumed that uncertainty 

analysis given in the sections to follow is based upon noise-free response to invariant sources 

when possible. 

3.2.2 NOISE 

The subject of this section is the uncertainty introduced by random noise in a sensor response r 

and its effect upon field measurements using the calibration equations. It is essentially a measure 

of the repeatability of data. The response to a source is obtained at intervals throughout the 

sensor dynamic range as part of the calibration. In each snapshot a series of N samples, r - (rl5 r2, 

...., rN), are obtained. The variance of each snapshot response is given by 

s\r) = T7—E (ri~ r? (44) 
7V-1 ,-i 

where the mean is given by 

N 

(45) 

An estimate of the 1-sigma (one standard deviation, or root-mean-square deviation) confidence 

interval for a single measurement is given by the ratio of the standard deviation to the mean 

response following Eq. (42) as 

1 

SNR 
(46) 

This is a Type A component of uncertainty and is defined as the noise standard uncertainty and 

is equal to the inverse of the signal-to-noise ratio (SNR). 

3.2.3 NONLINEARITY 
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This section provides an analysis of uncertainty introduced by nonlinearity in the absolute 

responsivity RL or RE in the measurement equations. This uncertainty applies to the operation of 

an individual detector either in an array or in single detector systems. Note that in this section, we 

are interested in the nonlinearity of RL or RE and not on absolute values. The uncertainty in their 

absolute values is discussed in Section 3.2.8. 

Nonlinear response in sensor systems is common and has a major impact upon measurement 

uncertainty. Careful characterization of the sensor response to a spatially, spectrally, and 

temporally invariant source over the entire dynamic range provides the response rT as a function 

of the flux 0 A thorough analysis of the nonlinearity response can be found in Ch. 9 Ref. [15] am 

Ref. [12]. 

Analysis here is based upon the data-set described in Section 3.2.1, above. The mean value of 

each snapshot provides a measure of the offset rQ (dark noise response) and the linearity 

(throughout the dynamic range). The offset- corrected response roc is given as a function of flux 

roc = 8i0) (47) 

The standard source flux is varied for each snapshot but the source is maintained invariant with 

respect to the spatial and spectral domains in order to isolate nonlinear effects from other 

uncertainties. 

The dependent and independent variables are inverted to provide flux as a function of response: 

& = s 1 (O (48) 

which is similar to Eq. (11.8) Ref. 12 and the functional relationship is obtained by best-fit analysis 

assuming a form for g'\ 

For example, a second-degree equation has been used for Eq.(48) which is similar to Eq. (9.10) 

Ref. [15] where the flux is given as 

(49) 
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for offset-corrected response. The flux for a linear system is given by 

0 = axr (50) 

Eliminating O between Eqs.(49) and (50) yields the nonlinear offset correction operator F^ [see 

Eq. (33)] as 

a, 
r = W = '•oc + — V (51) 

a\ 

which indicates that the nonlinearity is described by the ratio of a2 to a,. Mathematical modeling 

to arrive at F^ i.e aI and a2 is given in Section 9.3 Ref.[15], 

Figure 5 illustrates the ideal linear system transfer function as a solid line with the offset and 

linearity corrected response data superimposed. These data used the form ofEq. (51) but were 

partitioned to reduce the uncertainty. 

Figure 5. Illustration of data linearization. The original data - circle, 
linearized data- square, solid curve is the ideal linear response. 
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The sensor offset and nonlinearity corrected response r yields the nonlinearity corrected 

responsivity R (radiance or irradiance), for the calibration test data. It is given by 

(52) 

which should be constant for a well behaved sensor. However, evaluation of the data typically 

indicate variations in responsivity. The effect of noise has been reduced since each datum 

represents the mean of a snapshot. The principle cause of the variations is most likely in not 

knowing the correct form for Eq. (48). In any case, the uncertainty introduced by these observed 

variations in the offset and nonlinearity corrected responsivity must be characterized. Equation 

(52) is evaluated at various flux levels of the standard radiometric source output at various times 

to test for reproducibility. Regression analysis is performed to find the best-fit equation such as 

Eq. (51) and the standard deviation is obtained . 

The standard uncertainty of nonlinearity correction, a Type A uncertainty , is herein defined as 

the ratio of the standard deviation to the mean corrected responsivity 

*nl(*> 

R 
(53) 

where R is the mean corrected responsivity and sNL(7?) is the standard uncertainty of the mean of 

R. 

3.2.4 NONUNIFORM AREA RESPONSIVITY 

This section deals with uncertainty in determining any spatial nonuniformity of responsivity, the 

important quantity in the measurement equations. Variations in the responsivity of individual 

detector elements over an area array must be corrected in scene data. This is accomplished in a 

calibration experiment where the array is flooded with a spatially uniform source at one irradiance 

level for a single point calibration. 
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N xM elements of the matrix, F^fiJ) of corrections are derived from the data: 

F¥¥QJ) 
ON (U) 

ON 

(54) 

where rQJJ,j) is the offset and nonlinearity corrected response matrix and rON is the mean (offset 

and nonlinearity corrected) response given by 

, N M 

r°N " T7rosiU) (55) 
NM ,=i J= i 

The corrected response, r(i,j) for field data, [rON(/j)]>w is given by 

r{ij) 
[^ON (infield 

F¥¥(iJ) 
(56) 

The quantity r(i,j), corrected for offset, nonlinearity, and flat-field, is called the Nonuniformity 

Corrected Response (NUC)[17], 

An example is as follows: Given the response of a particular detector element is 68 counts and 

the mean response is 81 counts for a single point calibration; according to Eq.(54), the correction 

factor is 0.84 for that detector element. By Eq.(56) the corrected response is, as expected, equal 

to the mean response, 81 counts. 

The corrected responsivity, according to Eq. (52) is therefore given by 

R(U) - (57) 

which, for an ideal array, is uniform over all detectors at all irradiance levels. However, in reality 

there will be variations in responsivity because of residual non linearities in the detector elements. 

Therefore, the standard uncertainty of the flat-field correction u^fR), a Type A uncertainty is 

given by the ratio of the standard uncertainty of the corrected responsivity to the mean 
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responsivity over the irradiance levels of interest. This is expressed as 

m 
R 

(58) 

3.2.5 ANGULAR SPATIAL RESPONSIVITY 

In this section, the uncertainty of determining any angular dependence of responsivty to correct 

for it in the measurement equations is analyzed. A single detector system with a wide angle 

nonuniform field-of-view is discussed. The sensor responsive parameters are independently 

determined by experimentally evaluating the response to a standard source whose properties are 

independent of direction and time. For example, the relative spatial response p(d,4>) of a practical 

IR sensor exhibits nonuniform response to a point source over the field-of-view as illustrated in 

Figure 6. It is assumed that the sensor pointing accuracy is adequate to guarantee that the target 

falls somewhere within the “inner-core” of the field-of-view but that its exact location within the 

inner-core cannot be known. It may also be assumed that the probability is equally likely that it 

will fall anywhere within the inner-core but zero that it will fall outside the inner-core. 

The problem of uncertainty analysis in this case is to characterize the uncertainty associated 

with spatial variations in responsivity within the inner-core. Calibration of the spatial response 

function p(i,j) consists of mapping the relative response to a point target. The absolute calibration 

of the sensor is “normalized” to some arbitrary point in the inner-core of the field-of-view. The 

relative error e(ij) associated with a target imaged on the (/,y)th grid position is given by the ratio 

of the relative spatial response p(i,j) to the normalizing relative response pN minus one : 

e(y') 
PiU) ~ /PN 

Pn 
(59) 

For example, assuming peak normalization, i.e., pN = 1 and p(ij) = 0.85; the error as given by 

Eq. (59) is -0.15. This means, that neglecting all other errors, the sensor underestimates the 

measured flux by 15%. 
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Peak normalization introduces systematic error; that is, the sensor always underestimates the 

flux as discussed in Ch.5, Eq. (5-45), Ref [9], Consequently, it is preferred to normalize to the 

inner-core average p so that in the long-run the error will tend to average out. 

The relative error expressed by Eq. (59) can be rewritten in terms of the inner core average p 

as 

KU) = - 1 = ^Up(jj)-P\ (60) 
p p 

and from Eqs. (40) and (41) the standard uncertainty is given by 

X-Axis (degrees) 

Figure 6. Isometric 3 dimensional view of the spatial response of an infrared detector. 
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This is recognized as the ratio of the standard uncertainty of the mean relative response to the 

mean response. The quantity wFOV(p) given by Eq.(61), is Type A uncertainty and is herein 

defined as the standard uncertainty of the spatial responsivity. 

3.2.6 MTF CORRECTION UNCERTAINTY 

This section deals with the response r in the measurement equation of the imaging sensor 

system. The modulation transfer function (MTF) of a spatial radiometer provides a measurement 

of the resolution in terms of a frequency response function in the spatial domain. In other words 

its value represents how well the image replicates the object. For an ideal system MTF is by 

definition unity which is assumed to be the case for the sensor in writing the measurement 

equation. Deviations from the ideal system are to be measured and corrected in the system 

response in applying the measurement equation. Calculation and measurement of MTF also helps 

in optimizing the design of the sensor to meet the specifications. It is discussed in Ch. 13 Ref. [10], 

Figure 7. Point (—) and line spread (_) function MTF for a 

sensor. 

Uncertainties in the MTF result from optical scattering that varies with the scene. The MTF 

can be calculated from the point response data for point- and line-spread functions that provide an 

estimate of MTF uncertainty for nonuniform extended-area sources. 

Figure 7 is an example of the MTF of a spatial sensor for the point- and line-spread functions. 

It is observed that the line-spread function MTF is degraded by optical scattering. 
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It is likely that the best estimate of the MTF lies between the two bounds for practical source 

spatial distributions and is zero outside that range and that any value of MTF (for a given spatial 

frequency) within that range is equally probable. In this case the best estimate is the midpoint: 

(62) 

and if the difference [MTF(point) - MTF(line)] be denoted by 2a, then the standard uncertainty of 

the MTF correction, which is a Type B component, is given by [Appendix 2, 4.6] 

»mtf( r ) = u(MTF) = [^]1/2 (63) 

3.2.7 CALIBRATION STANDARD SOURCE UNCERTAINTY 

Generally, blackbody simulators serve as calibration standards for sensor systems to measure 

and evaluate unknowns in the measurement equation. Commercial sources are available which 

exhibit large thermal time constants and may be considered noise-free. Cavity blackbody 

simulators exhibit emissivity values close to unity; consequently, the source uncertainty is related 

primarily to temperature uncertainty. Blackbody flux uncertainty can be related to temperature 

uncertainty using Planck's equation. NIST performs calibrations of blackbody sources and 

provides uncertainty estimates for each temperature setting. 

The effective flux for a radiometric calibration can be obtained by Wien distribution law, 

an approximation to the Planck’s equation. Considering the Planck’s function to be essentially not 

varying over the spectrometer bandwidth 5 A: 

(64) 

where the radiation constants, ct = 1.19 10'16 [W . m . sr'1 ] and c2 = 1.44 10'2 [ m K], This 
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approximation to the Planck's equation is good to better than 1% for all (A. 7) < 3.1 10'3 [m . K], 

The rate of change of radiance with temperature is obtained by taking the derivative of Eq (62) 

with respect to temperature. Therefore, 

A L 
c. c-> AT 

1 -■ ■■■-- [exp^D]-1 SA 
T2A6 

(65) 

where exp(c2/AT)»\. 

Typically, the temperature uncertainty is specified as T±AT. The corresponding radiance 

uncertainty is L±AL. When there is no specific information about the possible values of L within 

the range, it may be assumed that it is equally probable for L to lie within the range of L-AL to 

L+AL and the probability that L lies outside this range is zero. Then, according to the ISO Guide 

[4], the best estimate of the source radiance is at the midpoint L (given by Eq.(62) and the source 

variance is 

s2(L) = AI2/3 . (66) 

The standard source uncertainty is therefore 

u<fL) = 
sfL) 

L 

AL 

sfiL 
(67) 

It corresponds to the standard uncertainty of the mean radiance which is a Type B component of 

uncertainty. 

3.2.8 ABSOLUTE RESPONSIVITY UNCERTAINTY 

The topic of this section deals with the absolute responsivity (radiance or irradiance) in the 

measurent equations such as Eq.(27), Eq. (31) and Eq. (34). First we deal with the absolute 

calibration of the radiometer and then with the spectrometer. 

The absolute responsivity is determined in a series of tests in which the NUC response is 
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observed as the standard source temperature is varied over the range of values expected in the 

field measurements. This test is often referred to as the “spectral purity” or “out-of- band 

leakage” calibration test as discussed in Ch.13-5 Ref. [15], As the temperature of the source is 

varied, the flux is shifted relative to possible leak regions. Excessive response is observed when 

the wavelength of peak flux is shifted into a leak region. 

The results of the spectral purity test can be examined for a systematic change in responsivity 

as a function of the calibration standard source temperature. In the absence of a systematic 

change, the mean responsivity may be the best estimate of the absolute responsivity. As with the 

nonlinearity, it is the absolute responsivity that should be invariant. 

The uncertainty resulting from the observed variations must be estimated as follows: The 

absolute radiance responsivity is given by 

= r/Ln (68) 

where Z,N depends upon the source temperature and the relative spectral responsivity pfA) . The 

standard uncertainty of the absolute radiance responsivity uA(Rf), which is a type A component, 

is obtained as the ratio of the standard uncertainty of the absolute radiance responsivity to the 

mean absolute radiance responsivity: 

»aCRl> = 
s(R0 

A 
(69) 

where RL is the mean radiance responsivity and $(7?^ is the standard deviation of RL. 

Similar terms can be written for the standard uncertainty of the absolute irradiance 

responsivity s{Rf). 

Spectrometers can also be calibrated for absolute spectral radiance measurements, as given in 

Examples 2 and 3, although they are generally utilized to measure the relative spectrum. The 

spectral purity test is also used in the case of the spectrometer, the difference being that the 

uncertainty must be determined for each sub-band of the spectrometer and is therefore a function 

of wavelength. 
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(70) »a[«lW] = 
*[*LW] 

The mean responsivity is given by the ratio of the mean response to the incident spectral 

radiance: 

rl(A) - (71) 

where Lh which is the spectral radiance, depends upon the source temperature and the 

wavelength. The experimental procedure for measuring the absolute radiance responsivity is 

discussed in Section 13-6 in Ref [15], Figure 9 and Figure 12 in Example 3 given at the end of 

Section 3.3.1 show the standard uncertainty of the absolute radiance responsivity determined for 

a CVF spectroradiometer using an extended source and a point source respectively. 

The “instrument function” is defined in Section 2.2.3 as the normalized spectral radiance 

responsivity pf A), seeEq. [37], 

Rl(A) = max{tfL(i)} pfA) (72) 

which is 

PL0) = 
rQ) 

La max{7?L(T)} 
(73) 

The scatter in the sensor absolute responsivity, observed in the spectral purtiy test, for offset 

and nonlinearity corrected response applies equally to the relative spectral radiance responsivity 

pL(A) which is the instrument function. Therefore the standard uncertainty of the instrument 
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function uXY(pf), which is a Type A component, is obtained using equation similar to Eq. (69). 

3.2.9 NONUNIFORM SPECTRAL RESPONSE 

This section deals with uncertainties that result from nonideal spectral bandpass response 

characteristics of radiometers as opposed to errors in determining the spectral response function 

considered in Section3.2.8. These uncertainties exist even when the spectral response function is 

known to a high degree of confidence. Only specific cases are considered here and a thorough 

analysis can be found in Ch. 8 Ref. [9], 

The data analyst can correct for this type of uncertainty provided sufficient supplemental data 

are available from measurement or theory. In the absence of such data, the analyst must provide 

uncertainty estimates. These may be systematic uncertainties. The error introduced by nonideal 

performance parameters can be catastrophic if no provisions are undertaken to make corrections. 

Errors associated with the nonideal spectral response can best be understood in terms of a 

measurement goal, which is to obtain a measure of total radiance Z,x integrated over the spectral 

range of Ax to A2. This can be expressed as 

A 

The actual output response from a radiometer is given by the measurement equations, Eqs. (24), 

(25), and (26). Therefore, 

r - GAQ maxl^i)} J 

o 

(75) 

where p,(/l) is the sensor relative spectral response function, the integration is carried out over all 

wavelengths, and max^/J)} is the systems peak responsivity. 

The best that can be done is to obtain the measured radiance Lu implied by Eq. (75): 
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(76) Lu = r[AQ G max{7?1(/J)]-1 = J px(A)LxdA 
o 

However, based upon Eq. (76), LM is equal to LT only if 

f LAdA = f PM)LAdA (77) 

A, 0 

The ideal sensor is one for which pl(A) is unity between A1 and A2 and is zero elsewhere; then Eq. 

(77) is identically true. 

Unfortunately, the spectral response function is never ideal in practical sensors. A spectral 

bandpass filter is illustrated in Figure 8. The nonuniform transmittance and finite slope are typical 

of any physically realizable filters. 

For a practical sensor, Eq.(77) is true for the limiting case where the radiance is uniform (i.e., 

La = const) over the entire responsive region, that is, for nonzero values of pfA). Then Eq. (77) 

becomes 

A2 oo 

f dA = I p{(A)dA (78) 

A, 0 

and gives the condition required for LM = Lr, namely, that of area equivalence. The ideal square 

spectral bandpass is represented by the left side of Eq. (78) for which the bandpass is from Ax to 

A2. The area-equivalent effective bandpass of the nonideal response function is given by the right 

side of Eq. (78). The nonideal response is said to be equivalent to the ideal response because 

there is equal area under each curve. 

The meaning of such a measurement is limited to the following: “Provided that Lx is spectrally 

uniform, the total radiance has a magnitude given by Eq.(78).” The recommended practice is to 
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Figure 8. Typical bandpass interference filter transmittance. 

calculate the radiance from Eq. (78), which depends upon how the relative spectral response p(A) 

is normalized. It can be normalized to the mean of an “inner-band” or to the peak. In any case 

the calibration report should indicate the type of normalization used [14,19], 

It should also be noted that peak normalization guarantees a bias in the measured radiance in as 

much as the response over the bandpass is less than, or equal to, the peak response; this means the 

radiance is underestimated as discussed in Ch. 5, Eq. (5.45) Ref. [9], 

Corrections for nonuniform spectral bandpass can be provided if the source spectrum is known 

from theory or measurement [16]. Equation (76) can be rewritten as 
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(79) 

*2 

LT = max(L^) J <p{A) dA 

*1 

where max^) is the peak of LA with units [(W/(m2sr))/pm] and (p{A) represents the relative 

spectral radiance [unitless], or the “relative spectrum.” Therefore, corrections for nonuniform 

spectral bandpass can be made upon the basis that (p{A) can be independently determined by 

theory or measurement so that only max(Z/i) need be determined by the radiometric measurement. 

Then Eq. (77) becomes 

oo 

r - G AO max{i?j(i)} max(Z^) jpx <p(A)dA (80 

o 

from which max(Z/i) can be obtained for a measurement as 

max{LJ = --- 

G AO max{^j(/i)} J px(A)(p(A)dA 

o 

(81) 

Note that r is obtained from the measurement, max{i?,(i)}, pl(A), G and AO are obtained from 

the calibration. Thus max(LA) is determined and the total radiance LT can be calculated using 

Eq.(81) over any region Ax to A2 provided (p{A) is known over that region. 

This discussion leads to the conclusion that the best sensor design is one that incorporates both 

radiometric and spectrometric measurements. 

It is necessary to estimate the uncertainty in the likely event that the source spectrum is 

unknown and corrections cannot be made. This is difficult because any estimation of uncertainty 

must be made upon the assumption of some source spectral distribution. A limiting case, namely a 

single line-source, can be investigated as follows. First, it is necessary to assume that the 
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line-source is guaranteed to fall within some nominal band. Then, the mean and variance can be 

calculated for that band from the measured spectral response data. In this case, the uncertainty is 

given by 

s(Pi) 
"sii(Pi) = — (82) 

where this is defined as the standard uncertainty of the relative spectral response wSR(/?j), which 

is a Type A component of uncertainty. For example, examination of Figure 8 indicates variations 

of the order of ±20 percent in the spectral transmittance of a typical filter which will be a major 

contributor to the relative spectral responsivity in a broad band radiometer. 

3.2.10 BAND-TO-BAND UNCERTAINTY 

The band-to-band uncertainty is of interest because certain discrimination algorithms are based 

upon ratios of irradiances measured in appropriate radiometer bands. The target temperature can 

be related to a band ratio by Planck's equation, for example. This discussion is applicable to 

measurements with a spectrometer or a multiband radiometer. 

The band-to-band uncertainty can be determined using the same data as obtained for the 

spectral purity test given in Section 3.2.8. In this case, a series of measurements is obtained 

where the temperature of a standard blackbody source is varied over the range expected in the 

measurements. These data are obtained simultaneously in multiple radiometric bands for the 

radiometer and over the spectrum for the spectrometer. The absolute responsivity is calculated 

for each band and for each temperature. The ratio of the zth and jth bands is 

yu = R/Ri (83) 

which should be invariant over the range of source temperatures in the same pair of bands. The 

spread in the ratio provides a measure of the band-to-band uncertainty. 

The best estimate of the uncertainty of the band ratio measurements is given by the ratio of the 
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standard deviation of y to the mean_y. The standard deviation ofy is given in terms of the means, 

variances, and covariances of Rx and Ry Thus,the band-to-band standard uncertainty, which is a 

Type A component, is given by 

"bbO,,) 
M + s^l - 
y R2 R2 R,R, 

(84) 

where cov(i?,, Rj) is the covariance between R, and Rr 

There is a possibility that the variance ofy tends to zero if the covariance has the proper 

magnitude and sign. This would happen if the noise fluctuations were completely correlated so 

that each erroneous observation of R, would be exactly compensated for by a corresponding 

erroneous observation ofi^ [18]. 

This calculation, estimating the ratio uncertainty, is completed for the multiband radiometer in 

order to obtain the uncertainty for all possible band ratios. For the spectrometer, the uncertainty 

is obtained for all sub-bands over the entire measured spectrum as a function of wavelength. 

3.3 PROPAGATION OF UNCERTAINTIES -COMBINED STANDARD UNCERTAINTY 

In general, the ISO standard, Guide to the Expression of Uncertainty in Measurement, 

commonly called the GUM [5] and NIST guide lines (Appendix 2) recommend the uncertainty of 

the results of a measurement be expressed as a standard deviation (the positive square root of the 

variance), see Eq. (41), and be termed the Standard uncertainty. The uncertainty in the result of a 

measurement generally consists of several components of uncertainty. The term combined 

standard uncertainty is recommended to be used and that these components be combined, using 

the law of uncertainty propagation, by the positive square root of the sum of the variances and 

covariances of these components, see Eq. (43). This is the root-sum-square (RSS) method. 

The ISO standard also recommends the use of a coverage factor of 2, used as a multiplier of 

the combined uncertainty, in order to obtain an expanded uncertainty in which the uncertainty 

interval is approximately 95 percent. Although, coverage and expanded uncertainty have not yet 

been utilized in specifying or qualification testing in the field of radiometry and spectrometry, they 
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should be incorporated in such future documentation as the American National Standard Institute 

(ANSI) officially adopted the ISO standard as the American National Standard. The new standard 

is ANSI/NCSL Z540-2-1997, and its full title is American National Standard for Expressing 

Uncertainty-U.S. Guide to the Expression of Uncertainty. Also, the National Conference of 

Standards Laboratories (NCSL), which has broad representation from U S. industry incorporated 

the basic principles of the ISO standard and the NIST guidelines in its Recommended Practice R- 

12, Determining and Reporting Measurement Uncertainties. 

3.3.1 OLD TERMINOLOGY AND RECOMMENDED PRACTICE 

The terms precision and accuracy have been used widely in expressing the uncertainty of 

measurement results in the literature. There has been quite a variance in the interpretation of these 

terms and their usage, and NIST guidelines discuss this issue in section D.l in Appendix 2. 

However, these concepts have been used in the application of electro-optical sensors with the 

following definitions. The term precision is defined to include the residual and non-ideal 

uncertainties besides the uncertainties of repeatability and reproducibility of measurements made 

with the sensor. The term accuracy is defined to refer to absolute measurements which implies 

tying the measurements to an absolute scale. For example, the precision of a measurement 

obtained with a spectrometer deals with the uncertainty of the relative energy in various sub-bands 

besides the repeatability and reproducibility of those values. However, it is the uncertainty of 

absolute energy in a sub-band that is of interest in radiometry which is expressed by the term 

accuracy. In other words, the definition of precision differs from the widely accepted definition 

discussed in section D.1.2 in Appendix 2 which is just the uncertainty due to repeatability and 

reproducibility of measurements. Such variation in the usage of the term precision leads to 

confusion. The same is the case for the definition of accuracy as discussed in section D. 1.1.1 in 

Appendix 2. Therefore, the terms precision and accuracy are considered as old terminology the 

usage of which is recommended to be replaced with unambiguous terms pre final combined 

standard uncertainty and combined standard uncertainty respectively. Therefore, the concept of 

precision in old terminology as defined earlier for sensor system calibrations fits well with the 

definition of the term pre final combined standard uncertainty as it includes all the uncertainties 
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except the uncertainty associated with the absolute standard. Similarly, the concept of accuracy in 

the old terminology fits well with the term combined standard uncertainty of the sensor 

performance in the new terminology which is defined as the positive square root of the sum of the 

variances and covariances of the combined uncertainty of the sensor and the standard source 

uncertainty. It is to be noted that all the uncertainties referred to in this document are relative to 

their mean values and expressed as percentages based on Eq. 42 as discussed in section D. 1.4 in 

Appendix 2 . 

In dealing with electro-optical systems, the sources of uncertainty inherent in the sensor 

performance including that of repeatability and reproducibility can be broadly classified as 

follows: 

1. Noise\ It is caused by the random variations in sensor response due to photon, thermal, and 

quantization effects. The noise uncertainty is a repeatability uncertainty and can be made 

negligibly small by taking sufficient data points in each snapshot as discussed in section 3.2.2. 

2. Residual uncertainties: These uncertainties arise from corrections of offset, nonlinearity, and 

nonuniform response as discussed in sections 3.2.3 and 3.2.4. Reproducibility variations in sensor 

response are evaluated as part of residual uncertainties. 

3. Uncertainties due to Nonideal response: These uncertainties arise from nonuniform spatial and 

spectral response of the sensor as discussed in sections 3.2.5, 3.2.6, 3.2.8, 3.2.9, and 3.2.10. 

The following are examples of several measurement goals and the associated uncertainty 

estimates. 

Generally an integrating radiometer is utilized to obtain absolute measurements of radiance or 

irradiance of a target source or background. Two types of integrating radiometers are illustrated 

here: 

The first example, a spatial or imaging radiometer, provides a measure of the energy integrated 

over a relatively wide spectral band, but provides an image of the target or distribution of the 

background. The calibration Eq. (33) in section 2.2.1 would be applicable to evaluate the 

uncertainties. However, it should be noted that the nonlinearity of response in each pixel is 

evaluated in the case of the array detector as part of its nonuniformity of response as discussed in 

section 3.2.4. An estimate of the combined standard uncertainty of such a spatial, or imaging, 
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radiometer is given by 

USL) = [wff2(jR)+wfov2(p)+wmtf2(':)+wa2(^l)+ws2(Z')]1/2 (85) 

which includes the effects of non-uniformity corrections (NUC) given by the first two terms, 

modulation transfer function, absolute response (spectral purity), and standard source radiance 

uncertainty. The image (as opposed to an absolute distribution) may be the only measurement goal 

of an imaging radiometer and in this case the standard source uncertainty terms would not be 

included in Eq. 85, and the resultant uncertainty is pre final combined standard uncertainty which 

is equivalent to precision in the old terminology.. 

The second example, is that of a spatial and wavelength integrating radiometer, which measures 

the total radiance integrated over a relatively large spatial (FOV) region and a relatively large 

spectral bandwidth. Again, Eq. (33) would be applicable to evaluate uncertainties. However, such 

a radiometer typically uses a light chopper and coherent rectification so that offset and flat-field 

corrections do not apply; but, uncertainties due to nonlinear response given by Eq. (53), 

nonuniform spectral response given by Eq. (82), and a nonuniform field-of-view (FOV) response 

given by Eq. (61) apply. In this case the combined standard uncertainty is given by 

udL) = [wnl2(^)+wsr2(^i)+wfok(p)+wa2(^l)+ws2(I)]1/2 (86) 

which also includes absolute radiance responsivity (spectral purity) given by Eq. (70) and standard 

source uncertainty given by Eq. (67). 

Nonideal spatial and spectral response can be large contributors to radiometric measurement 

uncertainty; optical designs are available which can result in nearly-ideal field of view response. 

Nonuniform spectral response uncertainties can be reduced by optimal “square” filter design and 

flat or uniformly responsive detectors or by accompanying bore-sighted spectrometer 

measurements as indicated in Section 3.2.9. 

A spectrometer is normally used to measure the relative spectral radiance (the spectrum) of a 
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source; however, a spectrometer can be calibrated for the absolute spectral radiance in which case 

it is sometimes referred to as a spectro-radiometer. 

The components of uncertainty that should be included in an uncertainty analysis of a 

spectrometer depend upon the sensor design to a great extent. For example, offset error and 

nonlinearity correction are not possible for an interferometer (multiplex) spectrometer. On the 

other hand, the circular variable filter (CVF) (sequential) spectrometer is subject to nonlinearity 

problems. Nonuniform spectral response uncertainty does not apply to the high resolution 

spectrometer. 

Example 3 given below illustrates the calibration and uncertainty analysis for a CVF 

spectrometer for relative and standard uncertainties, and for radiance and irradiance sources. 
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EXAMPLE 3 

CIRCULAR VARIABLE FILTER (CVF) SPECTRORADIOMETER 

Calibration and uncertainty analysis for a CVF spectroradiometer illustrates most of the 

calibration and uncertainty aspects of both a radiometer and a spectrometer, point-source 

(irradiance) and extended-area (radiance). The sensor specifications are given in Example 2. 

A spectroradiometer is a spectrometer calibrated for absolute measurements; hence, the term 

spectroradiometer. Example 2 discussed earlier in Section 2, provided a prediction of performance 

using the measurement equation. This example illustrates the details of a practical calibration and 

uncertainty analysis. 

Calibration tests. 

The calibration tests to which the CVF spectroradiometer were subjected are as follows: 

1. Dark-noise 

2. Nonlinearity 

3. Spectral scan position 

4. Spectral resolution 

5. Field of View 

6. Extended-area source absolute radiance calibration (spectral purity) 

7. Point source absolute irradiance calibration (spectral purity) 

This sensor has only one detector; consequently the flat-field correction and associated 

uncertainty does not apply as it would with a spacial sensor. 

Uncertainties 

The uncertainties of interest here are as follows. 

1, Noise uncertainty u}{r)-\ISNR_(See Section 3,2.2)_ 
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2. linearity uncertainty ±5.53% (See Section3.2.3) 

3. Spectral scan position uncertainty ~ ±2% 

4. Angular spatial (field of View) responsivity uncertainty 

±10.8% (See Section 3.2.5) 

5. Extended-area absolute radiance responsivity (spectral purity) ~ ±6% at 20.4 pm) (See Section 

3.2.8 and Figure 9) 

6. Point-source absolute irradiance responsivity (spectral purity) ~ ±3.3% for 5-22 pm worse case 

(See Section 3.2.8 and Figure 12) 

7. Standard source uncertainty (See Section 3.2.7) 

Extended-area radiance source ~ ±4.47% 

Point-source irradiance source ~ ±1.67% 

Notice that with a chopped system utilizing coherent rectification that an offset error is not 

significant; consequently no offset correction or associated uncertainty estimate are required. In 

addition, the nonideal spectral response function uncertainties, as given in Section 3.2.9, do not 

apply to a high resolution spectrometer. 

Test Conditions 

1. Noise and linearity data were obtained with a standard blackbody source, collimator, and 

precision aperture set. Calibration snapshots (see Section 3.2.1) were obtained over the entire 

dynamic range by varying the aperture areas for a series of fixed temperature sources. Essentially 

noise-free response was obtained as the mean of each snapshot in accordance with Eq.(45) for 

nonlinearity analysis. 

Best-fit analysis described in Section 9-3 in Ref. [15] was used to obtain the responsivity 

correction factor (Eq.(51), Section 3.2.3) and the uncertainty was obtained as the ratio of the 

standard deviation of the responsivity for the best-fit divided by the mean responsivity for all data 

points. 

2. Spectral Scan position data were obtained with a source, monochromater, and collimator. This 
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CVF spectrometer utilizes a 3-segment composite 

filter. 

Segment 1 covers 5.5 to 49.3 percent scan which 

corresponds to 4.80 to 8.86 pm. 

Segment 2 covers 57 to 74.5 percent scan which 

corresponds to 8.87 to 13.63 pm. 

Segment 3 covers 80.2 to 100 percent scan which 

corresponds to 13.7 to 22.85 pm. 

Discontinuities are observed in the response and 

derived spectral parameters as shown below. 

A data-set of wavelength vs. scan position 

(percent scan) were obtained and best-fit to linear 

functions for each filter segment. Mean and 

standard deviation were obtained to provide 

corresponding calibration equations and uncertainty for each segment. 

3. Spectral resolution data were obtained by stimulating the sensor with a blackbody source filter 

with narrow band filters, and a polystyrene absorption cell. 

4. The angular spatial (field of view) response were obtained as the response to a point source, 

generated by a pointing mirror collimator, for a 25 x 25 matrix. See Section 3.2.5. An inner-core 

was defined and the inner-core mean response was determined as 0.804. The uncertainty was 

estimated for a worse-case assumption that the target is a point source within the inner core. The 

uncertainty is given by the standard deviation over the mean relative responsivity. 

5. Extended-area absolute radiance responsivity (spectral purity) test was obtained with a full-field 

full-aperture uniform extended-area source (see Section 3.2.7). The response was obtained over 

the free spectral range (approximately 5 to 22 pm) and over much of the dynamic range for a 
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Figure 9. Standard uncertainty of the 
extended-area source absolute 
responsivity calibration (1-sigma values 
given as percentages). 
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series of source temperatures. The results are 

presented in Figure 14. 

Figure 9 illustrates the percent uncertainty in 

absolute responsivity over the 7 temperature scans 

for the third filter segment (13.70 to 22.85 pm). 

Data below 17 pm are probably invalid because of 

poor SNR. Notice that the uncertainty at 20.4 pm 

is about ±6 percent. 

Figure 10 illustrates the relative spectral 

response function (instrument function). Note: 

f\j[A) = 1 at the 20.4 pm. 

6. Point-source is used for absolute irradiance 

(spectral purity) test. The experimental setup is 

described in Section 13.6.4. Ref.[15], It was 

obtained with a source and a fixed aperture 

collimator. The response was obtained over the 

free spectral range (approximately 5 to 22 pm) 

and over much of the dynamic range for a series of 

source temperatures. 

Figure 11 illustrates the response in volts as a 

function of scan sample-point (there are 473 

sample points per scan) for 10 standard source 

temperatures: 627 K, 682.3 K, 777.4 K, 926.7 K, 
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976 6 K, 991 6 K, 1055 6 K, 1134.3 K. 1204 5 K, Figul-e Scans obtained for the point- 

and 1259.8 K. The following are noted: Zero source absolute responsivity calibration. 

response at the filter segment masks clearly mark 

the masked filter joints. A relatively large discontinuity in response between filter segments exists 

for the same wavelength. Greater energy and response at short wavelengths for higher source 
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temperatures is noted. 

Figure 12 illustrates the percent uncertainty in absolute irradiance responsivity over the 10 

temperature scans and over the free spectral range. Note the uncertainty varies between ±2.5 and 

±3.3 percent with wavelength. 

Figure 12. Standard uncertainty of the 

point-source absolute irradiance 

responsivity calibration (1-sigma values 

given in percentages). 
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Figure 13. Relative spectral response 

pL(J.) or “instrument function” for the 

point-source absolute irradiance 
calibration. 

Figure 13 illustrates the relative spectral response function (instrument function). Note that 

pl(A) = 1 at the 20.4 pm. Note in particular the discontinuity in the instrument function at the 

mask about 13.6 pm. This compensates for variations in transmittance of the second and third 

filter segments. 

7. The uncertainty in the radiance resulting from a temperature uncertainty can be determined by 

using [Eqs. (64), (65), (66) and (67)] given in Section 3.2.7. In addition to temperature 

uncertainties, it is necessary to take into account the emissivity uncertainty of the large area 

(extended-area) source which is estimated at ±2.0 percent. 

The following tabulation provides standard source uncertainties:_ 
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STANDARD SOURCE UNCERTAINTIES 

Temperatures [K] Wavelength [pm] Uncertainty [%] 

71* 20.4 4.47 

83 20.4 2.96 

95 20.4 3.01 

627** 5 1.67 

944 5 0.71 

1260 5 0.38 

627 10 0.76 

944 10 0.29 

1260 10 0.14 

627 22 0.25 

944 22 0.08 

1260 22 0.04 

* Data for the extended area source including emissivity uncertainty and for a temperature 

uncertainty of 0.5 degree. ** Data for the source for a temperature uncertainty of 4 degrees. 

The above tabulation gives the radiance uncertainty over the range of temperatures used in the 

absolute (spectral purity) calibration and over the range of wavelength used. 

Discussion 

A cardinal rule of calibration is that one should calibrate a sensor under the same conditions for 
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which it is to be used. This suggests that the absolute radiance calibration should be obtained with 

an extended-area source. However, the low-temperature extended-area source has a wavelength 

distribution which is nearly a step-function; that is, there is no response below about 15 pm when 

the source temperature is reduced such that the sensor is not saturated at 20 pm. Figure 14 

illustrates the response in volts as a function of scan sample-point (there are 473 sample points 

(sub-bands) per scan) for 10 standard source temperatures of which 7 are identified from the top 

down: 94.7 K, 90.3 K, 85.2 K, 81.6 K, 78.2 K, 74.4 K, 70.8. K. Note the rapid fall off in energy 

and response at short wavelengths. 

The flux must be greatly attenuated to permit 

using higher temperature sources to achieve a more 

uniform response over the entire spectral range. A 

collimator used with a very small aperture, a 

neutral density filter, or a combination of collimator 

and filter can be used to provide the necessary 

attenuation. However, the uncertainties are difficult 

to evaluate for the collimator and require a 

knowledge of the uncertainty of the aperture area, 

the collimator focal length, scattering effects, and 

mirror reflectance. The use of a neutral density 

filter provides added uncertainties which are a 

function of wavelength. 

Figure 14. Scans obtained for 

the extended-area source 

absolute responsivity calibration. 

These problems are resolved by using the collimator and small aperture (which are less likely to 

be wavelength dependent) with a point source to determine the instrument function (See Section 

3.2.8) which is the relative spectral responsivity shown in Figure 13 over the free spectral range of 

the spectrometer. Note: Figure 10 and Figure 13 overlap for the wavelengths covered. However, 

Figure 13 obtained by the point source absolute irradiance test covers the full spectral range. The 

extended area source calibration at the wavelength of maximum responsivity - 20.4 pm. is used to 

“anchor” the instrument function to obtain an absolute radiance calibration of the spectrometer. 
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The point-source calibration can be used to provide an absolute irradiance calibration of the 

spectrometer. The uncertainty in the absolute irradiance responsivity calibration is shown in Figure 

12. This uncertainty also reflects in the instrument function as discussed in Section 3.2.8. 

Uncertainty analysis 

It is recommended that the uncertainty be evaluated for a specified SNR for both writing of 

sensor specifications and qualification testing. This is most appropriately done for infinite SNR. 

This provides an optimistic uncertainty characterization that depends only upon sensor residual 

uncertainties (nonlinear correction, etc.) and nonideal uncertainties (nonideal spectral and spatial 

response). Thus, the uncertainty estimates given below neglect the effects of noise, i.e. the SNR is 

assumed to be infinite. 

It should be noted that source uncertainties and absolute calibration uncertainties vary with 

wavelength; in the calculations given below, uncertainties are given for the measurement of 

radiance and irradiance based upon the worse case performance of the CVF spectroradiometer at 

a particular wavelength setting. In addition, there is an intrinsic wavelength uncertainty of ± 2% 

according to the characterization data given earlier. 

Point source uncertainty 

An estimate of the pre final combined standard uncertainty of a measurement of irradiance is 

given for the components of uncertainty given above by 

up(E) = [u^l2(R)+ ua2(Re)+ uFOW2(p)]112 = ±12.6 % 

for large SNR which includes the nonlinearity 5.53%, absolute irradiance responsivity (point- 

source) 3.3%, and the angular (field-of-view) spatial uncertainties 10.8%, the latter of which 

dominate in this case. Therefore, the pre final expanded uncertainty, Up (E) = 2 up(E) will be ± 

25% as discussed in section 3.1. 
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The combined standard uncertainty of a measurement of irradiance is given by 

»c(£) = [»p 2(£)+«,W'2 = ±12.7% 

for large SNR which includes the relative combined standard uncertainty and of the standard 

source uncertainty 1.67%. Therefore, the expanded standard uncertainty, UC(E) = 2 uc(E) will be 

± 25% . 

Extended-area uncertainty 

An estimate of the pre final combined standard uncertainty of a measurement of radiance is 

obtained for the components of uncertainty given above by 

%(L) = [«NL2(tfj+ «a2(7?e)+ u'Wjf1 = ±8.8% 

for large SNR which includes the nonlinearity 5.53%, point source absolute irradiance 

responsivity uncertainty(used for the instrument function over 5 to 22 pm) 3.3%, and extended- 

area absolute radiance responsivity uncertainty (used to anchor the instrument function at 20.4 

pm) 6%. Therefore, the pre final expanded uncertainty Up = 2 up(L) will be ± 18% as discussed 

in section 3.1. The combined standard uncertainty of a measurement of radiance is given by 

«„(£) = [«„2(£)+ K.W* = ±9.9% 

for large SNR which includes the relative combined standard uncertainty 8.8% and the standard 

source uncertainty 4.4%. Therefore, the expanded uncertainty, Uc = 2 uc(L) will be ± 20% . 

As an epilogue, we might point out that the uncertainty analysis for remote sensing sensors is 

rather complex and needs to be carefully defined and documented as recommended here. Also, 

the uncertainties for 1R sensors as shown in the example 3 are in general large compared to the 

72 



desired goals and the challenge for the calibration community at present is to bring these 

combined standard uncertainties for IR sensors to single digit levels to meet various science 

objectives. 
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Jet Propulsion Laboratory 

California Institute of Technology 

-1800 Oak Grove Drive 

Pasadena California 91109 

(818) 354-4321 

JPL 

August 10, 1992 

Dear Colleage: 

The Sensing Systems Working Group of the AIAA Space-Based Observation 
Systems Committee on Standards (SBOS COS) has initiated an effort to 
address the concern that many and diverse approaches are utilized to 
determine the characteristics and performance of space-borne remote sensing 
systems. To begin to address the issue of comparability among data sets 
obtained from multiple space-borne sensors, the Sensing Systems Working 
Group is forming task teams to evaluate the need for sensor system calibration 
standards, practices or guidelines. The purpose of this letter is to provide you 
with information on the approach being taken to the issue of space-borne 
sensing systems calibration standards and to solicit your participation on a task 
team to specifically focus on visible to short-wave infrared sensor calibration (.5 
pm to 2.5 pm). 

A brief overview on "AIAA Activities in Calibration Standards" by Edward W. 
Koenig is enclosed for your information. This paper describes the rationale for 
the SBOS COS, the efforts on sensor calibration and the relationship between 
the COS and the American National Standards Institute (ANSI). 

The Visible-SWIR sensor task team will meet for the first time at the upcoming 
AIAA Annual Conference to be held September 23 - 25, 1992 at the Hyatt Hotel, 
Washington, DC, on the "Importance of Standards to Mission Success". 
Subsequent meetings are planned to be held: January 11 -13, 1992 in 
conjunction with the 31st Aerospace Science Meeting in Reno, Nevada, on 
"Sensor Calibration"; May 19 - 21, 1993 at the Hyatt Crystal City (two weeks 
after the AIAA annual meeting on "Interoperability in Command and Control"); 
and September/October (TBD) 1993 in conjunction with the Computing in 
Aerospace meeting to be held in Albuquerque, New Mexico, "Data 
Comparison". 

The objectives of the first Visible-SWIR task team meeting will be to formulate 
and agree upon a strategy for addressing the most important aspects of 
calibration of space-borne remote sensing instruments, to plan the scope of the 
following workshops and to define the product(s) to be produced by the team. 

A tentative agenda for our first meeting is as follows: 

1. Identification and discussion of Visible-SWIR calibration 
issues and problems. 

2. Define focus of team effort and select highest priority 
issues to be addressed. 
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Jet Propulsion Laboratory 
California Institute of Technology 

3. Develop a strategy to understand, define and resolve issues. 

4. Planning of future workshops. 

5. Assignment of responsibilities. 

A listing of top-level discussion topics for you to consider prior to our first 
meeting includes: 

1. Detector/focal plane characterization and calibration. 

2. Optical system calibration. 

3. Optical filter characterization and calibration. 

4. Focal plane/signal processing performance 
characterization. 

5. Sensor system calibration. 

6. Reference sources and standards. 

7. Radiometric response characterization. 

8. In-flight calibration. 

9 Reproducibility of tests and test configurations. 

10. Intercomparison of sensor systems. 

11. Long term stability and knowledge. 

12. Environmental effects on system performance and 
calibration. 

If you are interested in participating in the Visible-SWIR calibration team effort, 
please contact me. 

Christopher M. Stevens 
Manager, Imaging Systems Section 

Telephone # (818) 354-5545 
FAX# (818) 354-8887 

EMAIL: CSTEVENS@nasamail.jpl.nasa.gov 

CMS.mdd 
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Presented to 2nd Annual SD/USU Symposium on Cryogenic Infrared 

Radiometric Sensor Calibration, Sept. 18-20,1991, Logan UT 

American Institute of Aeronautics and Astronautics (AIAA) Activities in Calibration Standards 

Edward W. Koenig * 

Sensing Systems Working Group Chairman 

AIAA-SBOS COS 

INTRODUCTION 

The American Institute of Aeronautics and Astronautics (AIAA) initiated a special task group to 

specifically address the problems and advances in spaceborne observation systems. The AIAA 

Space-Based Observation Systems Committee on Standards (SBOS COS) was brought into being 

in 1988 as a means of providing a source of information relating to many of the issues in the areas 

of Sensing Systems, Communications and Data, Operations, Software Reliability, Spacecraft and 

Liaison. Working Groups within the COS place emphasis on tasks which are limiting the accuracy, 

efficiency or other significant qualities of the systems. As long-term activities the tasks were 

selected for their generic ability to aid future systems, not expecting impact on near term system 

design or present contractual work in progress. 

In the Sensing Systems Working Group the initial concern was for the widely diverse approaches 

being taken in the definition, performance and evaluation of sensor systems. The first task taken 

was to develop a set of definitions and physical constants related to spaceborne sensors. This 

effort has continued, and is being merged with the present tasks, which are to establish calibration 

standards, guidelines or recommended practices. This has now resulted in the formation of two 

task teams within the working group and plans are being formulated for an additional four task 

‘Edward Koenig - a staff engineer with ITT Aerospace/Communications Division in Fort Wayne, 

IN 
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teams. The approach is to separate the tasks by spectral bands since the details of detection, test 

and evaluation are so much different for various ranges of the spectrum. We have selected the 

following spectral bands as the general limits for initial consideration. 

Passive Sensors Active Sensors 

Ultraviolet 0.2 to 0.5 pm Optical 

0.5 to 2.5 pm Microwave 

2.5 to 30 pm 

1 to 300 Gigahertz 

Solar 

Infrared 

Microwave 

The activities of these task groups are expected to lead to a better definition of sensor 

characterization and performance evaluation as well as overcome major differences in sensor 

calibration. The results will be coming from a diverse group of persons, not specifically committed 

to a given program or project as is often the case. 

ROLE OF THE AIAA 

The role of the AIAA Standards Program is to ensure the continued enhancement of aerospace 

industry-wide efficiency and productivity. This is to be achieved by the development of scientific 

and technical standards document where a need has been identified. The purpose is to pursue 

standards to be approved as American National Standards. One objective is to have AIAA 

Standards documents adopted by the Department of Defense- and be listed-d in the DoD Index of 

specifications and Standards (DODISS) whenever this is appropriate. The AIAA Standards 

program consists of the development of and publication of scientific and technical standards and 

data. The technical scope of these standards documents covers all areas of interest to AIAA 

Technical Committees, including systems, components, materials, products, technologies, 

methods and practices in aerospace applications. Standards may cover such topics as health, 

safety, design, testing, construction, maintenance, performance, environment, operation of 

aerospace devices, equipment, and methods. Published standards documents are of four kinds: 

Standards, Recommended Practices, Guides, and Special Project Reports. 
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The AIAA will cooperate and coordinate with all other competent standards bodies worldwide in 

the technical areas within the scope of the AIAA Standards Program. Consensus is used as the 

tool to reach agreement on any given item. A process is in place for review and approval by the 

individuals, consultants, committees and working groups to which the document is presented. 

Publication means that the document achieved consensus of the community which typically 

consists of representatives from government, industry, and academia. Special Project Reports may 

be published without the consensus procedure. The use of AIAA Standards is entirely voluntary, 

there is no inherent commitment for any user to adhere to any standards report. Compliance with 

AIAA Standards documents does not guarantee quality or satisfactory application. 

The AIAA will not engage in testing or certification of products, systems, or any other device or 

method, for demonstrating compliance with AIAA's Standards Documents. It will not consider 

any patents which may apply to the subject matter of a report or standard. Prospective users are 

responsible for protecting themselves against liabilities or infringement of patents or copyrights. 

No individual, group, or committee, whether members of AIAA or not, is authorized to express 

opinions or act in any way in these matters in the name of AIAA or on behalf of AIAA. The AIAA 

assumes no responsibility for the use or interpretation of its standards documents. Standards 

documents follow the same pattern of the AIAA published documents which comprise Standards, 

Recommended Practices, Guides, and Special Project Reports. 

A Committee on Standards (COS) for a specific discipline is directly responsible to STC and shall 

1) Develop standards within its scope, 2) Maintain standards within its scope, with review every 

five years, 3) Achieve a consensus on action proposed, 4) Ensure that duplication of standards is 

minimized, 6) Advise on standards within its scope, 7) Report the status of standards at least 

annually to the STC, 8) Document discussions on developing or revising standards and send 

reports to the Administrator 

American National Standards Institute (ANSI) 

The American National Standards Institute has been the cornerstone of U S activities for 
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voluntary standards ANSI is a private, nonprofit organization with a broad membership of about 

1,000 companies, 30 U S government agencies, 250 professional, technical, and trade societies, 

and labor and consumer groups Our SB0S COS, through the AIAA, is an accredited standards 

organization of ANSI, which approves American National Standards and represents U S interests 

in forums such as the International Organization for Standardization (ISO) After a working group 

develops a document it goes through the SBOS COS approval and AIAA approval, then is 

submitted to ANSI for approval After ANSI approval AIAA will publish the standard with an 

ANSI number 

Space-Based Observation Systems Committee on Standards 

The Space-Based Observation Systems Committee on Standards (SBOS COS) is one of these 

AIAA sponsored committees It was established to specifically look at the problems facing the 

general field of new and developing spacecraft to prepare for the use of standards, wherever 

appropriate and beneficial These standards, if extended to a number of spacecraft and multiplicity 

of similar instruments, will reduce the complexity of assembly and operation, and improve 

utilization of the data from these systems The charter of the SBOS-COS is the “Adoption of, 

modification, development, and recommendation of standards, recommended practices, and 

guidelines relating to satellite subsystems (space segment and ground segment) that study the 

earth and its environment in space with the following specific requirements: 

Specific to space-based observation disciplines 

Applicable to multiple programs and/or missions 

Economically viable, with emphasis on life-cycle cost savings 

Must include recommended method of implementation 

Must have clearly defined benefits to multiple contractors, 

Government agencies, and users, and 

Coordinated with relevant National and international activities 

As such the AIAA SBOS COS which is chaired by Mrs. Andrea F. Sebera, previously of Space 

Systems/Loral and Dr. Neville Marzwell of NASA/Jet Propulsion Laboratory in Pasadena as Vice 
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Chair has been active in the formation of working groups with individual responsibilities in the 

areas of: 

Technical Coordination; chairman Lawrence M.G. Enomoto, Esq., which completed a 

comprehensive document “1991 Earth Observations Directory: A Worldwide Listing of 

Government Institutions and Related Groups” under the technical leadership of Dr. Paul Uhlir. 

This committee will continue to coordinate US and international information to aid interface 

within the observation satellite community. 

Communications and Data Systems; Chairman Charles Baird, has task groups working on a 

Security and Privacy Project, Upper Layers Project, Tools for Communications Systems, 

Command and Controls Project and Data Compression Standards. Details of these projects, as 

with others in the COS are described in the SBOS Orbiter, the newsletter of the COS. 

Space Operations Working Group; chairman George C. Jackson, developed a Guideline for 

Human Computer Interfaces and is working on a Guideline for Satellite Autonomy. 

Sensing Systems Working Group; chairman Edward W. Koenig; developing a document on 

Space-based Sensor Systems Terms and Physical Constants, and setting up task groups on 

calibration as described earlier. 

Software Reliability Working Group; chairman Ted Keller, is working on a Standardized Software 

Reliability Model as a recommended practice. 

Spacecraft Working Group; chairman Dr. Janet Bare is working on interfaces, components, 

subsystems, spacecraft buses, testing and calibration, particularly focusing on small satellites. A 

database of Characteristics of Satellites and Payloads has been developed and is now available in 

preliminary form. 
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The SBOS COS has just completed a joint NASA/NASDA/AIAA meeting in Tsukuba, Japan, 

June 26-28, 1991 to discuss international cooperation efforts in Earth Observing Missions. The 

results were encouraging in having the opportunity to discuss detailed common needs and 

approaches to improved international communication on interfaces and standards. 

The next SBOS COS quarterly meeting will be held in Huntsville, Alabama, from November 13 to 

15 and will be dedicated to Extra-terrestrial Exploration. The follow-on meeting will be in the Jet 

Propulsion Laboratory on February 5 to 7, 1992, and will be dedicated to Autonomous Light 

Spacecraft. 

The AIAA SBOS COS is firmly committed to the stand that U S. industry needs to be involved in 

standards development to assure continuous leadership in space-based observation systems. 

A Perspective on Calibration 

In the efforts to review and evaluate the needs of the sensor community in the area of calibration it 

became clear that a number of factors and requirements were emerging which need to be 

addressed in the calibration of instruments. The needs are seen as: 

Definitions: The selection and definition of terms used specifically in sensor systems needs to be 

improved. An example of an attempt to improve this situation is the report by Dr. Wyatt on the 

definition and application of accuracy and precision to infrared systems. The need for definitions 

which stand up to examination and test and the selection of terms for universal use in the industry 

is very important. Each of the task teams will establish the terms for their particular part of the 

state of the art and have them reviewed by the SBOS COS to correlate with other groups and 

with a set of terms already in review by the committee. 

Pre-flight calibration sources: The design of calibration sources should follow guidelines 

established by the most experienced users. Designs must include consideration for uniformity, 

blackness, thermal stability, thermal sensor placement, control and cleanliness. The method of 
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establishing the accuracy of calibration target temperatures must include use of calibrated 

thermistors or platinum resistance thermometers (PRT) having direct transfer from basic 

standards. The circuits used to measure these resistances for data collection should also be tested 

for stability and accuracy. The use of common interface circuits having stability, accuracy and 

noise rejection should be considered. When possible, providing comparison with other targets or 

standards will verify the quality of the calibration. An approach used in the calibration of visible 

channels of the NOAA series of instruments is to use a common calibration target for all 

instruments. This is a well characterized standard calibration target moved around within the test 

facility. This general technique could be applied to infrared targets where comparison with the 

special unit would provide the continuity of standard calibration. It might be possible to use a 

traveling standard source for final calibration. In this regard there is a real need for a common 

source for comparative tests, such as a facility where targets may be taken for tests of emissivity, 

uniformity, temperature accuracy, and stability. If we are to ever relate instruments of different 

types on a given spacecraft and instruments of similar types on a series of spacecraft we must have 

a more common technique for calibrating the variety of targets. 

Evaluation techniques: The methods of collection of data, calculation of accuracy, precision, 

non-linearity, stability, background noise, system noise, dynamic range, and other 

characterizations of instruments varies greatly from laboratory to laboratory. The use of a 

common approach to the definitions, algorithms, characteristic qualities and even the method of 

reporting the output of the calibration would be beneficial for all. 

Construction of reference targets: The method of construction of infrared calibration targets 

varies widely. Obviously the instrument requirements set the size, and the mounting configuration 

sets many of the physical characteristics. For static (staring) tests the use of a round reference 

surface surrounded by a wall that is as deep as the width of the target is typically used. All 

surfaces are covered with honeycomb and painted black. The combination of paint emissivity, 

honeycomb dimensions and wall depth determine the (non-blackness) of the target. A good target 

will have an effective emissivity of over 99%. The use of common paints, cell dimensions and 
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depth-to-width ratios will help provide commonality between instrument calibrations. All of this 

combines to determine the radiometric error contributed by the target and is a part of the absolute 

radiometric accuracy definition for a given instrument. 

In-orbit calibration: Most meteorological and other science oriented satellites use a blackbody 

reference at a known temperature and space as a two point calibration of the slope (radiance per 

count) and offset (counts at zero radiance). This has been adequate for many missions but is not 

sufficient when non-linearity of the sensor or potential changes in spectral characteristics are 

necessary to characterize the system. In general the use of a black honeycomb surface on the body 

of the instrument, viewed through the complete optic system, including the scan mirror, provided 

a suitable IR source. A full view of space provided the cold reference. Now, with large area 

arrays, varieties of spectrometers and specialty instruments the needs for spectral calibration, 

linearity, and stability are expanding the requirements and sophistication of on-board calibration 

targets and procedures. The problem of a truly accurate and stable solar spectrum calibration 

source is still with us, with several approaches being reviewed for the EOS program. 

Long term calibration: The international community is searching for means of using earth targets 

and space targets as long term calibration sources for a large variety of instruments. Studies of 

White Sands, various deserts, coastal areas, clouds, moon, stars and the sun as sources is 

continuing to define common sources for inter-calibration of instruments and for detection of long 

term degradation of sensors. In general the limitations of ground targets to moisture, sun angles, 

area size, spectral definition, atmospheric interference effects and other factors has limited the 

estimated accuracy to the order of 10%. This is not good enough for the levels of accuracy 

required for most scientific oriented sensors. The dependence on in-orbit targets will therefore 

continue. 

Data retrieval and comparison: When a group of data sets are collected form various instruments 

with a common goal the data most likely will require reformatting, recalibration, annotation, and 

be changed to a different computer language and printed differently in order to compare results. 
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The need exists for some standard approaches to identifiers, format, references, and database to 

permit easier distribution and use of the data. The problems faced by the Earth Observation 

Systems Data Information System (EOSDIS) in collecting data from historical files, present and 

future files and presenting a format for user evaluation are enormous. We should probably use the 

EOSDIS as the baseline for setting guidelines for all data collection and distribution systems. 

CONCLUSIONS 

The sensor development community needs to be aware of the activities of the AIAA and ANSI in 

the preparation of standards, guidelines and recommended practices and the procedures to 

generate and obtain them. The ANSI standards provide a common denominator of government, 

industry and international scope to bring the community together in its methodology in design, 

interfaces, operation and utilization of sensor systems. 

We tend to become engrossed in our own portion of a project or technology and develop our own 

approach to calibration, evaluation and dissemination. The use of guidelines for many of these 

tasks will cause some added effort in the preparation of test methods but will make the results 

more universal and aid the whole community over a long period. 

Calibration of sensors is a complex and demanding task. Diligence in establishing scientific validity 

to each part of the test is important. It is also important to prepare for the calibration and to 

present the data using the best knowledge and experience of the world's experts. In the 

establishment of guidelines, reviewed by the whole community, we have the opportunity to 

include that expertise. The AIAA SBOS COS and its task groups are available to support that 

effort. 
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Guidelines for Evaluating and Expressing the Uncertainty of NIST Measurement Results 

Preface to the 1994 Edition 

The previous edition, which was the first, of this National 

Institute of Standards and Technology (NIST) Technical 

Note (TN 1297) was initially published in January 1993. A 

second printing followed shortly thereafter, and in total 

some 10 000 copies were distributed to individuals at NIST 

and in both the United States at large and abroad — to 

metrologists, scientists, engineers, statisticians, and others 

who are concerned with measurement and the evaluation 

and expression of the uncertainty of the result of a 

measurement. On the whole, these individuals gave TN 

1297 a very positive reception. We were, of course, pleased 

that a document intended as a guide to NIST staff was also 

considered to be of significant value to the international 

measurement community. 

Several of the recipients of the 1993 edition of TN 1297 

asked us questions concerning some of the points it 

addressed and some it did not. In view of the nature of the 

subject of evaluating and expressing measurement 

uncertainty and the fact that the principles presented in 

TN 1297 are intended to be applicable to a broad range of 

measurements, such questions were not at all unexpected. 

It soon occurred to us that it might be helpful to the current 

and future users of TN 1297 if the most important of these 

questions were addressed in a new edition. To this end, we 

have added to the 1993 edition of TN 1297 a new appendix 

— Appendix D — which attempts to clarify and give 

additional guidance on a number of topics, including the use 

of certain terms such as accuracy and precision. We hope 

that this new appendix will make this 1994 edition of 

TN 1297 even more useful than its predecessor. 

We also took the opportunity provided us by the preparation 

of a new edition of TN 1297 to make very minor word 

changes in a few portions of the text. These changes were 

made in order to recognize the official publication in 

October 1993 of the ISO Guide to the Expression of 

Uncertainty in Measurement on which TN 1297 is based 

(for example, the reference to the Guide was updated); and 

to bring TN 1297 into full harmony with the Guide (for 

example, “estimated correction” has been changed to 

simply “correction,” and “can be asserted to lie” has been 

changed to “is believed to lie”). 

September 1994 

Barry N. Taylor 

Chris E. Kuyatt 





Guidelines for Evaluating and Expressing the Uncertainty of NIST Measurement Results 

FOREWORD 
(to the 1993 Edition) 

Results of measurements and conclusions derived from them 

constitute much of the technical information produced by 

NIST. It is generally agreed that the usefulness of 

measurement results, and thus much of the information that 

we provide as an institution, is to a large extent determined 

by the quality of the statements of uncertainty that 

accompany them. For example, -only if quantitative and 

thoroughly documented statements of uncertainty accompany 

the results of NIST calibrations can the users of our 

calibration services establish their level of traceability to the 

U.S. standards of measurement maintained at NIST. 

Although the vast majority of NIST measurement results are 

accompanied by quantitative statements of uncertainty, there 

has never been a uniform approach at NIST to the 

expression of uncertainty. The use of a single approach 

within the Institute rather than many different approaches 

would ensure the consistency of our outputs, thereby 

simplifying their interpretation. 

To address this issue, in July 1992 I appointed a NIST Ad 

Hoc Committee on Uncertainty Statements and charged it 

with recommending to me a NIST policy on this important 

topic. The members of the Committee were: 

D. C. Cranmer 
Materials Science and Engineering Laboratory 

K. R. Eberhardt 
Computing and Applied Mathematics Laboratory 

R. M. Judish 
Electronics and Electrical Engineering Laboratory 

R. A. Kamper 
Office of the Director, NIST/Boulder Laboratories 

C. E. Kuyatt 
Physics Laboratory 

J. R. Rosenblatt 
Computing and Applied Mathematics Laboratory 

J. D. Simmons 
Technology Services 

L. E. Smith 
Office of the Director, NIST; Chair 

D. A. Swyt 
Manufacturing Engineering Laboratory 

B. N. Taylor 
Physics Laboratory 

R. L. Watters 
Chemical Science and Technology Laboratory 

This action was motivated in part by the emerging 

international consensus on the approach to expressing 

uncertainty in measurement recommended by the 

International Committee for Weights and Measures (CIPM). 

The movement toward the international adoption of the 

CIPM approach for expressing uncertainty is driven to a 

large extent by the global economy and marketplace; its 

worldwide use will allow measurements performed in 

different countries and in sectors as diverse as science, 

engineering, commerce, industry, and regulation to be more 

easily understood, interpreted, and compared. 

At my request, the Ad Hoc Committee carefully reviewed 

the needs of NIST customers regarding statements of 

uncertainty and the compatibility of those needs with the 

CIPM approach. It concluded that the CIPM approach could 

be used to provide quantitative expressions of measurement 

uncertainty that would satisfy our customers’ requirements. 

The Ad Hoc Committee then recommended to me a specific 

policy for the implementation of that approach at NIST. I 

enthusiastically accepted its recommendation and the policy 

has been incorporated in the NIST Administrative Manual. 

(It is also included in this Technical Note as Appendix C.) 

To assist the NIST staff in putting the policy into practice, 

two members of the Ad Hoc Committee prepared this 

Technical Note. I believe that it provides a helpful discussion 

of the CIPM approach and, with its aid, that the NIST policy 

can be implemented without excessive difficulty. Further, I 

believe that because NIST statements of uncertainty resulting 

from the policy will be uniform among themselves and 

consistent with current international practice, the policy will 

help our customers increase their competitiveness in the 

national and international marketplaces. 

January 1993 

John W. Lyons 

Director, 

National Institute of Standards and Technology 
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GUIDELINES FOR EVALUATING AND EXPRESSING THE 
UNCERTAINTY OF NIST MEASUREMENT RESULTS 

1. Introduction 

1.1 In October 1992, a new policy on expressing 

measurement uncertainty was instituted at NIST. This 

policy is set forth in “Statements of Uncertainty Associated 

With Measurement Results,” Appendix E, NIST Technical 

Communications Program, Subchapter 4.09 of the 

Administrative Manual (reproduced as Appendix C of these 

Guidelines). 

1.2 The new NIST policy is based on the approach to 

expressing uncertainty in measurement recommended by the 

CIPM1 in 1981 [1] and the elaboration of that approach 

given in the Guide to the Expression of Uncertainty in 

Measurement (hereafter called the Guide), which was 

prepared by individuals nominated by the BIPM, IEC, ISO, 

or OIML [2].1 The CIPM approach is founded on 

Recommendation INC-1 (1980) of the Working Group on 

the Statement of Uncertainties [3]. This group was 

convened in 1980 by the BIPM as a consequence of a 19772 

request by the CIPM that the BIPM study the question of 

reaching an international consensus on expressmg 

uncertainty in measurement. The request was initiated by 

then CIPM member and NBS Director E. Ambler. A 19852 

request by the CIPM to ISO asking it to develop a broadly 

applicable guidance document based on Recommendation 

INC-1 (1980) led to the development of the Guide. It is at 

present the most complete reference on the general 

application of the CIPM approach to expressing 

measurement uncertainty, and its development is giving 

further impetus to the worldwide adoption of that approach. 

1.3 Although the Guide represents the current 

international view of how to express uncertainty in 

measurement based on the CIPM approach, it is a rather 

lengthy document. We have therefore prepared this 

Technical Note with the goal of succinctly presenting, in 

the context of the new NIST policy, those aspects of the 

Guide that will be of most use to the NIST staff in 

implementing that policy. We have also included some 

'CIPM: International Committee for Weights and Measures; BIPM: 

International Bureau of Weights and Measures; IEC: International 

Electrotechnical Commission; ISO: International Organization for 

Standardization; OIML: International Organization of Legal Metrology. 

2These dates have been corrected from those in the first (1993) edition of 

TN 1297 and in the Guide. 

suggestions that are not contained in the Guide or policy but 

which we believe are useful. However, none of the 

guidance given in this Technical Note is to be interpreted as 

NIST policy unless it is directly quoted from the policy 

itself. Such cases will be clearly indicated in the text. 

1.4 The guidance given in this Technical Note is intended 

to be applicable to most, if not all, NIST measurement 

results, including results associated with 

- international comparisons of measurement standards, 

- basic research, 

- applied research and engineering, 

- calibrating client measurement standards, 

- certifying standard reference materials, and 

- generating standard reference data. 

Since the Guide itself is intended to be applicable to similar 

kinds of measurement results, it may be consulted for 

additional details. Classic expositions of the statistical 

evaluation of measurement processes are given in references 

[4-7], 

2. Classification of Components of Uncertainty 

2.1 In general, the result of a measurement is only an 

approximation or estimate of the value of the specific 

quantity subject to measurement, thai is, the measurand, 

and thus the result is complete only when accompanied by 

a quantitative statement of its uncertainty. 

2.2 The uncertainty of the result of a measurement 

generally consists of several components which, in the 

CIPM approach, may be grouped into two categories 

according to the method used to estimate their numerical 

values: 

A. those which are evaluated by statistical methods, 

B. those which are evaluated by other means. 

2.3 There is not always a simple correspondence between 

the classification of uncertainty components into categories 

A and B and the commonly used classification of 

uncertainty components as “random” and “systematic.” The 

nature of an uncertainty component is conditioned by the 

use made of the corresponding quantity, that is, on how that 
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quantity appears in the mathematical model that describes 

the measurement process. When the corresponding quantity 

is used in a different way, a “random” component may 

become a “systematic” component and vice versa. Thus the 

terms “random uncertainty” and “systematic uncertainty” 

can be misleading when generally applied. An alternative 

nomenclature that might be used is 

“component of uncertainty arising from a random 

effect,” 

“component of uncertainty arising from a systematic 

effect,” 

where a random effect is one that gives rise to a possible 

random error in the current measurement process and a 

systematic effect is one that gives rise to a possible 

systematic error in the current measurement process. In 

principle, an uncertainty component arising from a 

systematic effect may in some cases be evaluated by method 

A while in other cases by method B (see subsection 2.2), as 

may be an uncertainty component arising from a random 

effect. 

NOTE - The difference between error and uncertainty should always 

be bome in mind. For example, the result of a measurement after 

correction (see subsection 5.2) can unknowably be very close to the 

unknown value of the measurand, and thus have negligible error, even 

though it may have a large uncertainty (see the Guide [2]). 

2.4 Basic to the CIPM approach is representing each 

component of uncertainty that contributes to the uncertainty 

of a measurement result by an estimated standard deviation, 

termed standard uncertainty with suggested symbol un 

and equal to the positive square root of the estimated 

variance u2. 

2.5 It follows from subsections 2.2 and 2.4 that an 

uncertainty component in category A is represented by a 

statistically estimated standard deviation s,, equal to the 

positive square root of the statistically estimated variance 

s2, and the associated number of degrees of freedom vj. 

For such a component the standard uncertainty is ui = s{. 

The evaluation of uncertainty by the statistical analysis of 

series of observations is termed a Type A evaluation (of 

uncertainty). 

2.6 In a similar manner, an uncertainty component in 

category B is represented by a quantity which may be 

considered an approximation to the corresponding standard 

deviation; it is equal to the positive square root of u2, 

which may be considered an approximation to the 

corresponding variance and which is obtained from an 

assumed probability distribution based on all the available 

information (see section 4). Since the quantity u2 is treated 

like a variance and Uj like a standard deviation, for such a 

component the standard uncertainty is simply u-. 

The evaluation of uncertainty by means other than the 

statistical analysis of series of observations is termed a 

Type B evaluation (of uncertainty). 

2.7 Correlations between components (of either category) 

are characterized by estimated covariances [see Appendix 

A, Eq. (A-3)] or estimated correlation coefficients. 

3. Type A Evaluation of Standard Uncertainty 

A Type A evaluation of standard uncertainty may be based 

on any valid statistical method for treating data. Examples 

are calculating the standard deviation of the mean of a 

series of independent observations [see Appendix A, 

Eq. (A-5)]; using the method of least squares to fit a curve 

to data in order to estimate the parameters of the curve and 

their standard deviations; and carrying out an analysis of 

variance (ANOVA) in order to identify and quantify 

random effects in certain kinds of measurements. If the 

measurement situation is especially complicated, one should 

consider obtaining the guidance of a statistician. The NIST 

staff can consult and collaborate in the development of 

statistical experiment designs, analysis of data, and other 

aspects of the evaluation of measurements with the 

Statistical Engineering Division, Computing and Applied 

Mathematics Laboratory. Inasmuch as this Technical Note 

does not attempt to give detailed statistical techniques for 

carrying out Type A evaluations, references [4-7], and 

reference [8] in which a general approach to quality control 

of measurement systems is set forth, should be consulted 

for basic principles and additional references. 

4. Type B Evaluation of Standard Uncertainty 

4.1 A Type B evaluation of standard uncertainty is usually 

based on scientific judgment using all the relevant 

information available, which may include 

- previous measurement data, 

- experience with, or general knowledge of, the 

behavior and property of relevant materials and 

instruments, 

- manufacturer’s specifications, 

- data provided in calibration and other reports, and 

- uncertainties assigned to reference data taken from 

handbooks. 
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Some examples of Type B evaluations are given in 

subsections 4.2 to 4.6. 

4.2 Convert a quoted uncertainty that is a stated multiple 

of an estimated standard deviation to a standard uncertainty 

by dividing the quoted uncertainty by the multiplier. 

4.3 Convert a quoted uncertainty that defines a 

“confidence interval” having a stated level of confidence 

(see subsection 5.5), such as 95 or 99 percent, to a standard 

uncertainty by treating the quoted uncertainty as if a normal 

distribution had been used to calculate it (unless otherwise 

indicated) and dividing it by the appropriate factor for such 

a distribution. These factors are 1.960 and 2.576 for the 

two level's of confidence given (see also the last line of 

Table B.l of Appendix B). 

4.4 Model the quantity in question by a normal 

distribution and estimate lower and upper limits a_ and a+ 

such that the best estimated value of the quantity is 

(,a+ + aS)/2 (i.e., the center of the limits) and there is 1 

chance out of 2 (i.e., a 50 percent probability) that the 

value of the quantity lies in the interval a. to a + . Then 

Uj = 1.48a, where a = (a+ - a.)/2 is the half-width of 

the interval. 

4.5 Model the quantity in question by a normal 

distribution and estimate lower and upper limits a_ and a+ 

such that the best estimated value of the quantity is 

(a+ + a.)/2 and there is about a 2 out of 3 chance (i.e., 

a 67 percent probability) that the value of the quantity lies 

in the interval a_ to a + . Then = a, where 

a = (a+ - a-)/2. 

4.6 Estimate lower and upper limits a. and a+ for the 

value of the quantity in question such that the probability 

that the value lies in the interval a_ to a+ is, for all 

practical purposes, 100 percent. Provided that there is no 

contradictory information, treat the quantity as if it is 

equally probable for its value to lie anywhere within the 

interval a. to a+; that is, model it by a uniform or 

rectangular probability distribution. The best estimate of the 

value of the quantity is then (a+ -I- a.)/2 with Uj = a/V3, 

where a = (a+ - a.)/2. 

If the distribution used to model the quantity is triangular 

rather than rectangular, then = a/V6. 

If the quantity in question is modeled by a normal 

distribution as in subsections 4.4 and 4.5, there are no 

finite limits that will contain 100 percent of its possible 

values. However, plus and minus 3 standard deviations 

about the mean of a normal distribution corresponds to 

99.73 percent limits. Thus, if the limits a_ and a+ of a 

normally distributed quantity with mean (a+ + a.)/2 are 

considered to contain “almost all” of the possible values of 

the quantity, that is, approximately 99.73 percent of them, 

then Uj = a/3, where a = (a+ - a_)/2. 

The rectangular distribution is a reasonable default model 

in the absence of any other information. But if it is known 

that values of the quantity in question near the center of the 

limits are more likely than values close to the limits, a 

triangular or a normal distribution may be a better model. 

4.7 Because the reliability of evaluations of components 

of uncertainty depends on the quality of the information 

available, it is recommended that all parameters upon which 

the measurand depends be varied to the fullest extent 

practicable so that the evaluations are based as much as 

possible on observed data. Whenever feasible, the use of 

empirical models of the measurement process founded on 

long-term quantitative data, and the use of check standards 

and control chans that can indicate if a measurement 

process is under statistical control, should be part of the 

effort to obtain reliable evaluations of components of 

uncertainty [8], Type A evaluations of uncertainty based on 

limited data are not necessarily more reliable than soundly 

based Type B evaluations. 

5. Combined Standard Uncertainty 

5.1 The combined standard uncertainty of a measure¬ 

ment result, suggested symbol «c, is taken to represent the 

estimated standard deviation of the result. It is obtained by 

combining the individual standard uncertainties u( (and 

covariances as appropriate), whether arising from a Type A 

evaluation or a Type B evaluation, using the usual method 

for combining standard deviations. This method, which is 

summarized in Appendix A [Eq. (A-3)], is often called the 

law of propagation of uncertainty and in common parlance 

the “root-sum-of-squares” (square root of the sum-of-the- 

squares) or “RSS” method of combining uncertainty 

components estimated as standard deviations. 

NOTE - The NIST policy also allows the use of established and 

documented methods equivalent to the “RSS” method, such as the 

numerically based “bootstrap” (see Appendix C). 

5.2 It is assumed that a correction (or correction factor) 

is applied to compensate for each recognized systematic 

effect that significantly influences the measurement result 

and that every effort has been made to identify such effects. 

The relevant uncertainty to associate with each recognized 

systematic effect is then the standard uncertainty of the 
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applied correction. The correction may be either positive, 

negative, or zero, and its standard uncertainty may in some 

cases be obtained from a Type A evaluation while in other 

cases by a Type B evaluation. 

NOTES 

1 The uncertainty of a correction applied to a measurement result to 

compensate for a systematic effect is not the systematic error in the 

measurement result due to the effect. Rather, it is a measure of the 

uncertainty of the result due to incomplete knowledge of the required 

value of the correction. The terms “error” and “uncertainty” should 

not be confused (see also the note of subsection 2.3). 

2 Although it is strongly recommended that corrections be applied for 

all recognized significant systematic effects, in some cases it may not 

be practical because of limited resources. Nevertheless, the expression 

of uncertainty in such cases should conform with these guidelines to* 

the fullest possible extent (see the Guide [2]). 

5.3 The combined standard uncertainty mc is a widely 

employed measure of uncertainty. The NIST policy on 

expressing uncertainty states that (see Appendix C): 

Commonly, uc is used for reporting results of 

determinations of fundamental constants, fundamental 

metrological research, and international comparisons 

of realizations of SI units. 

Expressing the uncertainty of NIST’s primary cesium 

frequency standard as an estimated standard deviation is an 

example of the use of wc in fundamental metrological 

research. It should also be noted that in a 1986 

recommendation [9], the CIPM requested that what is now 

termed combined standard uncertainty mc be used “by all 

participants in giving the results of all international 

comparisons or other work done under the auspices of the 

CIPM and Comites Consultatifs.” 

5.4 In many practical measurement situations, the 

probability distribution characterized by the measurement 

result y and its combined standard uncertainty ufy) is 

approximately normal (Gaussian). When this is the case and 

ufy) itself has negligible uncertainty (see Appendix B), 

ufy) defmes an interval y - uc(y) to y + ufy) about the 

measurement result y within which the value of the 

measurand Y estimated by y is believed to lie with a level 

of confidence of approximately 68 percent. That is, it is 

believed with an approximate level of confidence of 68 

percent that y - uc(y) < Y < y + ufiy), which is 

commonly written as Y = y ± ufy). 

The probability distribution characterized by the 

measurement result and its combined standard uncertainty 

is approximately normal when the conditions of the Central 

Limit Theorem are met. This is the case, often encountered 

in practice, when the estimate y of the measurand Y is not 

determined directly but is obtained from the estimated 

values of a significant number of other quantities [see 

Appendix A, Eq. (A-l)] describable by well-behaved 

probability distributions, such as the normal and rectangular 

distributions; the standard uncertainties of the estimates of 

these quantities contribute comparable amounts to the 

combined standard uncertainty uc(y) of the measurement 

result y; and the linear approximation implied by Eq. (A-3) 

in Appendix A is adequate. 

NOTE - If uc(y) has non-negligible uncertainty, the level of 

confidence will differ from 68 percent. The procedure given in 

Appendix B has been proposed as a simple expedient for 

approximating the level of confidence in these cases. 

5.5 The term “confidence interval” has a specific 

definition in statistics and is only applicable to intervals 

based on mc when certain conditions are met, including that 

all components of uncertainty that contribute to uc be 

obtained from Type A evaluations. Thus, in these 

guidelines, an interval based on uc is viewed as 

encompassing a fraction p of the probability distribution 

characterized by the measurement result and its combined 

standard uncertainty, and p is the coverage probability or 

level of confidence of the interval. 

6. Expanded Uncertainty 

6.1 Although the combined standard uncertainty «c is 

used to express the uncertainty of many NIST measurement 

results, for some commercial, industrial, and regulatory 

applications of NIST results (e.g., when health and safety 

are concerned), what is often required is a measure of 

uncertainty that defmes an interval about the measurement 

result y within which the value of the measurand Y is 

confidently believed to lie. The measure of uncertainty 

intended to meet this requirement is termed expanded 

uncertainty, suggested symbol U, and is obtained by 

multiplying ufiy) by a coverage factor, suggested symbol 

k. Thus U = kufy) and it is confidently believed that 

y-U<Y<y + U, which is commonly written as 

Y = y ± U. 

It is to be understood that subsection 5.5 also applies to the 

interval defined by expanded uncertainty U. 

6.2 In general, the value of the coverage factor k is 

chosen on the basis of the desired level of confidence to be 

associated with the interval defined by U = kuc. Typically, 

A: is in the range 2 to 3. When the normal distribution 

applies and uz has negligible uncertainty (see subsection 

5.4), U = 2«c (i.e., k = 2) defmes an interval having a 
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level of confidence of approximately 95 percent, and 

U = 3uc (i.e., k = 3) defines an interval having a level of 

confidence greater than 99 percent. 

NOTE - For a quantity z described by a normal distribution with 

expectation and standard deviation a, the interval ^ ± ka 

encompasses 68.27, 90, 95.45, 99, and 99.73 percent of the 

distribution for k = 1, k = 1.645, k = 2, k = 2.576, and k = 3, 

respectively (see the last line of Table B.l of Appendix B). 

6.3 Ideally, one would like to be able to choose a specific 

value of k that produces an interval corresponding to a well- 

defined level of confidence p, such as 95 or 99 percent; 

equivalently, for a given value of k, one would like to be 

able to state unequivocally the level of confidence 

associated with that interval. This is difficult to do in 

practice because it requires knowing in considerable detail 

the probability distribution of each quantity upon which the 

measurand depends and combining those distributions to 

obtain the distribution of the measurand. 

NOTE - The more thorough the investigation of the possible existence 

of non-trivial systematic effects and the more complete the data upon 

which the estimates of the corrections for such effects are based, the 

closer one can get to this ideal (see subsections 4.7 and 5.2). 

6.4 The CIPM approach does not specify how the relation 

between k and p is to be established. The Guide [2] and 

Dietrich [10] give an approximate solution to this problem 

(see Appendix B); it is possible to implement others which 

also approximate the result of combining the probability 

distributions assumed for each quantity upon which the 

measurand depends, for example, solutions based on 

numerical methods. 

6.5 In light of the discussion of subsections 6.1 - 6.4, and 

in keeping with the practice adopted by other national 

standards laboratories and several metrological 

organizations, the stated NIST policy is (see Appendix C): 

Use expanded uncertainty U to report the results of 

all NIST measurements other than those for which uc 

has traditionally been employed. To be consistent 

with current international practice, the value of k to 

be used at NIST for calculating U is, by convention, 

k = 2. Values of k other than 2 are only to be used 

for specific applications dictated by established and 

documented requirements. 

An example of the use of a value of k other than 2 is taking 

k equal to a r-factor obtained from the r-distribution when 

uc has low degrees of freedom in order to meet the dictated 

requirement of providing a value of U = kuc that defines 

an interval having a level of confidence close to 95 percent. 

(See Appendix B for a discussion of how a value of k that 

produces such a value of U might be approximated.) 

6.6 The NIST policy provides for exceptions as follows 

(see Appendix C): 

It is understood that any valid statistical method that 

is technically justified under the existing 

circumstances may be used to determine the 

equivalent of w,, mc, or U. Further, it is recognized 

that international, national, or contractual agreements 

to which NIST is a party may occasionally require 

deviation from NIST policy. In both cases, the report 

of uncertainty must document what was done and 

why. 

7. Reporting Uncertainty 

7.1 The stated NIST policy regarding reporting 

uncertainty is (see Appendix C): 

Report U together with the coverage factor k used to 

obtain it, or report uc. 

When reporting a measurement result and its 

uncertainty, include the following information in the 

report itself or by referring to a published document: 

- A list of all components of standard uncertainty, 

together with their degrees of freedom where 

appropriate, and the resulting value of «c. The 

components should be identified according to the 

method used to estimate their numerical values: 

A. those which are evaluated by statistical 

methods, 

B. those which are evaluated by other 

means. 

- A detailed description of how each component of 

standard uncertainty was evaluated. 

- A description of how k was chosen when k is not 

taken equal to 2. 

It is often desirable to provide a probability 

interpretation, such as a level of confidence, for the 

interval defmed by U or uz. When this is done, the 

basis for such a statement must be given. 

7.2 The NIST requirement that a full description of what 

was done be given is in keeping with the generally accepted 

view that when reporting a measurement result and its 

uncertainty, it is preferable to err on the side of providing 
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too much information rather than too little. However, when 

such details are provided to the users of NIST measurement 

results by referring to published documents, which is often 

the case when such results are given in calibration and test 

reports and certificates, it is imperative that the referenced 

documents be kept up-to-date so that they are consistent 

with the measurement process in current use. 

7.3 The last paragraph of the NIST policy on reporting 

uncertainty (see subsection 7.1 above) refers to the 

desirability of providing a probability interpretation, such as 

a level of confidence, for the interval defined by U or uc. 

The following examples show how this might be done when 

the numerical result of a measurement and its assigned 

uncertainty is reported, assuming that the published detailed 

description of the measurement provides a sound basis for 

the statements made. (In each of the three cases, the 

quantity whose value is being reported is assumed to be a 

nominal 100 g standard of mass ms.) 

ms = (100.021 47 ± 0.000 70) g, where the number 

following the symbol ± is the numerical value of an 

expanded uncertainty U = kuz, with U determined from 

a combined standard uncertainty (i.e., estimated standard 

deviation) mc = 0.35 mg and a coverage factor k = 2. 

Since it can be assumed that the possible estimated 

values of the standard are approximately normally 

distributed with approximate standard deviation mc, the 

unknown value of the standard is believed to lie in the 

interval defined by U with a level of confidence of 

approximately 95 percent. 

ms = (100.021 47 ± 0.000 79) g, where the number 

following the symbol ± is the numerical value of an 

expanded uncertainty U = kuc, with U determined from 

a combined standard uncertainty (i.e., estimated standard 

deviation) «c = 0.35 mg and a coverage factor k = 2.26 

based on the r-distribution for v = 9 degrees of 

freedom, and defines an interval within which the 

unknown value of the standard is believed to lie with a 

level of confidence of approximately 95 percent. 

m% = 100.021 47 g with a combined standard 

uncertainty (i.e., estimated standard deviation) of 

«c = 0.35 mg. Since it can be assumed that the possible 

estimated values of the standard are approximately 

normally distributed with approximate standard deviation 

«c, the unknown value of the standard is believed to lie 

in the interval ms ± uc with a level of confidence of 

approximately 68 percent. 

When providing such probability interpretations of the 

intervals defined by U and uc, subsection 5.5 should be 

recalled. In this regard, the interval defined by U in the 

second example might be a conventional confidence interval 

(at least approximately) if all the components of uncertainty 

are obtained from Type A evaluations. 

7.4 Some users of NIST measurement results may 

automatically interpret U = 2uc and uc as quantities that 

define intervals having levels of confidence corresponding 

to those of a normal distribution, namely, 95 percent and 

68 percent, respectively. Thus, when reporting either 

U = 2uc or «c, if it is known that the interval which 

U = 2mc or «c defines has a level of confidence that differs 

significantly from 95 percent or 68 percent, it should be so 

stated as an aid to the users of the measurement result. In 

keeping with the NIST policy quoted in subsection 6.5, 

when the measure of uncertainty is expanded uncertainty U, 

one may use a value of k that does lead to a value of U that 

defines an interval having a level of confidence of 95 

percent if such a value of U is necessary for a specific 

application dictated by an established and documented 

requirement. 

7.5 In general, it is not possible to know in detail all of 

the uses to which a particular NIST measurement result will 

be put. Thus, it is usually inappropriate to include in the 

uncertainty reported for a NIST result any component that 

arises from a NIST assessment of how the result might be 

employed; the quoted uncertainty should normally be the 

actual uncertainty obtained at NIST. 

7.6 It follows from subsection 7.5 that for standards sent 

by customers to NIST for calibration, the quoted 

uncertainty should not normally include estimates of the 

uncertainties that may be introduced by the return of the 

standard to the customer’s laboratory or by its use there as 

a reference standard for other measurements. Such 

uncertainties are due, for example, to effects arising from 

transportation of the standard to the customer’s laboratory, 

including mechanical damage; the passage of time; and 

differences between the environmental conditions at the 

customer’s laboratory and at NIST. A caution may be 

added to the reported uncertainty if any such effects are 

likely to be significant and an additional uncertainty for 

them may be estimated and quoted. If, for the convenience 

of the customer, this additional uncertainty is combined 

with the uncertainty obtained at NIST, a clear statement 

should be included explaining that this has been done. 

Such considerations are also relevant to the uncertainties 

assigned to certified devices and materials sold by NIST. 

However, well-justified, normal NIST practices, such as 

including a component of uncertainty to account for the 



Guidelines for Evaluating and Expressing the Uncertainty of NIST Measurement Results 

instability of the device or material when it is known to be 

significant, are clearly necessary if the assigned 

uncertainties are to be meaningful. 
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Appendix A 

Law of Propagation of Uncertainty 

A.l In many cases a measurand Y is not measured 

directly, but is determined from N other quantities 

Xx, X2, . . . , XN through a functional relation/: 

Y = /(X,, X2-,XN). (A-l) 

Included among the quantities Xt are corrections (or 

correction factors) as described in subsection 5.2, as well 

as quantities that take into account other sources of 

variability, such as different observers, instruments, 

samples, laboratories, and times at which observations are 

made (e.g., different days). Thus the function / of 

Eq. (A-l) should express not simply a physical law but a 

measurement process, and in particular, it should contain all 

quantities that can contribute a significant uncertainty to the 

measurement result. 

A.2 An estimate of the measurand or output quantity Y, 

denoted by y, is obtained from Eq. (A-l) using input 

estimates xx,x2, . . . , xN for the values of the N input 

quantities Xx, X2, . . . , XN. Thus the output estimate y, 

which is the result of the measurement, is given by 

y = /(*,, Xj-,xN). (A-2) 
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A.3 The combined standard uncertainty of the 

measurement result y, designated by uc(y) and taken to 

represent the estimated standard deviation of the result, is 

the positive square root of the estimated variance iPfy) 

obtained from 

where a = (a+ - a.)/2 (see subsection 4.6). 

NOTE - When x, is obtained from an assumed distribution, the 

associated variance is appropriately written as u\Xt) and the associated 

standard uncertainty as u(X,), but for simplicity, xt) and u(:c,) are 

used. Similar considerations apply to the symbols u\(y) and «c(y). 

«c2()0 
N 

E 
1=1 

K 
dx, 

u\xt) 

(A-3) 
N-1 N 

i-\ y'=n-l dx< dxj 

Equation (A-3) is based on a first-order Taylor series 

approximation of Y - f(Xx, X2, , XN) and is 

conveniently referred to as the law of propagation of 

uncertainty. The partial derivatives 3//dx, (often referred to 

as sensitivity coefficients) are equal to 3//3X, evaluated at 

Xt = x,; u(xt) is the standard uncertainty associated with the 

input estimate x,; and u(xx, xf) is the estimated covariance 

associated with x,- and xy. 

A.4 As an example of a Type A evaluation, consider an 

input quantity Xt whose value is estimated from n 

independent observations Xi k of Xt obtained under the same 

conditions of measurement. In this case the input estimate 

x, is usually the sample mean 

n *= l 

(A4) 

and the standard uncertainty w(x,) to be associated with x, is 

the estimated standard deviation of the mean 

m(x,) = six,) 

—-—E(x, * -xf 
n{n-\)t\ l'k 1 

1/2 (A-5) 

A.5 As an example of a Type B evaluation, consider an 

input quantity X, whose value is estimated from an assumed 

rectangular probability distribution of lower limit a. and 

upper limit a + . In this case the input estimate is usually the 

expectation of the distribution 

x( = (a+ + a.)/2 , (A-6) 

and the standard uncertainty u(x,) to be associated with x, is 

the positive square root of the variance of the distribution 

(A-7) 

Appendix B 

Coverage Factors 

B.l This appendix summarizes a conventional procedure, 

given by the Guide [2] and Dietrich [10], intended for use 

in calculating a coverage factor k when the conditions of the 

Central Limit Theorem’are met (see subsection 5.4) and (1) 

a value other than k = 2 is required for a specific 

application dictated by an established and documented 

requirement; and (2) that value of k must provide an 

interval having a level of confidence close to a specified 

value. More specifically, it is intended to yield a coverage 

factor kp that produces an expanded uncertainty 

Up = kpUfy) that defines an interval y - Up < Y < 

y + Up, which is commonly written as Y = y ± Up, 

having an approximate level of confidence p. 

The four-step procedure is included in these guidelines 

because it is expected to find broad acceptance 

internationally, due in part to its computational 

convenience, in much the same way that k = 2 has become 

the conventional coverage factor. However, although the 

procedure is based on a proven approximation, it should not 

be interpreted as being rigourous because the approximation 

is extrapolated to situations where its applicability has yet 

to be fully investigated. 

B.2 To estimate the value of such a coverage factor 

requires taking into account the uncertainty of uc(y), that is, 

how well uc( y) estimates the standard deviation associated 

with the measurement result. For an estimate of the 

standard deviation of a normal distribution, the degrees of 

freedom of the estimate, which depends on the size of the 

sample on which the estimate is based, is a measure of its 

uncertainty. For a combined standard uncertainty «c(y), the 

“effective degrees of freedom” veff of uc(y), which is 

approximated by appropriately combining the degrees of 

freedom of its components, is a measure of its uncertainty. 

Hence veff is a key factor in determining kp. For example, 

if Veff is less than about 11, simply assuming that the 

uncertainty of «c(y) is negligible and taking k = 2 may be 

inadequate if an expanded uncertainty U = kufy) that 

defines an interval having a level of confidence close to 95 

percent is required for a specific application. More «(x,) = a/\/3 , 
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specifically, according to Table B.l (to be discussed 

below), if veff = 8, k^5 = 2.3 father than 2.0. In this case, 

and in other similar cases where veff of uc(y) is 

comparatively small and an interval having a level of 

confidence close to a specified level is required, it is 

unlikely that the uncertainty of «c(y) would be considered 

negligible. Instead, the small value of veff, and thus the 

uncertainty of «c( y), would probably be taken into account 

when determining kp. 

B.3 The four-step procedure for calculating kp is as 

follows: 

1) Obtain y and «c(y) as indicated in Appendix A. 

2) Estimate the effective degrees of freedom veff of uc( y) 

from the Welch-Satterthwaite formula 

veff = 
“c4(y) 

£ c,Vu,.) 

h Vi 

(B-l) 

obtained from a Type A evaluation is determined by 

appropriate statistical methods [7]. In the common case 

discussed in subsection A.4 where x, = X, and u(xt) = 

s(Xt), the degrees of freedom of u(xt) is v, = n - 1. If m 

parameters are estimated by fitting a curve to n data points 

by the method of least squares, the degrees of freedom of 

the standard uncertainty of each paramter is n - m. 

The degrees of freedom to associate with a standard 

uncertainty u{xt) obtained from a Type B evaluation is more 

problematic. However, it is common practice to carry out 

such evaluations in a manner that ensures that an 

underestimation is avoided. For example, when lower and 

upper limits a_ and a + are set as in the case discussed in 

subsection A.5, they are usually chosen in such a way that 

the probability of the quantity in question lying outside 

these limits is in fact extremely small. Under the 

assumption that this practice is followed, the degrees of 

freedom of u(xt) may be taken to be v, -* oo. 

NOTE - See the Guide [2] for a possible way to estimate v* when this 

assumption is not justified. 

where c, = df/dxt, all of the «(x, ) are mutually statistically 

independent, v, is the degrees of freedom of u(xt), and 

v 

3) Obtain the /-factor tp(veff) for the required level of 

confidence p from a table of values of tp(v) from the 

/-distribution, such as Table B.l of this Appendix. If veff is 

not an integer, which will usually be the case, either 

interpolate or truncate veff to the next lower integer. 

The degrees of freedom of a standard uncertainty u(xt) 4) Take kp = /p(veff) and calculate Up = kpuz{y). 
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Table B.l — Value of tp(v) from the t-distribution for degrees of freedom v that defines an interval -tp(v) to 

4- tp{ v) that encompasses the fraction p of the distribution 

Degrees of 

freedom 

V 

Fraction p in percent 

68.27(a) 90 95 9545(a) 99 99.73(a) 

1 1.84 6.31 12.71 13.97 63.66 235.80 

2 1.32 2.92 4.30 4.53 9.92 19.21 

3 1.20 2.35 3.18 3.31 5.84 9.22 

4 1.14 2.13 2.78 2.87 4.60 6.62 

5 1.11 2.02 2.57 2.65 4.03 5.51 

6 1.09 1.94 2.45 2.52 3.71 4.90 

7 1.08 1.89 2.36 2.43 3.50 4.53 

8 1.07 1.86 2.31 2.37 3.36 4.28 

9 1.06 1.83 2.26 2.32 3.25 4.09 

10 1.05 1.81 2.23 2.28 3.17 3.96 

11 1.05 1.80 2.20 2.25 3.11 3.85 

12 1.04 1.78 2.18 2.23 3.05 3.76 

13 1.04 1.77 2.16 2.21 3.01 3.69 

14 1.04 1.76 2.14 2.20 2.98 3.64 

15 1.03 1.75 2.13 2.18 2.95 3.59 

16 1.03 1.75 2.12 2.17 2.92 3.54 

17 1.03 1.74 2.11 2.16 2.90 3.51 

18 1.03 1.73 2.10 2.15 2.88 3.48 

19 1.03 1.73 2.09 2.14 2.86 3.45 

20 1.03 1.72 2.09 2.13 2.85 3.42 

25 1.02 1.71 2.06 2.11 2.79 3.33 

30 1.02 1.70 2.04 2.09 2.75 3.27 

35 1.01 1.70 2.03 2.07 2.72 3.23 

40 1.01 1.68 2.02 2.06 2.70 3.20 

45 1.01 1.68 2.01 2.06 2.69 3.18 

50 1.01 1.68 2.01 2.05 2.68 3.16 

100 1.005 1.660 1.984 2.025 2.626 3.077 

00 1.000 1.645 1.960 2.000 2.576 3.000 

(a,For a quantity z described by a normal distribution with expectation pz and standard deviation o, the 

interval p. ± ko encompasses p = 68.27, 95.45, and 99.73 percent of the distribution for k = 1, 2, 

and 3, respectively. 
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Appendix C 

NIST Technical Communications Program 

APPENDIX E 

STATEMENTS OF UNCERTAINTY ASSOCIATED WITH 
MEASUREMENT RESULTS 

A measurement result is complete only when 

accompanied by a quantitative statement of its 

uncertainty. This policy requires that NIST measurement 

results be accompanied by such statements and that a 

uniform approach to expressing measurement uncertainty 

be followed. 

1. Background 

Since the early 1980s, an international consensus has 

been developing on a uniform approach to the expression 

of uncertainty in measurement. Many of NIST’s sister 

national standards laboratories as well as a number of 

important metrological organizations, including the 

Western European Calibration Cooperation (WECC) and 

EUROMET, have adopted the approach recommended by 

the International Committee for Weights and Measures 

(CIPM) in 1981 [1] and reaffirmed by the CIPM in 1986 

[2]. 

Equally important, the CIPM approach has come into use 

in a significant number of areas at NIST and is also 

becoming accepted in U.S. industry. For example, the 

National Conference of Standards Laboratories (NCSL) 

is using it to develop a Recommended Practice on 

measurement uncertainty for NCSL member laboratories. 

The CIPM approach is based on Recommendation INC-1 

(1980) of the Working Group on the Statement of 

Uncertainties [3], This group was convened in 1980 by the 

International Bureau of Weights and Measures (BIPM) in 

response to a request by the CIPM. More recently, at the 

request of the CIPM, a joint BIPM/IEC/ISO/OIML 

working group developed a comprehensive reference 

document on the general application of the CIPM 

approach titled Guide to the Expression of Uncertainty in 

Measurement [4] (IEC: International Electrotechnical 

Commission; ISO: International Organization for 

Standardization; OIML: International Organization of 

Legal Metrology). The development of the Guide is 

providing further impetus to the worldwide adoption of 

the CIPM approach. 

2, Policy 

All NIST measurement results are to be accompanied by 

quantitative statements of uncertainty. To ensure that 

such statements are consistent with each other and with 

present international practice, this NIST policy adopts in 

substance the approach to expressing measurement 

uncertainty recommended by the International Committee 

for Weights and Measures (CIPM). The CIPM approach 

as adapted for use by NIST is: 

1) Standard Uncertainty. Represent each component of 

uncertainty that contributes to the uncertainty of the 

measurement result by an estimated standard deviation 

m;, termed standard uncertainty, equal to the positive 

square root of the estimated variance u\. 

2) Combined Standard Uncertainty. Determine the 

combined standard uncertainty uz of the measurement 

result, taken to represent the estimated standard 

deviation of the result, by combining the individual 

standard uncertainties w, (and covariances as 

appropriate) using the usual “root-sum-of-squares” 

method, or equivalent established and documented 

methods. 

Commonly, wc is used for reporting results of 

determinations of fundamental constants, fundamental 

metrological research, and international comparisons of 

realizations of SI units. 
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3) Expanded Uncertainty: Determine an expanded 

uncertainty U by multiplying uc by a coverage factor k: 

U = kuc. The purpose of U is to provide an interval 

y - U to y + U about the result y within which the 

value of Y, the specific quantity subject to 

measurement and estimated by y, can be asserted to lie 

with a high level of confidence. Thus one can 

confidently assert that y-U<Y<y + U, which is 

commonly written as Y = y ± U. 

Use expanded uncertainty U to report the results of all 

NIST measurements other than those for which uc has 

traditionally been employed. To be consistent with 

current international practice, the value of k to be 

used at NIST for calculating U is, by convention, 

k = 2. Values of k other than 2 are only to be used for 

specific applications dictated by established and 

documented requirements. 

4) Reporting Uncertainty: Report U together with the 

coverage factor k used to obtain it, or report uc. 

When reporting a measurement result and its 

uncertainty, include the following information in the 

report itself or by referring to a published document: 

- A list of all components of standard uncertainty, 

together with their degrees of freedom where 

appropriate, and the resulting value of uc. The 

components should be identified according to the 

method used to estimate their numerical values: 

A. those which are evaluated by statistical 

methods, 

B. those which are evaluated by other means. 

- A detailed description of how each component of 

standard uncertainty was evaluated. 

- A description of how k was chosen when k is not 

taken equal to 2. 

It is often desirable to provide a probability 

interpretation, such as a level of confidence, for the 

interval defined by U or uc. When this is done, the 

basis for such a statement must be given. 

Additional guidance on the use of the CIPM approach at 

NIST may be found in Guidelines for Evaluating and 

Expressing the Uncertainty of NIST Measurement Results 

[5]. A more detailed discussion of the CIPM approach is 

given in the Guide to the Expression of Uncertainty in 

Measurement [4], Classic expositions of the statistical 

evaluation of measurement processes are given in 

references [6-8], 

3. Responsibilities 

a. Operating Unit Directors are responsible for 

compliance with this policy. 

b. The Statistical Engineering Division, Computing and 

Applied Mathematics Laboratory, is responsible for 

providing technical advice on statistical methods for 

evaluating and expressing the uncertainty of NIST 

measurement results. 

c. NIST Editorial Review Boards are responsible for 

ensuring that statements of measurement uncertainty are 

included in NIST publications and other technical outputs 

under their jurisdiction which report measurement results 

and that such statements are in conformity with this 

policy. 

d. The Calibrations Advisory Group is responsible for 

ensuring that calibration and test reports and other 

technical outputs under its jurisdiction are in compliance 

with this policy. 

e. The Standard Reference Materials and Standard 

Reference Data programs are responsible for ensuring that 

technical outputs under their jurisdiction are in 

compliance with this policy. 

f. Authors, as part of the process of preparing 

manuscripts and other technical outputs, are responsible 

for formulating measurement uncertainty statements 

consistent with this policy. These statements must be 

present in drafts submitted for NIST review and approval. 

NIST Administrative Manual 4.09 Appendix E 



Guidelines for Evaluating and Expressing the Uncertainty of NIST Measurement Results 

NIST Technical Communications Program iii 

4. Exceptions 

It is understood that any valid statistical method that is 

technically justified under the existing circumstances may 

be used to determine the equivalent of uc, or U. 

Further, it is recognized that international, national, or 

contractual agreements to which NIST is a party may 

occasionally require deviation from this policy. In both 

cases, the report of uncertainty must document what was 

done and why. 
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Appendix D 

Clarification and Additional Guidance 

As indicated in our Preface to this second (1994) edition of 

TN 1297, Appendix D has been added to clarify and 

provide additional guidance on a number of topics. It was 

prepared in response to questions asked since the 

publication of the first (1993) edition. 

D.l Terminology 

D.1.1 There are a number of terms that are commonly 

used in connection with the subject of measurement 

uncertainty, such as accuracy of measurement, 

reproducibility of results of measurements, and correction. 

One can avoid confusion by using such terms in a way that 

is consistent with other international documents. 

Defmitions of many of these terms are given in the 

International Vocabulary of Basic and General Terms in 

Metrology [D.l], the title of which is commonly 

abbreviated VIM. The VIM and the Guide may be viewed 

as companion documents inasmuch as the VIM, like the 

Guide, was developed by ISO Technical Advisory Group 4 

(TAG 4), in this case by its Working Group 1 (WG 1); and 

the VIM, like the Guide, was published by ISO in the name 

of the seven organizations that participate in the work of 

TAG 4. Indeed, the Guide contains the VIM defmitions of 

24 relevant terms. For the convenience of the users of 

TN 1297, the defmitions of eight of these terms are 

included here. 

NOTE - In the following definitions, the use of parentheses around 

certain words of some terms means that the words may by omitted if 

this is unlikely to cause confusion. The VIM identification number for 

a particular term is shown in brackets after the term. 

D.l. 1.1 accuracy of measurement [VIM 3.5] 

closeness of the agreement between the result of a 

measurement and the value of the measurand 

NOTES 

1 “Accuracy" is a qualitative concept. 

2 The term precision should not be used for “accuracy.” 

TN 1297 Comments: 

1 The phrase “a true value of the measurand” (or 

sometimes simply “a true value”), which is used in the 

VIM definition of this and other terms, has been replaced 

here and elsewhere with the phrase “the value of the 

measurand.” This has been done to reflect the view of the 

Guide, which we share, that “a true value of a measurand” 

is simply the value of the measurand. (See subclause D.3.5 

of the Guide for further discussion.) 

2 Because “accuracy” is a qualitative concept, one should 

not use it quantitatively, that is, associate numbers with it; 

numbers should be associated with measures of uncertainty 

instead. Thus one may write “the standard uncertainty is 

2 pQ” but not “the accuracy is 2 pQ.” 

3 To avoid confusion and the proliferation of undefined, 

qualitative terms, we recommend that the word 

“inaccuracy” not be used. 

4 The VIM does not give a definition for “precision” 

because of the many definitions that exist for this word. For 

a discussion of precision, see subsection D.l.2. 

D.l. 1.2 repeatability (of results of measurements) [VIM 

3.6] 

closeness of the agreement between the results of successive 

measurements of the same measurand carried out under the 

same conditions of measurement 

NOTES 

1 These conditions are called repeatability conditions 

2 Repeatability conditions include: 

- the same measurement procedure 

- the same observer 

- the same measuring instrument, used under the same 

conditions 

- the same location 

- repetition over a short period of time. 

3 Repeatability may be expressed quantitatively in terms of the 

dispersion characteristics of the results. 

D.l. 1.3 reproducibility (of results of measurements) 

[VIM 3.7] 

closeness of the agreement between the results of 

measurements of the same measurand carried out under 

changed conditions of measurement 

NOTES 

1 A valid statement of reproducibility requires specification of the 

conditions changed. 

2 The changed conditions may include: 

- principle of measurement 

- method of measurement 

- observer 
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- measuring instrument 

- reference standard 

- location 

- conditions of use 

- time. 

3 Reproducibility may be expressed quantitatively in terms of the 

dispersion characteristics of the results. 

4 Results are here usually understood to be corrected results. 

D.l.1.4 error (of measurement) [VIM 3.10] 

result of a measurement minus the value of the measurand 

NOTES 

1 Since the value of the measurand cannot be determined, in practice 

a conventional value is [sometimes] used (see [VIM] 1.19 and 1.20). 

2 When it is necessary to distinguish “error" from “relative error,” 

the former is sometimes called absolute error of measurement. This 

should not be confused with absolute value of error, which is the 

modulus of the error. 

77V1297 Comments: 

1 As pointed out in the Guide, if the result of a 

measurement depends on the values of quantities other than 

the measurand, the errors of the measured values of these 

quantities contribute to the error of the result of the 

measurement. 

2 In general, the error of measurement is unknown 

because the value of the measurand is unknown. However, 

the uncertainty of the result of a measurement may be 

evaluated. 

3 As also pointed out in the Guide, if a device (taken to 

include measurement standards, reference materials, etc.) 

is tested through a comparison with a known reference 

standard and the uncertainties associated with the standard 

and the comparison procedure can be assumed to be 

negligible relative to the required uncertainty of the test, the 

comparison may be viewed as determining the error of the 

device. 

D.l.1.5 random error [VIM 3.13] 
result of a measurement minus the mean that would result 

from an infinite number of measurements of the same 

measurand carried out under repeatability conditions 

NOTES 

1 Random error is equal to error minus systematic error. 

2 Because only a finite number of measurements can be made, it is 

possible to determine only an estimate of random error. 

77V1297 Comment: 

The concept of random error is also often applied when the 

conditions of measurement are changed (see subsection 

D. 1.1.3). For example, one can conceive of obtaining 

measurement results from many different observers while 

holding all other conditions constant, and then calculating 

the mean of the results as well as an appropriate measure of 

their dispersion (e.g., the variance or standard deviation of 

the results). 

D.l.1.6 systematic error [VIM 3.14] 

mean that would result from an infinite number of 

measurements of the same measurand carried out under 

repeatability conditions minus the value of the measurand 

NOTES 

1 Systematic error is equal to error minus random error. 

2 Like the value of the measurand, systematic error and its causes 

cannot be completely known. 

3 For a measuring instrument, see “bias" ([VIM] 5.25). 

77V1297 Comments: 

1 As pointed out in the Guide, the error of the result of a 

measurement may often be considered as arising from a 

number of random and systematic effects that contribute 

individual components of error to the error of the result. 

2 Although the term bias is often used as a synonym for 

the term systematic error, because systematic error is 

defined in a broadly applicable way in the VIM while bias 

is defined only in connection with a measuring instrument, 

we recommend the use of the term systematic error. 

D.l.1.7 correction [VIM 3.15] 

value added algebraically to the uncorrected result of a 

measurement to compensate for systematic error 

NOTES 

1 The correction is equal to the negative of the estimated systematic 

error. 

2 Since the systematic error cannot be known perfectly, the 

compensation cannot be complete. 

D.l.1.8 correction factor [VIM 3.16] 

numerical factor by which the uncorrected result of a 

measurement is multiplied to compensate for systematic 

error 
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NOTE - Since the systematic error cannot be known perfectly, the 

compensation cannot be complete, 

D.1.2 As indicated in subsection D. 1.1.1, TN 1297 

comment 4, the VIM does not give a definition for the 

word “precision.” However, ISO 3534-1 [D.2] defines 

precision to mean “the closeness of agreement between 

independent test results obtained under stipulated 

conditions.” Further, it views the concept of precision as 

encompassing both repeatability and reproducibility (see 

subsections D.l.1.2 and D. 1.1.3) since it defines 

repeatability as “precision under repeatability conditions,” 

and reproducibility as “precision under reproducibility 

conditions.” Nevertheless, precision is often taken to mean 

simply repeatability.. 

The term precision, as well as the terms accuracy, 

repeatability, reproducibility, variability, and uncertainty, 

are examples of terms that represent qualitative concepts 

and thus should be used with care. In particular, it is our 

strong recommendation that such terms not be used as 

synonyms or labels for quantitative estimates. For example, 

the statement “the precision of the measurement results, 

expressed as the standard deviation obtained under 

repeatability conditions, is 2 pQ” is acceptable, but the 

statement “the precision of the measurement results is 2 

pQ” is not. (See also subsection D. 1.1.1, TN 1297 

comment 2.) 

Although reference [D.2] states that “The measure of 

precision is usually expressed in terms of imprecision and 

computed as a standard deviation of the test results,” we 

recommend that to avoid confusion, the word “imprecision” 

not be used; standard deviation and standard uncertainty are 

preferred, as appropriate (see subsection D.1.5). 

It should also be borne in mind that the NIST policy on 

expressing the uncertainty of measurement results normally 

requires the use of the terms standard uncertainty, 

combined standard uncertainty, expanded uncertainty, or 

their “relative” forms (see subsection D.1.4), and the 

listing of all components of standard uncertainty. Hence the 

use of terms such as accuracy, precision, and bias should 

normally be as adjuncts to the required terms and their 

relationship to the required terms should be made clear. 

This situation is similar to the NIST policy on the use of 

units that are not part of the SI: the SI units must be stated 

first, with the units that are not part of the SI in parentheses 

(see subsection D.6.2). 

D.1.3 The designations “A” and “B” apply to the two 

distinct methods by which uncertainty components may be 

evaluated. However, for convenience, a standard 

uncertainty obtained from a Type A evaluation may be 

called a Type A standard uncertainty, and a standard 

uncertainty obtained from a type B evaluation may be called 

a Type B standard uncertainty. This means that: 

(1) “A” and “B” have nothing to do with the traditional 

terms “random” and “systematic”; 

(2) there are no “Type A errors” or “Type B errors”; 

and 

(3) “Random uncertainty” (i.e., an uncertainty 

component that arises from a random effect) is not a 

synonym for Type A standard uncertainty; and 

“systematic uncertainty” (i.e., an uncertainty component 

that arises from a correction for a systematic error) is 

not a synonym for Type B standard uncertainty. 

In fact, we recommend that the terms “random uncertainty” 

and “systematic uncertainty” be avoided because the 

adjectives “random” and “systematic,” while appropriate 

modifiers for the word “error,” are not appropriate 

modifiers for the word “uncertainty” (one can hardly 

imagine an uncertainty component that varies randomly or 

that is systematic). 

D.1.4 If u{xt) is a standard uncertainty, then u(xt)/ |x, |, 

xt^0, is the corresponding relative standard uncertainty, if 

uc(y) is a combined standard uncertainty, then «c(y)/|y|, 

yy 0, is the corresponding relative combined standard 

uncertainty, and if U=ku!.(y) is an expanded uncertainty, 

then U/\y \, yyO, is the corresponding relative expanded 

uncertainty. Such relative uncertainties may be readily 

indicated by using a subscript “r” for the word “relative.” 

Thus Mr(x1)=«(x,)/|xJ|, ucr(y) = uc(y)/|y|, and Ux = U/\y\. 

D.1.5 As pointed out in subsection D.1.2, the use of the 

terms standard uncertainty, combined standard uncertainty, 

expanded uncertainty, or their equivalent “relative” forms 

(see subsection D.1.4), is normally required by NIST 

policy. Alternate terms should therefore play a subsidiary 

role in any NIST publication that reports the result of a 

measurement and its uncertainty. However, since it will 

take some time before the meanings of these terms become 

well known, they should be defined at the beginning of a 

paper or when first used. In the latter case, this may be 

done by writing, for example, “the standard uncertainty 

(estimated standard deviation) is «(/?) = 2pQ”; or “the 

expanded uncertainty (coverage factor k=2 and thus a two- 

standard-deviation estimate) is U=4 pQ.” 

It should also be recognized that, while an estimated 

standard deviation that is a component of uncertainty of a 
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measurement result is properly called a “standard 

uncertainty,” not every estimated standard deviation is 

necessarily a standard uncertainty. 

D.1.6 Words such as “estimated” or “limits of” should 

normally not be used to modify “standard uncertainty,” 

“combined standard uncertainty,” “expanded uncertainty,” 

the “relative” forms of these terms (see subsection D.1.4), 

or more generally “uncertainty.” The word “uncertainty,” 

by its very nature, implies that the uncertainty of the result 

of a measurement is an estimate and generally does not 

have well-defined limits. 

D.1.7 The phrase “components of uncertainty that 

contribute to the uncertainty of the measurement result” can 

have two distinct meanings. For example, if the input 

estimates x, are uncorrelated, Eq. (A-3) of Appendix A may 

be written as 

«c = EMC*,)]2 s E“i2(y). (CM) 

i = 1 i = 1 

where c, = df/dx, and ut{y) = \ci\u(xi). 

In Eq. (D-l), both m(x,) and u,{y) can be considered 

components of uncertainty of the measurement result y. 

This is because the «(x,) are the standard uncertainties of 

the input estimates x, on which the output estimate or 

measurement result y depends; and the ut(y) are the 

standard uncertainties of which the combined standard 

uncertainty uc(y) of the measurement result y is composed. 

In short, both «(x,) and w,(y) can be viewed as components 

of uncertainty that give rise to the combined standard 

uncertainty uc(y) of the measurement result y. This implies 

that in subsections 2.4 to 2.6, 4.4 to 4.6, and 6.6; in 1) and 

2) of section 2 of Appendix C; and in section 4 of 

Appendix C, the symbols st, or may be viewed as 

representing either u(xt) or ut(y). 

When one gives the components of uncertainty of a result 

of a measurement, it is recommended that one also give the 

standard uncertainties «(x,) of the input estimates x,, the 

sensitivity coefficients c, = df/dx,, and the standard 

uncertainties w,(y) = |c(|u(x,) of which the combined 

standard uncertainty wc(y) is composed (so-called standard 

uncertainty components of combined standard uncertainty). 

D.1.8 The VIM gives the name “experimental standard 

deviation of the mean” to the quantity j(X,) of Eq. (A-5) of 

Appendix A of this Technical Note, and the name 

“experimental standard deviation” to the quantity s(X, k) = 

V~n s(Xt). We believe that these are convenient, descriptive 

terms, and therefore suggest that NIST authors consider 

using them. 

D.2 Identification of uncertainty components 

D.2.1 The NIST policy on expressing measurement 

uncertainty states that all components of standard 

uncertainty “should be identified according to the method 

used to estimate their numerical values: A. those which are 

evaluated by statistical methods, B. those which are 

evaluated by other means.” 

Such identification will usually be readily apparent in the 

“detailed description of how each component of standard 

uncertainty was evaluated” that is required by the NIST 

policy. However, such identification can also be given in a 

table which lists the components of standard uncertainty. 

Tables D.l and D.2, which are based on the end-gauge 

Table D.l - Uncertainty Budget: 
End-Gauge Calibration 

Source of 

uncertainty 

Standard 

uncertainty 

(nm) 

Calibration of standard end 

gauge 25 (B) 

Measured difference between 

end gauges: 

repeated observations 5.8 (A) 

random effects of 

comparator 3.9(A) 

systematic effects of 

comparator 6.7 (B) 

Thermal expansion of 

standard end gauge 1.7 (B) 

Temperature of test bed: 

mean temperature of bed 5.8(A) 

cyclic variation of 

temperature of room 10.2 (B) 

Difference in expansion 

coefficients of end gauges 2.9 (B) 

Difference in temperatures of 

end gauges 16.6 (B) 

Combined standard uncertainty: uc(l) = 34 nm 
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Table D.2 - Uncertainty Budget: End-Gauge Calibration 

Source of 

uncertainty 

Standard uncertainties 

from random effects 

in the current measurement process 

(nm) 

Standard uncertainties 

from systematic effects 

in the current measurement process 

(nm) 

Type A 

evaluation 

Type B 

evaluation 

Type A 

evaluation 

Type B 

evaluation 

Calibration of standard end gauge 25 

Measured difference between end 

gauges: 

repeated observations 

random effects of comparator 

systematic effects of 

comparator 

5.8 

3.9 

6.7 

Thermal expansion of standard 

end gauge 1.7 

Temperature of test bed: 

mean temperature of bed 

cyclic variation of temperature 

of room 

5.8 

10.2 

Difference in expansion 

coefficients of end gauges 2.9 

Difference in temperatures of end 

gauges 16.6 

Combined standard uncertainty: mc(Z) — 34 nm 

calibration example of the Guide (subclause H.l), are two 

examples of such tables. 

D.2.2 In Table D.l, the method used to evaluate a 

particular standard uncertainty is shown in parentheses. In 

Table D.2, the method is indicated by using different 

columns. The latter table also shows how one can indicate 

whether a component arose from a random effect in the 

current measurement process or from a systematic effect in 

the current measurement process, assuming that such 

information is believed to be useful to the reader. 

If a standard uncertainty is obtained from a source outside 

of the current measurement process and the nature of its 

individual components are unknown (which will often be 

the case), it may be classified as having been obtained from 

a Type B evaluation. If the standard uncertainty from an 

outside source is known to be composed of components 

obtained from both Type A and Type B evaluations but the 

magnitudes of the individual components are unknown, then 

one may indicate this by using (A,B) rather than (B) in a 

table such as D.l. 

On the other hand, a standard uncertainty known to be 

composed of components obtained from Type A evaluations 

alone should be classified as a Type A standard uncertainty, 

while a standard uncertainty known to be composed of 

components obtained from Type B evaluations alone should 

be classified as a Type B standard uncertainty. 

In this same vein, if the combined standard uncertainty 

wc(y) of the measurement result y is obtained from Type A 

standard uncertainties (and covariances) only, it too may be 

considered Type A, even though no direct observations 
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were made of the measurand Y of which the measurement 

result y is an estimate. Similarly, if a combined standard 

uncertainty is obtained from Type B standard uncertainties 

(and covariances) only, it too may be considered Type B. 

D.3 Equation (A-2) 

D.3.1 In the most general sense, Eq. (A-2) of Appendix 

A of this Technical Note, 

y = f(xl,x2,...,xN), (A-2) 

is a symbolic representation of the procedure (or algorithm) 

used to obtain the output estimate y, which is the result of 

the measurement, from the individual input estimates xt. 

For example, some of the xt may themselves depend on 

additional input estimates: 

*1 = 81 (wx,w2,...,wr) 

*2 = 82(z1,z2,...,zl) 

etc. 

Or the output estimate y may be expressible simply as 

y = X + Ci + c2 + -- - + cM, 

where the C, are corrections, for example, for the operator, 

for the ambient temperature, for the laboratory, etc. Some 

or all of the C, may be estimated to be near zero based on 

the available information, but they can still have standard 

uncertainties that are large enough to contribute 

significantly to the combined standard uncertainty of the 

measurement result and which therefore must be evaluated. 

NOTE - In some situations, a correction for a particular effect and its 

standard uncertainty are estimated to be negligible relative to the 

required combined standard uncertainty of the measurement result, and 

for added confidence, an experimental test is carried out that confirms 

the estimate but the standard uncertainty of the test result is not 

negligible. In such cases, if other evidence indicates that the estimate 

is in fact reliable, the standard uncertainty of the test result need not 

be included in the uncertainty budget and both the correction and its 

standard uncertainty can be taken as negligible. 

D.4 Measurand defined by the measurement method; 

characterization of test methods; simple calibration 

D.4.1 The approach to evaluating and expressing the 

uncertainty of a measurement result on which the NIST 

policy and this Technical Note are based is applicable to 

evaluating and expressing the uncertainty of the estimated 

value of a measurand that is defined by a standard method 

of measurement. In this case, the uncertainty depends not 

only on the repeatability and reproducibility of the 

measurement results (see subsections D. 1.1.2 and D. 1.1.3), 

but also on how well one believes the standard 

measurement method has been implemented. (See example 

H.6 of the Guide.) 

When reporting the estimated value and uncertainty of such 

a measurand, one should always make clear that the 

measurand is defined by a particular method of 

measurement and indicate what that method is. One should 

also give the measurand a name which indicates that it is 

defined by a measurement method, for example, by adding 

a modifier such as “conventional.” (See also subsection 

D.6.1) 

D.4.2 There are national as well as international 

standards that discuss the characterization of test methods 

by interlaboratory comparisons. Execution of test methods 

according to these standards, both in the characterization 

stage and in subsequent measurement programs, often calls 

for the expression of uncertainties in terms of defined 

measures of repeatability and reproducibility. When NIST 

authors participate in such characterization or measurement 

programs, NIST policy allows for the results to be 

expressed as required by the relevant standards (see 

Appendix C, section 4). However, when NIST authors 

document work according to such standards, they should 

consider making the resulting publication understandable to 

a broad audience. This might be achieved in part by giving 

definitions of the terms used, perhaps in a footnote. If 

possible, NIST authors should relate these terms to those of 

this Technical Note and of the Guide. 

If a test method is employed at NIST to obtain 

measurement results for reasons other than those described 

above, it is expected that the uncertainties of these 

measurement results will be evaluated and reported 

according to section 2 of the NIST policy (see Appendix 

C). This would be the case, for example, if measurement 

results from a characterized test method are compared to 

those from a new method of measurement which has not 

been characterized by interlaboratory comparisons. 

D.4.3 When an unknown standard is calibrated in terms 

of a known reference standard at lower levels of the 

measurement hierarchy, the uncertainty of the result of 

calibration may have as few as two components: a single 

Type A standard uncertainty evaluated from the pooled 

experimental standard deviation that characterizes the 

calibration process; and a single Type B (or possibly 
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Type A) standard uncertainty obtained from the calibration 

certificate of the known reference standard. 

NOTE - The possibility of unsuspected systematic effects in the 

calibration process used to calibrate the unknown standard should, 

however, not be overlooked. 

D.5 tp and the quantile tl_a 

D.5.1 As pointed out in the Guide, the f-distribution is 

often tabulated in quantiles. That is, values of the quantile 

r, _ a are given, where 1 - a denotes the cumulative 

probability and the relation 

1 - a = [ v)df 
- 00 

defines the quantile, where / is the probability density 

function of t. Thus t of this Technical Note and of the 

Guide and f, _a are related by p = 1 - 2 a. For example, the 

value of the quantile f0 975, f°r which 1 - a = 0.975 and 

a = 0.025, is the same as tJv) for p = 0.95. It should be 

noted, however, that in reference [D.2] the symbol p is 

used for the cumulative probability 1 - a, and the resulting 

tp(v) is called the “quantile of order p of the t variable with 

v degrees of freedom.” Clearly, the values of tp(v) defined 

in this way differ from the values of tp(v) defined as in this 

Technical Note and in the Guide, and given in Table B.l 

(which is of the same form as that given in reference [10]). 

Thus, one must use tables of tabulated values of tp(v) with 

some care. 

D.6 Uncertainty and units of the SI; proper use of the 

SI and quantity and unit symbols 

D.6.1 As pointed out in the Guide, the result of a 

measurement is sometimes expressed in terms of the 

adopted value of a measurement standard or in terms of a 

conventional reference value rather than in terms of the 

relevant unit of the SI. (This is an example of a situation in 

which all significant components of uncertainty are not 

taken into account.) In such cases the magnitude of the 

uncertainty ascribable to the measurement result may be 

significantly smaller than when that result is expressed in 

the relevant SI unit. This practice is not disallowed by the 

NIST policy, but it should always be made clear when the 

practice is being followed. In addition, one should always 

give some indication of the values of the components of 

uncertainty not taken into account. The following example 

is taken from the Guide. (See also subsection D.4.1.) 

EXAMPLE - A high-qualily Zener voltage standard is calibrated by 

comparison with a Josephson effect voltage reference based on the 

conventional value of the Josephson constant recommended for 

international use by the CIPM. The relative combined standard 

uncertainty ^.(Vs )/Vs of the calibrated potential difference Vs of the 

Zener standard is 2xl(T* when Vs is reported in terms of the 

conventional value, but u_(Vs )/Vs is 4xl0‘7 when Vs is reported in 

terms of the SI unit of potennal difference, the volt (V), because of the 

additional uncertainty associated wiih the SI value of the Josephson 

constant. 

D.6.2 NIST Special Publication 811, 1995 Edition [D.3], 

gives guidance on the use of the SI and on the rules and 

style conventions regarding quantity and unit symbols. In 

particular, it elaborates upon the NIST policy regarding the 

SI and explains why abbreviations such as ppm and ppb and 

terms such as normality and molarity should not be used. 

NIST authors should consult NIST SP 811 if they have any 

questions concerning the proper way to express the values 

of quantities and their uncertainties. 
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