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Foreword

The reports of The International Commission on Radiological Units and Measurements for a number of years have been published by the National Bureau of Standards in the Handbook series. In the past, each of the triennial reports of the ICRU represented a complete restatement of the recommendations of the Commission. Because of the increasing scope of its activities, however, the Commission in 1962 decided to modify the previous practice. It will issue a series of reports presenting the current recommendations of the Commission. Each report will cover a particular portion of the area of interest to the ICRU. This procedure will facilitate revision of ICRU recommendations and also spread out in time the workload of the Commission. This Handbook is one of the new series presenting the recommendations of the Commission on one aspect of the field with which the Commission is concerned. It presents recommendations agreed upon at the meeting of the Commission held in Montreux, Switzerland, in April 1962.

The National Bureau of Standards is pleased with its continuing opportunity of increasing the usefulness of these important reports by providing the publication outlet.

A. V. Astin, Director.
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Preface

A. Scope

The International Commission on Radiological Units and Measurements (ICRU), since its inception in 1925, has had as its principal objective the development of internationally acceptable recommendations regarding:

1. Quantities and units of radiation and radioactivity,
2. Procedures suitable for the measurement and application of these quantities in clinical radiology and radiobiology,
3. Physical data needed in the application of these procedures, the use of which tends to assure uniformity in reporting.

The Commission also considers and makes recommendations on radiation quantities, units and measurements in the field of radiation protection. In this connection, its work is carried out in close cooperation with the International Commission on Radiological Protection.

B. Policy

The ICRU endeavors to collect and evaluate the latest data and information pertinent to the problems of radiation measurement and dosimetry and to recommend the most acceptable values for current use.

Recognizing the confusion that exists in the evaluation of different radiological equipment and materials, the ICRU is studying standard methods of determination of characteristic data for the equipment and materials used in diagnostic and therapeutic radiology. This activity is confined to methods of measurement and does not include the standardization of radiological equipment or parts thereof.

The Commission's recommendations are kept under continual review in order to keep abreast of the rapidly expanding uses of radiation.

The ICRU feels it is the responsibility of national organizations to introduce their own detailed technical procedures for the development and maintenance of standards. However, it urges that all countries adhere as closely as possible to the internationally recommended basic concepts of radiation quantities and units.

The Commission feels its responsibility lies in developing a system of quantities and units having the widest possible range of applicability. Situations may arise from time to time when an expedient solution of a current problem may seem advisable. Generally speaking, however, the Commission feels that action based on expediency is inadvisable from a long-term viewpoint; it endeavors to base its decisions on the long-range advantages to be expected.

In 1955 the Commission entered into an official relationship with the World Health Organization (WHO). In this relationship, the ICRU will be looked to for primary guidance in matters of radiation units and measurements, and in turn the WHO will undertake the worldwide dissemination of the Commission’s recommendations. In 1960 the ICRU entered into consultative status with the International Atomic Energy Agency (IAEA).

The above relations with other international bodies do not affect the basic affiliation of the Commission with the International Society of Radiology.

The ICRU invites and welcomes constructive comments and suggestions regarding its recommendations and reports. These may be transmitted to the Chairman.

C. Current Program

A two-week meeting of the ICRU was held in Montreux, Switzerland, April 2 to April 14, 1962. This meeting included the Main Commission and all the Committees that had reports prepared for final approval. Some 70 persons attended. An additional meeting of the Commission and Committee Officers was held in Ottawa from August 21 to August 23, 1962, for the principal purposes of the preparation of the status report for the Xth International Congress of Radiology and the outlining of program objectives for the next several years.

Several meetings of committees or committee task groups have been held during the past 3 years. There were meetings of various task groups of the Committee on Standards and Measurement of Radiological Exposure—Paris in January 1961 and London in April and September 1961. The Committee on Radiobiological Dosimetry also held a meeting in April 1961. The ICRU was also represented at a meeting of the Consultative Committee on Ionizing Radiation of the International Committee of Weights and Measures at Sevres in October 1961.

As noted in the last report, two joint Committees had been established between the ICRU and the ICRP. The Joint Committee on RBE has met twice with ICRU participation. The Committee on Methods and Instruments for Radiation Protection has not met.

Upon the request of the United Nations Scientific Committee on the Effects of Atomic
Radiations, the ICRU and the ICRP agreed to undertake a second study dealing with the Medical and Physical Parameters in Clinical Dosimetry. This committee met in New York for one week in September 1959 and for a week in Stockholm in June 1960. A report of this study entitled “Exposure of Man to Ionizing Radiation Arising from Medical Procedures with Special Reference to Radiation Induced Diseases, An Inquiry into Methods of Evaluation”, was published in Physics in Medicine and Biology, 6, No. 2, 199 (Taylor and Francis, Ltd., London, England, Oct. 1961).

Reports and recommendations of the ICRU originally designed for medical applications, have come into common use in other fields of science, particularly where “dosimetric” considerations are involved. For this reason the committees have included in their membership some scientists having competence outside of the medical radiology field. Material in the reports is designed to meet physical, biological, and medical requirements wherever possible.

This has introduced a small problem in terminology. The name of the Commission includes the term “radiological”. In many European countries the term “radiological” is taken as inclusive of both the physical and biological sciences. In other countries, the United States, for example, “radiological” appears to carry the primary connotation of relationship to medicine. It therefore may be desirable to change the name of the Commission from “Radiological” to “Radiation”. It is believed that this would be properly understood by all concerned. The question has been debated by the Commission, but final action is being delayed for future consideration.

D. The Current Series of Reports

Hitherto, the triennial reports of the ICRU have been published in single volumes. However the reports are now becoming too extensive, and in some cases too specialized, to make a single publication practicable. Beginning with this 1962 series, the ICRU reports will be issued in smaller entities, each dealing with a limited range of topics. The 1959 Report will not be reprinted. Revisions of the 1962 series will be undertaken individually as circumstances warrant. A full listing of ICRU recommendations, including the present series, is given on page iii of the cover of this report.

The current report series includes revisions of much of the material that appeared in the 1959 report in addition to a number of new topics. The following summary indicates some of the highlights of the current report series.

Radiation Quantities and Units (Report 10a)—One of the most important changes is the revision of the section on quantities and units. This revision resulted from the thorough study by the Ad Hoc Committee on Quantities and Units mentioned above. It includes new names for certain quantities and clarified definitions for others. It presents a system of concepts and a set of definitions which is internally consistent and yet of sufficient generality to cover present requirements and such future requirements as can be foreseen.

Radioactivity (Report 10c)—The portions of the report dealing with direct and relative measurements of radioactivity and the availability and requirements for radioactivity standards, and the parts dealing with the techniques and measurements of radioactivity in hospitals and biological laboratories are revisions of the 1959 report, embracing a review of the developments that have occurred since that report and bringing up to date the material included. In addition, a new section on low level radioactivity in materials as related to the problems of radiological measurements has been added. This topic is important because of the problems arising from the contamination, or possible contamination, in the last decade of a great many of the materials used in the construction of counting equipment, shields, and in the reagent chemicals employed in radioactivity measurements.

Clinical Dosimetry (Report 10d)—Much of the Commission’s work on clinical dosimetry is brought together in this report. Included is an extensive discussion of practical calibration procedures and the determination of dose along the central ray. Depth dose data relative to stationary- and moving-field therapy have been extended as have the conversion data necessary to relate ionization measurements to absorbed dose.

The principal effort has been toward the definition of nomenclature and the indication of methods. While some examples are given and data are provided for these, in general the reader is referred to other published data. The report considers ways of increasing the accuracy and comparability in clinical dosimetry. The discussion includes not only the physical aspects of dose measurement but also the wider subject of planning treatment in such a way as to deliver the prescribed absorbed dose to a defined “target volume”. It also includes comments upon the common sources of error in clinical dosimetry and discusses the information which should be recorded during treatment and that which should be reported about any new treatment technique. Appendices to this report include pertinent material taken from other reports in this series.

Radiobiological Dosimetry (Report 10e)—This report deals primarily with radiobiological dosime-
try, and considers methods of improving the accuracy and intercomparability of absorbed dose measurements in radiobiology. It is in effect a handbook for the experimental radiobiologist. It emphasizes the great importance of planning the experimental work in a way which makes the dosimetry easier and more accurate and it illustrates how this can be done.

Methods of Evaluating Radiological Equipment and Materials (Report 10)—This is the first of a new group of ICRU reports dealing with methods of evaluating radiological equipment and materials. It includes a revised discussion on the measurement of focal spots and new sections on grids, image intensifiers and body section equipment.

E. Operating Funds

Throughout most of its existence, the ICRU has operated essentially on a voluntary basis, with the travel and operating costs being borne by the parent organizations of the participants. (Only token assistance was available from the ISR.) Recognizing the impracticability of continuing this mode of operation on an indefinite basis, operating funds were sought from various sources in addition to those supplied by the International Society of Radiology.

Prior to 1959, the principal financial assistance to the ICRU had been provided by the Rockefeller Foundation which supplied some $11,000 to make possible various meetings. In 1959 the International Society of Radiology increased its contribution to the Commission to $3,000 to cover the period until the Xth Congress. In 1960 the Rockefeller Foundation supplied an additional sum of some $4,000 making possible a meeting of the Quantity and Units Committee in 1960.

In 1960 and 1961 the World Health Organization contributed the sum of $3,000 each year to the Commission for carrying forward its work. This was increased to $4,000 in 1962. It is expected that this sum will be allocated annually, at least for the next several years. In addition the WHO has provided substantial secretarial services, publication services and travel costs in the amount of several thousands of dollars.

The Commission wishes to express its deep appreciation to all of these and other organizations that have contributed so importantly to its work.

F. Composition of the ICRU

(a) It is of interest to note that the membership of the Commission and its committees for the period 1959–62 totals 139 persons drawn from 18 countries. This gives some indication of the extent to which the ICRU has achieved international breadth of membership within its basic selection requirement of high technical competence of individual members.

(b) The membership of the Main Commission during the preparation of this report was as follows:

<table>
<thead>
<tr>
<th>Name</th>
<th>Country</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lauriston S. Taylor</td>
<td>United States</td>
</tr>
<tr>
<td>L. H. Gray</td>
<td>United Kingdom</td>
</tr>
<tr>
<td>H. Q. Wyckoff</td>
<td>United States</td>
</tr>
<tr>
<td>K. K. Aglintsev</td>
<td>U.S.S.R</td>
</tr>
<tr>
<td>A. Allisy</td>
<td>France</td>
</tr>
<tr>
<td>R. H. Chamberlain</td>
<td>United States</td>
</tr>
<tr>
<td>F. Ellis</td>
<td>United Kingdom</td>
</tr>
<tr>
<td>H. Franz</td>
<td>Federal Republic of Germany</td>
</tr>
<tr>
<td>H. E. Johns</td>
<td>Canada</td>
</tr>
<tr>
<td>W. J. Oosterkamp</td>
<td>Netherlands</td>
</tr>
<tr>
<td>B. Rajewsky</td>
<td>Federal Republic of Germany</td>
</tr>
<tr>
<td>H. H. Rossi</td>
<td>United States</td>
</tr>
<tr>
<td>M. Tubiana</td>
<td>France</td>
</tr>
</tbody>
</table>

The most substantial contribution to the work of the ICRU has come from the Ford Foundation through the particular efforts of Dr. Paul Pearson. Effective in December 1960, the Ford Foundation made available to the Commission the sum of $37,000 per year for a period of five years. This money is to be used for such items as travel expenses to meetings, secretarial services and other operating expenses. To a large extent, it is because of this grant that the Commission has been able to hold the several meetings considered to be necessary to move forward actively with its program.

The International Atomic Energy Agency has allocated the sum of $6,000 per year for use by the ICRU. It is expected that this sum will be allocated annually at least for the next several years.

A valuable indirect contribution has been made by the U.S. National Bureau of Standards where the Secretariat has resided. The Bureau has provided substantial secretarial services, publication services and travel costs in the amount of several thousands of dollars.

The Commission wishes to express its deep appreciation to all of these and other organizations that have contributed so importantly to its work.
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H. The Present Report

This report deals broadly with the physical aspects of irradiation with a considerable amount of new material added since the 1959 report. It includes an extensive discussion of the various techniques for the measurement of absorbed dose as well as exposure. Characteristics of radiation instrumentation are covered in some detail including the more sophisticated work on standards. The section on spectra has been up-dated and a new section added on neutron measurements and standards. Available data for stopping power ratios and the average energy (W) required to produce an ion pair in a gas have been reviewed. On the basis of this review it has been necessary to modify the previous ICRU tables for these factors. This modification amounts to about 1 or 2 percent change in stopping power ratios and up to 1 percent in W.
I. The Determination of Absorbed Dose

There are three methods of determining absorbed dose which can be used as reliable standards of comparison between different laboratories, or as reference methods within any one laboratory. These are, respectively, the ionization method, the calorimetric method, and the chemical method. The ionization method is still, for many purposes, the most accurate and convenient standard of reference. Calorimetry, as a method of absorbed dose measurement in x-ray or gamma-ray beams at conventional dose rates, is too difficult a technique to be recommended for routine work. The standard chemical methods are now well understood and their calibration constants (G values) are known with good accuracy. At least for hard radiation, they may be used as a standard of reference.

All the other methods described are secondary and many of them require frequent calibration if reasonable accuracy is to be maintained. It has been considered useful to present below a broad survey of possible methods, some of which have not yet been extensively employed and to discuss their special features such as small size, high sensitivity, or permanent storage of information which may make a particular method suitable in some special situation.

A. Theory of Ionization Methods

1. General Considerations

Although it is clearly recognized that the measurement of ionization is not the only approach by which the absorbed dose in rads can be determined, it nevertheless is the most common method now in use. This section is an attempt to summarize the usual techniques employed in such measurements, and to tabulate some of the data needed in carrying out the related calculations. These are selections from the current literature. It is anticipated that future experimental work will improve the accuracy with which some of these data are known. The ICRU plans to publish revised figures from time to time.

a. The Bragg-Gray relation. In general, absorbed dose may be estimated by application of the relation between the ionization produced in a gas-filled cavity at the place of interest in the material irradiated, and the energy imparted to unit mass of the material (Gray, 1936). When the cavity is sufficiently small the gas will be subjected to the same flow of ionizing particles as the material under consideration. Then the absorbed dose, $D$, in ergs imparted per gram of the material, is related to the number of ion pairs formed per gram of the gas, $J_m$, by the equation

$$ D = J_m W_s \quad (I A 1) $$

where

$$ W = \text{the average energy in ergs}^1 \text{ expended by} \text{ the ionizing particles crossing the cavity per ion pair formed, and} $$

$$ s_m = \text{the effective value of the ratio of the mass stopping power of the medium to that of the cavity gas for these ionizing particles.}^2 $$

To obtain the absorbed dose, $D$, in rad eq I A 1 can be rewritten as

$$ D = 0.01 J_m W_s \quad (I A 2) $$

The following paragraphs suggest convenient ways of applying the cavity relation to the measurement of absorbed dose. However, before proceeding further it will be worthwhile to define what is meant by the term "charged particle equilibrium" (CPE) as applied to x rays, $\gamma$ rays and neutrons, and to describe the conditions necessary for its achievement.

b. Charged-particle equilibrium (CPE) conditions for x rays, $\gamma$ rays and neutrons. Charged particle equilibrium would exist at a point within a medium under irradiation if (a) the intensity and energy spectrum of the primary radiation were constant throughout a region extending in all directions from the point, to a distance at least as great as the maximum range of the secondary charged particles generated by the primary radiation, and (b) the energy absorption coefficient for the primary radiation (see subsection IA1d) and the stopping power for the secondary charged particles were constant in the medium throughout the same region as in (a).

If these two conditions could be fulfilled, then on the average for every secondary charged particle leaving an infinitesimal volume surrounding the point, another secondary charged particle of practically the same energy would enter. Thus, the energy dissipated within the volume would be equal to that which would have been dissipated if all the secondary charged particles originating there had spent their entire energy within that volume. This is, therefore, an alternative definition of strict CPE. The presence of a small amount of foreign material at or near the point of interest (such as the air within a cavity ionization chamber) will not significantly upset CPE pro-

---

1 $W$ is often expressed in ev, where $1 \text{ ev} = 1.602 \times 10^{-19} \text{ erg}$. $W$ is fully discussed in section IA3. For air, $W$ has a value of 33.7 ev per ion pair for electrons of energy greater than 20 kev.

2 This factor is a function of the charged particle energy at the point of interest, the material and the gas, and to a smaller extent of the cavity dimensions. Values of $s_m$ are discussed in subsection IA2.
provided that the quantity of material is so small that a negligible part of the energy absorbed within it results from direct interaction of the primary radiation with the atoms of the foreign material. The only situation in which true CPE can exist in a rigorous sense is in an infinite medium containing a uniformly distributed radioactive material. When the primary photon or neutron source is external to the irradiated material, the secondary particle flux at a point of interest may differ appreciably from the true equilibrium value. However, for primary photon energies below a few Mev and for neutrons, the difference between the actual secondary particle flux and the true equilibrium value may not be important for many applications.

The energy spectrum of charged particles existing at a point under CPE conditions is called an equilibrium spectrum. If the charged particles involved are electrons, CPE is often referred to as "electronic equilibrium".

Some typical situations where CPE conditions do not exist are (i) near a source of radiation, where the intensity of the primary radiation is changing rapidly with distance; (ii) near boundaries between materials of differing composition, such as bone-tissue or air-tissue boundaries (see ICRU Report 10d); and (iii) at high energy where the primary radiation is appreciably attenuated in the absorbing medium over a distance equal to the mean range of the secondary particles produced. In this latter case we may speak of the attainment of "transient equilibrium" (by analogy with transient equilibrium in, e.g., Ra A decay) at a depth where the ratio of primaries to secondaries reaches a constant value.

c. Absorbed dose in air exposed to x or gamma radiation. The absorbed dose at a point in air or "air-equivalent" material that is surrounded on all sides by such material to a thickness at least equal to the range of the secondary electrons and uniformly exposed to 1 roentgen of x or gamma radiation is equal to

\[
\frac{1 \text{ esu}}{0.001293 \text{ g air}} \times (2.052 \times 10^9 \frac{\text{electron}}{\text{esu}}) \\
\times \left(33.7 \frac{\text{ev}}{\text{electron}}\right) \times \left(1.602 \times 10^{-12} \frac{\text{erg}}{\text{ev}}\right)
\times \left(\frac{1 \text{ rad}}{100 \text{ erg/g}}\right) = 0.869 \text{ rad}^3
\]

for all x or gamma radiation with quantum energies greater than 20 kev, the energy range over which \(W\) is assumed constant.

\(D_{\text{air}}\) will be referred to as the absorbed dose at a point in an extended mass of air under CPE conditions.

It follows that if any ionization chamber or other measuring instrument that has been calibrated in roentgens (against a standard free-air chamber or by other suitable means) records under conditions of electronic equilibrium in the wall of the chamber an exposure of \(X\) roentgens in any situation, then \(D_{\text{air}}\) in rad is given by

\[
D_{\text{air}} = 0.869 X
\]

(d. Absorbed dose in tissue or other material exposed to x or gamma radiation. The estimation of absorbed dose presents two somewhat different problems dependent upon whether or not electronic equilibrium may be assumed. These will be treated separately.

Case I. Electronic equilibrium.

(1) Using an ionization chamber calibrated in roentgens. The absorbed dose at some point within an irradiated medium can be measured indirectly by means of a roentgen-calibrated ionization chamber which can be positioned at the point within the medium. The calibration of the chamber should be correct for the spectrum of x rays present at the point in the medium, and the chamber walls thick enough to exclude electrons generated in the medium.

In position, the chamber measures a perturbed exposure \(X'\). The exposure which would exist at the point in the absence of the chamber is

\[
X = AX'
\]

where \(A\) is a correction factor which accounts for all effects causing \(X\) and \(X'\) to differ, mainly (i) attenuation and scattering of x rays in that amount of medium which is displaced by insertion of the chamber, and (ii) x-ray scattering from the chamber connecting lead if one is used. (Modern ionization chambers can be made so small that \(A\) is very nearly equal to 1. See ICRU Report 10d, subsection IVB, for additional discussion.)

Having thus established \(X\) at the point in roentgens, the absorbed dose in the medium, \(D_{\text{med}}\) in rad is obtained from the following relation, assuming electronic equilibrium to exist,

\[
D_{\text{med}} = 0.869 \left[\frac{(\mu_{\text{en}}/p)_{\text{med}}}{(\mu_{\text{en}}/p)_{\text{air}}}\right] X = fX
\]

where \((\mu_{\text{en}}/p)\) is the mass energy-absorption coefficient of the medium or of air, evaluated for the total spectrum of x or \(\gamma\) radiation arriving at the point of interest.

Table IAl gives values of the mass energy absorption coefficient for a number of elements and for water, air, bone, muscle, and some plastics. Table IAl also contains values of \(f\) in water,

\[
(\sigma_e/\rho), (\sigma_{en}/\rho), \text{and } (\kappa_e/\rho) \text{ are the mass energy-absorption coefficients for photoplastic effect, Compton effect, and pair production respectively. } (\mu_{\text{en}}/p) \text{ is the sum of these three terms. For present purposes these coefficients are appropriate, since they include corrections for energy losses through bremsstrahlung production by the electrons as they slow down, as well as losses in the form of fluorescent x rays and annihilation radiation. Such corrections are described by Fano (1953) and in ICRU Report 10a (1962). Their total effect is small for the energy range considered here. The data in table IAl (Berger, 1961), include these corrections.}

See appendix I for definitions.
<table>
<thead>
<tr>
<th>Photon energy</th>
<th>H</th>
<th>C</th>
<th>N</th>
<th>O</th>
<th>Na</th>
<th>Mg</th>
<th>Al</th>
<th>P</th>
<th>S</th>
<th>A</th>
<th>K</th>
<th>Ca</th>
<th>Poly-styrene (C_{n}H_{n}O_{n})</th>
<th>Persp.</th>
<th>Polyethyl.</th>
<th>Bakelite (C_{n}H_{n}O_{n})</th>
<th>Water</th>
<th>Air</th>
<th>Compact bone</th>
<th>Muscle</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.010</td>
<td>0.089</td>
<td>1.94</td>
<td>3.67</td>
<td>4.43</td>
<td>5.86</td>
<td>2.41</td>
<td>1.45</td>
<td>1.51</td>
<td>2.00</td>
<td>2.51</td>
<td>2.89</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
</tr>
<tr>
<td>0.015</td>
<td>0.089</td>
<td>1.94</td>
<td>3.67</td>
<td>4.43</td>
<td>5.86</td>
<td>2.41</td>
<td>1.45</td>
<td>1.51</td>
<td>2.00</td>
<td>2.51</td>
<td>2.89</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
</tr>
<tr>
<td>0.020</td>
<td>0.089</td>
<td>1.94</td>
<td>3.67</td>
<td>4.43</td>
<td>5.86</td>
<td>2.41</td>
<td>1.45</td>
<td>1.51</td>
<td>2.00</td>
<td>2.51</td>
<td>2.89</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
</tr>
<tr>
<td>0.040</td>
<td>0.089</td>
<td>1.94</td>
<td>3.67</td>
<td>4.43</td>
<td>5.86</td>
<td>2.41</td>
<td>1.45</td>
<td>1.51</td>
<td>2.00</td>
<td>2.51</td>
<td>2.89</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
</tr>
<tr>
<td>0.050</td>
<td>0.089</td>
<td>1.94</td>
<td>3.67</td>
<td>4.43</td>
<td>5.86</td>
<td>2.41</td>
<td>1.45</td>
<td>1.51</td>
<td>2.00</td>
<td>2.51</td>
<td>2.89</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
</tr>
<tr>
<td>0.060</td>
<td>0.089</td>
<td>1.94</td>
<td>3.67</td>
<td>4.43</td>
<td>5.86</td>
<td>2.41</td>
<td>1.45</td>
<td>1.51</td>
<td>2.00</td>
<td>2.51</td>
<td>2.89</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
</tr>
<tr>
<td>0.080</td>
<td>0.089</td>
<td>1.94</td>
<td>3.67</td>
<td>4.43</td>
<td>5.86</td>
<td>2.41</td>
<td>1.45</td>
<td>1.51</td>
<td>2.00</td>
<td>2.51</td>
<td>2.89</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
</tr>
<tr>
<td>0.100</td>
<td>0.089</td>
<td>1.94</td>
<td>3.67</td>
<td>4.43</td>
<td>5.86</td>
<td>2.41</td>
<td>1.45</td>
<td>1.51</td>
<td>2.00</td>
<td>2.51</td>
<td>2.89</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
<td>2.96</td>
</tr>
</tbody>
</table>

Table IA1. Values of the mass energy-absorption coefficients * and of the factor f

<table>
<thead>
<tr>
<th>f=0.869</th>
<th>( \frac{(\mu_{	ext{eff}}d)<em>{\text{water}}}{(\mu</em>{	ext{eff}}d)_{\text{air}}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.912</td>
<td>3.54</td>
</tr>
<tr>
<td>0.925</td>
<td></td>
</tr>
</tbody>
</table>

* See footnote 4.

b See footnote 5.
muscle, and bone for monoenergetic photons. Mean values, $\bar{f}$, of $f$ integrated over several typical primary x-ray spectra (some measured and some calculated by Kramers’ rule, 1923), or directly measured are given in table IA2. For practical use, variations in $\bar{f}$ in terms of HVL

For the purposes of calculation throughout this report the following percentage compositions by weight were assumed for muscle and bone (from data of Joyet et al., 1963, except for the omission of the small amount of O):  

<table>
<thead>
<tr>
<th>Element</th>
<th>Muscle (stirred)</th>
<th>Compact bone (femur)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
<td>10.2</td>
<td>6.4</td>
</tr>
<tr>
<td>C</td>
<td>12.3</td>
<td>27.8</td>
</tr>
<tr>
<td>N</td>
<td>3.5</td>
<td>2.7</td>
</tr>
<tr>
<td>O</td>
<td>72.9</td>
<td>41.0</td>
</tr>
<tr>
<td>Na</td>
<td>0.68</td>
<td></td>
</tr>
<tr>
<td>Mg</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>P</td>
<td>2.7</td>
<td></td>
</tr>
<tr>
<td>K</td>
<td>9.2</td>
<td></td>
</tr>
<tr>
<td>Ca</td>
<td>6.07</td>
<td>14.7</td>
</tr>
</tbody>
</table>

Air was taken to be 75.5 percent N, 23.2 percent O, and 1.3 percent H, by weight. The values given in the literature for the calcium content of various bones vary greatly. For example, D’Ans and Las (1949) give 20.2 percent Ca for the skull, 14.5 percent for femur, and 15.2 percent for ribs. Gegey (1955) gives 11 percent Ca for long bones and ribs. The data of Joyet et al., (1963) were arbitrarily chosen as roughly representative of bones in general. The errors resulting from this assumption are probably no greater than those resulting from (a) neglecting the scattered radiation in calculating $f$ from (see table IA2) and (b) ignoring the nonhomogeneous structure of bone.

**Table IA2. Mean conversion factor $\bar{f}$ in compact bone and muscle for various x-ray spectra**

<table>
<thead>
<tr>
<th>HVL</th>
<th>Tube potential</th>
<th>$\bar{f}$</th>
<th>Method (see footnotes below)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>mm Al</td>
<td>mm Cu</td>
<td>kv</td>
<td>Compact bone* rad/R</td>
<td>Muscle rad/R</td>
</tr>
<tr>
<td>4.2</td>
<td>100</td>
<td>2.63</td>
<td>0.92</td>
<td>Ehrlich (1960).</td>
</tr>
<tr>
<td>2.5</td>
<td>60</td>
<td>1.00</td>
<td>0.92</td>
<td>Do. ..........</td>
</tr>
<tr>
<td>3.2</td>
<td>120</td>
<td>1.37</td>
<td>0.92</td>
<td>Allisy, Astley (1958).</td>
</tr>
<tr>
<td>4.2</td>
<td>180</td>
<td>1.00</td>
<td>0.92</td>
<td>Helle (1958).</td>
</tr>
<tr>
<td>4.5a</td>
<td>195</td>
<td>2.79</td>
<td>0.92</td>
<td>Cormick et al. (1958).</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>2.67</td>
<td>0.92</td>
<td>ICRU Report (1950).</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>2.47</td>
<td>0.92</td>
<td>Cormick et al. (1958).</td>
</tr>
<tr>
<td>5.5b</td>
<td>50</td>
<td>3.12</td>
<td>0.92</td>
<td>ICRU Report (1950).</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>3.67</td>
<td>0.92</td>
<td>Do. ..........</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>3.67</td>
<td>0.92</td>
<td>Cormick et al. (1958).</td>
</tr>
<tr>
<td>5.5b</td>
<td>50</td>
<td>2.50</td>
<td>0.92</td>
<td>ICRU Report (1950).</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>3.67</td>
<td>0.92</td>
<td>Do. ..........</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>3.67</td>
<td>0.92</td>
<td>Cormick et al. (1958).</td>
</tr>
<tr>
<td>5.5b</td>
<td>50</td>
<td>2.50</td>
<td>0.92</td>
<td>ICRU Report (1950).</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>3.67</td>
<td>0.92</td>
<td>Do. ..........</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>3.67</td>
<td>0.92</td>
<td>Cormick et al. (1958).</td>
</tr>
</tbody>
</table>

*See footnote 5.
†Ratios calculated from spectral distribution.
‡Ratios measured by method of gas equivalents (Astley and Allisy, 1959).
§HVL calculated from the spectral distribution of the beam in a water phantom.
*HVL calculated from theoretical spectral distribution of Kramers (1923).

of some radiations have been plotted in figure IA1a and IA1b. Table IA2 gives information about kv and HVL for the plotted points.

(2) **Using an absolute ionization chamber.** In the event that no roentgen-calibrated ionization chamber is available, an air-filled ionization chamber with nearly air-equivalent walls (e.g., carbon) can be employed as an absolute device.

It will be assumed throughout this report, unless otherwise stated, that the cavity walls are thick enough to exclude any externally produced electrons and that the cavity is small in comparison with the ranges of most of the electrons present. In the low-energy x-ray region, this latter requirement is difficult to fulfill, and the calibrated chamber method is preferable to the use of the cavity as an absolute device.
When such a chamber is centered at the point of interest in the medium and the ionization is measured, it gives the absorbed dose in a thin inner layer of its own wall material, through application of the Bragg-Gray relation eq (IA1). Thus, in rad,

\[ D_{\text{wall}} = 0.86Qs_m \]  

(IA7)

where \( Q \) is the charge in esu carried by the ions of either sign produced per 0.001293 g of air in the cavity and \( s_m \) is the effective ratio of the mass stopping power in the wall material to that in air.

If the measurement had been made by means of a small air-filled cavity in the medium itself, \( D_{\text{med}} \) would have been obtained instead. \( D_{\text{wall}} \) differs from \( D_{\text{med}} \) for two reasons: (i) The energy absorption coefficient in the actual chamber wall differs from that in the medium for the x-ray spectrum at the point, and (ii) the x-ray intensity at the point is altered by the introduction of the chamber. The main cause of intensity change is usually the difference in x-ray attenuation in the chamber wall and in the layer of medium it displaces. Scattering of x rays by the chamber and its connections may also contribute slightly to the change.

\[ D_{\text{med}} \text{ and } D_{\text{wall}} \text{ (in rad) are related as follows:} \]

\[ D_{\text{med}} = B \left( \frac{\mu_{\text{en}}}{\rho} \right)_{\text{med}} \quad D_{\text{wall}} = 0.86Qs_m B \left( \frac{\mu_{\text{en}}}{\rho} \right)_{\text{wall}} \]

(IA8)

where \( B \) is a correction factor for the effects noted in (ii) above, which for a small chamber of small wall thickness will have a value close to unity. Note that \( B \) will be closer to 1.00 than will \( A \) (see subsection IA1d) for identical cavity chambers. The evaluation of the stopping power factor will be treated in section IA2.

---

**Case II. Electronic equilibrium conditions not satisfied** (e.g., near tissue-air or bone-tissue boundaries).

The ionization in this case is measured at the place of interest in an air-filled ionization chamber having walls that are very thin compared with the range of the secondary electrons at the place of interest. If the walls are so thin that they make a negligible contribution to the total secondary electron emission that ionizes the air in the chamber, the material of which the walls are composed is not important. But because this condition is difficult to fulfill, it may be found to be advantageous to make the walls of a material that match fairly close in composition the immediately surrounding medium. The depth of the ionization chamber should be small in the direction of the gradient of the absorbed dose (see ICRU Report 10d (1962)).

If a charge \( Q \) esu is carried by the ions of either sign generated per 0.001293 g of air, then applying the general cavity relation, \( D_{\text{med}} \) (in rad) is given by

\[ D_{\text{med}} = 0.86Qs \]

(IA9)

where \( s_m \) is evaluated for the electron spectrum at the point of interest.

e. Absorbed dose in tissue or other material exposed to fast electrons. For electrons, as for x rays, the condition of electronic equilibrium may or may not be satisfied. These cases will again be discussed separately.

**Case I. Electronic equilibrium.** If a \( \beta \)-ray emitter is homogeneously distributed throughout a medium in which the absorbed dose is to be measured, the conditions for electronic equilibrium will be almost ideally satisfied except near the boundaries of the medium. However, contrary to the above procedures for x rays, a thin-walled ionization chamber should be used.
as in the nonequilibrium x-ray case. The chamber walls merely act as electron absorbers, and should be minimized in thickness. However, the thickness should be varied in order to extrapolate the ionization current to zero wall thickness.

It is sometimes possible to eliminate the inserted cavity wall entirely, enclosing the air within walls of the medium itself. The inner surface of these walls must be made electrically conducting (if not already so) by a thin coating of a conducting material (e.g., graphite). Equation (IA9) is used in calculating the absorbed dose.

Case II. Electronic nonequilibrium. If a medium is exposed to an externally applied beam of electrons, the electron flux and spectrum will certainly vary from point to point within the medium, particularly in depth. Thus, the electronic-equilibrium conditions are not satisfied.

Here, again, a very thin- (or zero-) walled chamber should be employed. However, one cannot assume that the spectral distribution is the same as that for equilibrium, so values of the stopping power ratio for equilibrium may not be applicable (see subsection IA2c).

f. Absorbed dose in tissue exposed to fast neutron radiation. The theory of cavity ionization given above, and already discussed in some detail for gamma radiation, applies equally well to the dosimetry of neutron radiation. In nearly all practical devices the walls and gas have nearly identical atomic composition, hence, the question of stopping power is not a critical one in neutron dosimetry. Consideration is given in subsection IA3 to the question of the appropriate $W$ for neutron dosimetry. In section IG practical methods of neutron dosimetry are discussed in detail.

g. Distribution of the absorbed energy (concept of LET). The absorbed dose specifies the total energy imparted by ionizing particles per unit mass of the irradiated material. The detailed spatial distribution of this dose depends primarily on the velocity and charge of the particles traversing the medium. Rather similar distribution patterns may be produced by electrons and protons of appropriate energies. Hence the "quality" of the radiation is best specified in terms of the type of tracks produced, rather than in terms of the nature of the primary radiation (x rays, neutrons, etc.), or of the secondary ionizing particles (electrons, protons, etc.).

A full description of the type of track would require a knowledge of the number and spatial distribution of all the collision processes which occur and this is clearly impossible. A single parameter which has been found useful for characterizing the track is the LET, and this parameter has been found in general to correlate well with the biological effectiveness of the radiation.

Even for a homogeneous primary radiation there will usually be a wide variation of LET along the tracks of individual secondary particles and between tracks of differing initial energy. The situation can, therefore, best be represented by giving the distribution of LET throughout the irradiated object. This can be done in two ways—in relation to dose, or to track length. For all chemical and many biological effects, the chief interest lies in the proportion of the total dose which is deposited in different LET intervals. This is the "distribution-in-LET" of the absorbed dose, and a typical spectrum of this kind is presented in figure IA2. An experimentally de-
The experimental curves differ from the theoretical ones in part, because they include recoiling heavier nuclei that are not included in the theoretical treatment; however, the main source of disagreement is due to the fact that an actual energy-loss distribution, no matter how obtained, must include fluctuations in energy deposition by particles of given nature and energy. Such fluctuations are ignored in the theoretical treatment.

It is important to note that figure IA2 represents a distribution with respect to \( \frac{dE}{dx} \) measured along the track of the recoil protons; and that the energy loss \( dE \) is obtained by including all energy transfers between the moving particle and the molecules encountered within a path length \( dx \). Some of these energy transfers will be large enough to give rise to independent delta-ray tracks, and the energy communicated in such a transfer is not dissipated locally along \( dx \), but along the delta ray. If delta rays above an arbitrary initial energy are considered as independent tracks, a different LET distribution will be obtained.

For certain biological effects depending upon the transit of secondary particles across small biological structures, the interest lies in the proportion of the total track length which falls into different LET intervals, i.e., the “distribution-in-LET”, of the track length. When a mean value of LET is quoted, instead of a distribution, it is necessary to specify exactly how this mean has been taken, i.e., whether it refers to the LET of a particle of the mean energy of the secondaries, or to a mean value of LET with respect to dose, or with respect to path length. The fuller information conveyed by a distribution curve, however approximate, is much more valuable than a single mean value. For a fuller discussion of LET distribution, see the original papers (Burch, 1957; Cormack, 1956; Cormack et al., 1957; Howard-Flanders, 1958, and Schneider and Cormack, 1959).

2. Stopping Powers of Electrons for Use with Cavity Chambers

a. Electronic equilibrium in media exposed to \( \alpha \) or gamma radiation. The value of the stopping power ratio, \( s_m \), is usually obtained from calculations based on the Bethe stopping power formula. This formula contains a constant \( I \), the mean excitation potential, which is adjusted to fit the equation to experimental data. The values of \( s_m \) given below were calculated using values of \( I \) which were selected by a Study Group of the U.S. National Committee on Radiation Protection (NCRP, 1961) as best representing the experimental situation in the field of stopping power measurements. These values are listed in table IA3. There is some experimental disagreement between \( I \) values for heavy elements determined with low energy and with high energy protons. It has been suggested (Brandt, 1958) that the low energy data need a further correction arising from the binding of the electrons in the atoms of the irradiated medium. This led the NCRP Study Group to accept as correct the \( I \) values obtained with high energy protons. Work appearing since the completion of the NCRP report (Bichsel, 1961; Burlin, 1961, 1962) supports this choice. These \( I \) values differ from those used in the 1959 Report of the ICRU; the latter were obtained from the relation \( I = 13 Z \). The resulting changes in \( s_m \) for the light elements are in the range of one to two percent.

![Figure IA3. Experimentally determined LET distributions.](image)

These were determined for nearly monoenergetic neutrons of the indicated energies and for a test sphere corresponding to a diameter of 0.75 μ in soft tissue (Rosenzweig and Ross, 1959).
In the Bragg-Gray theory the charged particles were assumed to lose energy continuously along their tracks and the ratio of the stopping powers in two media was assumed to be independent of particle energy. Laurence (1937) took into account the energy-dependence of the ratio. Spencer and Attix (1955) and Burch (1955) allowed both for the energy dependence of the ratio and for the fact that charged particles do not lose energy continuously but in discrete amounts, i.e., that delta rays are produced. The latter theories show that to obtain $s_m$ it is necessary to calculate the integral of the ratio of the mass stopping power of the cavity gas to that of the wall material over the energy of each particle, and over the spectrum of starting energies of all the particles and that $s_m$ is the reciprocal of this mean value. If $s_m$ is calculated in this way for each element present, then the effective value for the given compound or mixture of elements comprising the wall material is obtained from Bragg’s law: that the electrons are emitted with the same energy in the series of values quoted in tables IA3 to IA6. A more detailed theory of $s_m$ is given in the NCRP report (1961).

Tables IA4 and IA5 give the values of $s_m$ relative to air obtained for electrons in a region where electronic equilibrium exists and where all light elements. Thompson’s rules are reflected in the series of values quoted in tables IA3 to IA6. A more detailed theory of $s_m$ is given in the NCRP report (1961).

For many practical purposes this value of $s_m$ may be used for the light elements with adequate accuracy; if a significant number of photoelectrons or pair-electrons are produced, however, $s_m$ has to be found by taking a weighted mean of the values for Compton, photo- and pair electrons using as weighting factors $s_{en}/\mu_{en}$, $T_{en}/\mu_{en}$, and $\kappa_{en}/\mu_{en}$, respectively. Photoelectrons are practically monoenergetic and electron pair energies are fairly symmetrically distributed about their mean, so in both cases one may take values from tables IA4 and IA5 for these contributions. For compounds, a weighted average of the values in tables IA4 and IA5 or IA6 and IA7, or the value corrected for photo and pair electrons is used; the

### Table IA4. Mean mass stopping power ratios, $s_m$, relative to air and corrected for the polarization effect, for electronic equilibrium spectra generated by monoenergetic initial electrons

<table>
<thead>
<tr>
<th>Initial energy MeV</th>
<th>Hydrogen, saturated</th>
<th>Hydrogen, unsaturated</th>
<th>Carbon, saturated</th>
<th>Carbon, unsaturated</th>
<th>Nitrogen, aromatic</th>
<th>Nitrogen, aliphatic</th>
<th>Oxygen, $O = 0$</th>
<th>Oxygen, $O = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>2.52</td>
<td>2.59</td>
<td>1.016</td>
<td>1.021</td>
<td>1.047</td>
<td>0.956</td>
<td>1.018</td>
<td>0.978</td>
</tr>
<tr>
<td>0.2</td>
<td>2.52</td>
<td>2.59</td>
<td>1.016</td>
<td>1.019</td>
<td>1.045</td>
<td>0.978</td>
<td>1.016</td>
<td>0.979</td>
</tr>
<tr>
<td>0.3</td>
<td>2.48</td>
<td>2.54</td>
<td>1.014</td>
<td>1.018</td>
<td>1.040</td>
<td>0.979</td>
<td>1.016</td>
<td>0.981</td>
</tr>
<tr>
<td>0.4</td>
<td>2.46</td>
<td>2.53</td>
<td>1.014</td>
<td>1.018</td>
<td>1.038</td>
<td>0.981</td>
<td>1.015</td>
<td>0.982</td>
</tr>
<tr>
<td>0.5</td>
<td>2.44</td>
<td>2.51</td>
<td>1.013</td>
<td>1.017</td>
<td>1.037</td>
<td>0.982</td>
<td>1.015</td>
<td>0.982</td>
</tr>
<tr>
<td>0.6</td>
<td>2.44</td>
<td>2.50</td>
<td>1.012</td>
<td>1.016</td>
<td>1.035</td>
<td>0.983</td>
<td>1.015</td>
<td>0.982</td>
</tr>
<tr>
<td>0.648</td>
<td>1.004</td>
<td>1.005</td>
<td>0.988</td>
<td>0.994</td>
<td>1.071</td>
<td>0.955</td>
<td>1.055</td>
<td>0.968</td>
</tr>
<tr>
<td>0.7</td>
<td>1.004</td>
<td>1.005</td>
<td>0.988</td>
<td>0.994</td>
<td>1.071</td>
<td>0.955</td>
<td>1.055</td>
<td>0.968</td>
</tr>
<tr>
<td>0.8</td>
<td>1.004</td>
<td>1.005</td>
<td>0.988</td>
<td>0.994</td>
<td>1.071</td>
<td>0.955</td>
<td>1.055</td>
<td>0.968</td>
</tr>
<tr>
<td>0.9</td>
<td>1.004</td>
<td>1.005</td>
<td>0.988</td>
<td>0.994</td>
<td>1.071</td>
<td>0.955</td>
<td>1.055</td>
<td>0.968</td>
</tr>
<tr>
<td>1.0</td>
<td>1.004</td>
<td>1.005</td>
<td>0.988</td>
<td>0.994</td>
<td>1.071</td>
<td>0.955</td>
<td>1.055</td>
<td>0.968</td>
</tr>
</tbody>
</table>

### Table IA5. Mean mass stopping power ratios, $s_m$, relative to air and corrected for the polarization effect, for electronic equilibrium spectra generated by monoenergetic initial electrons

<table>
<thead>
<tr>
<th>Initial energy MeV</th>
<th>Graphite</th>
<th>Al</th>
<th>P</th>
<th>Ca</th>
<th>Cu</th>
<th>Sn</th>
<th>Pb</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>2.04</td>
<td>2.59</td>
<td>1.020</td>
<td>1.027</td>
<td>1.038</td>
<td>0.970</td>
<td>1.022</td>
</tr>
<tr>
<td>0.25</td>
<td>2.02</td>
<td>2.59</td>
<td>1.020</td>
<td>1.022</td>
<td>1.030</td>
<td>0.974</td>
<td>1.019</td>
</tr>
<tr>
<td>0.4</td>
<td>2.00</td>
<td>2.59</td>
<td>1.020</td>
<td>1.020</td>
<td>1.031</td>
<td>0.977</td>
<td>1.017</td>
</tr>
<tr>
<td>0.6</td>
<td>1.98</td>
<td>2.57</td>
<td>1.019</td>
<td>1.018</td>
<td>1.032</td>
<td>0.979</td>
<td>1.016</td>
</tr>
<tr>
<td>0.7</td>
<td>1.96</td>
<td>2.55</td>
<td>1.018</td>
<td>1.016</td>
<td>1.034</td>
<td>0.981</td>
<td>1.015</td>
</tr>
<tr>
<td>0.8</td>
<td>1.94</td>
<td>2.53</td>
<td>1.017</td>
<td>1.014</td>
<td>1.036</td>
<td>0.983</td>
<td>1.014</td>
</tr>
<tr>
<td>0.9</td>
<td>1.92</td>
<td>2.51</td>
<td>1.015</td>
<td>1.012</td>
<td>1.038</td>
<td>0.985</td>
<td>1.013</td>
</tr>
<tr>
<td>1.0</td>
<td>1.90</td>
<td>2.49</td>
<td>1.013</td>
<td>1.010</td>
<td>1.040</td>
<td>0.987</td>
<td>1.012</td>
</tr>
</tbody>
</table>

### Table IA6. Mean mass stopping power ratios, $s_m$, relative to air and corrected for the polarization effect, for electronic equilibrium spectra generated by Compton recoil electrons

<table>
<thead>
<tr>
<th>Gamma ray energy MeV</th>
<th>Hydrogen, saturated</th>
<th>Hydrogen, unsaturated</th>
<th>Carbon, saturated</th>
<th>Carbon, unsaturated</th>
<th>Nitrogen, aromatic</th>
<th>Nitrogen, aliphatic</th>
<th>Oxygen, $O = 0$</th>
<th>Oxygen, $O = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.15</td>
<td>2.73</td>
<td>2.69</td>
<td>1.020</td>
<td>1.027</td>
<td>1.038</td>
<td>0.978</td>
<td>1.022</td>
<td>0.973</td>
</tr>
<tr>
<td>0.25</td>
<td>2.62</td>
<td>2.68</td>
<td>1.020</td>
<td>1.022</td>
<td>1.030</td>
<td>0.974</td>
<td>1.019</td>
<td>0.976</td>
</tr>
<tr>
<td>0.4</td>
<td>2.55</td>
<td>2.63</td>
<td>1.020</td>
<td>1.020</td>
<td>1.031</td>
<td>0.977</td>
<td>1.017</td>
<td>0.978</td>
</tr>
<tr>
<td>0.6</td>
<td>2.50</td>
<td>2.62</td>
<td>1.019</td>
<td>1.018</td>
<td>1.033</td>
<td>0.979</td>
<td>1.016</td>
<td>0.980</td>
</tr>
<tr>
<td>0.7</td>
<td>2.48</td>
<td>2.60</td>
<td>1.017</td>
<td>1.016</td>
<td>1.034</td>
<td>0.981</td>
<td>1.015</td>
<td>0.982</td>
</tr>
<tr>
<td>0.8</td>
<td>2.46</td>
<td>2.58</td>
<td>1.015</td>
<td>1.014</td>
<td>1.036</td>
<td>0.983</td>
<td>1.014</td>
<td>0.984</td>
</tr>
<tr>
<td>0.9</td>
<td>2.44</td>
<td>2.56</td>
<td>1.013</td>
<td>1.013</td>
<td>1.038</td>
<td>0.985</td>
<td>1.013</td>
<td>0.986</td>
</tr>
<tr>
<td>1.0</td>
<td>2.42</td>
<td>2.54</td>
<td>1.012</td>
<td>1.012</td>
<td>1.040</td>
<td>0.987</td>
<td>1.012</td>
<td>0.988</td>
</tr>
</tbody>
</table>

### Table IA7. Mean mass stopping power ratios, $s_m$, relative to air and corrected for the polarization effect, for electronic equilibrium spectra generated by Compton recoil electrons
weighting factors are the parts by weight of the elements in the compounds (Bragg's law). In table IA8 values of $s_m$ are presented for a few compounds and a few particular gamma-emitting isotopes.

The $s_m$ values in tables IA4 to IA7 include corrections for the polarization effect (also called the density effect) (Whyte, 1954). Sternheimer (1952, 1956) and Nelms (1958) calculated polarization corrections to certain stopping powers. Unfortunately, many of those data were inappropriate for use in calculating tables IA4 to IA7 because they were based on other I values than those given in table IA3. In view of this and because the polarization corrections for water and the other organic compounds considered are very similar, an average correction for $s_m$ was calculated and applied in tables IA4 and IA6. The error in $s_m$ expected from using this average correction is less than about one-quarter percent. These average corrections are given in table IA9. In tables IA5 and IA7, only graphite and aluminum have been corrected for the polarization effect; the correction is negligible for the heavier elements.

**Table IA8. Mean mass stopping power ratios, $s_m$, relative to air and corrected for the polarization effect, and absorbed dose per esu/0.001293 g air for selected materials and gamma rays (for electronic equilibrium spectra)**

<table>
<thead>
<tr>
<th>Gamma ray emitter</th>
<th>Gamma ray energy Mev</th>
<th>Poly-</th>
<th>Poly-</th>
<th>Water</th>
<th>Tissue*</th>
<th>Polyo-</th>
<th>Lacte</th>
<th>Graph-</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>ety-</td>
<td>ety-</td>
<td></td>
<td></td>
<td>ety-</td>
<td></td>
<td>ety-</td>
</tr>
<tr>
<td>Au-198</td>
<td>0.41</td>
<td>1.233</td>
<td>1.149</td>
<td>1.149</td>
<td>1.139</td>
<td>1.124</td>
<td>1.103</td>
<td></td>
</tr>
<tr>
<td>Cs-137</td>
<td>0.67</td>
<td>1.225</td>
<td>1.145</td>
<td>1.145</td>
<td>1.135</td>
<td>1.120</td>
<td>1.100</td>
<td></td>
</tr>
<tr>
<td>Co-60</td>
<td>1.25</td>
<td>1.200</td>
<td>1.135</td>
<td>1.133</td>
<td>1.120</td>
<td>1.099</td>
<td>1.062</td>
<td></td>
</tr>
<tr>
<td>Au-198</td>
<td>0.41</td>
<td>1.071</td>
<td>0.968</td>
<td>0.968</td>
<td>0.990</td>
<td>0.977</td>
<td>0.880</td>
<td></td>
</tr>
<tr>
<td>Cs-137</td>
<td>0.67</td>
<td>1.064</td>
<td>0.995</td>
<td>0.995</td>
<td>0.985</td>
<td>0.973</td>
<td>0.873</td>
<td></td>
</tr>
<tr>
<td>Co-60</td>
<td>1.25</td>
<td>1.051</td>
<td>0.980</td>
<td>0.980</td>
<td>0.964</td>
<td>0.964</td>
<td>0.871</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rads per esu/0.001293 g air**</th>
</tr>
</thead>
<tbody>
<tr>
<td>Au-198</td>
</tr>
<tr>
<td>Cs-137</td>
</tr>
<tr>
<td>Co-60</td>
</tr>
</tbody>
</table>

*Assuming the composition given in footnote 5 for muscle and air and that 10 percent of the bonds are unsaturated or O =. **Assuming $W = 53.7$ ev, so that an exposure of 1 R will produce an absorbed dose in air of 0.96 rad under conditions of charged particle equilibrium.

**Table IA9. Average polarization correction to $s_m$ for water and organic materials**

<table>
<thead>
<tr>
<th>Initial energy Mev</th>
<th>Correction</th>
<th>Compton recoil electrons</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.6</td>
<td>0.001</td>
<td>1.0</td>
</tr>
<tr>
<td>0.65</td>
<td>0.002</td>
<td>1.5</td>
</tr>
<tr>
<td>0.7</td>
<td>0.003</td>
<td>2.0</td>
</tr>
<tr>
<td>0.8</td>
<td>0.004</td>
<td>2.5</td>
</tr>
<tr>
<td>1.0</td>
<td>0.008</td>
<td>2.0</td>
</tr>
<tr>
<td>1.2</td>
<td>0.011</td>
<td>1.5</td>
</tr>
<tr>
<td>1.5</td>
<td>0.016</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Some calculations of stopping power ratios are available which use the Spencer-Attix theory and these have been compared with results of the Laurence theory. It is characteristic of the theories that allow for delta ray effects that $s_m$ is a function of cavity size. The NCRP report gives (in their fig. 3a—3e) the ratio of the $s_m$ values calculated according to the Laurence and the Spencer-Attix theories as a function of chamber size. The difference is less than 20 percent in the very worst case considered, that of a small lead-wall chamber filled with air. Such a wide difference in atomic number of the wall and gas is hardly ever needed in practical applications of cavity chambers. The review made by the NCRP Study Group (1961) showed that most of the experimental data for walls of low atomic number agree with the Laurence theory to within the experimental uncertainties. These uncertainties are generally about 1 to 2 percent, although under special conditions they may be as low as 0.5 percent.

If it becomes necessary to use chamber walls of high atomic number, the information in the figures in the NCRP report together with the information in the present tables can be useful in interpreting results. In such cases, however, it frequently happens that still another correction is needed. All the theories for $s_m$ published so far assume that the cavity is small enough not to perturb appreciably the flux of secondary electrons in the vicinity of the cavity. When the wall and gas of the chamber differ considerably in atomic number, this is likely to be incorrect. No theories have yet been published that deal with such cavity perturbations. The NCRP Study Group found an empirical method of extrapolating to zero chamber size and thus removing the perturbation; this method can be studied in their report (NCRP, 1961).

b. Electronic equilibrium in media exposed to beta rays. If a beta-ray emitter is uniformly distributed throughout a medium in which the absorbed dose is to be measured, the conditions for electronic equilibrium will be almost ideally satisfied except near the boundaries of the medium. $s_m$ should be obtained by averaging over the electron spectrum existing in the medium. It has been found, however, that for electronic equilibrium conditions, $s_m$ will be practically the same as for Compton recoil electrons whose average energy on emission is the same as the average energy of the emitted beta rays (NCRP, 1961). For the Compton electrons this average energy is $(\sigma_\gamma/\sigma)b\gamma$, see figure IA4. For the beta rays, the average energy is about one-third the maximum beta-ray energy.

c. Electronic non-equilibrium conditions. $s_m$ should always be obtained by averaging over the electron spectrum existing in the medium at the point of interest. There is seldom much information about this electron spectrum for non-equilibrium. In such cases, the best that can be done may be to use the $s_m$ appropriate to electronic equilibrium conditions.
Figure IA4. Graph of \( \frac{\sigma}{\alpha} \) \( hv \), the mean initial energy of the Compton recoil electrons produced by monochromatic \( \gamma \) rays of quantum energy \( hv \).

Figure IA5. Approximate maximum range-versus-energy curve for electrons in air, calculated by Nelms (1956).
3. Average Energy per Ion Pair, W

The average energy expended by a charged particle in a gas per ion pair produced will be designated by W. It is usually expressed in electron volts (ev). It varies from gas to gas and, to a small extent, for different kinds of particle. The dependence on energy is negligible for electrons in the noble gases; there is a small dependence for the low-energy α particles in air (see below).

Absolute measurements of W for electrons are difficult to make accurately, but a number of recent measurements for air, based on a variety of techniques, are reasonably consistent. The results are listed in table IA10, along with a mean value derived from them. (It should be noted that all of these values are derived, directly or indirectly, from calorimetric determinations of energy.) In sets of measurements on different gases made with the same apparatus, the relative values obtained are probably more reliable than the absolute values. Table IA11 presents a number of such sets. Where possible, they have been normalized to the mean value of 33.73 ev derived from the absolute measurements in air. Values depending on stopping-power ratios have been recalculated on the basis of data in a report by the National Committee on Radiation Protection and Measurements (1961). With one or two exceptions, the different figures for a given gas show a satisfactory consistency. The final column of the table lists weighted mean values for each gas, based on the standard deviations quoted by the authors. (For the purposes of this calculation, the standard deviation in the results of Jesse and Sadauskis (1955) was assumed to be 0.5 ev.) The standard deviations recorded for the mean values are derived from the individual standard deviations. In most cases they are consistent with the spread in values among different experiments.

Table IA12 lists W values for α particles with initial energies between 5 and 6 Mev, based on the total ionization collected when the full energy is expended in the gas. No results for experiments based on fast collection of electrons have been included, since these appear to give higher values than experiments based on ion collection (Herwig and Miller, 1954). (In dosimetric problems the collection time is usually long and the ions are collected.) Since absolute measurements with α particles present fewer difficulties than those with electrons, no attempt has been made to renormalize the results. The last column again presents weighted mean values, with standard deviations. In the case of an externally applied beam of monoenergetic electrons penetrating a thin foil, all the electrons will have very nearly their incident energy and the ratio of the mass stopping powers at that energy may be used for s_n. The same will be true near the surface of thicker absorbers. At greater depths in a thick absorber the average energy of the electrons can be estimated from the range-energy relation (see fig. IA5) and s_n for an equilibrium spectrum of that same average energy used.
deviations derived from the stated errors of the authors.

The results for the noble gases except helium appear consistent with the assumption that the W values are the same for α particles and electrons. Note that this is not true for air and a number of other gases.

For neutron dosimetry, W values for protons with energies up to several Mev are of interest. For the noble gases these should be the same as for α particles and electrons. The variation with energy for low-energy α particles in air (e.g., Ishiwari et al., 1956) and the difference between the values for α particles and electrons in many gases suggest that in these gases W increases slightly with increasing specific ionization. The values for protons would therefore be expected to lie between those for electrons and those for α particles. The few measurements that have been made in the energy range of interest (e.g., Jentschke, 1940; Larson, 1958) tend to give values slightly higher than those for α particles. Using the same values for protons as for α particles should not involve errors of more than a few percent in the worst case.

The W value for a mixture of gases must be determined experimentally; it is not in general equal to the weighted mean of the values for the components of the mixture. Information for a number of mixtures is provided by Bortner and Hurst (1954); Moe, et al., (1957); and Valentine and Curran (1958).

In the previous report it was recommended that a W value of 34 ev be used for calculations concerning x and gamma radiation of quantum energy greater than 20 kev. It was realized at that time that the value might actually be somewhat lower, but the evidence was incomplete. In view of the more extensive evidence now available (table IA10), a value of 33.7 ev has been used throughout this report in calculating quantities depending upon it.

4. Saturation in Ionization Measurements

Failure to collect all the ions produced in an ionization chamber may be due to either initial or general recombination. The amount of initial recombination depends upon the LET of the ionizing particle and upon the strength of the collecting field and its direction in relation to the particle track. The best treatment of initial recombination is that by Jaffe (1929) with modifications by Zanstra (1935), and that by Karas-stokova and Lea (1940). Initial recombination does not depend upon dose rate and is usually only troublesome for slow particles or high gas pressures.

General recombination can be treated theoretically in simple cases but it must be stressed that difficulty in achieving saturation is often due principally to inappropriate design of the ionization chamber. If there are regions in the chamber where the field strength is much lower than the maximum, it will be difficult to achieve saturation in these regions without exceeding, in other parts of the chamber, the field strength at which multiplication of ions by collision can begin.

For plane parallel ionization chambers uniformly irradiated at constant dose rate, a saturation curve can be drawn (Boag, 1956) as a function of the dimensionless variable $\xi = m(d^2 \sqrt{q/V})$ where d is the spacing (cm), V the collecting voltage (volts), q the charge density production rate (esu/cm$^3$-sec) and m is a constant depending upon the type and density of the gas. This curve is illustrated in figure IA6, where $F(\xi)$ = collection efficiency, and it can be represented with adequate accuracy by the formula $F(\xi) = 2/(1 + \sqrt{1 + \xi^2})$. For air at 760 mm and 20° C, the constant m has the value 30.

For cylindrical or spherical geometry in the ionization chamber the foregoing saturation curve still applies, but instead of d, one must insert $K(a-b)$, where $(a-b)$ is the radial spacing of the
electrodes, and $K$ is a shape factor whose values are given in figure IA7.

The foregoing curve and formula for $F(\xi)$ apply to continuous radiation. In the case of instantaneous pulses of radiation (Boag, 1956) whose duration is short compared with the time required to collect the ions, the appropriate dimensionless variable is $u=\mu(\partial^2r/V)$, where $r$ is the charge density per pulse (esu/cm$^3$). In this case the collection efficiency, $F(u) = (1/u) \log (1+u)$. For air at 760 mm and 20°C, $\mu=1000$. $F(u)$ is given graphically in figure IA8 for plane geometry. The extension to cylindrical and spherical geometry again involves the shape factors $K_{cyl}$ and $K_{sph}$ from figure IA7.

When an x-ray tube is run on a pulsating potential supply, the x-ray output occurs in pulses whose duration may be long compared with the collection time of the ions in the ionization chamber. In this case, the collection efficiency depends upon the average dose rate during the pulse, and, as in the case of instantaneous pulses, it is independent of the pulse repetition frequency. Saturation curves taken with a pulsating x-ray output agree well with those taken with continuous output when the average intensity during the pulse is the parameter used.

Chambers that include regions of plane, cylindrical, and spherical geometry can be dealt with by considering the collection efficiency in each of the regions separately and adding together the currents from all regions. These formulas and curves should be regarded as a guide to the variables which determine saturation but not as a substitute for accurate experimental checks on saturation conditions in a particular chamber.

B. Calorimetric Methods

For most absorbing materials all but a few percent of the energy absorbed from a radiation field ultimately appears as heat. Therefore, a calorimetric measurement of this energy is, in principle, a very direct approach although one that requires considerable experimental refinement. Calorimetric systems have been devised which measure intensity and others which measure absorbed-dose rate. These systems operate by absorbing energy from the radiation field, retaining this energy until it is degraded to thermal energy, and evaluating this heat by measuring the rise in temperature of the system. The heat capacity of the system can be determined very accurately by introducing known electrical power. The loss of absorbed radiation energy to forms other than heat is a fundamental difficulty in calorimetric measurements. Intensity measurements will be in error if energy is carried away by bremsstrahlung or by neutrons; in absorbed-dose measurements on the other hand such escape should be permitted. Conversion of energy into a chemical form will produce an error, however. At the present time it seems that the uncertainty due to lack of knowledge about these losses to chemical energy in many substances is at least as large as the uncertainty in...
ionization measurements due to lack of accuracy in W.

The calorimetric measurement of absorbed dose at any point within an extended medium under irradiation involves measurement of the temperature rise in a small thermally-insulated mass of material centered at that point. Such thermal insulation must not significantly perturb the absorption or the spectral distribution of the radiation field. The temperature sensors and heating must constitute only a small fraction of the mass of the thermally-insulated material. Successful measurements of this type for both copper and polystyrene media have been described by Genna and Laughlin (1956) for Cobalt-60 gamma rays.

Measurements of the energy absorbed from Co\(^{60}\) gamma radiation in small pieces of Dural and of graphite suspended in an evacuated glass tube have been carried out (Bernier et al., 1956; Reid and Johns, 1961) and the ionization in chambers of similar materials and geometry measured under identical conditions for comparison. Similar experiments were done with graphite irradiated by Co\(^{60}\) gamma rays (Hart et al., 1958), and by x rays of 22 Mvp (Skarsgard et al., 1957). All of these experiments involve measurements of absorbed dose in a small isolated mass, not in a segment of an extended medium as would be necessary in plotting fields within a phantom.

Endothermic radiation-induced chemical reactions may occur in many materials. Measurements made with the Fricke ferrous sulphate dosimeter and with an absorbed dose calorimeter under identical geometrical conditions indicated that in polyethylene irradiated by Co\(^{60}\) gamma rays, 3 percent of the energy went into chemical reactions (Brynjolfsson, 1960). The standard deviation of measurements made with these calorimeters at a rate of 50 rad/min was one percent. The accompanying table, IB1, gives a synopsis of work done with calorimetric dosimeters.

Comparisons of calorimetric measurements with corresponding measurements by ionization or chemical methods have provided values of $W_{air}$ (ev expended in air per ion pair formed), and of $G$ (molecules reacting per 100 ev absorbed) for certain reactions. These results are reported in some of the references included in the table.

C. Chemical Dosimetry

Chemical dosimetry is based on the principle that certain quantitative oxidation and reduction reactions take place upon irradiation, to an extent directly proportional to the absorbed dose. Of all the chemical systems available for dosimetry, only ferrous sulfate is reliable enough for routine use but other systems are readily calibrated by reference to it. Ceric sulfate is next in usefulness and reliability and it is followed by a group of systems included in this report primarily because of their utility in extending the range of the ferrous sulfate dosimeter. The ferrous sulfate and ceric sulfate systems are capable of measuring absorbed dose with standard analytical techniques to within one percent. Absolute calibration of the ferrous sulfate dosimeter for absorbed dose has been made by calorimetry.

1. Ferrous Sulfate Dosimeter

(Fricke Dosimeter)

The chemical reaction which has been most extensively used as a standard of reference for dose is the oxidation of ferrous sulfate in 0.1 to 0.8 $N$ sulfuric acid solution. This reaction was first studied by Fricke and Morse (1929). The reproducibility and ease of measurement are good

<table>
<thead>
<tr>
<th>Reference</th>
<th>Calorimeter type</th>
<th>Type of radiation</th>
<th>Minimum practical rate described</th>
<th>Precision under Column 4 conditions (±%)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laughlin and Beattie (1951). Laughlin et al. (1953). Laughlin and Genna (1956).</td>
<td>Total beam</td>
<td>130 kvp x rays</td>
<td>60R/min</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Edwards and Kerst (1953).</td>
<td>do</td>
<td>200 kvp x rays</td>
<td>150R/min</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Milvy et al. (1958).</td>
<td>do</td>
<td>150 kvp x rays</td>
<td>150R/min</td>
<td>1.8</td>
<td></td>
</tr>
<tr>
<td>Skarsgard et al. (1957).</td>
<td>do</td>
<td>22 Mvp x rays</td>
<td>30 rad/min</td>
<td>0.6</td>
<td>Small isolated mass (dural, graphite).</td>
</tr>
<tr>
<td>Milvy et al. (1958).</td>
<td>do</td>
<td>Cobalt-60 γ rays</td>
<td>210 rad/min</td>
<td>0.15</td>
<td>Small isolated mass (carbon).</td>
</tr>
<tr>
<td>do</td>
<td>Cobalt-60 γ rays</td>
<td>120 rad/min</td>
<td>0.5</td>
<td>Ice-water system.</td>
<td></td>
</tr>
<tr>
<td>do</td>
<td>Cobalt-60 γ rays</td>
<td>210 rad/min</td>
<td>&lt;0.1</td>
<td>Ice-water system.</td>
<td></td>
</tr>
</tbody>
</table>
Disadvantages lie in the variation of the yield with the LET of the incident radiation, and in the requirement that the concentration of dissolved oxygen in the solution be kept above a certain limit throughout the exposure. The mechanism of the reaction is now well understood, even in detail (Allen and Rothschild, 1957; Allen et al., 1957). In the light of present knowledge of its behavior the following standard procedure can be recommended.

A solution is prepared, which is about 1 mM in ferrous sulfate or ferrous ammonium sulfate, 1 mM in sodium chloride (to counteract the effect of possible organic impurities originally present in the water or introduced by the irradiation cell), and 0.8 N in sulfuric acid (Dewhurst, 1952; Wiess et al., 1956). The water is distilled beforehand from alkaline permanganate solution in an all-glass system; further purification is unnecessary. Pyrex or silica irradiation cells are preferred, although cells constructed from polystyrene or polyethylene have been successfully used. Irradiation cells made from plasticized polymers are to be avoided (Hall and Oliver, 1961). Chemicals of analytical grade may be used without further purification. Using a solution initially in equilibrium with the atmosphere, a dose of between 5000 and 50,000 rads of x, gamma or fast-electron radiation may be measured, but to avoid depletion of the oxygen content of the solution the upper limit should not be exceeded. Higher doses of x, gamma or fast-electron radiation up to 200,000 rads may be measured if the solution is saturated beforehand with oxygen, if care is taken not to introduce additional impurities during equilibration with this gas, and if higher initial ferrous ion concentration (4 mM) is used. With radiations of higher LET, the consumption of oxygen is less rapid and somewhat higher doses may be given without oxygen depletion if the solution is well stirred during irradiation to maintain the oxygen concentration in the irradiated zone.

The temperature coefficient of the gamma-ray induced oxidation is low (0.04 ± 0.03 percent °C between 0 and 70 °C, Schwarz, 1954), and the yield is independent of dose rate between 6 rad/min and 10⁶ rad/min (Schuler and Allen, 1956; Glazunov and Pikayev, 1960; Anderson, 1962). With radiations of high LET, a slight dependence of yield on ferrous ion concentration is observed. For example, with the recoiling radiations from the B³⁰ (α, α)Li³ process, the yield of 10 mM ferrous solutions is about 4 percent higher than in 1 mM solutions (Schuler and Barr, 1956); with deuterons, about 1.5 percent (Schuler and Allen, 1957); but with gamma rays, the difference is negligible.

In the absence of radiation, aerated ferrous sulfate solutions are slowly oxidized in a thermal reaction with dissolved oxygen. The rate of this oxidation is proportional to the square of the ferrous ion concentration and the first power of the oxygen concentration (Huffman and Davidson, 1956). In 10 mM ferrous solutions this spontaneous oxidation proceeds to the extent of about 2 μM/liter day at 25 °C, and sets a lower limit of dose rate at which the system can be used with accuracy.

Standard procedure for taking this thermal reaction into account is to measure the difference in ferric ion concentration between the irradiated solution and the unirradiated solution which has been stored in an identical vessel for the same length of time.

The analysis of the ferric ion is most readily undertaken by direct spectrophotometry on the dosimeter solution at 304–5 μm. The extinction coefficient varies somewhat with temperature (0.69 percent per degree in the range 20–30 °C, at 304 μm (Scharf and Lee, 1961)), so that for high precision a constant temperature cell holder is advisable. Recent determinations of the molar extinction coefficient are in agreement when corrected to 25 °C by the above temperature coefficient. The values are: 2193 ± 6 (Schuler and Allen, 1956), 2197 ± 10 (Lazo, et al., 1954), 2187 ± 5 (Holm et al., 1961) and 2196 ± 5 (Scharf and Lee, 1961), all in 0.8 N sulfuric acid. The sensitivity of this method can be doubled by measuring the absorbance at the 224 μm ferric ion peak instead of at 304 μm. Two advantages accrue. At the shorter wavelength the molar extinction coefficient is 4555 liter mole⁻¹ cm⁻¹ compared with 2196 and the temperature coefficient of the extinction coefficient in the range 20–30 °C is only 0.13 percent per degree (Scharf and Lee, 1961). If a spectrophotometer is not available, an alternative colorimetric method of determining ferrous ion as the complex with o-phenanthroline is simple and reliable (Miller, 1956; Bouzigues et al., 1961).

The ferrous sulfate system is less useful with electromagnetic radiation of such quality that photoelectric absorption or pair formation processes take place to an appreciable extent in aqueous solutions. With Co⁶⁰ gamma rays, the ratio of the doses absorbed in 0.8 N sulfuric acid and in water exposed to the same quantity of radiation can usually be taken as equal to the ratio of the electron densities of the two media, that is 1.024, but at lower photon energy this is, of course, no longer the case, and a detailed calculation requires a knowledge of the spectral distribution. The sulfuric acid concentration can be lowered to a minimum of 0.1 N with only a 2 percent fall in the ferric yield observed with Co⁶⁰ gamma rays (Allen et al., 1957), but at lower concentrations of acid the gamma ray yield falls, and the mechanism of the reaction ceases to be simple. It can be taken, therefore, that a concentration of 0.1 N sulfuric acid is the lowest that can be used for reproducible dosimetry. From the analytical point of view the use of other acidsities in this range introduces no complication since the extinction coefficient of the ferric ion shows little variation with acidity in the region 0.1 to 0.8 N (Haybittle et al., 1956). Adjustment of low-acidity ferrous sulfate solutions to 0.8 N sulfuric acid is, however, recommended before the spectrophotometric measurement is made.

Even in 0.1 N acid, however, it may in some
conditions be difficult to correct for photoelectric absorption precisely; moreover the ferric yield at constant acidity falls with increasing LET (Back and Miller, 1957). Accurate dosimetry of radiations of 200 kev and lower is thus difficult to attain. Similar complications exist with very hard radiation on account of pair production, but few studies of the system with such radiation have been made (Laughlin et al., 1957; Minder, 1961).

Curve A of figure ICl is a plot of G(Fe\(^{3+}\)) as a function of the initial LET of the particles concerned. The yields are integrated over the whole particle tracks, i.e., they are values of the ratio \(\Delta M/E_i\), where \(\Delta M\) is the total number of ferric ions formed by each ionizing particle, and \(E_i\) the mean initial energy of the particles in units of 100 ev. Curve A illustrates the trend and the consistency of the results which are detailed in table ICl. An interpolation in this curve will provide G(Fe\(^{3+}\)) for radiations not listed. Where more recent work may be considered to have superseded earlier measurements the latter are omitted. It will be noted that a consistent picture of the behavior of the system has emerged, though some anomalies remain, such as between the sets of results 6 and 7 (fig. ICl), both obtained with deuterons from a cyclotron.

For electron pulses at dose rate up to \(2 \times 10^8\) rads/sec., G(Fe\(^{3+}\)) is independent of dose rate but above \(=5 \times 10^8\) rads/sec., G(Fe\(^{3+}\)) diminishes with increasing dose rate (Anderson, 1962; Glazunov and Pikayev, 1960; Rotblat and Sutton, 1960). Accurate and consistent yields are not available but some recent data are assembled in table ICl. Here it is shown that G(Fe\(^{3+}\)) decreases from 15.6 to 11.3±0.5 at \(2.2 \times 10^9\) rads/sec. (Anderson, 1962). Consequently the Fricke dosimeter becomes less reliable at these high dose rates since calibration curves of G(Fe\(^{3+}\)) versus dose-rate are necessary.

The drop in G(Fe\(^{3+}\)) at dose rates greater than \(5 \times 10^8\) rads/sec is a manifestation of a general property of aqueous systems. At dose rates of \(10^9\) rads/sec and higher the hydrogen and hydroxyl radicals are generated in the irradiated solution at such high concentrations that radical-radical reactions compete with the oxidation reactions which take place at lower intensities. The result is a decrease in G(Fe\(^{3+}\)) which becomes more pronounced as the dose rate increases.

2. Ceric Sulfate Dosimeter

For doses higher than \(\approx 5 \times 10^8\) rads, which is the upper limit for aerated ferrous sulfate solutions, only the ceric sulfate dosimeter may be regarded as a standard of reference for dosimetry. The ceric sulfate dosimeter may be used in the range \(10^8\) to \(10^9\) rads (Taimuty et al., 1959; Harlan and Hart, 1959).

Ceric sulfate dissolved in 0.1 to 0.8 N sulfuric acid is reduced to cerous ion with evolution of oxygen by all types of ionizing radiation. Analysis can be carried out spectrophotometrically using the ceric absorption at 320 m\(\mu\) at which wavelength the molar extinction coefficient is temperature-independent but varies somewhat with pH. Recent values are 5000±50 in 0.1 N sulfuric acid (Johnson and Weiss, 1957), and 5580 (Hochanadel and Ghoruley, 1953; Medalia and Byrne, 1951), 5600±50 (Johnson and Weiss, 1957) in 0.8 N acid. For ceric sulfate solutions above 0.01 M, titration with standard ferrous sulfate using 0.001 M ferroin as the indicator is preferable to spectrophotometric measurements (Harlan and Hart, 1959). Higher standards of purity than those applying to the ferrous sulfate dosimeter are needed for this system to behave reproducibly. The water must be triply distilled, with the first two distillations from a reagent solution such as alkaline permanganate or acid ceric sulfate. All glassware must be thoroughly cleaned, and before use allowed to stand for some days filled with a ceric sulfate solution. The dosimeter solution itself must stand for about a week; in making dilutions from a concentrated stock solution, it is desirable to use a very dilute (\(\approx 50 \mu M\)) ceric sulfate solution rather than water which has not previously been standing with ceric ion. Precision of ±1 percent is possible with great care (Taimuty et al., 1959). There is some evidence of a surface effect in the \(\gamma\)-ray induced reaction in that the cerous yield is considerably enhanced in vessels packed with glass beads. It is not certain that this is genuine as it may merely reflect the great difficulty in cleaning surfaces to the necessary extent.

Increasing concentrations of cerous ion reduce the cerous yield by scavenging OH radicals from the particle tracks (Sworski, 1956; Harlan and Hart, 1959). Because G(Ce\(^{3+}\)) depends on both ceric and cerous ion concentration, the use of ceric sulfate at concentrations above 0.1 M requires the use of an empirical equation correcting for the variable G(Ce\(^{3+}\)). The equation for 0.39 M ceric sulfate is

\[
D = -2.32 \times 10^8 \log_{10} \left(1 - 1.16 \text{Ce}^{3+}\right)
\]

where \(D\) is the absorbed dose in rad in the solution.
Table ICl. Aqueous solutions for dosimetry

<table>
<thead>
<tr>
<th>Reference on figure ICl</th>
<th>Type of radiation</th>
<th>Mode of energy measurement</th>
<th>G</th>
<th>Init. Fe&lt;sup&gt;3+&lt;/sup&gt; concentration</th>
<th>Footnote reference below</th>
</tr>
</thead>
<tbody>
<tr>
<td>Curve A. Ferrous sulfate solutions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>30 Mev electrons...</td>
<td>Charge input...</td>
<td>16.3±0.3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>10 Mev electrons...</td>
<td>do...</td>
<td>15.7±0.3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>2 Mev electrons...</td>
<td>do...</td>
<td>15.4±0.8</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>Pr&lt;sup&gt;3+&lt;/sup&gt; and B particles...</td>
<td>do...</td>
<td>15.6±0.3</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>Co&lt;sup&gt;60&lt;/sup&gt; γ rays...</td>
<td>do...</td>
<td>15.5±0.3</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>100 kvp x rays...</td>
<td>do...</td>
<td>15.6±0.07</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>7</td>
<td>35 kvp x rays...</td>
<td>do...</td>
<td>15.3±0.5</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>8</td>
<td>8 kvp x rays...</td>
<td>do...</td>
<td>14.4</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>11&lt;sup&gt;1&lt;/sup&gt; particles...</td>
<td>do...</td>
<td>13.4±0.6</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>4-19 Mev deuterons...</td>
<td>do...</td>
<td>12.9±0.2</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>11</td>
<td>Co&lt;sup&gt;60&lt;/sup&gt; γ rays...</td>
<td>Counting and gas density...</td>
<td>5.1±0.10</td>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td>12</td>
<td>2 Mev electrons...</td>
<td>do...</td>
<td>5.0±0.02</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>13</td>
<td>18 Mev deuterons...</td>
<td>do...</td>
<td>5.0±0.03</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>14</td>
<td>8 Mev deuterons...</td>
<td>do...</td>
<td>5.0±0.03</td>
<td>14</td>
<td>15</td>
</tr>
<tr>
<td>15</td>
<td>32 MeV He ions...</td>
<td>do...</td>
<td>4.9±0.03</td>
<td>15</td>
<td>16</td>
</tr>
<tr>
<td>16</td>
<td>Po&lt;sup&gt;210&lt;/sup&gt; α particles...</td>
<td>do...</td>
<td>4.9±0.03</td>
<td>16</td>
<td>17</td>
</tr>
<tr>
<td>17</td>
<td>B&lt;sup&gt;10&lt;/sup&gt;(n, α) Li&lt;sup&gt;7&lt;/sup&gt; recoils...</td>
<td>do...</td>
<td>4.9±0.03</td>
<td>17</td>
<td>18</td>
</tr>
</tbody>
</table>

Curve B. Ceric sulfate solutions

| 11 | Co<sup>60</sup> γ rays... | Comparison with FeSO<sub>4</sub>... | 2.45±0.08 | 15 | |
| 12 | 2 Mev electrons... | do... | 2.3±0.04 | 16 | |
| 13 | 18 Mev deuterons... | do... | 2.3±0.00 | 17 | |
| 14 | 8 Mev deuterons... | do... | 2.3±0.00 | 18 | |
| 15 | 32 MeV He ions... | do... | 2.3±0.00 | 19 | |
| 16 | Po<sup>210</sup> α particles... | do... | 2.3±0.00 | 20 | |
| 17 | B<sup>10</sup>(n, α) Li<sup>7</sup> recoils radiations... | do... | 2.3±0.00 | 21 | |

Curve C. Ferrous-cupric solutions

| 18 | Co<sup>60</sup> γ rays... | Comparison with FeSO<sub>4</sub>... | 0.66±0.02 | 19 | |
| 19 | 3-22 Mev deuterons... | do... | 2.3±0.00 | 20 | |
| 20 | 3.4 MeV α particles... | do... | 2.3±0.00 | 21 | |
| 21 | B<sup>10</sup>(n, α) Li<sup>7</sup> recoils radiations... | do... | 2.3±0.00 | 22 | |
| 22 | | | | | |

* These results are not plotted in figure ICl.

* These results are plotted on the same basis of dosimetry as those for ferrous sulfate solutions in the same laboratory (7-7, fig. ICl).

* This represents the results of a comparison with the ferrous sulfate dosimeter using Po<sup>210</sup> α particles which had passed through two mica absorbers. The appropriate ferrous sulfate yield has merely been interpolated from figure ICl.

5. Laze et al., 1954.
6. Holm et al., 1951.

Table IC2. Effect of dose rate on G(Fe<sup>3+</sup>) for fast electron irradiations

<table>
<thead>
<tr>
<th>(Fe&lt;sup&gt;3+&lt;/sup&gt;) mMeV</th>
<th>(Cl) mMeV</th>
<th>E MeV</th>
<th>Pulse length μsec</th>
<th>Dose rate rad/sec</th>
<th>G(Fe&lt;sup&gt;3+&lt;/sup&gt;)</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>Cont</td>
<td>0.002×10&lt;sup&gt;6&lt;/sup&gt;</td>
<td>15.6±0.5</td>
<td>1</td>
</tr>
<tr>
<td>1.0</td>
<td>2.0</td>
<td>2.0</td>
<td>do</td>
<td>9.5×10&lt;sup&gt;6&lt;/sup&gt;</td>
<td>14.3</td>
<td>2</td>
</tr>
<tr>
<td>1.0</td>
<td>3.0</td>
<td>3.0</td>
<td>do</td>
<td>15.0+0.6</td>
<td>13.4±0.6</td>
<td>3</td>
</tr>
<tr>
<td>1.0</td>
<td>4.0</td>
<td>4.0</td>
<td>do</td>
<td>10.5±0.9</td>
<td>10.4±0.9</td>
<td>4</td>
</tr>
<tr>
<td>1.0</td>
<td>5.0</td>
<td>5.0</td>
<td>do</td>
<td>10.0±0.5</td>
<td>10.0±0.5</td>
<td>5</td>
</tr>
<tr>
<td>1.0</td>
<td>6.0</td>
<td>6.0</td>
<td>do</td>
<td>10.0±0.5</td>
<td>10.0±0.5</td>
<td>6</td>
</tr>
<tr>
<td>1.0</td>
<td>7.0</td>
<td>7.0</td>
<td>do</td>
<td>10.0±0.5</td>
<td>10.0±0.5</td>
<td>7</td>
</tr>
<tr>
<td>1.0</td>
<td>8.0</td>
<td>8.0</td>
<td>do</td>
<td>10.0±0.5</td>
<td>10.0±0.5</td>
<td>8</td>
</tr>
<tr>
<td>1.0</td>
<td>9.0</td>
<td>9.0</td>
<td>do</td>
<td>10.0±0.5</td>
<td>10.0±0.5</td>
<td>9</td>
</tr>
<tr>
<td>1.0</td>
<td>10.0</td>
<td>10.0</td>
<td>do</td>
<td>10.0±0.5</td>
<td>10.0±0.5</td>
<td>10</td>
</tr>
</tbody>
</table>

2. Keene (1957).
5. Thomas (1962).

and Ce<sup>3+</sup> is the cerous ion concentration (moles/liter) after the solution is irradiated. A precision of 2 percent is reported (Harlan and Hart, 1959). Results are summarized in table ICl and curve B of figure ICl.

3. Other Chemical Systems

Many chemical systems have been proposed for dosimetry. These systems, calibrated by comparison with the Fricke dosimeter, have applications for which the Fricke dosimeter is less satisfactory or unsuitable. A comparison of some of the more widely used systems with the Fricke and ceric dosimeters is given in table IC3.

An extension of the range of chemical dosimeters to doses below one kilorad has been possible by the use of new systems and by increasing the sensitivity of the Fricke dosimeter. Doses as low
as 100 rads can be measured by using Fe\textsuperscript{56} tracer and extracting the ferric ion into isopropyl ether as its thiocyanate complex (Rudstam and Svedberg, 1953). Even the direct determination of small quantities of ferric ion in the Fricke dosimeter by absorption at 305 m\textmu by the use of longer absorption cells extends its range downward to 300 rad (Thielens, 1961). Many sensitizers of ferrous ion oxidation increase G(Fe\textsuperscript{2+}) by factors of two to fifteen (Hart, 1952; Thielens, 1961), e.g., the ferrous sulfate + formic acid + oxygen dosimeter of table IC3. Sensitive systems not relying on the measurement of ferric ion are represented by the benzoic acid, quinine, trichloroethylene and chloroform systems. Benzoic acid is oxidized to hydroxybenzoates which may be detected in quantities as low as \(5 \times 10^{-10} \) M by fluorimetry. In this way, doses as low as 0.5 rad can be detected and a dose of 5 rad can be determined to \( \pm 5 \) percent precision (Barr and Stark, 1958). Similarly, by measuring the destruction of quinine in aqueous solutions by fluorimetry, doses between 10 and 1,000 rads can be measured conveniently and reproducibly (Barr and Stark, 1960). Aqueous trichloroethylene and chloroform solutions release hydrochloric acid on irradiation. pH-sensitive indicator dyes are used as detectors of hydrochloric acid and an estimate of the dose may be obtained from the change in color (Taplin, 1956; Sigoloff, 1956, 1961).

A second group of systems covering various sections of the range above the Fricke dosimeter to an upper limit of about \(10^8\) rads, consists of the formic acid + oxygen, dye, ceric sulfate, ferrous sulfate + cupric sulfate and oxalic acid dosimeters. These dosimeters cover a variety of applications. Formic acid + oxygen liberates hydrogen peroxide, carbon dioxide and hydrogen (Hart, 1954). By measuring hydrogen peroxide, doses as low as 1,000 rads can be estimated and if all the products are analyzed, this system may be used for mixed gamma-ray and neutron dosimetry (Hart and Walsh, 1958). Dyes in gels have been used for depth dose measurements. Rigid chemical dosimeters, which can be cut into sections after irradiation, offer obvious advantages in obtaining a picture of the dose distribution in a radiation field. If this distribution is to be related to that in irradiated tissue, the medium has to approach the chemical composition of tissue as nearly as possible. This requirement is met most closely by the use of gels of aqueous gelatin or agar, containing dyes, which are decolorized on irradiation (Day and Stein, 1950; Goldblith, Proctor and Hammerle, 1952; Andrews, Murphy and LeBrun, 1957; Gevantman, 1960). The ceric sulfate, ferrous sulfate + cupric sulfate and oxalic acid systems extend chemical dosimetry reliably into the range between \(10^6\) and about \(10^8\) rads. The ferrous sulfate + cupric sulfate dosimeter is particularly valuable when used in conjunction with the Fricke dosimeter to monitor mixed gamma-ray and heavy ionizing particle radiations (Hart and Walsh, 1954). Some results for the ferrous-cupric system are indicated in table IC3 and curve C of figure IC1.

The necessity for monitoring doses above \(10^8\) rad is rare but the water, nitrous oxide and polyisobutylene dosimeters are available. Of these the water dosimeter has practically no upper limit of dose provided that steps are taken to remove the decomposition products, hydrogen and oxygen, from the radiation field and subsequently to measure them. (Hart and Gordon, 1954; Gordon and Hart, 1955; Hart and Walsh, 1958.) Neutron fluxes may be measured too by adding boric acid or borates to the water. Nitrous oxide gas decomposes into nitrogen, oxygen and nitrous oxide and the dose is obtained by the measurement of these gases (Harteck and Dondes, 1956). Another dosimeter useful over a wide range of doses is polyisobutylene dissolved in heptane (Wiesner, 1961). On irradiation, depolymerization takes place and the dose is estimated from viscosity calibration curves. Concentrated solutions of low molecular weight polymers are used for high doses, whereas dilute solutions of high molecular weight polymers are better for the low doses.
D. Photographic Dosimetry

The photographic emulsion is one of the oldest detectors of ionizing radiation. Although the accuracy of photographic dosimetry is relatively low (5 to 10 percent, at best), the method is still widely used for personnel monitoring (Dudley, 1956; Ehrlich, 1954; Rotblat, 1956). Photographic dosimetry is also used for measurements of total exposures up to $10^4$ R and more, under conditions for which ruggedness and low cost are important factors, and for mapping of high-energy radiation fields in clinical applications. Recently, a method was developed by which the range of photographic dosimetry can be extended to $1 \times 10^5$ R through the use of conventional monitoring film without development (McLaughlin, 1959). Photographic dosimetry has been discussed in detail in the literature (Griffith, 1958). Only some of the more general features will be outlined here.

1. Energy Transfer to a Photographic Emulsion

The energy transferred by ionizing radiation to the photographic emulsion initiates the reduction of the silver halide crystals (grains) of the emulsion to atomic silver. The microscopic silver specks formed in this way are referred to as latent image. Upon processing in special developing solutions, these silver specks then serve as nuclei for a reduction process, leading to the formation of massive silver aggregates which increase the opacity of the developed photographic emulsion. For very large radiation exposures, the reduction by the ionizing radiation alone is large enough to make any further processing unnecessary.

The increase in emulsion opacity (or in optical density, which is equal to the decadic logarithm of opacity) is usually measured by photoelectric means. By appropriate calibration procedures, optical density can be related to exposure, absorbed dose, or incident fluence.

Charged particles transfer their energy to the silver halide grains mainly through collisions leading to atomic excitation and to ionization along the paths of the particles. The photographic effect of charged particles increases with the range of the particles in the emulsion, and—for a given range—with their specific ionization, until one single interaction with a silver halide grain is sufficient to make this grain developable. Any further increase in specific ionization leads to a decrease in the number of grains made developable for any given amount of energy dissipated within the emulsion. Photons, neutrons, and other uncharged particles lose their energy to the emulsion largely through the ionization produced by their charged secondaries.

2. Response to X and Gamma Radiation

The photographic latent image is produced by energy deposited in the grains by secondary and higher order electrons from x- and gamma-ray interactions with the material in the vicinity. Photoelectric absorption in the elements of relatively high atomic number contained in the emulsion causes the ratio of photographic effect to exposure to be up to 30 and more times higher for 40-kev photons than for 1-Mev photons. For dosimetry in the photon energy ranges up to about 200 kev, suitable arrangements of metallic filters aid in reducing this energy dependence, and facilitate the determination of the particular radiation energy (Langendorff, et al., 1952). For higher energies, film response roughly parallels exposure, provided that electronic equilibrium is established at the film in air-equivalent materials.

No rate dependence effects have as yet been demonstrated for the film types usually employed in dosimetry when exposed to low-energy x radiation (Ehrlich, 1956), unless the films were used in contact with scintillators (Ehrlich and McLaughlin, 1959). However, some rate dependence seems to be present for x-ray energies of around 1 Mev. Such rate dependence is particularly likely when the films are processed in weak developers which react mainly with the surface of the silver halide grains.

3. Response to Monoenergetic Electrons and to Beta Rays

Photographic dosimetry of monoenergetic electrons and beta rays is complicated by the relatively high absorption of electrons both in the light-tight wrapping material usually surrounding commercial photographic film and in the emulsion proper. Actually, the ranges of electrons of energies below about 100 kev are smaller than the thickness of the average commercial photographic emulsion. As a consequence, the photographic effect increases with increasing energy up to about 100 kev and also depends strongly on the direction of electron incidence. At higher energies, the photographic effect changes only relatively little with radiation energy and direction of radiation incidence.

In some of the photographic emulsions used for electron investigations, a rate dependence has been found (Digby et al., 1953). If elements are introduced over the film surface which become beta active upon bombardment with thermal neutrons (such as for instance rhodium), the beta-ray response of suitably calibrated films can also be utilized for thermal-neutron dosimetry.

4. Response to Heavy Charged Particles and to Neutrons

Because of their large specific ionization and the associated waste in energy dissipation on already developable grains, the photographic effect of heavy charged particles is smaller by orders of magnitude than that of x rays and electrons. Where the particle ranges are small compared to the emulsion thickness, the effect is also strongly dependent on the energy and the direction of the incident particles. Furthermore, in some of the
emulsions, the photographic effect is rate dependent. For these reasons, track analysis on nuclear plates, which provides for a detailed study of individual events, is the preferred method of photographic dosimetry of heavy charged particles and also of fast neutrons, whose photographic action is largely due to proton recoils produced in the hydrogenous gelatine. Track analysis for personnel dosimetry of fast neutrons can be simplified by the use of a nuclear-track plate surrounded by essentially tissue-equivalent materials of such thickness that the number of tracks produced in the emulsion per unit absorbed dose is essentially independent of neutron energy (Cheka, 1954). In the 30-micron Eastman NTA emulsion, this method yields about 5 or 6 tracks in an area of $2 \times 10^{-4}$ cm$^2$ after the maximum permissible neutron irradiation for a period of 13 weeks, i.e., a dose equivalent of 3 rems.

Analysis of the proton tracks produced by the reaction of thermal neutrons on the nitrogen of the gelatine, or of alpha tracks in lithium- or boron-loaded emulsions, can be used for thermal-neutron dosimetry. The protons produced by the reaction of thermal neutrons on nitrogen produce a slightly larger number of tracks per unit area than the proton recoils from elastic scattering of fast neutrons. The sensitivity of the lithium- or boron-loaded emulsions is about 200 times greater than ordinary emulsions for thermal neutrons.

E. Dose-rate Measurements by Scintillation Techniques

In the scintillation dosimeter, absorbed dose rate is measured in terms of the intensity of luminescence excited within an irradiated scintillator. The latter is usually coupled optically to a multiplier phototube, the increase in whose mean collector current above background level is usually linearly related to the intensity of luminescence and hence to the absorbed dose rate. The method has been reviewed by Rosman and Zimmer (1955, 1956a, 1957).

The scintillation technique has been found useful in a number of practical dosimetric problems, especially for the measurement of x and gamma radiation. Scintillation dosimeters have high sensitivity and a linear response over a wide range of dose rates; they are less dependent on pressure and humidity than are non-sealed ionization chambers. They do however require frequent recalibration because of possible changes in multiplier phototube gain and scintillator performance with time or radiation exposure. The scintillator can be a small block of material mounted at the end of a rigid or flexible light guide which couples it optically to the multiplier phototube; such instruments are useful for the measurement of radiation dose rate in cavities of the human body or for the plotting of radiation fields or isodose curves. Probe dosimeters of this type, incorporating scintillators a few mm in linear dimensions, can be used to measure dose rates down to 1 rad/hour in the scintillating material. (Griffith and Swindell, 1951; Glocker and Breitling 1952; Cole et al., 1952, 1953; Belcher, 1953; Fowler, 1955; Rosman and Zimmer, 1956b, Herbert, 1956; Robson and Gregg, 1956; Shalek and Cole, 1958; Henriksen, 1958; Blanks and Rohrer, 1960).

In many such instruments, a solid rod of methyl methacrylate or quartz is used as a light guide to provide optical coupling between the scintillator and the multiplier phototube. This arrangement is satisfactory in measurements at low photon energies, but at energies above 200 kev visible Cerenkov radiation emitted by secondary electrons in the light guide may be a source of error; the use of an internally polished metal tube to provide optical coupling is then preferable (Cole et al., 1953; Belcher, 1953; Fowler, 1955; Henriksen, 1958).

The insertion of a wavelength shifter such as a mixture of anthracene and tetracene between the scintillator and light guide to transform the blue light emitted by the scintillator to yellow-green, followed by yellow-green filters at both ends of the light guide to exclude the greater part of the Cerenkov radiation provides another method of overcoming this difficulty (Zimmer, 1956; Jahns, 1960).

In most scintillation dosimeters, the multiplier phototube collector current is measured by means of a DC microammeter, valve voltmeter or DC amplifier. Multiplier phototube dark current and direct effects of radiation on the multiplier phototube, both of which contribute to the recorded current, may be sources of error in measurements with such instruments, but the inclusion of a small shutter interrupting the optical path between the scintillator and the multiplier phototube allows the zero to be set before a measurement is made, (Dealer, 1954; Fowler, 1955). In other instruments, a mechanical light-chopping device in the optical path provides an AC signal which can subsequently be amplified by an AC amplifier (Herbert, 1956; Blanks and Rohrer, 1960); in these instruments, dark current and direct effects of radiation on the multiplier phototube do not contribute to the measured current although light emitted by the light guide may still be recorded.

The major disadvantage of scintillation dosimeters for x and gamma radiation lies in their energy dependence. Provided that the dimensions of the scintillator are large compared with the maximum range of the secondary electrons, but small compared to $1/\mu_{en}$, the energy absorbed in the scintillator of a scintillation dosimeter can be related to that absorbed by an air-wall ionization chamber whose sensitive volume has the same dimensions as the scintillator by an expression of the form:

$$\frac{1 - e^{-\mu_{en}}}{\mu_{en}} \frac{t}{b}$$

where $\mu_{en}, \mu_{en}'$ are the linear energy absorption coefficients of the scintillator and air respectively and $t$ is the thickness of the scintillator presented to the
incident radiation. (Brucker, 1952; Ittner and Ter-Pogossian, 1952; Belcher, 1953.)

The variation of the above expression with energy depends on the effective atomic number and hence on the atomic composition of the scintillator and on its thickness. Inorganic scintillators such as calcium tungstate or alkali halides have a response which falls steeply with increase in energy (Brucker, 1952). Organic scintillators such as anthracene have a response which is nearly air-equivalent above 0.1 Mev (Smeltzer, 1950) but which falls at lower energies (Brucker, 1952). By choosing a suitable scintillator or combination of scintillators, the response can be made nearly air- or tissue-equivalent over a wide range of photon energies. Useful combinations include anthracene and calcium tungstate (Cole et al., 1952; Ittner and Ter-Pogossian, 1952); terphenyl dissolved in benzene and chlorobenzene (Breitling and Glocker, 1952); phenanthrene and chlorophenanthrene (Glocker and Breitling, 1952); anthracene and chloroanthracene (Mohr, 1957); polystyrene-based plastic scintillator and calcium tungstate (Rosman and Zimmer, 1956b), and polystyrene-based plastic scintillator and silver-activated zinc sulphide (Belcher and Geilinger 1957). Using mixtures of anthracene, chloroanthracene and calcium fluoride in different proportions, Breitling et al., (1956) have produced combinations equivalent to fat, muscle, and bone.

The above approach to the problem of energy dependence is invalid if the energy of the radiation is so large that the range of the secondary electrons is comparable with the dimensions of the scintillator (Henriksen and Baarli, 1957). In such situations, the effective atomic number of the scintillator depends on its dimensions as well as on its atomic composition. However, by enclosing the scintillator in a sheath of suitable material and thickness, the response may still be made approximately air-equivalent over a limited energy range (Henriksen, 1958).

Scintillation dosimeters have also been used successfully for the measurement of $\beta$ radiation. Probe dosimeters in which the scintillator is a thin sheet of anthracene (Ittner and Ter-Pogossian, 1954; Sinclair and Trott, 1956) or plastic scintillator (Goodwin, 1956; Branner and Olde, 1960; Olde and Branner, 1961) have been used for surface and depth dose measurements on $\beta$-ray applicators.

Scintillation dosimeters incorporating homogeneous inorganic or organic scintillators are relatively insensitive to fast neutrons, in the former case because of the low hydrogen content and in the latter because of the low proton sensitivity of the scintillator. Dosimeters incorporating mixtures of powdered inorganic scintillators with hydrogenous materials are however efficient detectors of fast neutrons (Hornyak, 1952; Skjoldbrand, 1955; Brown and Hooper, 1958). Similarly, inorganic scintillators of the alkali halide type in which lithium is the alkali component (Bernstein and Schardt, 1952; Scheneck and Heath, 1952), or liquid scintillators containing compounds of boron in solution (Muehlhause and Thomas, 1953) may be used in detectors of slow neutrons. These devices are not air- or tissue-equivalent and must always be calibrated for neutrons of the energy range to be measured. The uses of scintillation counting techniques for neutron flux measurements and for the dosimetry of mixed radiation fields of neutrons and gamma rays are discussed elsewhere in this report.

F. Solid-State Dosimetry

The methods to be discussed here are based upon the following radiation-induced phenomena:

(i) Optical density changes;

(ii) Photoluminescence (i.e., the increase in the ability of the material to fluoresce under ultraviolet light);

(iii) Thermoluminescence (i.e., the emission of light upon heating after exposure to ionizing radiation);

(iv) Conductivity changes (i.e., the temporary increase in electrical conductivity during exposure to ionizing radiation).

Several systems falling into these categories will be briefly discussed in turn in the following sections. They must, of course, be calibrated under appropriate conditions, since none of these dosimetric systems is absolute.

1. Optical Density Methods

a. Glasses. The two types of glasses most widely used for dosimetry by this method are silver-activated phosphate glass (Schulman et al., 1955), and cobalt-activated borosilicate glass (Kreidl and Blair, 1956b). Although there are now several types of silver-activated phosphate glass available, only the original "high-Z" glass has been used so far in the optical density method.

This phosphate glass is available in blocks 1 cm x 1 cm x 3 mm polished on the square surfaces through which the light is passed during the optical density measurement with a spectrophotometer. At 3500 Å the dose range for linear response extends from about $5 \times 10^6$ to $2 \times 10^7$ rads in the glass. With care, 2 percent precision is attainable. The response is independent of the dose rate at least to $4 \times 10^8$ rads/hr (Davison et al., 1956).

Two undesirable features of this glass are the fading of the coloration with time after radiation exposure, and the strong dependence of the response per roentgen upon gamma- or x-ray quantum energy. The coloration fades up to 20 percent in the first 24 hours after exposure. A short heat treatment ($\approx 130^\circ$ C for 10 mm) accelerates this initial fading and stabilizes the residual optical density (Schulman et al., 1955; Davison et al., 1956). Alternatively, one can delay the optical density measurement until some arbitrary time (e.g. 24 hours after exposure) when the fading rate is small. Rabin and Price (1955) discuss corrections for fading during long exposure.
times. The energy dependence of the glass will be treated in the section on radiophotoluminescence.

Cobalt-activated borosilicate glass (Bausch and Lomb type F-0621) is available in the form of small polished blocks 1.5 mm in thickness. Their radiation induced optical density at 3500 Å increases linearly over the range $10^4$–$10^6$ rads (in glass), the sensitivity being somewhat lower than that of the phosphate glass. A precision of $\pm 2$ percent is nevertheless attainable. This glass is superior to the phosphate glass both with respect to fading and energy dependence. The fading is only about 2 percent in 24 hours. The atomic numbers in the borosilicate glass are less than 14 except for the small cobalt content. Thus the photoelectric effect will be smaller than in the high-$Z$ phosphate glass, although detailed experimental data on energy dependence are not yet available.

Other dosimetric glasses are described by Kircher et al., (1958); Hedden et al., (1960); Paymal et al., (1960) and Bishay (1961).

b. Plastics. Many transparent plastics can be used as radiation dosimeters by virtue of radiation-induced changes in optical density in the ultraviolet or visible spectral region. The useful dose range of any particular material usually extends over about two decades, and these ranges generally lie between $10^5$ and $10^6$ rads, except for polyethylene terephthalate, which can be used in 6 $\mu$ thickness to measure doses up to $10^6$ rads (Ritz, 1961).

The response per roentgen is generally constant over a wide range of quantum energies, except where high-atomic-number atoms are present, as in polystyrene.

The main drawback with most plastic dosimeters is the instability of the coloration change. The cellophane-dye system (Henley, 1954; Henley and Richman, 1956) is the only one in which the color change is reported to be permanent, and it is based upon a color-bleaching process. Of the others, polymethylmethacrylate (Boag et al., 1958) is the most stable, showing a slight rise in optical density (<5 percent) in the first 24 hours after exposure, and about 10 percent per month fading after that.

Possible dependence upon dose rate has not been investigated for most of these dosimeters, but the polymethylmethacrylate was found to be independent of rate at least to $3 \times 10^6$ rads/sec for 1 $\mu$sec pulses of electrons from a linear accelerator (Boag et al., 1958). By contrast polyethylene terephthalate does exhibit such a dependence (Ritz, 1961), which limits its usefulness.

2. Radiation-Induced Photoluminescence

The only practical dosimetry system based on radiation-induced photoluminescence has been silver-activated phosphate glass (Schulman, 1950; Schulman et al., 1951, 1953). This glass develops at least two types of centers upon gamma irradiation. One type is chiefly responsible for the coloration effect discussed earlier. The other type of center not only absorbs ultraviolet light but also emits orange fluorescent light continuously when exposed to ultra-violet light. The intensity of the fluorescence, as determined by a multiplier phototube light-detector, serves as a measure of the absorbed dose in the glass for a given type of radiation. Reproducibility of measurements is usually about ±5 percent, but with sufficient care 2–3 percent is attainable. The dose range covered linearly usually extends from about 10 rad to 10,000 rads or more, depending upon the type of fluorimeter used and the size of the piece of glass (Lee et al., 1961; Schulman and Etzel, 1953; Barr et al., 1961a; Degelman et al., 1957; Bausch and Lomb Optical Co., 1959; Yokota et al., 1961).

The longer the optical path of the ultra-violet and the orange light, the more readily the optical absorption begins to cause a saturation effect at the upper end of the response vs dose curve. Lee et al., (1961) have demonstrated that a post-irradiation annealing for 1 hour at 325 $^\circ$C removes most of the coloration but only a relatively small part of the fluorescing centers. In this way they achieve nearly linear response up to at least $10^6$ rads.

Yokota et al., (1961) have recently devised a fluorimeter which, through the selection of optical filters and the enhanced red spectral response of the multiplier phototube, is reported to have extended the usable exposure range down to 50 mR. They make use of a new low-$Z$ type of silver-activated phosphate glass which exhibits greater response to gamma rays than the other available phosphate glasses.

Silver-activated phosphate glass of either low-$Z$ or high-$Z$ composition and suitable fluorimeters are commercially available. Cylindrical rods of glass 1-mm o.d. by 6-mm length, devised by Schulman and Etzel (1953), are the most widely used form, particularly for application in vivo, and to provide a supplementary high-range dosimeter in film badges (Gupton et al., 1961). Other shapes are also available, e.g., blocks such as have been employed in “DT-60”-type casualty-range dosimeters (Schulman et al., 1953) and for use in the optical density method.

The photoluminescence of the irradiated glass is more stable than is the coloration. An initial rise of some 10–20 percent in the radiophotoluminescence is observed in the first few hours after irradiation, after which the signal is reported to be stable in the case of $\frac{3}{4}$ in. x $\frac{3}{4}$ in. x $\frac{3}{4}$ in. blocks (as used in “DT-60” dosimeters) (Schulman et al., 1953). Some evidence has indicated that a slow fading (~1–3 percent per week) may exist in the glass rods (Hodara et al., 1959; Kondo, 1961). The glass rods have been employed by several investigators for tissue implant dosimetry (Hodara et al., 1959; Fulton et al., 1954; Malsky et al., 1961), and have also been used for dosimetry in the gastrointestinal tract of animals (Nold et al., 1958).

The energy dependence of the glass is regarded as the main hindrance to its use for x-ray measurements where the x-ray spectrum is unknown. The rods of high-$Z$ phosphate glass show 20 to 30 times more response per roentgen at 60 kev than at
ments will be necessary to resolve this discrepancy. Day (1956) first designed lead and gold shields to reduce the energy dependence of the high-Z glass rods. Further progress has also been reported (Malsky et al., 1961; Attix, 1961; Thornton and Auxier, 1960) indicating that the excessive response below 100 kev can be eliminated. With low-Z glass rods (Ginther and Schulman, 1960) and partial shields of silver (Attix, 1961), flat response per roentgen within ±20-30 percent down to 40 kev is probably attainable.

In spite of the energy-dependence of the glass, several studies have shown that, at least under narrow-beam conditions, the response of even the high-Z glass rods follows fairly closely the response of air-equivalent ion chambers or ferrous-sulfate dosimeters in depth-dose curves (Hodara et al., 1959; Riegert et al., 1956; Barr et al., 1961a,b). The use of low-Z glass rods and metal shields would be advisable, however, to minimize the possibility of erroneous measurements due to scattered radiation, particularly under broad beam conditions.

The dose rate independence of the high-Z glass has been verified at rates up to $10^5$ rads/sec with respect to coloration (see subsection 1 above, Optical Density Methods). However, the radio-photoluminescence has been investigated only up to 50 rads/sec for continuous radiation, or 500 rad/sec for a γ-ray pulse (Pierson, 1958; Ballinger and Harris, 1959). Kondo (1961) observed a 10 percent dose-rate saturation effect over the range from $4 \times 10^{-2}$ to 13 rads/sec. Further measurements will be necessary to resolve this discrepancy.

All of the three available types of silver-activated phosphate glass are sensitive to thermal neutrons, the high-Z formulation being least sensitive and the lithium-bearing glass of Yokota et al. (1961) being most sensitive. The response to thermal neutrons also depends upon the size of the piece of glass, so long as it is comparable with the range of the beta-rays emitted by the radio-activated silver in the glass. The response of the glass per rad in tissue is reported to range from several-fold to 100-fold greater for thermal neutrons than for Co$^{60}$ gamma rays. More details are given elsewhere (Attix, 1962).

The fast-neutron response of the high-Z glass is relatively small, being due chiefly to elastic collisions. The fast-neutron response per rad in tissue relative to the response per rad in tissue for Co$^{60}$ gamma rays varies from 0.5 to 0.7 percent for 0.5–1.5 Mev neutrons (Bernard et al., 1961). At 14 Mev the corresponding figure is 3.5 percent (Kondo, 1960a).

The response of the high-Z glass per rad has been reported to be a function of the LET of the radiation, being only one-fifth as large for alpha particles and recoil protons as for fast electrons (Kondo, 1960 a, b, 1961).

3. Radiation-Induced Thermoluminescence

When a thermoluminescent material is exposed to ionizing radiation, the electrons released in the ionization process are trapped at lattice imperfections throughout the crystalline solid. These electrons remain trapped more or less permanently at room temperature, but are released by thermal agitation at some elevated temperature. When thus released, they recombine with opposite charge carriers and emit light in the process. The quantity of light emitted as the material is heated may be measured and related to the absorbed dose in the material. This heating process generally "erases" the phosphor so that it is ready for another exposure.

Of the thermoluminescent phosphors which have been investigated to date (see general references at end of this section), the most promising are synthetic manganese-activated calcium fluoride CaF$_2$:Mn (Ginther and Kirk, 1956, 1957), and lithium fluoride, LiF (Cameron et al., 1961).

CaF$_2$:Mn must be enclosed in an evacuated or inert-gas-filled envelope to avoid generation of spurious thermoluminescent signals. The phosphor can be cemented to an ohmic heater within the envelope (Schulman et al., 1960b). The thermoluminescence (blue-green in color) is measured by placing the device in front of a suitable multiplier phototube, and passing electric current through the dosimeter heater element. With 100 mg of CaF$_2$:Mn in the dosimeter, doses of the order of $10^{-4}$ rads are detectable and the light output is proportional to dose up to $3 \times 10^5$ rad. The response is independent of dose rate at least up to rates of $4 \times 10^6$ rads/hr.

The storage of energy in CaF$_2$:Mn is not entirely stable with time at room temperature. Fading amounts to some 10 percent during the first 16 hours after exposure, 1 percent per day for a few days thereafter, gradually slowing down so that about two-thirds of the original signal remains after 80 days of storage. The energy dependence (response/R) of CaF$_2$:Mn is roughly the same as that for low-Z silver-activated phosphate glass and can be flattened by appropriate shielding. Response to thermal neutrons is about the same as that of the high-Z phosphate glass. Fast neutron response has not yet been determined, but is expected to be low.

LiF (Cameron et al., 1961) has several advantages over CaF$_2$:Mn. It requires no envelope, as it is relatively unaffected by atmosphere; its stored signal does not fade at room temperature, and because of its low atomic number it is nearly "air equivalent", exhibiting a response per roentgen only 30 percent greater at 40 kev than at 1,250 kev. The sensitivity of this phosphor is several-fold less than that of CaF$_2$:Mn, and above a few hundred rads the response rises more rapidly than linearly with dose because of an increase in sensitivity induced by the radiation.

Neither the dose-rate dependence nor the neutron sensitivity have been investigated, but
the latter would be expected to be high because of the lithium content.

Neither of these two phosphors is currently available commercially. At present the techniques for manufacturing the special type of CaF₂:Mn are better understood than for the LiF, because the activators of the latter are not yet well-known. However, it is likely that both phosphors (and perhaps complete dosimetry systems based upon them) will soon be available.

4. Conductivity Induced by Ionizing Radiation

a. Semiconductor junction detectors. In operation these devices behave much like solid-state ionization chambers. Although their effective volume is small (≈0.1 cm³ or less), the solid silicon of which they are usually made is some 1,550 times as dense as air at atmospheric pressure. Furthermore the value of “W”, the energy necessary to produce a pair of charge carriers, is only about 3.5 ev, or 0.1 that necessary in air. Thus, per unit volume, the yield of charge carriers will be roughly 18,000 times that in an air-filled cavity chamber.

Relatively few applications of semiconductor junction detectors have been made in radiation dosimetry thus far. Friedland et al., (1960) and Jones (1960) have described studies in the development of alpha-, beta-, and gamma-ray survey meters having silicon p-n junction detectors. Brownell (1961) has suggested useful medical applications, such as in the study of neutron capture reactions, employing nuclides such as B¹⁰, for brain tumor therapy. These semiconductor detectors should prove useful as x- and gamma-ray probes also, for applications where space is at a premium and the dose rate is sufficiently high that measurable ionization currents can be obtained. As a rough guide in gauging the sensitivity to gamma rays, Jones (1960) reports that a 2-cm² area silicon p-n junction was found to have the same d-e sensitivity to gamma radiation as a 300 cm³ air ion chamber; i.e., about 10⁻⁷ amp at 1 R/sec. This would indicate a depletion layer thickness of about 0.1 mm in this case. The lithium-diffused type silicon junction of Baily and Mayer (1961), and Baily et al., (1961) should show even greater gamma-ray current response. Hertz and Gremmelmaier (1960) have reported the application of a p-n junction of gallium-arsenide as an x-ray probe in body cavities; current yields of 2×10⁻⁷ amp per R/sec were obtained.

No attempt will be made here to list the references to existing literature on semiconductor junction detectors. Since the initial work of McKay (1951), hundreds of papers on the subject have appeared. A bibliography by Blankenship (1960) includes references to semiconductor detectors of germanium, diamond, and CdS, as well as silicon.

b. Cadmium sulfide. Cadmium sulfide (CdS) crystals have been employed by a number of investigators as sensitive detectors of ionizing radiation (see the bibliography). Instead of behaving strictly as solid state ionization chambers, they amplify the ionization current by up to 4 orders of magnitude. Lucid discussions of the mechanisms involved in radiation-induced conductivity of CdS are given by Garlick (1960)⁸ and by Clayton and Briggs (1960)⁹.

A “good” CdS crystal can produce currents of 1 μamp or more in a Co⁶⁰ gamma-ray field of 1 R/hr, with 100 volts imposed across the crystal. It is important to emphasize that as a rule typical CdS photoconductive cells, designed for light detection, exhibit little or no gamma-ray sensitivity. Occasional exceptions are found which can be used as gamma-ray detectors, but the problem of selection makes the effective cost per usable crystal quite high. Three types of CdS photoconductive cells are commercially available; single crystals, sintered layers, and microcrystalline powder dispersed in a binder. The single crystal type generally gives the best gamma-ray performance. Crystals having gamma-ray induced currents of the order of 10⁻⁹ amp per R/hr at 100 v, together with reasonably short time constants, have been regarded by most of the authors as satisfactory, and were obtained in most cases by selection from larger numbers of crystals. Holland (1956a) produced CdS crystals having photocurrents as high as 2×10⁻⁶ amp per R/hr of Co⁶⁰ gamma rays at 100 v. The dark current was less than 10⁻⁵ amp. The times required to achieve a steady current at 1 R/hr ranged from several minutes to hours, but were shortened considerably by continuous irradiation with a low intensity of radium gamma rays.

The response of CdS crystals is sometimes found to be a function of the age of the crystal and of its prior radiation history.

The response per roentgen of CdS crystals to x rays below 100 kev can be as much as 100-fold greater than for Co⁶⁰ gamma radiation. Shields of high-atomic-number materials can be employed, as with other dosimetry systems, to reduce this dependence.

Recently, Franks (1961) has disclosed the development of ultrasensitive CdS gamma-ray detecting crystals which yield currents as great as 15 μamp per R/hr of Co⁶⁰ gamma rays at 100 volts. He has found it possible to produce such crystals, falling in the 2–5 μamp range, routinely and with relatively little selection necessary. Rise times are still in the several-minute range at 1 R/hr and represent the principal remaining shortcoming of these crystals. Nevertheless, they are the best CdS gamma-ray detectors reported to date and are currently obtainable.
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Mev (see table IG1). Thus, within this energy range and under conditions of secondary charged-particle equilibrium, the absorbed dose is given by

\[ D_i = \frac{19.3 \times 10^{-9} \Phi_n E_n \sigma(E_n) K_i(E_n)}{(1 + \Lambda_i)^2} \]  

(IG1)

where \( \Phi_n \) is the neutron fluence (neutrons/cm²), \( \sigma(E_n) \) is the total elastic cross section (barns per atom) for neutrons of energy \( E_n \) (Mev), \( \sigma(\theta, E_n) \) is the differential elastic cross section (barns/atom-steradian) for neutrons of initial energy \( E_n \) scattered at angle \( \theta \), and \( K_i(E_n) = f^\prime[\sigma(\theta, E_n)](1 - \cos \theta)2\pi \sin \theta d\theta \). A_i is the atomic weight of atoms of type \( i \).

To calculate the absorbed dose it is necessary to multiply the value of the dose from each type of atom by the fractional composition (by weight) of that type and sum the contributions of all types of atoms. Table IG2 lists the quotients, \( D_i/\Phi_n \).

### Table IG1. Range \( R(E) \), in tissue, of most energetic protons generated by neutrons of energy \( E \), and neutron mean free path \( \lambda(E) \), in tissue

<table>
<thead>
<tr>
<th>( E ) (Mev)</th>
<th>( R(E) ) (cm)</th>
<th>( \lambda(E) ) (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.00017</td>
<td>0.83</td>
</tr>
<tr>
<td>1.0</td>
<td>0.00609</td>
<td>1.7</td>
</tr>
<tr>
<td>3.0</td>
<td>0.0029</td>
<td>4.2</td>
</tr>
<tr>
<td>10.0</td>
<td>0.0016</td>
<td>6.7</td>
</tr>
<tr>
<td>30.0</td>
<td>0.0014</td>
<td>17</td>
</tr>
</tbody>
</table>

### Table IG2. Absorbed dose for fast neutrons in tissue calculated from kerma with the assumption of charged particle equilibrium

<table>
<thead>
<tr>
<th>Neutron energy (Mev)</th>
<th>( D_n/\phi )</th>
<th>( D_c/\phi )</th>
<th>( D_s/\phi )</th>
<th>( D_\phi/\phi )</th>
<th>( D_i(E)/\phi )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.091x10^-4</td>
<td>0.001x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
</tr>
<tr>
<td>0.2</td>
<td>0.172x10^-4</td>
<td>0.001x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
</tr>
<tr>
<td>0.3</td>
<td>0.244x10^-4</td>
<td>0.001x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
</tr>
<tr>
<td>0.4</td>
<td>0.309x10^-4</td>
<td>0.001x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
</tr>
<tr>
<td>0.5</td>
<td>0.472x10^-4</td>
<td>0.001x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
</tr>
<tr>
<td>0.6</td>
<td>0.639x10^-4</td>
<td>0.001x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
</tr>
<tr>
<td>0.7</td>
<td>0.747x10^-4</td>
<td>0.001x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
</tr>
<tr>
<td>0.8</td>
<td>0.893x10^-4</td>
<td>0.001x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
</tr>
<tr>
<td>0.9</td>
<td>0.914x10^-4</td>
<td>0.001x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
</tr>
<tr>
<td>1.0</td>
<td>0.914x10^-4</td>
<td>0.001x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
</tr>
<tr>
<td>1.1</td>
<td>0.813x10^-4</td>
<td>0.001x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
</tr>
<tr>
<td>1.2</td>
<td>0.903x10^-4</td>
<td>0.001x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
</tr>
<tr>
<td>1.3</td>
<td>1.014x10^-4</td>
<td>0.001x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
</tr>
<tr>
<td>1.4</td>
<td>1.167x10^-4</td>
<td>0.001x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
</tr>
<tr>
<td>1.5</td>
<td>1.273x10^-4</td>
<td>0.001x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
</tr>
<tr>
<td>1.6</td>
<td>1.393x10^-4</td>
<td>0.001x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
</tr>
<tr>
<td>1.7</td>
<td>1.536x10^-4</td>
<td>0.001x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
</tr>
<tr>
<td>1.8</td>
<td>1.689x10^-4</td>
<td>0.001x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
</tr>
<tr>
<td>1.9</td>
<td>1.860x10^-4</td>
<td>0.001x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
</tr>
<tr>
<td>2.0</td>
<td>2.066x10^-4</td>
<td>0.001x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
</tr>
<tr>
<td>2.1</td>
<td>2.278x10^-4</td>
<td>0.001x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
</tr>
<tr>
<td>2.2</td>
<td>2.526x10^-4</td>
<td>0.001x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
</tr>
<tr>
<td>2.3</td>
<td>2.882x10^-4</td>
<td>0.001x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
</tr>
<tr>
<td>2.4</td>
<td>3.342x10^-4</td>
<td>0.001x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
</tr>
<tr>
<td>2.5</td>
<td>3.896x10^-4</td>
<td>0.001x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
</tr>
<tr>
<td>2.6</td>
<td>4.428x10^-4</td>
<td>0.001x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
</tr>
<tr>
<td>2.7</td>
<td>4.882x10^-4</td>
<td>0.001x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
</tr>
<tr>
<td>2.8</td>
<td>5.295x10^-4</td>
<td>0.001x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
</tr>
<tr>
<td>2.9</td>
<td>5.666x10^-4</td>
<td>0.001x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
</tr>
<tr>
<td>3.0</td>
<td>5.990x10^-4</td>
<td>0.001x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
<td>0.000x10^-4</td>
</tr>
</tbody>
</table>

In applying eq. (IG1), it is evident that one must know the energy distribution of the neutrons incident at a point of interest in the tissue. One will know this energy distribution where the primary neutron flux incident upon the tissue sample as a whole is known and is unperturbed by the presence of the sample, i.e., where the sample is small compared with the mean free path of the neutrons in tissue. Table IG1 lists the approximate neutron mean free path in tissue as a function of energy.
for each of the important components of tissue as well as their sum, $D_t/\Phi_s$. These are computed from data in BNL 325 (1958, 1960), BNL 400 (1962) and AWRE 0-28/60 (1961) and for a tissue corresponding to the ICRP Standard Man ($H=10$ percent, $C=18$ percent, $N=3.0$ percent and $O=65$ percent—the other constituents make a negligible contribution to the dose).

b. When the size of the medium under consideration becomes comparable with the mean free path of neutrons in the medium, multiple collision calculations must be made to find the distribution of absorbed dose in the medium. Such calculations have been carried out for a tissue slab which is 30 cm thick in the direction of a collimated broad beam of neutrons (Snyder and Neufeld, 1950; NCRP Report, 1957).

2. The Measurement of Absorbed Dose in a Medium Exposed to Both Neutron and X or Gamma Radiation, and the Distribution of Absorbed Dose With Respect to LET

a. Absorbed dose due to neutrons may be accurately and conveniently determined with ionization cavities employing the Bragg-Gray relation (Gray, 1936, 1944; Zimmer, 1938). The tissue-equivalent ionization chamber (Failla and Rossi, 1950) may be used to determine the total absorbed dose in tissue, and other instruments must be used to evaluate the relative proportions of the radiations making up this total dose. Its sensitivity to neutrons is within 10 percent of its sensitivity to gamma rays, the difference being due to the difference in $W$ for the two cases.

Approximate methods have been devised that permit evaluation of a radiation field in terms of its component primary radiations, especially with regard to the separation of doses due to neutrons and gamma rays. Ionization chambers lined with carbon or conducting teflon and filled with carbon dioxide (Rossi and Failla, 1956) may be expected to yield a good measure of the absorbed dose delivered to tissue by electromagnetic radiations, while being rather insensitive to neutrons. However, these devices do have a certain small neutron sensitivity, $k$. The coefficient $k$ is defined as the ratio of the reading of a teflon-CO$_2$ chamber exposed to a neutron fluence which delivers 1 rad to standard tissue, to the reading observed when the chamber is exposed to 1 R of hard x rays.

Experimental and computed values of $k$ are given in table IG3 (NCRP Report, 1961). The former were obtained with a chamber made of conducting teflon and filled with carbon dioxide gas, using neutron beams having minimal gamma contamination. However, since the presence of gamma radiation cannot be excluded, these figures must be considered as upper limits only. The computed values for $k$ were obtained by calculations of the type given in NCRP Report (p. 82, 1961) and with the assumption that $W$ is the same for heavy recoils as for protons. They are, therefore, also upper limits.

When a tissue equivalent chamber is exposed to 1 R of gamma rays or hard x rays, the corresponding absorbed dose is 0.96 rad. The same ionization will be produced in this chamber by an absorbed dose of neutrons equal to $W_a/W_\beta \times 0.96$ rad where $W_a$ and $W_\beta$ are the average energies required from an alpha particle and a beta ray respectively to produce an ion pair in a gas. It is assumed that the value of $W$ in a gas is the same for alpha particles, protons and heavy particles. The ratio of $W$ values will depend slightly upon the gas mixture in the chamber, but will usually lie in the range 1.03 to 1.06.

$$\frac{W_a}{W_\beta} = \begin{array}{cccc}
0.6 & 0.08 & 0.11 \\
1.0 & 0.08 & 0.18 \\
2.0 & 0.09 & 0.13 \\
3.0 & 0.12 & 0.10 \\
4.0 & 0.15 & 0.15 \\
6.0 & 0.20 & 0.16 \\
8.0 & 0.24 & 0.20 \\
\end{array}$$

Table IG3. Maximum $k$ for a teflon-CO$_2$ chamber

If we take the $W$ ratio as 1.04, then the ratio, $T$, of the ionization produced by $\Gamma$ rads of hard x rays and $N$ rads of neutrons to the ionization produced in the same chamber by 1 R of hard x rays will be

$$T = \frac{\Gamma}{0.96} + \frac{N}{1.00} = 1.04\Gamma + N. \quad \text{(IG2)}$$

In the teflon-CO$_2$ chamber the ratio, $C$, of the ionization produced by the above mixed neutron and x-ray dose to that produced by 1 R of hard x rays will be

$$C = 1.04\Gamma + kN. \quad \text{(IG3)}$$

This procedure makes it possible to evaluate the mixed radiation field on the basis of x-ray calibrations of the two chambers. Direct calibrations may be performed on an absolute basis taking into account chamber volume, gas pressure, electrical capacity, the voltage sensitivity of the detector, and $W$.

A number of similar schemes (Gray et al., 1940; Dainty, 1950; Bretsch and French, 1944; Marielli, 1953) involving several ionization chambers have been devised in attempts to separate neutron and gamma doses.

b. Proportional counters may be used to advantage in measuring fast neutron dose in the presence of gamma rays (Hurst, 1954). The Bragg-Gray cavity principle is applied; for example, ethylene gas and polyethylene liners are satisfactory for fast neutrons since the ratio of energy deposited per gram of ethylene to energy dissipated per gram of tissue is substantially independent of neutron energy. The essential departure from the ionization chamber technique
is that the number of ion pairs produced in the gas is determined by a summation of pulse heights, rather than an integration of charge or a current measurement. This fact enables one to integrate only the pulses due to neutrons while rejecting those due to gamma rays, if the dimensions of the gas cavity and the pressure of the gas are chosen so that the pulses due to electrons (from gamma-ray effects) are generally smaller than most of the pulses due to recoil protons (from fast-neutron collisions). If the pulse height is proportional to the number of ion pairs formed, this method of dosimetry is in every way equivalent to the ionization chamber, with the added advantage of being quite insensitive to gamma radiation.

The proportionality between pulse height and number of ion pairs depends on two conditions: (a) there must be no electron attachment, and (b) the height of the pulse at the output of the linear amplifier must not depend on track orientation. Condition (a) may be fulfilled by excluding from the counter such gases as water vapor, oxygen, and some of the halogens, which have very large electron attachment cross sections (Healey and Reed, 1941). Condition (b) may be fulfilled by proper selection of the amplifier rise time and decay time (Hurst and Ritchie, 1953). A variation of the angle between the recoil proton trajectories and the center wire in a proportional counter causes a variation in the pulse profiles. However, it has been shown (Hurst and Ritchie, 1953) that if the rise time and decay time constants (assumed to be equal, which is true for many good linear amplifiers, see Jordan and Bell, 1947) are greater than the collection time of electrons in the counter, the pulse height at the output of the amplifier depends only slightly on the rise time of the proportional counter pulse.

Several variations of proportional counters following these principles have been designed. One of these contains an internal alpha source for calibration. Since the sensitive volume is determined by means of field tubes (Cockroft and Curran, 1951), the mass of gas is known and hence the sensitivity of the detector can be determined without using a known neutron source.

Since dose is proportional to the summation of pulse heights, it is also proportional to the area under the curve showing the number of pulses exceeding a given height, as a function of height. The area may be accurately determined with a planimeter or the summation of pulse heights, rather than an integration of charge or current. The instrument consists of a graphite wall, $^{60}$Co-filled proportional counter operated at low gas pressures (2 to 10 cm Hg). Large pulses due to gamma rays and rejection of the small pulses due to gamma rays and rejection of the large pulses due to neutrons (Caswell, 1960).

Proportional counters similar to the above have been used to measure the fast neutron dose as well as the total (neutron + gamma) dose in mixed beams (Slater et al., 1958; Pott and Wagner, 1960).

c. A proportional counter may be used as a dosimeter for gamma rays in the presence of neutrons by pulse height integration of the small pulses due to gamma rays and rejection of the large pulses due to neutrons ($^{60}$Co have been reported by Wagner and Hurst (1958).

Proportional counters similar to the above have been used to measure the fast neutron dose as well as the total (neutron + gamma) dose in mixed beams (Slater et al., 1958; Pott and Wagner, 1960).

The application of a bias energy, $B$, to discriminate against gamma radiation causes a fraction, $f$, of the neutron energy to be lost under the bias. Values of $f$ for various values of the bias, $B$, and neutron energy, $E$, are given in table IG4. When using the absolute proportional counter with conventional electronic equipment, the value of $B$ may be chosen to suit the particular experimental conditions (Wagner and Hurst, 1959). Factors which govern the choice of $B$ include the following: neutron energy, neutron intensity, gamma-ray energy, and gamma-ray intensity. In any case the discrimination level at which the results may be appreciably affected by gamma radiation may be determined directly for the particular experimental conditions. For example, for $^{60}$Co gamma-ray dose rates of 1 R/hr or less the bias level required to discriminate against gamma rays is about 0.20 Mev, and the absorbed neutron energy which would be lost under this bias is about 10 percent for 1 mrad/hr Po-Be neutrons (see table IG4). On the other hand, if the gamma dose rate were as high as 25 R/hr, the bias level would have to be increased to about 0.36 Mev and the energy lost would be about 20 percent, however this may be estimated by extrapolating the count rate vs pulse height curve for values of pulse height $\leq B$ and then integrating the area under the entire curve. In other words, the values for $f$ given in table IG4 do not necessarily represent errors in the measured dose, but do represent the fraction of the total dose which must be estimated by extrapolation.

A convenient instrument (Wagner and Hurst, 1958) utilizing the absolute counter has been developed. In this instrument, the pulse integrator is a simple four-stage binary circuit (Glass and Hurst, 1952) which gives the area under the integral pulse height curves with very good accuracy, considering the extreme simplicity of the circuit. When using this scheme of pulse height integration, the gamma response corrections mentioned above do not hold, but results for the case of $^{60}$Co have been reported by Wagner and Hurst (1958).

Proportional counters similar to the above have been used to measure the fast neutron dose as well as the total (neutron + gamma) dose in mixed beams (Slater et al., 1958; Pott and Wagner, 1960).

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
\textbf{Bias (B) (Mev)} & \textbf{Fast neutron energy (Mev)} & \textbf{0.5} & \textbf{1.0} & \textbf{2.0} & \textbf{3.5} & \textbf{4.8} & \textbf{14} & \textbf{Po-B} & \textbf{Po-Be} \\
\hline
0.074 & 8.9 & 2.0 & 1.5 & 1.3 & 1.4 & 2.5 & 6.6 & 1.4 \\
0.14 & 19.5 & 9.4 & 4.1 & 3.5 & 2.8 & 8.5 & 2.8 & 4.5 \\
0.21 & 32.0 & 12.9 & 7.6 & 5.6 & 5.9 & 16.2 & 6.5 & 10.1 \\
0.28 & 52.6 & 25.5 & 12.3 & 9.1 & 9.8 & 25.8 & 9.9 & 14.4 \\
0.36 & 73.0 & 33.5 & 18.8 & 12.8 & 16.2 & 36.9 & 15.2 & 20.5 \\
\hline
\end{tabular}
\caption{Percent, $f$, of energy spent by recoils losing less than the bias energy, $B$, in the counter}
\end{table}
due to heavy particle recoils, such as C recoils from the walls and C, O, and He recoils from the gas, are discarded. Small pulses due to secondary electrons produced by gamma rays are recorded and their heights are integrated. Maximum pulse-height discrimination between neutrons and gamma rays is obtained at or below pressures where the range of the C recoils is approximately the length of the sensitive volume of the counter.

Gamma-ray response per roentgen is independent of energy to within 5 percent from 1.25 Mev (Co$^{60}$) to 200 kev and to within 20 percent down to 47 kev. Use of a graphite lining and a thin aluminum wall minimizes production of gamma rays in the walls by inelastic scattering of the incident neutrons (which would enhance the neutron sensitivity of the counter). Response in a 2.5- to 3-Mev $^2$(d, n) He$^3$ neutron field has been shown experimentally to be $\leq 1$ percent of the gamma-ray response for the same kerma in tissue. This type of instrument has relatively high sensitivity, and is therefore useful primarily at gamma-ray exposure rates below $10^{-2}$ R/min.

d. Another device for measuring ionization which can distinguish between secondary electrons from gamma rays and recoil nuclei from neutrons is the single ionization detector reported by Auxier, Hurst, and Zedler (1958). In this instrument, a cavity of very small linear dimensions and low gas pressure is used. The probability of an electron making an ionizing collision in the gas is low. The probability of more than one collision is correspondingly much lower. On the other hand, fast neutron recoils may lose a large amount of energy in the counter, producing many ion pairs, but still producing only one count per event. The device is therefore very inefficient for neutron recoils. In this way discrimination against neutron radiation is achieved.

The above general ideas have been applied in the development of a very convenient, gamma-ray dosimeter utilizing a commercially available Geiger-Mueller counter (Wagner and Hurst, 1961), shielded with a filter made of Sn and Pb. The instrument measures the exposure in roentgens with nearly uniform response for effective x-ray energies above 200 kev and up to at least 1.2 Mev gamma energies. Calculations show that the fast neutron response is less than 0.15 percent of that for x or gamma radiation, and experiments confirm that this figure is certainly less than 0.5 percent. The response to thermal neutrons is also quite low; $5\times10^6$ n/cm$^2$ is equivalent to 1 R of gamma radiation.

e. Discrimination between neutrons and gamma rays in mixed radiation fields may also be achieved with plastics loaded with granular scintillating materials (Hornyak, 1952; Brown and Hooper, 1955). Fast neutrons striking hydrogenous material in the detector button produce proton recoils; these in turn produce light when they strike the phosphor grains, which is then detected by a multiplier phototube. Proton recoils produce large light pulses corresponding to large energy losses in the phosphor grains, whereas secondary electrons from gamma rays produce small pulses corresponding to the low energy per unit track length. The small gamma-ray pulses may be discriminated against electronically. Empirical design of these detectors for measurement of dose in tissue has been discussed by Muckenheimer (1957).

f. Other detectors have been designed to have a response vs neutron energy similar to the dose in tissue while achieving high discrimination against gamma rays in mixed radiation fields. These include the hydrogenous proportional counter (Hurst et al., 1951; Dennis and Loosemore, 1957), the spherical scintillation detector (Skjoldbernd, 1955), and the paraffin-moderated BF$_3$ counter (DePangher, 1957).

g. The neutron contribution to the absorbed dose may be calculated from measurements of the number and length of the recoil proton tracks produced in photographic emulsion under controlled conditions.

h. The neutron absorbed dose rate in any medium may be calculated from a knowledge of the flux and energy spectrum of the neutron beam at the place of interest. These two quantities may be inferred from the induced activity of a series of "threshold detectors" of Pu$^{239}$ surrounded by Bi$^{10}$, Np$^{237}$, U$^{238}$, and S$^{32}$ (Hurst et al., 1956; Reinhardt and Davis, 1958).

i. A complete analysis of the radiation field for purposes of radiobiology and protection is one in which the dose delivered at each level of LET is determined. Such an analysis is necessarily very complex and should be reserved for instances where great detail is needed.

A method has been developed in which this "LET spectrum of dose" may be determined experimentally (Rossi and Rosenzweig, 1955a). The detector employed is a spherical proportional counter of tissue-equivalent plastic. The particle spectrum set up in the wall of such a counter will be the same as the one occurring in tissue. The energy deposited by individual charged particles traversing the interior of the counter depends both on LET and the length of the track intercepted. However, the latter geometrical factor may be eliminated on a statistical basis with appropriate mathematical treatment of the pulse height curve that is obtained from the electronic equipment associated with the counter. The analysis is correct only if (1) particles traversing the cavity incur small change in LET, and (2) particle trajectories are essentially straight lines. The first of these requirements may be attained by filling the counter with tissue-equivalent gas at low pressure. The second requirement limits the use of the instrument primarily to positively charged nucleons and mesons. However, only for such particles can the RBE prescribed for protection purposes$^9$ (NCRP Report, 1954) be more than one. The mean LET of electrons is considered to be less than 3.5 kev/$\mu$m of water for purposes of personnel protection. The actual

\footnote{The new term for this quantity is QF (see appendix I).}
LET of electrons can attain values as high as 20 keV/μ. However, the range of electrons having a LET of more than 5 keV/μ is so short that traversal of the counter is impossible under the operating conditions usually chosen. Similarly, the total energy of such electrons is so low that pulses produced by them disappear in the noise. Because of the finite recovery time of the proportional counter, the radiation intensity that may be tolerated without undue “pile-up” is limited, particularly in the case of pulsed radiation sources. However, in the case of protection measurements the count rate recorded is usually adequately low.

Since the instrument is functional for essentially all charged particles having a RBE of more than one, and since the total tissue dose may be determined, using a tissue-equivalent ionization chamber, a combination of these instruments may be used for complete analysis of the radiation field for purposes of protection.

Because of the principles of operation of this device, it is capable of a high degree of differentiation between particles of different LET. For particles of any given LET, only pulses corresponding to a major traversal need be counted, with those imparted by pulses due to shorter traversals being accurately predictable. This almost entirely eliminates the need for a low bias and makes it possible to evaluate the dose delivered by pulses that are normally lost in the electronic noise. Proper mathematical evaluation of the pulse height spectrum usually permits determination of the dose delivered between any two limits of LET. However, complications arise at neutron energies below about 200 kev because even if the instrument is operated at very low pressure, appreciable numbers of particles may stop or start in the cavity. However, because of statistical fluctuations the whole concept of LET loses its meaning for biological structures having diameters less than 1 μ.

LET spectra obtained with this instrument (Rossi and Rosenzweig, 1955b) depend somewhat on the gas pressure within it and all differ from LET spectra based on theoretical computations. It has been shown (Rossi and Rosenzweig, 1956) that this effect is due to statistical variations of energy loss of charged secondaries and that such variations do, in fact, result in LET spectra which depend on the size of the “biological sample” to be evaluated. For purposes of protection such variations are usually of little consequence.

A limitation of the device is that with presently available models the maximum dose rate is of the order of 0.5 rad/hr. In addition, multichannel analyzers must be employed to obtain data from sources having variable intensity.

Further details on many of the methods discussed in this section may be found in an NCRP Report (1961).
which holds the chambers having the status of national standards and which thus takes part in international comparisons. In a number of countries, there are other institutions also having free-air chambers capable of absolute measurements of exposure, though these are not regarded as national standards.

The literature references in the final column of the table include only papers giving particulars of the chambers in current use. This replaces a similar table incorporated in the previous report (ICRU, 1959) which summarized the information available at that time.

Table II A1. Estimated uncertainties for principal factors in free-air chamber determination of exposure in roentgens

<table>
<thead>
<tr>
<th>Experimental factor</th>
<th>Estimated maximum uncertainty (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. Charge (assumed measured by potentiometer and capacitor).</td>
<td>±0.1</td>
</tr>
<tr>
<td>B. Air volume (includes errors in diaphragm area, collector, plate width and alignment and field distortion resulting from other causes).</td>
<td>±0.3</td>
</tr>
<tr>
<td>C. Air density and humidity of air (includes pressure, temperature and humidity measurements and uncertainty in humidity correction).</td>
<td>±0.1</td>
</tr>
<tr>
<td>D. Saturation of ion collection.</td>
<td>±0.1</td>
</tr>
<tr>
<td>E. Inadequacy of plate separation for electron path length.</td>
<td>±0.1</td>
</tr>
<tr>
<td>F. Scattering of x rays by air in the chamber</td>
<td>±0.2</td>
</tr>
<tr>
<td>G. Photon beam attenuation in air between diaphragm and collector.</td>
<td>±0.2</td>
</tr>
</tbody>
</table>

Table II A2. National Exposure Standards

<table>
<thead>
<tr>
<th>Standard No.</th>
<th>Country</th>
<th>Institute and custodian</th>
<th>Radiation range</th>
<th>Type</th>
<th>Literature reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>2b</td>
<td>do</td>
<td>do</td>
<td>10 to 50</td>
<td>do</td>
<td>Thorneus et al., (1955).</td>
</tr>
<tr>
<td>3a</td>
<td>Bundes-Republic Deutschland</td>
<td>Physikalisch-Technische Bundesanstalt, Braunschweig (W. Hüner).</td>
<td>50 to 200</td>
<td>Free-air, cylindrical</td>
<td>Allisy et al., (1957).</td>
</tr>
<tr>
<td>3b</td>
<td>do</td>
<td>do</td>
<td>5 to 40</td>
<td>do</td>
<td>Allyse and Roux (1961).</td>
</tr>
<tr>
<td>3c</td>
<td>do</td>
<td>do</td>
<td>50 to 250</td>
<td>Free-air, parallel plate</td>
<td>Chiozzotto (1962).</td>
</tr>
<tr>
<td>4b</td>
<td>Japan</td>
<td>Electrotechnical Lab., Tokyo (Y. Inoue).</td>
<td>5 to 50</td>
<td>Free-air, parallel plate (special design)</td>
<td>Naito et al., (1961).</td>
</tr>
<tr>
<td>4c</td>
<td>do</td>
<td>do</td>
<td>50 to 300</td>
<td>do</td>
<td>de Waard et al., (1958); Sommerville (1960).</td>
</tr>
<tr>
<td>5</td>
<td>Italy</td>
<td>Instituto Superiore di Sanita, Rome (M. Chiozzotto).</td>
<td>40 to 250</td>
<td>Free-air, cylindrical</td>
<td>Thorneus (1932, 1954).</td>
</tr>
<tr>
<td>6a</td>
<td>Japan</td>
<td>Electrotechnical Lab., Tokyo (Y. Inoue).</td>
<td>50 to 300</td>
<td>Free-air, parallel plate</td>
<td>Thorneus (1932, 1954).</td>
</tr>
<tr>
<td>6b</td>
<td>do</td>
<td>do</td>
<td>10 to 50</td>
<td>Free-air, parallel plate (under investigation)</td>
<td>Balon (1967).</td>
</tr>
<tr>
<td>6c</td>
<td>do</td>
<td>do</td>
<td>50 to 300</td>
<td>do</td>
<td>Avotina and Ostomumkova (1961).</td>
</tr>
<tr>
<td>7a</td>
<td>Netherlands</td>
<td>Rotterdamse Radiotherapeutisch Instituut, Rotterdam (A. Sommerville).</td>
<td>50 to 350</td>
<td>Free-air, cylindrical</td>
<td>Aglitskii and Ostomumkova (1959, 1960).</td>
</tr>
<tr>
<td>8</td>
<td>New Zealand</td>
<td>Dominion X-ray Radium Lab., Christchurch (G. E. Roth).</td>
<td>50 to 300</td>
<td>Free-air, parallel plate</td>
<td>Wyckoff et al., (1954); Aston and Attix (1956).</td>
</tr>
<tr>
<td>10b</td>
<td>do</td>
<td>do</td>
<td>50 to 300</td>
<td>Free-air, parallel plate (under investigation)</td>
<td>Balon (1967).</td>
</tr>
<tr>
<td>12a</td>
<td>do</td>
<td>do</td>
<td>50 to 300</td>
<td>Free-air, parallel plate</td>
<td>Smith, E. F. (1963); Aston and Attix (1956).</td>
</tr>
<tr>
<td>12b</td>
<td>do</td>
<td>do</td>
<td>20 to 60</td>
<td>do</td>
<td>Wyckoff et al., (1954); Aston and Attix (1956).</td>
</tr>
<tr>
<td>13b</td>
<td>do</td>
<td>do</td>
<td>20 to 100</td>
<td>Free-air, parallel plate</td>
<td>do</td>
</tr>
</tbody>
</table>

* The French national standard is at Laboratoire Central des Industries Electriques but at present a similar standard at Laboratoire de Dosimetrie is used in international comparisons.
ments) of the type designed by H. O. Wyckoff, National Bureau of Standards and of the type designed by A. Allisy, Laboratoire de Dosimétrie, Institut National D’Hygiène. As an interim measure until the BIPM has facilities for comparisons, a laboratory may request from the BIPM a transfer instrument which has been calibrated at another laboratory. It is thought that eventually the best way of obtaining comparisons between national laboratories may be for each laboratory to provide itself with its own transfer instrument. All of these could be sent to BIPM at the same time. The BIPM could then compare these instruments and return them to the originating laboratories which would then check them for the constancy of their calibrations.

2. For About 0.5 Mv X Rays to a Few Mev Gamma Rays

a. Types of standards and their correction factors. The standards which are used for exposure measurement in this energy range are cavity ionization chambers and pressurized-air chambers. The wall material of a cavity ionization chamber is never truly air equivalent; hence a stopping power correction has to be applied in the calculation of exposure rate. Stopping power data are given in subsection IA2. Corrections for attenuation- and scattering in the wall are required, and a correction should be made also for the radiation scattered into the ionization chamber from the stem. This latter correction can be determined by bringing up a second “dummy” stem and observing the increase in ionization current. Figure II A1 assists in picturing the method of correction for the photon attenuation in the wall of a cavity chamber. It is assumed that the cavity is small enough so that the number of ions produced by electrons generated in the air within it by the photons is negligible, compared with the number of ions produced by the secondary electrons entering the cavity. The ionization current in the cavity initially increases with wall thickness, t, as indicated by the curve AB. This initial portion is followed by a broad maximum B, and a decrease, DE. The slope of the latter portion is controlled by the attenuation of the photon beam in the wall material. When t corresponds to a thickness of wall within the range DE of figure II A1, the photon attenuation correction depends upon the distance, t’, from the outer surface of the wall to the mean position at which the electrons that produce ionization in the cavity are generated. For low-energy photons such electrons are produced very near the inner surface so that t’ ≈ t and the ionization should be corrected for the attenuation in a thickness t. In such cases one usually assumes that the attenuation of the photons for the thickness t can be obtained by extrapolating DE to zero wall thickness. For high energy photons the difference in attenuation for a thickness t’ and a thickness t becomes appreciable. This difference amounts to about 0.5 percent for cobalt-60 gamma rays and 0.2 percent for cesium-137 gamma rays (Wyckoff, 1960. See Burlin, 1959, or Roesch, 1958, for formulation).

With increase in energy this difference increases. Uncertainty in the determination of this difference is one of the principal contributions to the uncertainty of measurements in the megavolt region and tends to set a practical upper limit to such measurements.

Other authors (Tubiana and Dutreix, 1958, and Barnard et al., 1959) have shown an alternative

Table II A3. Results of comparison of NRC and NBS free-air chambers

<table>
<thead>
<tr>
<th>kv</th>
<th>60</th>
<th>75</th>
<th>100</th>
<th>150</th>
<th>200</th>
<th>250</th>
</tr>
</thead>
<tbody>
<tr>
<td>NRC exposure rate</td>
<td>1.001a</td>
<td>1.002a</td>
<td>1.001b</td>
<td>1.001b</td>
<td>1.001b</td>
<td>1.001b</td>
</tr>
<tr>
<td>NBS exposure rate</td>
<td>1.001a</td>
<td>1.002a</td>
<td>1.001b</td>
<td>1.001b</td>
<td>1.001b</td>
<td>1.001b</td>
</tr>
</tbody>
</table>

*a The ratios given in this table differ from those in the quoted paper because of an additional correction of +6.15 percent for lack of coplanarity of the NBS guard and collector plates.

Table II A4. Results of indirect comparison of exposure standards

<table>
<thead>
<tr>
<th>HVL (mm Cu)</th>
<th>kv</th>
<th>Laboratory</th>
<th>Ratio of calibration factor determined at stated laboratory to that determined at NBS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Chamber II</td>
</tr>
<tr>
<td>0.083</td>
<td>60</td>
<td>PTB</td>
<td>0.999</td>
</tr>
<tr>
<td>0.089</td>
<td>60</td>
<td>LD</td>
<td>0.996</td>
</tr>
<tr>
<td>0.103</td>
<td>80</td>
<td>NPL</td>
<td>1.008</td>
</tr>
<tr>
<td>0.11</td>
<td>75</td>
<td>PTB</td>
<td>1.000</td>
</tr>
<tr>
<td>0.197</td>
<td>100</td>
<td>PTB</td>
<td>1.003</td>
</tr>
<tr>
<td>0.202</td>
<td>100</td>
<td>LD</td>
<td>1.001</td>
</tr>
<tr>
<td>0.252</td>
<td>125</td>
<td>NPL</td>
<td>1.000</td>
</tr>
<tr>
<td>0.502</td>
<td>145</td>
<td>PTB</td>
<td>0.995</td>
</tr>
<tr>
<td>0.647</td>
<td>150</td>
<td>PTB</td>
<td>0.998</td>
</tr>
<tr>
<td>0.652</td>
<td>150</td>
<td>NPL</td>
<td>1.000</td>
</tr>
<tr>
<td>1.02</td>
<td>180</td>
<td>NPL</td>
<td>0.907</td>
</tr>
<tr>
<td>1.2</td>
<td>200</td>
<td>LD</td>
<td>0.999</td>
</tr>
<tr>
<td>1.2</td>
<td>200</td>
<td>PTB</td>
<td>0.998</td>
</tr>
<tr>
<td>1.3</td>
<td>200</td>
<td>NPL</td>
<td>1.000</td>
</tr>
<tr>
<td>2.11</td>
<td>250</td>
<td>PTB</td>
<td>0.997</td>
</tr>
<tr>
<td>2.19</td>
<td>250</td>
<td>PTB</td>
<td>1.010</td>
</tr>
<tr>
<td>2.55</td>
<td>250</td>
<td>NPL</td>
<td>1.002</td>
</tr>
<tr>
<td>3.13</td>
<td>250</td>
<td>PTB</td>
<td>0.996</td>
</tr>
<tr>
<td>3.4</td>
<td>250</td>
<td>NPL</td>
<td>1.000</td>
</tr>
<tr>
<td>3.95</td>
<td>300</td>
<td>PTB</td>
<td>(0.992)b</td>
</tr>
<tr>
<td>4.74</td>
<td>350</td>
<td>PTB</td>
<td>(0.994)b</td>
</tr>
</tbody>
</table>

*a = Laboratoire de Dosimétrie, France. 
NPL = National Physical Laboratory, United Kingdom. 
PTB = Physikalisch-Technische Bundesanstalt, Germany. 
*b = Ratio uncertain as extrapolation of NBS data is involved.

Figure II A1. The variation in ionization density with wall thickness.
crossing a plane perpendicular to the beam during beams, i.e., the total energy of the photons indicates that there is agreement to about 2 percent. This paper also includes analysis of the per¬

approach to the wall attenuation correction. If a value of \( t \) is chosen so that the ionization is a maximum, \( B \) of figure II A1, the proper attenuation is for this entire thickness. The two methods should give the same results.

The attenuation in any portions of the chamber wall that are nearly parallel to the radiation beam requires special consideration. Attix and Ritz (1957) found that the calibration of large cylindrical chambers which they used was best obtained when the beam was not parallel to any axis of symmetry of the chamber.

In the pressurized chamber, the air is used at a pressure which depends on the plate separation and the energy of the radiation being measured. Probably the factor giving the largest uncertainty in such determinations is the correction for lack of saturation, which may amount to the order of 10 percent in some circumstances (Wyckoff, 1960).

Since most of the electrons which produce the ionization in the collecting region are generated before, and only a few behind the collecting region, the mean position of origin of electrons producing ionization in the collecting region is displaced towards the entrant diaphragm. Therefore, the air absorption correction should be less than that for the distance between the center of the collecting region and the diaphragm. This decrease has been computed to be 0.8 percent for cobalt-60 gamma rays and 0.4 percent for cesium-137 gamma rays (Aglintsev and Ostromukhova, 1959).

The only recent work allowing comparison between these two kinds of standard (Wyckoff, 1960) indicates that there is agreement to about 2 percent. This paper also includes analysis of the errors involved in both methods.

b. National standards. Table II A5 gives the type of standard used in each country for exposure measurements in this energy range. The details of these chambers are indicated in tables II A6 or II A7. It is noted that some national laboratories have both cavity and pressurized air chambers but only one type is indicated to be the national standard. The only recent work allowing comparison between these two kinds of standard (Wyckoff, 1960) indicates that there is agreement to about 2 percent. This paper also includes analysis of the errors involved in both methods.

3. For Energies Above a Few Mev

a. Quantities and units. It is useful to measure the total beam energy (TBE) of high energy x-ray beams, i.e., the total energy of the photons crossing a plane perpendicular to the beam during the time of interest. Other quantities such as the energy fluence or the intensity can be derived from the TBE with the help of additional measurements. These x-ray beams are bremsstrahlung beams, which are such that at high energies the fluence usually varies over the beam cross section. Moreover, the fluence rate (intensity) varies irregularly with time. The TBE is independent of these variations, and for any irradiation, it can be measured accurately in absolute units. The recommended unit of TBE is the joule although the custom has arisen among nuclear physicists of expressing it either in ergs (1 erg = 10^{-7} joules) or in Mev (1 Mev = 1.602 \times 10^{-13} joules).

b. Methods of measurement. There are several techniques which have been used to determine the TBE in absolute units; the most direct of which is calorimetry (Laughlin and Beattie, 1951). The usefulness of calorimeter measurements of TBE is limited by low sensitivity and by the need to correct for energy escaping from the calorimeter in the form of neutrons, secondary electrons, and scattered and transmitted photons.

Counting techniques have also been used where the TBE is obtained from knowledge of the number of photons of each energy in the x-ray spectrum. A well-designed pair spectrometer (Walker and McDaniel, 1948) provides this information with high resolution, but its sensitivity is extremely low. A total absorption scintillation crystal (Foote and Koch, 1954) counts the number of incident photons with high sensitivity, but independent knowledge of the shape of the photon spectral distribution is required to obtain the TBE.

There are three other experimental methods which have been used to determine the TBE with less complicated equipment, but which require knowledge of both photon spectral distribution and atomic parameters. The balance converter method (Blocker, Kenney, and Panofsky, 1950) depends upon measurement of ionization current as a function of the atomic number of the front wall of an ionization chamber, and requires mathematical separation of the ionization into components resulting from Compton interactions and from pair production. The shower method (Blocker, Kenney, and Panofsky, 1950) depends upon measurement of ionization current as a function of front-wall thickness, and requires knowledge of electron stopping power ratios. The copper activation method (Loeffler, Palfrey, Tautfest, 1959) depends upon counting the 9.9 min positron activity induced in copper by high energy x rays, and requires knowledge of the differential cross section for the \( \text{Cu}^{62} (\gamma,\gamma) \text{Cu}^{62} \) reaction.

Each of these techniques requires too much expenditure of time and energy for routine use in the determination of TBE. They have been used to calibrate ionization chambers (transfer instruments) of various designs, so that this determination can be made by measuring the ionization collected during an irradiation. Un-
### Table II A6. Details of cavity chambers used by national laboratories

<table>
<thead>
<tr>
<th>Country</th>
<th>Institution</th>
<th>Material</th>
<th>Purity %</th>
<th>Volume cm³</th>
<th>Wall thickness</th>
<th>Stopping power 2 MeV x rays</th>
<th>γ rays</th>
<th>Wall absorption Cs⁶⁰γ rays</th>
<th>Cs¹⁴γ rays</th>
<th>References</th>
<th>Compared with</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canada</td>
<td>National Research Council, Ottawa.</td>
<td>Graphite</td>
<td>99.99</td>
<td>10.84</td>
<td>Variable from 1 to 16 mm.</td>
<td>1.000 d</td>
<td>1.027</td>
<td>0.75%/mm</td>
<td>0.98%/mm</td>
<td>Barnard, Aston and Marsh, 1959; Barnard and Marsh, 1959</td>
<td>NBS Cavity Chambers</td>
<td>To be published.</td>
</tr>
<tr>
<td>Germany</td>
<td>Physikalisch-Technische Bundesanstalt, Braunschweig</td>
<td>Graphite</td>
<td>99.99</td>
<td>10.84</td>
<td>Variable from 1 to 16 mm.</td>
<td>1.000 d</td>
<td>1.027</td>
<td>0.75%/mm</td>
<td>0.98%/mm</td>
<td>Barnard, Aston and Marsh, 1959; Barnard and Marsh, 1959</td>
<td>NBS Cavity Chambers</td>
<td>Wyckoff et al., 1963.</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>National Physical Laboratory, Teddington</td>
<td>Graphite</td>
<td>99.99</td>
<td>10.84</td>
<td>Variable from 1 to 16 mm.</td>
<td>1.000 d</td>
<td>1.027</td>
<td>0.75%/mm</td>
<td>0.98%/mm</td>
<td>Barnard, Aston and Marsh, 1959; Barnard and Marsh, 1959</td>
<td>NBS Cavity Chambers</td>
<td>Wyckoff et al., 1963.</td>
</tr>
<tr>
<td>Japan</td>
<td>Electrotechnical Laboratory, Tokyo</td>
<td>Graphite</td>
<td>99.99</td>
<td>10.84</td>
<td>Variable from 1 to 16 mm.</td>
<td>1.000 d</td>
<td>1.027</td>
<td>0.75%/mm</td>
<td>0.98%/mm</td>
<td>Barnard, Aston and Marsh, 1959; Barnard and Marsh, 1959</td>
<td>NBS Cavity Chambers</td>
<td>Wyckoff et al., 1963.</td>
</tr>
<tr>
<td>Poland</td>
<td>Glowny Urod Mier, Warsaw</td>
<td>Graphite</td>
<td>99.99</td>
<td>10.84</td>
<td>Variable from 1 to 16 mm.</td>
<td>1.000 d</td>
<td>1.027</td>
<td>0.75%/mm</td>
<td>0.98%/mm</td>
<td>Barnard, Aston and Marsh, 1959; Barnard and Marsh, 1959</td>
<td>NBS Cavity Chambers</td>
<td>Wyckoff et al., 1963.</td>
</tr>
<tr>
<td>Sweden</td>
<td>Institute of Radiophysics, Stockholm</td>
<td>Graphite</td>
<td>99.99</td>
<td>10.84</td>
<td>Variable from 1 to 16 mm.</td>
<td>1.000 d</td>
<td>1.027</td>
<td>0.75%/mm</td>
<td>0.98%/mm</td>
<td>Barnard, Aston and Marsh, 1959; Barnard and Marsh, 1959</td>
<td>NBS Cavity Chambers</td>
<td>Wyckoff et al., 1963.</td>
</tr>
<tr>
<td>United States</td>
<td>National Bureau of Standards, Washington, D.C.</td>
<td>Graphite</td>
<td>99.99</td>
<td>10.84</td>
<td>Variable from 1 to 16 mm.</td>
<td>1.000 d</td>
<td>1.027</td>
<td>0.75%/mm</td>
<td>0.98%/mm</td>
<td>Barnard, Aston and Marsh, 1959; Barnard and Marsh, 1959</td>
<td>NBS Cavity Chambers</td>
<td>Wyckoff et al., 1963.</td>
</tr>
</tbody>
</table>

- Values based on Bakker-Segré I values.
- These values are used for the calibration of exposure meters against graphite cavity chambers.
- In a recent international comparison total correction of 2.0% was used, consisting of 0.43 percent stopping power correction, 1.7 percent for wall absorption and lack of electronic equilibrium, the mean wall absorption correction, taking due account of the curvature of the cylindrical wall, being about 1.25 percent.
- Value obtained using Bakker-Segré I values and the Spencer-Attix modification for chamber size.
- These values were determined for a beam incident at approximately 45° to the axis of the cylinder. These numbers give the correction for attenuation of the gamma ray beam from the outer wall to the mean position of origin of the electrons producing the ionization in the cavity.
- This comparison was done with a small cobalt-60 and a small cesium-137 source in which the scattering should be minimal.
- A weighted mean of the beam calibration data from two chambers is used.

### Table II A7. Pressurized-air chambers

<table>
<thead>
<tr>
<th>Country</th>
<th>Institution</th>
<th>Radiation range, MeV</th>
<th>Pressure atmos.</th>
<th>Plate separation, cm</th>
<th>Compared with</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Japan</td>
<td>Electro Technical Laboratory, Tokyo</td>
<td>0.2 to 0.8</td>
<td>Up to 10.</td>
<td>40</td>
<td>NBS cavity chambers</td>
<td>Wyckoff (1960)</td>
</tr>
<tr>
<td>U.S.A.</td>
<td>NBS, Washington, D.C.</td>
<td>0.4 to 1.3</td>
<td>Up to 12.</td>
<td>44</td>
<td>NBS cavity chambers</td>
<td>Aglinsev and Ostromukhova (1959, 1961)</td>
</tr>
<tr>
<td>U.S.S.R.</td>
<td>Institute of D. I. Mendeleev, Leningrad</td>
<td>0.25 to 3.0</td>
<td>Up to 20.</td>
<td>40</td>
<td>NBS cavity chambers</td>
<td>Wyckoff (1960)</td>
</tr>
</tbody>
</table>
fortunately, the calibrations of most ionization chambers depend upon the x-ray beam parameters, maximum photon energy ($E_{\text{max}}$), filtration and diameter, so that a complete empirical calibration program entails the investigation of effects caused by many changes in experimental conditions.

There is one ionization chamber, the quantameter (fig. IIA2) (Wilson, 1957), which does not suffer from these defects. It samples ionization at several depths in a copper medium so that the total ionization current is proportional to the area under a copper transition curve. (The last air cavity is considerably larger, to compensate for transmitted energy.) It may be shown by Bragg-Gray cavity ionization theory that this quantity is directly proportional to the energy absorbed in the copper medium, and hence to the incident energy. The quantameter is filled with argon (to reduce ion recombination) to a pressure of 800 mm of Hg (at 20 °C) and with a small admixture of carbon dioxide, to reduce gas multiplication. The quantameter was designed for use above 300 Mev, and at these energies its calibration is independent of the beam parameters to a good approximation. The quantameter response is proportional to the calorimeter response to the extent that both the average electron stopping power ratio and the fraction of energy escaping from the chamber are independent of $E_{\text{max}}$. It corrects for escaping photon and electron energy, but not for energy carried away by neutrons, which introduces an error of a few tenths of one percent. Furthermore, its calibration can be predicted theoretically from knowledge of the chamber dimensions, the energy required to produce an ion pair, and the average stopping power ratio (Komar and Kruglov, 1960). The theoretically calibrated quantameter has been used as an absolute device to calibrate other ionization chambers, and these calibrations have been experimentally verified over a limited range of energies.

c. Transfer instruments. Measurements of the TBE have been used to calibrate the four ionization chambers shown in cross section in figure IIA3, each labelled by the name of the institute

![Figure IIA2. Schematic cross section of the quantameter.](image)

![Figure IIA3. Schematic cross sections of the Cornell (Cornell University), Illinois (Univ. of Illinois), LPTI (Leningrad Institute of Physics and Technology), and NBS (United States National Bureau of Standards) ionization chambers.](image)
where it was first constructed and calibrated. Each of these chambers is of the parallel plate variety, intended for use in x-ray beams of small diameter. Three have copper walls, and the fourth (NBS) has walls of an aluminium alloy (nominally 93.4 percent Al, 4.5 percent Cu, 1.5 percent Mg, and 0.6 percent Mn). All are air filled and open to the atmosphere. Each of these four chambers samples the ionization behind a front wall whose thickness was chosen to reduce the variation of the calibration with \( E_{\text{max}} \) in the energy range for which it was intended.

The experimental calibration data of these four chambers have been computed in terms of the number of joules of incident energy required to produce one coulomb of ionization charge when measured in air at 20 °C and 760 mm of mercury.

The uncertainties of these calibrations are in the range from 1 to 3 percent and result from a variety of sources, but if these sets of calibrations are plotted as a function of \( E_{\text{max}} \), it is possible to fit each set with a smooth curve which passes through almost all of the points to within the quoted error. These curves are shown in figure IIA4. In particular, the quantameter calibration curve is flat. This conclusion must break down at some point at which the calibration factor begins to rise has not yet been determined.

The variation with beam diameter may be obtained from measurements of the relative response of the chamber to a small diameter beam incident at different radii on the chamber face. Measurements of the response to a small diameter beam have been made with the Illinois, LPTI, and NBS chambers, and the results obtained at \( E_{\text{max}} = 85 \) Mev for the LPTI chamber (Komar and Kruglov, 1960) and \( E_{\text{max}} = 90 \) Mev for the other two (Pruitt and Domen, 1962) are shown in figure IIA6 where \( r \) is the radius at which the beam is incident. The change in calibration with beam diameter for a large-diameter centered beam is obtained from such curves by taking into account the variation of beam intensity with radius. The predicted results for the NBS chamber at several energies are shown in figure IIA7 for beams of uniform intensity. The magnitude of the effect decreases as \( E_{\text{max}} \) is increased.
of measurement, to review the status of international intercomparisons of measurements, and to make recommendations regarding (1) preferred methods of measurement, (2) possible improvements in measurement techniques, (3) specific areas where further work is needed, and (4) encouragement of international comparisons where needed. A more complete discussion of some of these questions will be found in the report on “Measurement of Neutron Flux and Spectra for Physical and Biological Applications” of the National Committee on Radiation Protection and Measurements in the United States (NCRP 1960).

It is convenient to classify neutrons roughly according to energy. The boundaries between energy ranges, which depend upon the nuclear interaction processes involved, are not sharp. For convenience we shall use the following ranges: thermal neutrons, below cadmium cut off energy (approximately 0.5 ev); intermediate neutrons, cadmium cutoff energy to approximately 10 kev; fast neutrons, above approximately 10 kev.

1. Measurement of Neutron Flux Density
   a. Thermal neutrons

The absolute measurement of thermal neutron flux density is usually carried out by observing the reaction rate of an element of known cross section. With precise knowledge of the thermal neutron cross sections, elements such as boron, manganese, and gold may serve as standards. To utilize a polyisotopic element such as boron, one must know the isotopic composition accurately. Gold foils are used widely owing to the fact that gold is monoisotopic and has a comparatively large capture cross section for thermal neutrons (98.8 ± 0.3 barns) (Hughes and Schwartz, 1958). The total measured reaction rate is always in part due to non-thermal neutrons. The reaction rate due to thermal neutrons alone may be obtained by means of the cadmium difference method. With gold

---

1 For explanation of terms see appendix I of this report.
thickness of cadmium (cf. Westcott et al., 1958). In view of the difficulty of obtaining exact
involves larger uncertainty than determination of energy, generally the cut-off energy for a stated
component. One must also specify the extension in
of the Maxwellian (above around 0.1 ev) and then
flux $1/E$.

In subsection IIB1a(3).

Using a "1/$v$" detector the measurement done in a thermal neutron flux density determines, in fact, the neutron density at a given point. The so-called "effective flux" is the product of the neutron density and a conventional velocity $v_0$ (2,200 m/sec, corresponding to the most probable velocity for a Maxwellian distribution at a temperature $T_0=20.44$ °C). If $n$ is the density of thermal neutrons of various energy, the "effective flux,” $n v_0$, is different from the actual average flux density in the Maxwellian distribution at the temperature $T$

$$n v_0 = \int_0^{\infty} n(v)vdv = (2/\sqrt{\pi})n v_0 \sqrt{T/T_0} = 1.128n v_0 \sqrt{T/T_0}.$$  

Direct measurement of the average flux density involves larger uncertainty than determination of $n v_0$, in view of the difficulty of obtaining exact information about the energy spectrum of a low thermal neutron flux density in a moderator. The most convenient way is to assume that the spectrum is actually Maxwellian with a small $1/E$ flux density component added to the high energy tail of the Maxwellian (above around 0.1 ev) and then to determine the two parameters involved, namely the temperature characteristic of the distribution and the relative contribution of the $1/E$ component. One must also specify the extension in energy, generally the cut-off energy for a stated thickness of cadmium (cf. Westcott et al., 1958).

For comparison of thermal neutron fluxes, measurements of induced activity of a foil irradiated in the fluxes to be compared are most convenient and reliable. In order to reveal all possible errors, the induced activity of the foil should be measured in both of the laboratories taking part in the comparison. Therefore, the half-life of the induced activity should be at least a few days. Au$^{198}$ which has a half-life of 2.696 days for the induced activity, is preferable to copper for the purpose of an intercomparison because of the presence of two isotopes Cu$^{63}$ (69.1 percent) and Cu$^{65}$ (30.9 percent), with short half-lives (12.8 hours for Cu$^{64}$ and 5.15 min for Cu$^{65}$). For absolute measurements the absorption cross section of copper for thermal neutrons is small and not well enough known (4.5±0.1 barns for Cu$^{63}$ and 2.2±0.2 barns for Cu$^{65}$) (Hughes and Schwartz, 1958), and the decay scheme of Cu$^{64}$ is complex.

Several comparisons of thermal neutron fluxes have been performed between laboratories as summarized in table IIB1.

Recommendations.

(i) Comparisons of standard neutron flux density measurements between national laboratories using the gold foil method or other adequate methods should be encouraged on a wider basis than has occurred heretofore.

(ii) Work on precise determinations of thermal neutron cross section and decay schemes should be encouraged for some isotopes (for example, the absorption cross section of manganese, and the internal conversion coefficient of the 412-kev gamma rays from Hg$^{198}$ following the decay of Au$^{198}$), which are used as standards in thermal-neutron flux-density measurements.

(iii) In view of the connection with flux-density measurements in reactors, investigations should be made to obtain more precise descriptions of the standard thermal-neutron flux densities.

(2) High flux densities

The special conditions in fields with high neutron flux density, and the strong ionizing radiation associated in most cases, make a direct absolute measurement of thermal neutron flux density more difficult and restrict the applicability of the methods given above. Accordingly direct registration of boron, lithium or fission particles by means of ion-chambers and scintillation- or semi-conducting detectors is not possible. When using activated detectors one must take care that the radioisotope produced, if it has a large capture cross section, not be reduced by double capture in the case of long exposure to a strong neutron field. For example Au$^{198}$ has a peak cross section of 26,000 barns, making double capture probable. The purity of the detector material must be very good, especially since impurities building long-lived activities should not be present. In a strong density gradient, flux anisotropy effects must be considered.
On the other hand, in high fluxes only a little detector substance is needed, so that the shielding and flux depression described in subsection II.Ba (3) become negligible. For a direct absolute determination of the activity of the sample by counting, it may preferable to use an element with a small capture cross section. A negligible resonance-activation is usually associated with this, so that a Cd-measurement is not needed. Ni<sup>59</sup> seems to be suitable for accurate absolute measurements (Littler and Lockett, 1952; Wolf, 1961). The most recent value for capture cross section, 531 ± 8 mb related to the value of 98.7 barns for Au<sup>197</sup> (Wolf, 1961), differs considerably from the Brookhaven compilation value, 510 ± 10 mb (Hughes and Schwartz, 1958), but not from the activation cross section of 536 ± 10 mb given in the same reference. A further independent determination may be desirable.

Wire made of spectroscopically pure Co<sup>59</sup> from Johnson and Matthey, London, with diameters 0.005 in., 0.018 in., and 0.025 in. with a very good uniformity are used successfullly. While Europium uses foils from the same producer with an 1/10 mm thickness. For Co<sup>59</sup> a cross section of 38.0 ± 0.5 barn has been reported (Wolf, 1961), compared with 36.3 ± 1.5 barns from Brookhaven compilation and 38.0 ± 0.7 barns from Euratom. Better accuracy in the knowledge of the cross section is desirable. Also the purity of the cobalt does not seem to be satisfactory. The use of the monoisotopic Sc<sup>45</sup>, cross section 28.3 ± 0.7 barns, has been reported (Wolf, 1961).

For use of elements with a larger capture cross section, the detector must be made very thin for a direct counting. Gold samples of 100 and 300 μg/cm², evaporated on plastics have been found suitable (Stephens et al., 1961). If the activity is too great for direct counting the sample may be put into solution and an aliquot calibrated by absolute counting, or the dilute solution may be directly irradiated.

In many cases indirect methods may be used to measure a neutron field known at one location by absolute calibration. The requirements for a single kind of distintegration, on the monoisotopic constitution, and on the purity of the sample material are not so high. Tungsten cables, made of 7 wires, each 0.006 in. diameter, nickel and manganese-nickel alloys with 10 percent nickel in form of wires, 0.02 in. diameter, nickel and manganese-nickel alloys with 10 percent nickel in form of wires, 0.02 in. diameter, and in form of foils with a thickness of 100 mg/cm² (Stephens et al., 1961) have been used for fluxes up to 10<sup>15</sup> neutrons/cm² sec. Copper foils also are suitable, selectively counting the Cu<sup>64</sup> annihilation radiation with a coincidence method (Maier-Leibnitz, 1961). The fission process has been used by measuring the fission products outside the reactor. In one of the experiments the rare gaseous fission products from a little probe were transported outside of the reactor by a gas current and measured in a gas ion chamber (Koch et al., 1958; Stephenson, 1958). Another method uses a thin sample of fissile material surrounded by plastic foils. The activity of the fission particles contained in the foils is measured. Another possible method is measurement of changes in isotopic abundance of materials.

Accuracies of about one percent in the neutron flux density have been obtained by measuring calorimetrically the heat produced in a sample. Thermocouples are used for temperature indication. With 4 percent B<sup>10</sup> in CaSO₄, a thermocouple voltage of 3 mv corresponding to a 10 °C temperature difference and to an absorption of 0.1 watt was reached in a field of 10<sup>12</sup> neutrons/
Bothe's measurements on thin dysprosium foils show a shielding effect while the remainder of the equation accounts for the flux depression, \( \varphi _{0} \equiv \frac{\langle \hat{p} \rangle}{\langle \hat{p} \rangle _{t}} \), where \( \langle \hat{p} \rangle \) is the average flux density in a foil of radius \( a \) and thickness \( t \), and \( \langle \hat{p} \rangle _{t} \) is the observed activity of the detector. To yield the true neutron flux density in the absence of the detector, observed foil activity must be increased by the factor \( \varphi _{0} \), which compresses the neutron flux density in the neighborhood of the foil (the flux depression effect). The observed foil activity must therefore be increased to yield the true neutron flux density in the absence of the detector.

On the basis of first order diffusion theory, Bothe (1943) calculated the ratio of \( \varphi _{0} \), the average flux density in a foil of radius \( a \) and thickness \( t \), to \( \varphi _{0} \), the initially unperturbed flux density as:

\[
\frac{\varphi _{0}}{\varphi _{0}} = \frac{\frac{1}{\tau} \left[ \frac{1}{2} - E_{3} (\tau) \right]}{1 + \frac{1}{\tau} \left[ \frac{1}{2} - E_{3} (\tau) \right]} \quad \text{for } a >> \lambda _{s},
\]

where \( \tau = t \Sigma _{D} \), \( \Sigma _{D} \) is the disappearance cross section per cm\(^{2} \) of foil, \( \lambda _{s} \) is the scattering mean free path of the neutrons in the medium, \( L \) is their diffusion length given by \( L = \frac{1}{\sqrt{3} \Sigma _{a} \Sigma _{s}} \), \( \Sigma _{a}, \Sigma _{s} \) are the absorption and scattering cross sections of the medium surrounding the foil, \( E_{3} (\tau) \) is the third order exponential integral defined by \( E_{3} (x) = \int _{1}^{\infty} \frac{e^{-u}}{u^{3}} du \) where \( n = 3 \) and \( x = \tau \).

The factor \( \frac{1}{\tau} \left[ \frac{1}{2} - E_{3} (\tau) \right] \) represents the self-shielding effect while the remainder of the equation accounts for the flux depression,

\[
\frac{1}{\tau} \left[ \frac{1}{2} - E_{3} (\tau) \right] = \frac{1}{2 \tau} \left[ 1 - e^{-\tau (1-\gamma)} - \tau \int _{\tau}^{\infty} \frac{e^{-s}}{s} ds \right].
\]

The calculation was made for a spherical detector and then modified to apply to plane foils. Bothe's measurements on thin dysprosium foils in aluminum supported his calculations within experimental error. Tittle (1951) applying later values for the medium constants to Bothe's original data concluded that better agreement was obtained if Bothe's original sphere formula were used (corresponds to replacing \( a \) in the above formula by \( \frac{3}{2} a \)), and \( \lambda _{s} \) replaced by \( \lambda _{r} \), the transport mean free path. \( \lambda _{r} = \lambda _{s} (1 - \bar{\mu}) \) where \( \bar{\mu} \) is obtained by averaging the cosine of the scattering angle over the neutron scattering angular distribution.

The self-shielding factor \( \frac{1}{\tau} \left[ \frac{1}{2} - E_{3} (\tau) \right] \) is probably low, since it was calculated for foils of infinite radius, but the error is negligible except for foils of very small radius (Sola, 1960).

An alternative correction for very thin foils was derived by Skyrme (1943) on the basis of one-speed transport theory,

\[
\varphi _{0} = \frac{1}{\tau} \left[ \frac{1}{2} - E_{3} (\tau) \right] \frac{3L}{2\lambda _{s}} S \left( \frac{2\alpha _{s}}{L} \right) - K \left( \frac{2\alpha _{s}}{\lambda _{s}} \right) \]

where the functions \( S(x) = 1 - \frac{4}{\pi} \int _{0}^{1} \sqrt{1-t^{2}}e^{-xt} dt \) and \( K(x, \gamma) \) are presented graphically in figures IIB1 and IIB2. The quantity \( \gamma \) is the ratio of scattering to total cross section in the medium.

Ritchie and Eldridge compared the predictions of the theories with experimental results by Klena and Ritchie (1952) and by Thompson (1956); the measurements concerned gold and indium foils in graphite, where the flux depression effect is in any case small compared with the self-shielding effect. They concluded that the available data were insufficient to judge the relative accuracy of the theories.

To test the prediction of the Bothe and Skyrme theories, Sola measured a large number of gold foils of different radius and thickness in graphite. The data are reproduced in table IIB2.

A more comprehensive treatment of the flux perturbation has recently been published by Dalton and Osborn (1961), and some corrections and discussions of their papers by Ritchie and Dalton (1961). Meister (1958) has used Ra-Be(\( \alpha, n \)) sources with paraffin or graphite.
moderators and indium foil detectors, and has developed a theory to compare with his experiment. The method is based on the solution of the transport equation for specific cases by means of a digital computer; nonisotropic neutron scattering in the medium, and scattering in the foil are permitted, all dimensions of the detector may be varied, and the neutron flux density may be mapped at points inside and outside the detector.

Scattering in the detector is shown to be unimportant, but nonisotropic scattering in the medium may involve error. For example, differences of 3 percent are obtained for 5 mil (127 μm) gold foils in water, depending on the value taken for \( \mu \), the average cosine of the scattering angle. Typical results are shown in figures IIB3 to IIB6 for coin- and wire-shaped detectors in water and graphite. These plots are valid provided that

\[ 1.0 < x < 10.0 \text{ cm}^{-1} \text{ and } \Sigma_{n} < < \Sigma_{p}. \]

The value for \( \mu \) was taken as zero for these plots, so the results may be up to 3 percent low for thick foils or wires in water. Examples of flux density mapping inside and outside detector foils are reproduced in figures IIB7 and IIB8. They illustrate the undesirability of attempting to separate the perturbation into separate self-shielding and flux depression effects.

Measurements of flux depression and self-shielding for gold foils of 0.5 cm to 3 cm diameter in

<table>
<thead>
<tr>
<th>Table IIB2. Flux perturbation (flux depression plus self shielding) for circular gold foils in graphite</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perturbation factor for various foil thicknesses</td>
</tr>
<tr>
<td>( \mu )</td>
</tr>
<tr>
<td>in.</td>
</tr>
<tr>
<td>Foil radius 1/4 in. (1.27 cm)</td>
</tr>
<tr>
<td>Measured*</td>
</tr>
<tr>
<td>Bothe**</td>
</tr>
<tr>
<td>Skyrme.</td>
</tr>
<tr>
<td>Ritchie and Eldridge.</td>
</tr>
<tr>
<td>Dalton and Osborn.</td>
</tr>
<tr>
<td>Foil radius 1/4 in. (0.625 cm)</td>
</tr>
<tr>
<td>Measured*</td>
</tr>
<tr>
<td>Bothe**</td>
</tr>
<tr>
<td>Skyrme.</td>
</tr>
<tr>
<td>Ritchie and Eldridge.</td>
</tr>
<tr>
<td>Dalton and Osborn.</td>
</tr>
<tr>
<td>Foil radius 1/4 in. (0.318 cm)</td>
</tr>
<tr>
<td>Measured*</td>
</tr>
<tr>
<td>Bothe**</td>
</tr>
<tr>
<td>Skyrme.</td>
</tr>
<tr>
<td>Ritchie and Eldridge.</td>
</tr>
<tr>
<td>Dalton and Osborn.</td>
</tr>
<tr>
<td>Foil radius 1/8 in. (0.159 cm)</td>
</tr>
<tr>
<td>Measured*</td>
</tr>
<tr>
<td>Bothe**</td>
</tr>
<tr>
<td>Skyrme.</td>
</tr>
<tr>
<td>Ritchie and Eldridge.</td>
</tr>
<tr>
<td>Dalton and Osborn.</td>
</tr>
</tbody>
</table>

*Measurements are by Sola (1960). The total standard deviations are less than 2 percent.
**Modified by Tittle.

![Figure IIB1. The Skyrme function \( S(x) = 1 - (4/\pi) \int_0^1 e^{-t^2} \sqrt{1 - t^2} dt \).](image)

(Ritchie and Eldridge, 1960) and an approximate function, \( \frac{x}{2+x} \).

![Figure IIB2. The transport correction term, \( K(x, \gamma) \), versus \( x \).](image)

(Ritchie and Eldridge, 1960).
**Figure II B3.** The average normalized flux density in a coin-shaped detector in graphite for various radii $\rho$ and thickness $t$.
(Dalton and Osborn, 1961).

**Figure II B4.** The average normalized flux density in a coin-shaped detector in water for various radii $\rho$ and thickness $t$.
(Dalton and Osborn, 1961).

**Figure II B5.** The average normalized flux density in a wire-shaped detector in water for various lengths $L$ and radii $\rho$.
(Dalton and Osborn, 1961).

**Figure II B6.** The average normalized flux density in a wire-shaped detector in graphite for various radii $\rho$ and lengths $L$.
(Dalton and Osborn, 1961).
water have been made recently by Zobel (1961) to test the various theories discussed here. Best agreement is obtained for the Ritchie and Eldridge calculation and for the Dalton and Osborn calculation with isotropic scattering. Data for the case of 2-cm diameter foils is shown in figure IIB9. More comprehensive experimental data are required to judge the recent calculations of flux perturbation by detector foils by Ritchie and Eldridge (1960) and Dalton and Osborn (1961).

(4) Choice of effective disappearance cross section

In the case where flux depression is small, an approximate treatment may be used to evaluate self-shielding. A one-speed treatment is used where a careful choice must be made for the absorption cross section for use in evaluating $\tau$. An approximate procedure is to use the cross section applicable to the mean velocity $v$ of the Maxwellian spectrum, viz., $(\sqrt{2}/2)\sigma_0$, where $\sigma_0$ at room temperature is the customarily tabulated 2,200 m/sec cross section. However, as has been pointed out (Hanna, 1961; Zahn, 1937), a thin 1/v detector reduces a normally incident Maxwellian flux by the factor $(1-(\sqrt{2}/2)\Sigma^D_t)$, but reduces the response of a thin 1/v detector to this flux by $(1-(2/\sqrt{2})t\Sigma^D_t)$, where $t$ is thickness in cm and $\Sigma^D_t$ is in cm$^{-1}$. It might be expected, therefore, that in calculating the flux perturbation correction factor for an isotropic Maxwellian neutron distribution, a cross section value of $(\sqrt{2}/2)\sigma_0$ should be used for calculating the flux depression, and one of $(2/\sqrt{2})\sigma_0$ for the activation depression.

The last two values are applicable only for the case of a very thin detector, and will reduce as the lower energy neutrons are preferentially absorbed and spectral hardening occurs.

For example, in calculating self-shielding effects in gold foils used to calibrate the NBS standard thermal neutron flux, Mosburg (1961) used an integration method to calculate the average activity in a foil in a Maxwellian spectrum of neutrons. He showed that a value of $1.08 \sigma_0$ was appropriate for the range of thickness used ($\tau \leq 0.09$). With thicker foils, this effective cross section would decrease as spectral hardening occurred within the foil.

(5) Cadmium absorbers

Thermal-neutron flux-density measurements are normally carried out in the presence of a non-thermal component of flux which is allowed for by cadmium difference experiments. The neutron flux density below the effective cadmium cut-off energy is obtained by subtraction of the activity obtained with the foil encased in a certain thickness of cadmium. The thickness of the cadmium cover should be stated because it affects the effective cadmium cut-off energy. Effective cut-off energies both for beam and for isotropic neutron fields have been published by Westcott et al., (1958), and by Hickman and Long (1961).

With non-1/v detectors, it is necessary to apply a correction factor, to the cadmium-covered activity for absorption of the resonance neutrons in the cadmium cover. This correction can be obtained either from computation of the absorption of resonance neutrons in the cadmium or from measurement of the attenuation of resonance neutrons in a further equal thickness of cadmium (Axton, 1962).

If the neutron spectrum is assumed to take the form of a Maxwellian distribution at temperature $T_0$ Kelvin plus a non-thermal component proportional to $dE/E$ which is cut off sharply near $5kT$, the cadmium ratio may be written

\[
R_{de}(\delta) = \frac{\frac{F}{T} + G_t \frac{s_0}{g}}{f(\delta)G_t \left( \frac{s_0}{g} - W \right) + \frac{1}{K(\delta)}}
\]

(Walker et al., 1960)
where \( t \) is the thickness of the foil, 
\( \delta \) is the thickness of the cadmium cover, 
\( R_{cd}(\delta) \) is the ratio of the activity produced in a bare foil to that produced in a foil covered with cadmium of thickness \( \delta \), 
\( F \) is the thermal neutron flux perturbation factor, 
\( r \) is the non-thermal flux parameter which is a measure of the relative importance of the \( dE/E \) component of the spectrum, 
\( g \) and \( s_0 \) are functions of the resonance integral, and are a measure of the departure of the absorber cross section from \( 1/v \) law in the thermal and non-thermal energy regions, respectively. They are tabulated by Westcott (1960), 
\( W \) is a small correction which arises when \( \sigma \) is not proportional to \( g \sigma_0 \delta_0/v \) in the energy region between the \( dE/E \) cut-off and the cadmium cut-off energies, 
\( K(\delta) = 4\sqrt{E_0/\pi E_{cd}(\delta)} \) where \( E_{cd}(\delta) \) is the effective cut-off energy and \( E_0 = kT_\alpha \), 
\( f(\delta) \) represents the attenuation due to self-shielding in a foil of thickness \( t \) of the resonance neutrons, 
\( f(\delta) \) represents the attenuation in a cadmium cover of thickness \( \delta \) of the resonance neutrons.

The correction factor \( F_{cd}(\delta) \) is given by 
\[
F_{cd}(\delta) = \frac{G_t \frac{s_0}{g} + 1/K(\delta)}{f(\delta) G_t \left( \frac{s_0}{g} - W \right) + 1/K(\delta)}
\]

An approximate value \( F_{cd}(\delta) \) may be obtained experimentally as follows, from measurements of foil activity obtained with various thicknesses of cadmium. Note that \( F_{cd}(\delta) \) is not obtained directly from this measurement.

If \( f(\delta) \) is small so that \( f(2\delta) = f^2(\delta) \) one may write
\[
\frac{f^2(\delta) G_t \left( \frac{s_0}{g} - W \right) + 1/K(2\delta)}{f(\delta) G_t \left( \frac{s_0}{g} - W \right) + 1/K(\delta)} = f(t) \quad (\text{IB2})
\]

where \( f(t) \) is the measured ratio of activities for a foil of thickness \( t \). \( f(\delta) \) may then be obtained from the equation if all the other quantities are known. \( G_t \) may be obtained from the equations of Roe (1954). Alternatively, \( G_t \) may be obtained from cadmium ratio measurements.

\( R_{cd}(\delta) \) is measured for very thin foil \( (G_t = 1) \) and eq (IB1) is solved for \( r \sqrt{T/T_0} \) using for \( f(\delta) \) its approximate value \( f(t) \). \( G_t \) may then be evaluated from eq (IB1) for a foil of thickness \( t \) and used in eq (IB2) to obtain a better value for \( f(\delta) \). Eventually all the quantities involved are obtained by successive approximation. Martin (1955) obtained a value of 1.02 for \( (1/f(t)) \) for a gold foil.

(6) Calculation of \( f(\delta) \)

\( f(\delta) \) is given approximately by the equation
\[
f(\delta) = \frac{E_3(a) - E_3(a + b)}{\frac{a}{2} - E_3(a)} \quad (\text{IB3})
\]

where \( a = r \Sigma_{foil} \) and \( b = \delta \Sigma_{cd} \).
\( \Sigma_{foil} \) is the effective foil absorption cross section at the effective resonance energy. \( \Sigma_{cd} \) is usually taken as the effective cadmium cross section for the capture of neutrons at the effective resonance energy. Some possible uncertainties are: (1) the choice of the effective energy (does this depend on foil thicknesses?); (2) the evaluation of the effective capture cross section for cadmium at this energy; (3) whether or not \( \Sigma_{cd} \) should include a proportion of the scattering cross section (does
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\caption{Flux perturbation (flux depression and self-shielding) for gold foils in water. (Zobel, 1961).}
\end{figure}
this proportion vary with \( t \)?) (4) whether or not \( K \) depends on foil thickness. For very small \( a \) eq (IB3) becomes \( f(\delta) = E_2(b) \) as suggested by Walker et al., (1960). For very large \( a \) it becomes \( f(\delta) = 2E_3(b) \) which is the expression suggested by Tittle (1951). If \( b \) is small the equation becomes

\[
f(\delta) = 1 - 2b \frac{1 - E_2(a)}{1 - 2E_3(a)}
\]

To satisfy experimental results (e.g., Martin 1955) with this equation, it is necessary to include some scattering in \( \Sigma_{cc} \). A theoretical calculation and further experimental results are needed to determine \( F_{ca} \) for various cadmium thicknesses, foil thicknesses, materials and neutron spectral distributions.

b. Intermediate energy neutrons

(1) Low flux densities.

A simple approach to the measurement of neutron flux density is by use of a detector whose response is independent of energy. If the detector contains a material whose neutron cross section is sufficiently large so that all neutrons interact in the detector, then the efficiency is flat with energy since the probability of a neutron interaction is 100 percent. The efficiency of the detector, however, is in general less than 100 percent since not every interaction produces an event which is finally recorded. As long as the final detection probability is independent of the energy of the neutron causing the event, the detector's response is flat. An advantage of this method is that it does not depend upon precise knowledge of a neutron cross section, but requires only that the neutron cross section be large enough. These detectors are called "black" detectors since they absorb all neutrons incident upon them. The nuclear reactions commonly used for black detectors are the \( ^{10}\text{B}(n,\alpha)\text{Li}^7 \) and the \( \text{Li}^6(n,\alpha)\text{H}^3 \) reactions. Both of these reactions have a large neutron reaction cross section extending from thermal neutron energies into the kilovolt neutron energy region. Both reactions produce charged particles which are readily detectable, and the boron reaction is followed by a 0.48 Mev gamma ray from an excited state of \( \text{Li}^7 \) in 94 percent of the cases which also may be detected. The flatness of response of detectors made of 10 g/cm\(^2\) thickness of natural lithium, natural boron, \( \text{Li}^6 \) and \( ^{10}\text{B} \) is shown in figure IIB10. As can be seen from the figure, the detection efficiency with separated isotopes is flat to considerably higher neutron energies than with the natural elements. The response of \( ^{10}\text{B} \) and \( \text{Li}^6 \) detectors are essentially flat to 1 kev and the \( ^{10}\text{B} \) detector is only down 3.4 percent in response at 10 kev. These detectors are well suited to low flux density neutron measurements because they tend to have high efficiencies.

Work has been done on suitable detectors containing boron and lithium because they are also useful as detectors for intermediate energy neutron time-of-flight systems where their high efficiency is very desirable. Unfortunately, most of these detectors are also efficient detectors of gamma rays, which are invariably present in neutron radiation fields.

A new approach with the same disadvantage of sensitivity to gamma rays may be carried out using a mixture of rare earths (gadolinium, europium, samarium) placed at the center of a big liquid scintillator tank. Such a detector should be black in the region of 10 kev because of the overlapping of extremely numerous neutron resonance levels.

(a) Indirect detection method

In this method a sample of \( ^{10}\text{B} \) is placed in the neutron beam. Gamma rays following the reactions of neutrons with the \( ^{10}\text{B} \) are observed with
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**Figure IIB10.** Response of a 10 gram-cm\(^{-2}\) "black" detector as a function of energy.
one or more shielded NaI crystals. By setting a differential pulse height selector or "window" on the 0.48 Mev gamma ray peak, other gamma rays can be discriminated against to some degree. Bollinger et al., (1957), report an estimated error of 0.5 percent but do not state the efficiency of the detector. Rae and Bowey (1953) reported an efficiency of 2.6 percent using a sample of amorphous B2O3 in a thin-walled aluminium cylinder 3 in. diameter by 1\% in. deep viewed by two 1\% in. diameter by 2 in. deep NaI scintillation crystals. The boron plate may be placed at an angle to the incident neutron beam to increase its effective thickness without loss of detection efficiency, and the efficiency may be improved by increasing the solid angle for detection of gamma rays. The instrument may be calibrated by placing it in a known thermal neutron flux density.

(b) Direct detection method

A number of methods have been developed for placing the lithium or boron directly in a scintillator. With these detectors efficiencies approaching 100 percent may be achieved at low neutron energies. However, the efficiency does not remain constant to as high energies as with a pure sample. Many kinds of scintillators have been used: inorganic crystals such as LiI(Eu) (Schenck, 1953; Murray, 1958); boron-loaded liquids (Bollinger and Thomas, 1957); cerium-activated B2O3-loaded scintillating glass (Bollinger et al., 1959), and cerium-activated LiI-loaded scintillating glass (Firk et al., 1961). All of these detectors respond to gamma rays; however, the lithium-loaded scintillators can discriminate against moderate fields of low energy gamma rays (around 10 mR/hr) because of the 4.78 Mev of energy release in the LiI(n, a)H3 reaction. The boron-loaded liquid scintillator assembly is efficient, but rather complex and requires considerable care in operation. The LiI(Eu) crystals have a rather slow decay time (1.2 \mu sec), require careful mounting, and the crystals available are rather small. Their energy resolution (the thermal neutron resolution is about 6–8 percent in pulse height) is improved by operation at liquid nitrogen temperatures. The glass scintillators are faster (decay time about 100 ns for LiI loading). While B2O3-loaded glasses have a factor of 4.5 in their favor because of the larger cross section, the LiI-loaded glasses have the advantages of better time resolution, better gamma-ray discrimination, ease of manufacture, and better pulse-height resolution. The \alpha-particle and the \Li recoil with a total kinetic energy of 2.3 Mev contribute only 250 kev of equivalent electron energy in the boron glass. Either detector requires only simple associated electronics.

(2) High flux densities

The intermediate neutron energy range at high flux densities is difficult to investigate, even for relative measurements. It is always possible to restrict the methods to relative measurements and to calibrate the detector using absolute measurement in a thermal neutron flux or with a monoenergetic source of neutrons (for example, a Sb-Be (\gamma,n) neutron source).

A convenient solution in some cases is to determine the flux integrated over a broad energy spectrum and to know simultaneously the shape of the energy spectrum. For example, the flux density may be measured for all neutrons with an energy above the cadmium cut-off. The spectral shape is calculated from the configuration of the investigated medium (reactor lattice, etc.), or it is measured with the help of an open beam going outside of the medium. The measurements on an open beam are done on low fluxes and these measurements are relatively easy.

If one wishes specifically to do measurements at a location where the flux density is high, it is necessary to distinguish between two cases, according to the energy range of neutrons: (a) Neutron energy below several kev: corresponding roughly to the domain where neutron resonance detectors are useful. (b) Neutron energy between 1 and 50 kev: In this domain the energy is too low for the techniques available for fast neutrons and generally is too high for the resonance detectors.

(a) Neutron energy below several kev

Detectors are generally made from thin sheets on a metal or plastic (nylar or polystyrene) backing or even from thin foils without backing. The detector is thin enough (about 100 \mu g/cm2) to reduce the neutron self-shielding corrections.

The activity is measured following an irradiation of the detector covered by cadmium. If desired, absolute measurements of the activity can be made. However, an absolute value of the flux density does not result from such a measurement, unless the activation cross section in the resonance spectrum is well known. The activation cross section is not accurately known, only relative measurements can be made.

If one is trying to correlate the result of the measurement with fairly well defined neutron energy, useful nuclei are those having a single first resonance giving the main contribution (In, 1.46 ev; Au, 4.8 ev.; Co, 13 ev.; Mn, 330 ev.; Na, 2 kev).

It is also conceivable to restrict the measurements to the "effective integral" over all the intermediate neutron resonances.

(b) Neutron energy between 1 and 50 kev

A satisfactory solution does not exist today. Rough estimates only are feasible. For example, a foil detector may be covered with a sheet of 2 g/cm2 of B2O3, in order to perform an integral measurement in the energy domain under study without any contributions from the neutrons below 1 kev.

A thick iron shield provides a way to generate an "energy gate" around the mean value 25 kev.
the iron cross section is very low just at this energy. If a black $^{10}$B detector (viewed by a NaI (Tl) crystal) is placed behind this shielding, its output will be largely due to neutrons of about 25 kev.

Activation of medium-weight nuclei in the energy domain under study gives low counting rates and is therefore difficult to use.

New techniques are certainly needed to improve measurement of intermediate energy neutrons.

c. Fast neutrons

(1) Low flux densities

Relatively accurate methods of absolute fast neutron flux density measurement do not exist, except for proton-recoil counters and telescopes and associated particle counting, which in general requires great care in use and well-defined sources or beams (see NCRP, 1960; Johnson, 1960). Associated particle counting can be used only with certain suitable reactions such as $^4$He$(d,n)^$He and $^3$He$(d,n)^$He with an ion accelerator, and requires great care in beam line-up and in the prevention of observation of neutrons from extraneous sources, such as the accelerator itself and diaphragms for the charged particle beam (when accelerating deuterons, any matter struck by the beam is a potential source of $^4$He neutrons).

A relative or transfer instrument of wide applicability is the "long counter" of Hanson and McKibben (1947). In spite of the large size of this detector (length and diameter about 40 cm), the long counter is used widely because of its high efficiency for fast-neutron detection, its rather uniform energy response and its excellent discrimination against gamma radiation. Recently DePangher (1961) has proposed a revision of this instrument called the "precision long counter" of improved mechanical design and excellent reproducibility for neutron sensitivity (better than one percent).

Although this instrument has been calibrated absolutely versus energy with radioactive neutron sources (see fig. IIB11), unfortunately no careful calibration with methods such as the counter telescope and associated particle counting mentioned above has yet been carried out. The calibrations with radioactive neutron sources are not too meaningful because the neutrons are spread through a wide range of energies and because of large uncertainties in the number of neutrons below 1 Mev (DePangher, 1959; Hess, 1957). The precision long counter is provided with a 1 gram $^{239}$Pu-$^{9}$Be ($\alpha,n$) source of neutron emission rate about $10^5$ neutrons/sec for day to day checks on sensitivity. To maintain calibration, it is essential that the emission rate of this source not change with time. In the future perhaps an $^{241}$Am-$^{9}$Be ($\alpha,n$) source should be used for monitoring since most $^{239}$Pu-$^{9}$Be ($\alpha,n$) sources have significant neutron emission growth rates which depend upon the purity of the plutonium.

Information on the energy response of long counters is presented in figure IIB11. The curve is based on data from Harwell (Allen and Ferguson, 1957) for one long counter and from Los Alamos (Bame, et al., 1957) for another long counter with accelerators. The points shown in figure IIB11 for radioactive neutron sources are shown at calculated values of the average energy for the sources based on measurements by moderation methods of determining neutron energy (DePangher, 1959). Calibration over a wide range of energies requires an accelerator with energies above 10 Mev such as the tandem accelerator or variable energy cyclotron. This energy range should extend from around 10 kev, to overlap the energy range of the "black" detector to about 20 Mev to determine the useful upper energy limit for the detector.

A careful calibration at several energies in several laboratories seems very desirable. Laboratories contemplating construction of a long counter should consider this standard design, since interlaboratory comparisons will be facilitated and one may expect to benefit from the energy calibrations recommended here. A
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**Figure IIB11. Energy response of "long counters."**

The ordinate is the relative count rate for a given incident neutron flux density.
schematic diagram of the counter is shown in figure IIB12. Design drawings may be obtained by writing to W. C. Roesch, Hanford Laboratories, Richland, Washington, U.S.A.

The main features of the new counter compared to the Hanson-McKibben design are:

(a) use of polyethylene as the moderating material,
(b) a larger diameter BF$_3$ tube (1½ inches),
(c) a machineable thermal neutron shield of low-molecular weight polyethylene impregnated with 5.0 percent boron,
(d) a retractable one-gram Pu-Be ($\alpha$,n) neutron source for the calibration of the BF$_3$ counter,
(e) extensive use of aluminium alloy for the confinement of the polyethylene,
(f) a larger cadmium shield on the front of the counter, and a rear cadmium shield instead of a rear B$_2$O$_3$ shield,
(g) an annular region instead of eight holes cut out of the central core to provide the augmentation of low energy neutron response.

To a good approximation the long counter acts as a point detector, with the effective center deeper in the counter the higher the neutron energy. For the DePangher long counter the relation between distance, $c$, in cm from the front face to the effective center is given approximately by the relation $c = 7.8 + 1.1E$ where $E$ is the neutron energy in Mev.

Recent developments in solid state counters indicate that these devices will be of increasing importance in fast neutron flux density measurement. Solid state detectors have been applied to associated particle counting (Cedarlund et al., 1961). Reactions in the silicon of the detector such as Si(n,p) and Si(n,α) present interesting possibilities, and a proton recoil counter had been reported (Dearmaley and Whitehead, 1961).

(2) High flux densities

For intense fast neutron flux densities the measurement of total neutron flux density is inseparable from the measurement of spectrum. Many methods which are suitable in low fluxes or in collimated beams become impossible at high fluxes. Threshold detectors, which are too insensitive at low fluxes, provide a satisfactory method to obtain both flux density and spectrum in the same measurement and they are unaffected by pulsing (see Trice, 1957; Hurst et al., 1956; Delattre, 1961). Activation detectors are generally used for absolute flux density measurements, the activity being counted after the
irradiation. Fission counters are used chiefly for relative measurements, since the amount of fission material permissible in the counter is extremely small at high fluxes. Threshold detectors have two disadvantages: they have low resolution, and they require precise knowledge of the neutron cross sections of the detectors used. These cross sections are not sufficiently well known (Motz and Beever, 1960), frequent discrepancies in the mean cross sections of greater than 10 percent being reported. Fission cross sections are known to somewhat better than 10 percent.

Often the data is analyzed by the assumption of a constant cross section above threshold. Polynomial expansion methods which can take advantage of detailed knowledge of the cross sections above threshold have been given by Trice (1957), Hartmann (1957), and Utke (1957). These methods require the use of electronic computers for efficient fast neutron spectrum determination.

A list of threshold detectors with approximate threshold energies is given in table IIIB3. For cross section values, the reader is referred to the compilations by the various cross section committees such as BNL-325 and supplements (Hughes and Schwartz, 1958), and the Euratom report (Liskien and Paulsen, 1961).

2. Neutron Sources

a. Status of neutron source calibrations and intercomparisons. Desirable features of a neutron source which is to serve as a standard include: neutron emission rate independent of time, reproducible manufacture and neutron emission rate, monoenergetic neutrons of known energy, negligible gamma-ray output, high neutron emission rate, transportable, small size, negligible self absorption and scattering of neutrons, isotropic emission of neutrons, and ease of preparation.

No source has all of these features, but several, which have been used as standards or which offer outstanding promise as source standards, are given in table IIIB4.

The most desirable neutron standard source would have a known emission rate of neutrons of definite and variable energy. Accelerators furnish monoenergetic neutrons of a wide range when use is made of the T(p, n)He³, D(d, n)He³, and T(d, n)He³ reactions. For particular applications associated with reactor uses, a fission neutron spectrum is desirable. Such a spectrum is emitted

Table IIIB3. Threshold detectors

<table>
<thead>
<tr>
<th>Detector</th>
<th>Reaction</th>
<th>Product</th>
<th>Half-life</th>
<th>Approx. threshold energy*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Na²³⁵</td>
<td>(n, f)</td>
<td>Many</td>
<td>Many</td>
<td>0.2</td>
</tr>
<tr>
<td>In²⁴ⁱ</td>
<td>(n, n')</td>
<td>In²⁴⁰</td>
<td>6.5 hr</td>
<td>0.45</td>
</tr>
<tr>
<td>Pu²³⁹</td>
<td>(n, f)</td>
<td>Pu²³⁸</td>
<td>2.6 min</td>
<td>0.69</td>
</tr>
<tr>
<td>U²³⁵</td>
<td>(n, f)</td>
<td>Many</td>
<td>Many</td>
<td>7</td>
</tr>
<tr>
<td>Th²³³</td>
<td>do</td>
<td>do</td>
<td>do</td>
<td>1.3</td>
</tr>
<tr>
<td>Si²⁸</td>
<td>(n, p)</td>
<td>P²⁹</td>
<td>14.3 days</td>
<td>1.7</td>
</tr>
<tr>
<td>P²⁷</td>
<td>do</td>
<td>P²⁶</td>
<td>7.3 days</td>
<td>1.7</td>
</tr>
<tr>
<td>In²⁷⁰</td>
<td>do</td>
<td>In²⁷⁰</td>
<td>2.6 hr</td>
<td>1.8</td>
</tr>
<tr>
<td>Fe⁵⁶</td>
<td>do</td>
<td>Fe⁵⁶</td>
<td>290 days</td>
<td>1.8</td>
</tr>
<tr>
<td>Mg²⁶</td>
<td>do</td>
<td>Mg²⁶</td>
<td>10 min</td>
<td>2.6</td>
</tr>
<tr>
<td>Si²⁴</td>
<td>do</td>
<td>Si²⁴</td>
<td>2.27 min</td>
<td>4.4</td>
</tr>
<tr>
<td>Ni⁶⁰</td>
<td>do</td>
<td>Ni⁶⁰</td>
<td>2.6 hr</td>
<td>5.0</td>
</tr>
<tr>
<td>Mg²⁳</td>
<td>do</td>
<td>Na²³⁵</td>
<td>15.06 hr</td>
<td>6.3</td>
</tr>
<tr>
<td>Al²⁷</td>
<td>(n, s)</td>
<td>Na²³⁵</td>
<td>15.06 hr</td>
<td>6.5</td>
</tr>
<tr>
<td>Cu²⁸</td>
<td>(n, 2π)</td>
<td>Cu²⁸</td>
<td>10 min</td>
<td>11.4</td>
</tr>
<tr>
<td>Cu⁷⁹</td>
<td>do</td>
<td>Cu⁷⁹</td>
<td>20.5 min</td>
<td>20</td>
</tr>
</tbody>
</table>

*These threshold values will be usually lower than the "effective" threshold. To evaluate the "effective" threshold in a given experiment, it is suggested that the cross section curve be used together with any spectral information available.

Table IIIB4. Characteristics of neutron sources important for standardization

<table>
<thead>
<tr>
<th>Source</th>
<th>Chief advantages</th>
<th>Chief disadvantages</th>
<th>Important data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ra²⁶⁹Be(α, n)</td>
<td>Large neutron yield, small, most widely measured standard source.</td>
<td>Too much gamma radiation, unknown spectrum, not reproducible except for Ra-BeF², strength changes with time due to Po growth.</td>
<td>T¹/²=1622 yr ( \approx 1.5 \times 10^{10} \text{ sec curie} ).</td>
</tr>
<tr>
<td>Pu²³⁹Be(α, n)</td>
<td>Few gamma rays, long half-life.</td>
<td>Not monoenergetic, significant self-absorption, large bulk, neutron emission grows with time if Pu²³⁹ is not pure.</td>
<td>T¹/²=24,000 yr ( \approx 1.5 \times 10^{10} \text{ sec curie} ).</td>
</tr>
<tr>
<td>Am²³⁵Be(α, n)</td>
<td>Small, few gamma rays.</td>
<td>Significant self-absorption, not monoenergetic.</td>
<td>T¹/²=458 yr, 2.0 \times 10^{10} \text{ sec curie}.</td>
</tr>
<tr>
<td>Ra²⁶⁷Be(γ, n)</td>
<td>Reproducible, isotropic.</td>
<td>Too many gamma rays, monoenergetic spectrum below 0.7 Mev, lower neutron yield than the (α, n) source.</td>
<td>T¹/²=1622 yr, 1.2 \times 10^{10} \text{ sec curie}.</td>
</tr>
<tr>
<td>Pu²³⁹(Spontaneous fission)</td>
<td>Long half life (660 yr) fission spectrum, few gamma rays.</td>
<td>Expensive, low neutron yield.</td>
<td>( \approx 7 \times 10^{10} \text{ sec g} ).</td>
</tr>
<tr>
<td>Cm²⁴⁴(Spontaneous fission)</td>
<td>Fission spectrum, low mass.</td>
<td>Expensive, difficult to obtain.</td>
<td>T¹/²=18.4 yr, 1.0 \times 10^{10} \text{ sec g}.</td>
</tr>
<tr>
<td>Li⁷(p, n)</td>
<td>Monoenergetic neutrons, few gamma rays.</td>
<td>Requires accelerator, knowledge of flux is not too good, anisotropic, not transportable.</td>
<td>( \approx 10^9 \text{ microcoulomb at 2 Mev; threshold energy } 1.881 \text{ Mev} ).</td>
</tr>
<tr>
<td>H²³(p, n)</td>
<td>Same as Li⁷(p, n)</td>
<td>Same as Li⁷(p, n)</td>
<td>( \approx 2 \times 10^9 \text{ microcoulomb at 2 Mev; threshold energy } 1.02 \text{ Mev} ).</td>
</tr>
<tr>
<td>H²³(d, n)</td>
<td>Lowest gamma-ray contamination, monoenergetic neutrons.</td>
<td>Requires accelerator, anisotropic, associated particle counting possible, but requires knowledge of H²³(d, n) and H²³(d, p) relative cross sections and angular distributions.</td>
<td>( \approx 2 \times 10^9 \text{ microcoulomb at 2 Mev (thick target).} )</td>
</tr>
<tr>
<td>H²³(d, n)</td>
<td>Low gamma-ray output, large neutron yield for low deuteron energies, monoenergetic, rather isotropic.</td>
<td>Requires accelerator, excellent for associated particle counting for flux determination.</td>
<td>Neutron energies roughly 10-20 Mev, ( \approx 10^9 \text{ microcoulomb at 2 Mev (thick target).} ).</td>
</tr>
</tbody>
</table>
by the spontaneous fission sources like the Cm$^{244}$ source. In spite of the main requirements concerning the neutron standard, the Ra-Be($\alpha$, $n$) source with its wide energy spectrum, and the Ra-Be($\gamma$, $n$) source with its tremendous gamma-ray output have become the most widely used standard neutron sources. Measurements with Ra-Be sources are important because:

(i) international comparisons of national standard sources ensure that the same flux scale is used in different countries and different laboratories,

(ii) agreement between absolute measurements by different methods and in different laboratories strengthens our confidence that the measurements are correct.

The Ra-Be($\alpha$, $n$) like the Ra-Be($\gamma$, $n$) source, has the main disadvantage of a high gamma output. The Ra-Be($\alpha$, $n$) has the disadvantage of a greater variation in time of the neutron emission rate, and perhaps also of the spectrum. The Ra-Be($\alpha$, $n$) source neutron emission rate increases with time because of the growth of Po.

Correction for the latter effect must be made to obtain the emission rate at a later date according to the formula:

$$Q_t = Q_0 \frac{1 + 0.14[1 - e^{-0.0357(\delta + t_1)}]}{1 + 0.14[1 - e^{-0.0357\delta}]},$$

where $Q_0$ is the absolutely measured emission rate at a time $t_0$ years after the sealing of a Ra$^{226}$ source (RaD must have been extracted), and $t$ is the time elapsed after the calibration date in years. The factor 0.14 is derived from neutron emission rate considerations at different $\alpha$-particle energies (compare NRCP, 1960) and 0.0357 is the appropriate disintegration constant for formation of polonium based on a RaD half-life of 19.4 years.

A considerable number of standard neutron sources have been absolutely calibrated during the period 1950-60. Several of these sources have also been compared in a series of direct comparisons such that no cumulative errors might arise from the comparison series as was the case in earlier measurements. As to the absolute calibrations most of the techniques used in absolute particle counting have been explored. The main groups of neutron detection techniques used are as follows.

(i) Associated particle techniques. The Ra-Be($\alpha$, $n$) source of NRC, Canada, has been absolutely calibrated by comparison with the yield of the $\mathrm{F}_{19}^{19}$(a, n)$\mathrm{Na}_{22}^{22}$ reaction. The activity of Na$^{22}$ was determined absolutely by $4\pi r$-counting. The Ra-Be($\alpha$, $n$) source of AB Atomenergi, Sweden, has been calibrated by comparison of its emission rate with the neutron emission rate from the $T(d,n)\mathrm{He}^4$ reaction. $\alpha$-particles from this reaction were absolutely counted in a proportional counter within a known solid angle. The RdTh-D$_2$O source of Oxford, U.K., has been absolutely calibrated by counting the number of protons from the $D(\gamma,n)\mathrm{H}$ reaction in an ion chamber. These measurements are cross section independent.

(ii) Recoil particle techniques. The emission rate of the Oxford RdTh-D$_2$O source was absolutely determined by comparison to a measured neutron flux density from the Li$(p,n)$ and $T(p,n)$ reactions, the flux density being absolutely determined by recoil proton counting in hydrogen and methane filled ion chambers. The Hanson-McKibben long counter was used for the comparison. The emission rate of the Swedish source was determined by comparison of its output to that of the $T(d,n)$ reaction by measuring the recoil proton current in a homogeneous ion chamber. These measurements are dependent on the $(n,p)$ scattering cross section.

(iii) Thermalization techniques. Most absolute calibrations are performed by integrating the total neutron absorption rate in an essentially infinite moderator. Either the absorption rate of the thermalized neutrons is determined from the activity induced in the absorber (Mn-bath methods) or the absorption rate is deduced from an absolute determination of the spatial neutron density integral. The absolute part of the measurement involves $4\pi r$-counting, $\beta$-$\gamma$ coincidence technique, the counting of $\mathrm{Bi}_{105}^{105}(n,\alpha)\mathrm{La}^7$ reactions in a known volume, etc. Most of these measurements are dependent on the neutron disappearance cross sections of $\mathrm{H}^1$, $\mathrm{Mn}^{55}$, $\mathrm{Au}^{197}$, etc.

The results of a great number of source calibrations are collected in table III-B3. As will be seen in column 3 of this table, where the results of the absolute neutron emission rate determinations of the different national standard sources are listed, the errors quoted for these separate determinations cluster about ±2 or ±3 percent. In order to investigate if these limits of error are realistic or not, a considerable number of source strength comparisons have been made. Examples of the more important direct comparison measurements are listed in columns 4–8 of the table. Only those measurements are listed which involve direct comparison of two sources. Also only comparison measurements made in 1956 and later have been included as the addition of old and obsolete data would have obscured the trend of modern measurements. To make the absolute source strength values commensurable, all those source strength values depending upon the absorption cross section $\sigma_H$ of gold and $\sigma_H$ of hydrogen have been corrected to the values obtained if $\sigma_Au=98.8$ barns and $\sigma_H=0.332$ barns (Hughes and Schwartz, 1958). Also all the corrections for polonium growth have been recalculated using the formula given above with the more accurate constant 0.14 instead of the previously used value of 0.17.

Numerous methods are involved in the comparison series.

(i) The sources are immersed in a large moderator volume containing a solution of a Mn-salt. The relative source strengths follow from the activity produced in the solution. An accuracy of about ±0.5 percent is possible when sources of similar spectra are compared.

(ii) The sources are immersed in a large moderator and the neutron density integrated by the aid of BF$_3$ counters. An accuracy of ±0.8 percent is possible when sources of similar spectra are compared.
<table>
<thead>
<tr>
<th>Neutron source</th>
<th>Date of absolute calibration</th>
<th>Absolute emission rate n/sec X 10^6</th>
<th>Emission rate q as measured by comparison to standard source q_s from the place X. The ratio q_s/q is also given</th>
<th>U.K. (Richmond, 1957)</th>
<th>Sweden (Larsson, 1959) Revised 1961</th>
<th>Canada (Geiger, 1960)</th>
<th>Least squares estimate of error of absolute value (Axton, 1961)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Belgium, U.M., Brussels...</td>
<td>Dec. 1962</td>
<td>Ra-Be</td>
<td>PTB, Germany 7.88 ± 2% 1.00 ± 3%</td>
<td>0.997</td>
<td>1.015</td>
<td>1.012</td>
<td>+1.9%</td>
</tr>
<tr>
<td>Sweden, Ab Atomenergi, Stockholm.</td>
<td>Oct. 1964</td>
<td>Ra-Be</td>
<td>Stockholm, Sweden 2.06 ± 2% 1.00 ± 5%</td>
<td>1.006</td>
<td>0.997</td>
<td>0.985</td>
<td>-0.1%</td>
</tr>
<tr>
<td>Switzerland, Physical Institute of the University Basel</td>
<td>April 1955</td>
<td>Ra-Be 3</td>
<td>Stockholm, Sweden 1.52 ± 2% 1.05 ± 0.8%</td>
<td>1.06</td>
<td>1.005</td>
<td>1.006</td>
<td>-1.9%</td>
</tr>
<tr>
<td>U.K. Oxford via Harwell.</td>
<td>1951 (1956)</td>
<td>RlTh-Dao 4</td>
<td>Stockholm, Sweden 0.88 ± 1.7% 0.64 ± 2%</td>
<td>0.99</td>
<td>0.992</td>
<td>0.992</td>
<td>-0.1%</td>
</tr>
<tr>
<td>U.S.A. National Bureau of Standards, Washington, D.C. (Source II). 5</td>
<td>1955</td>
<td>Ra-Be 3</td>
<td>NRC, Canada 0.166 ± 2% 0.998 ± 1.7%</td>
<td>0.999</td>
<td>0.979</td>
<td>0.979</td>
<td>-1.6%</td>
</tr>
<tr>
<td>U.S.S.R., Moscow Inst. of Physics, Moscow.</td>
<td>June 1951</td>
<td>Ra-Be 3</td>
<td>Stockholm, Sweden 1.18 ± 1.8% 1.04 ± 3.1%</td>
<td>1.176</td>
<td>1.176</td>
<td>1.176</td>
<td>+0.6%</td>
</tr>
<tr>
<td>U.S.S.R., Joint Inst. for Nuclear Research, Dubna.</td>
<td>March 1952</td>
<td>Ra-Be 3</td>
<td>Stockholm, Sweden 5.96 ± 3% 6.490 ± 2.2%</td>
<td>1.016</td>
<td>1.010</td>
<td>1.010</td>
<td>-1.3%</td>
</tr>
</tbody>
</table>

*Reference standard available for comparisons.
3 von Drose, Dr., and Kolb, M. (1960).
(iii) The sources are directly compared in air by use of long counters. The accuracy reached is strongly dependent on any asymmetry of the neutron yield of the source. The accuracy attainable is of the order of ±0.5 percent for similar sources using the same nuclear reaction. If different sources are used and even if all necessary corrections are made, the error may be as high as 5 percent.

(iv) The sources are compared using the effect of the source neutrons on the reactivity of an almost critical reactor. With extreme care the accuracy attainable may be as good as ±0.5 percent.

(v) The sources are placed in the center of a moderator such as graphite with thermal neutron detectors located at large distances from the source if energy independence is desired (Macklin, 1957; Walker, 1946).

From table II B 5 there appears to be a much greater uncertainty in the intercomparison of $\gamma$, $\alpha$ sources with $\alpha$, $\gamma$ sources than is the case when similar sources are compared. The $\gamma$, $\alpha$ sources involved in the series are the Ra-Be sources of NBS, USA and NPL, UK and the RdTh-D$_2$O source of Oxford, U.K. It should be noted that a systematic error may be common to many absolute calibrations since a number of identical corrections have been applied. These corrections need not be applied in the relative calibration of photo-neutron sources, but they do appear in the relative comparison with Be($\alpha$, $\gamma$) sources. The main difficulties seem to be fast neutron absorption effects and leakage of fast neutrons. Both of these effects are negligible when sources of similar spectra are compared. As shown by the ratio of the absolute measurements $Q_s/Q_x$, given in columns 4–8 most of these fall within limits ±0.8 percent, $0.992 \leq Q_s/Q_x \leq 1.008$, with only two exceptions when Ra-Be($\alpha$, $\gamma$) sources are compared. When Ra-Be($\alpha$, $\gamma$) sources are compared to Ra-Be($\gamma$, $\alpha$) sources the same ratio varies within limits 0.977 $\leq Q_s/Q_x \leq 1.028$; i.e., almost ±3 percent.

Results of three comparison series are reported in tables II B 5 of which the Swedish Ra-Be($\alpha$, $\gamma$) source is involved in the longest series. This source has been directly compared to nine sources from eight countries. The comparisons have been made in Stockholm as well as at other places such as Braunschweig, Germany, Brussels, Belgium, and Moscow, USSR. The source strength value of the appropriate source has been arbitrarily set equal to 1.000 and the other source calibrations are expressed in terms of it. Results are given in columns 9, 10, and 11 of the table and in figure II B 1 3. The result of a least squares analysis of source intercomparisons (Axton, 1961) is also reported. As is most clearly shown by the figure, the spread of the absolute values is small, all values except one falling within ±1.5 percent. The error bars shown in the figure are those given by the authors of the different absolute calibration reports.

**Conclusion and Recommendations:**

(i) All careful absolute neutron source strength determinations listed are capable of about ±1.5 percent accuracy.

(ii) Any new standard source may be compared to any of the sources listed in the table and the figure. The establishment of a world average

![Figure II B13. Results of some international intercomparisons of standard neutron sources](image-url)
(iii) High precision is obtained only when comparing sources of similar spectra. Careful studies should be made of the reasons why the comparison results of sources of widely different spectra scatter so much. Efforts should be made to study effects of \((n,\alpha)\), \((n,\gamma)\), \((n,\gamma)\)-reactions at higher energies as well as of the processes \((\gamma,\alpha)\) and \((n,2n)\). The \(O^6(n,\alpha)\) reaction is very important at energies above 5 Mev. Also when neutron moderation techniques are used, the comparisons should be made in such a way that fast neutron leakage from the standard moderator is negligible.

b. Some data on radioactive neutron sources and spontaneous fission sources. A large number of possible \((\alpha,\alpha)\) and \((\gamma,\gamma)\) neutron sources are listed in tables IIIB6 and IIIB7. Examples of the neutron spectra emitted by these sources are given in subsection II B2c.

\[
Q_{\text{max}} = 0.152 E^{0.65} \text{neutrons per million alphas}
\]

where the \(\alpha\)-energy \(E\) is expressed in Mev.

The yield for \(B(\alpha,\alpha)\) and \(O^6(\alpha,\alpha)\) is about one third of that for \(Be(\alpha,\alpha)\). The yield for \(P^{10}(\alpha,\alpha)\) is somewhat lower. For the remaining light elements the yield is much lower.

For the majority of \((\alpha,\alpha)\) sources, neutron emission may leave the residual nucleus in an excited state which may decay by particle or gamma emission. Breen and Hertz (1955) have published data on gamma-ray emission. Examples for particle emission are the \(Be(\alpha,\alpha)\) reaction and the \(B^{10}(\alpha,\alpha)P^{12}\) reaction (Geiger and Jarvis, 1962).

It is therefore expected that the neutron spectrum from such sources is rather complex. Only a \(Po-B^{11}(\alpha,\alpha)\) source gives a simple spectrum, showing a single peak. Here the probability of

### Table IIIB6. Data on some \((\alpha,\alpha)\) sources

<table>
<thead>
<tr>
<th>Source</th>
<th>Half-life</th>
<th>Maximum neutron energy (MeV)</th>
<th>Average neutron energy (MeV)</th>
<th>Yield (\times 10^{-5}) cm (\times 10^{-5}) Curie</th>
<th>Neutron spectrum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Po(^{210})-Li</td>
<td>1934 d</td>
<td>1.32</td>
<td>0.48</td>
<td>0.05</td>
<td>Figure IIIB21</td>
</tr>
<tr>
<td>Po(^{208})-Be</td>
<td>2.93 y</td>
<td>10.6</td>
<td>0.6</td>
<td>0.05</td>
<td>Not measured</td>
</tr>
<tr>
<td>Po(^{210})-Be</td>
<td>1934 d</td>
<td>10.8</td>
<td>4.8</td>
<td>2</td>
<td>Figures IIIB19, 20</td>
</tr>
<tr>
<td>Ra(^{226})EF-Be</td>
<td>19.4 yr</td>
<td>10.8</td>
<td>4.8</td>
<td>2.5</td>
<td>Similar to Po-Be</td>
</tr>
<tr>
<td>Ra(^{226})-Be</td>
<td>1622 y</td>
<td>13.2</td>
<td>3.6</td>
<td>15</td>
<td>Figure IIIB14, 15</td>
</tr>
<tr>
<td>Ra(^{226})-Be</td>
<td>3.825 d</td>
<td>13.2</td>
<td>12</td>
<td>Not well known</td>
<td></td>
</tr>
<tr>
<td>A(^{227})-Be</td>
<td>21.8 y</td>
<td>12</td>
<td>4.6</td>
<td>25.1</td>
<td>Figure IIIB16</td>
</tr>
<tr>
<td>Pb(^{208})-Be</td>
<td>19.3 y</td>
<td>11</td>
<td>4.6</td>
<td>2.81</td>
<td>Not measured</td>
</tr>
<tr>
<td>Pb(^{208})-Be</td>
<td>24.409 y</td>
<td>10.6</td>
<td>4.5</td>
<td>2.01</td>
<td>Figure IIIB17, 18</td>
</tr>
<tr>
<td>Am(^{241})-Be</td>
<td>458 d</td>
<td>11</td>
<td>2.0</td>
<td>Not measured</td>
<td></td>
</tr>
<tr>
<td>Cm(^{242})-Be</td>
<td>1634 d</td>
<td>11.6</td>
<td>4.0</td>
<td>0.1</td>
<td>Do</td>
</tr>
<tr>
<td>Ra(^{226})-Be</td>
<td>1622 y</td>
<td>13.2</td>
<td>2.531</td>
<td>0.85</td>
<td>Do</td>
</tr>
<tr>
<td>Po(^{210})-Th</td>
<td>138 d</td>
<td>6.1</td>
<td>2.9 (^a)</td>
<td>2</td>
<td>Figure IIIB22a</td>
</tr>
<tr>
<td>Po(^{210})-Be</td>
<td>138 d</td>
<td>5.0</td>
<td>2</td>
<td>Figure IIIB22</td>
<td></td>
</tr>
<tr>
<td>Po(^{210})-Be</td>
<td>138 d</td>
<td>6.1</td>
<td>2</td>
<td>Figure IIIB22b</td>
<td></td>
</tr>
<tr>
<td>Po(^{210})-Gr</td>
<td>138 d</td>
<td>4.3 (^a)</td>
<td>1.0</td>
<td>Figure IIIB23</td>
<td></td>
</tr>
<tr>
<td>Po(^{210})-Fe</td>
<td>138 d</td>
<td>2.8</td>
<td>1</td>
<td>0.047</td>
<td>Not measured</td>
</tr>
<tr>
<td>Po(^{210})-Na</td>
<td>138 d</td>
<td>2.8</td>
<td>1</td>
<td>0.047</td>
<td>Not measured</td>
</tr>
<tr>
<td>Po(^{210})-Am</td>
<td>138 d</td>
<td>2.8</td>
<td>1</td>
<td>0.047</td>
<td>Not measured</td>
</tr>
<tr>
<td>Po(^{210})-Be</td>
<td>138 d</td>
<td>2.7 (^a)</td>
<td>0.62</td>
<td>0.027</td>
<td>Simulated fusion spectrum</td>
</tr>
</tbody>
</table>

\(^{a}\) With CaF\(_2\) as target material

### Table IIIB7. Characteristics of some important \((\gamma,\gamma)\) sources

<table>
<thead>
<tr>
<th>Sources</th>
<th>Half-life</th>
<th>(E_\gamma) (\times 10^{-5}) Mev</th>
<th>(E_\alpha) calculated (\times 10^{-5}) Mev</th>
<th>(E_\alpha) observed (\times 10^{-5}) Mev</th>
<th>Standard yield (\times 10^{-5})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(N ^{14}) + Be</td>
<td>15.04</td>
<td>2.76</td>
<td>0.666</td>
<td>0.83</td>
<td>13</td>
</tr>
<tr>
<td>(Na ^{14}) + D(_{2})O</td>
<td>15.04</td>
<td>2.76</td>
<td>0.378</td>
<td>0.43</td>
<td>7</td>
</tr>
<tr>
<td>(Al ^{26}) + Be</td>
<td>2.30 m</td>
<td>1.78</td>
<td>1.03</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>(Ca ^{40}) + Be</td>
<td>3.73 m</td>
<td>2.15</td>
<td>0.35</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>(Mn ^{55}) + Be</td>
<td>4.86</td>
<td>1.6</td>
<td>0.092 (0.350,0.376)</td>
<td>0.15</td>
<td>2.9</td>
</tr>
<tr>
<td>(Mn ^{55}) + D(_{2})O</td>
<td>2.54k</td>
<td>1.87</td>
<td>1.0</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>(Ga ^{68}) + Be</td>
<td>14.26</td>
<td>2.21</td>
<td>1.1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>(Ga ^{68}) + D(_{2})O</td>
<td>14.26</td>
<td>2.21</td>
<td>1.1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>(As ^{75}) + Be</td>
<td>26.64</td>
<td>1.77</td>
<td>0.5</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>(Y ^{88}) + D(_{2})O</td>
<td>104f</td>
<td>1.83</td>
<td>0.3</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>(Y ^{88}) + D(_{2})O</td>
<td>104f</td>
<td>2.04</td>
<td>0.3</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>(In ^{114}) + Be</td>
<td>54m</td>
<td>2.06</td>
<td>0.3</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>(In ^{114}) + Be</td>
<td>54m</td>
<td>2.06</td>
<td>0.3</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>(La ^{139}) + Be</td>
<td>60f</td>
<td>2.13</td>
<td>0.3</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>(La ^{139}) + Be</td>
<td>60f</td>
<td>2.13</td>
<td>0.3</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>(Sr ^{89}) + D(_{2})O</td>
<td>46f</td>
<td>1.4</td>
<td>0.3</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>(Sr ^{89}) + D(_{2})O</td>
<td>46f</td>
<td>1.4</td>
<td>0.3</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>(Rb ^{85}) + D(_{2})O</td>
<td>1.90 y</td>
<td>2.63</td>
<td>(ThC&quot;)</td>
<td>2.5</td>
<td>7</td>
</tr>
<tr>
<td>(Rb ^{85}) + D(_{2})O</td>
<td>1.90 y</td>
<td>2.63</td>
<td>(ThC&quot;)</td>
<td>2.5</td>
<td>7</td>
</tr>
<tr>
<td>(Ba ^{135}) + Be</td>
<td>1622 y</td>
<td>1.060</td>
<td>0.260</td>
<td>0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>(Ba ^{135}) + Be</td>
<td>1622 y</td>
<td>1.060</td>
<td>0.260</td>
<td>0.2</td>
<td>0.1</td>
</tr>
</tbody>
</table>

\(^{a}\) For references see Amaldi (1959).

\(^{b}\) For references see Amaldi (1959) and Wattenberg (1949).

\(^{c}\) U.S. Atomic Energy Commission Isotopes catalog.

\(^{d}\) Me-Th and Rb-Th sources emit some neutrons through \((\alpha,\pi)\) reactions with light elements in the carrier and container walls (Littler, 1957).
forming an excited N\textsuperscript{14} nucleus is only 5 percent. In the usual neutron source, consisting of a mixture of target material and \( \alpha \) emitter, considerable broadening of a peak in the neutron spectrum occurs, compared to the peak observed in thin target geometry. There are two reasons for this broadening.

(i) The \( \alpha \) particles are slowed down in the source material and all \( \alpha \) energies from zero to the maximum energy occur.

(ii) In a source the observed neutrons are emitted at all angles with respect to the \( \alpha \) particles.

Consequently, monoenergetic neutron emission can never be expected from the usual \((\alpha, n)\) source.

Table IIB6 also lists the average neutron energy because of its importance for neutron dosimetry.

Examination of table IIB6 shows that \( \text{Pu}\textsuperscript{239}-\text{Be} \) or \( \text{Am}\textsuperscript{241}-\text{Be} \) appear to be most suitable for the purpose of neutron standards. These materials can be prepared isotopically pure. The half-lives are well-known and can, for a given source, be verified by a calorimetric method. However, many countries have regulations regarding these materials which makes the acquisition and export of such sources difficult.

As seen from table IIB6 most of the \( \alpha-n \) sources except the Ra-Be source have inconveniently short half-lives. Also the yield figures are considerably lower than those of Ra-Be sources.

The neutron spectra emitted by Be\((\alpha, n)\)-sources are all of the very complex type as illustrated by the results on Ac-Be, Pu-Be, and Pa-Be sources given in figures IIB16 to IIB20. The spectra are on the whole rather badly known.

(2) \((\gamma, n)\) sources

Radioactive \((\gamma, n)\) sources use only Be\((Q=-1.666\text{ \text{MeV}})\) and \(D(Q=-2.226\text{ \text{MeV}})\). The neutron emission rate is relatively low, about 10–1,000 times smaller than that of a \((\alpha, n)\) source. The accompanying \(\gamma\)-radiation is very intense. For monochromatic gamma-ray emitters the energy of the photoneutrons extends only over a small range since little linear momentum is transferred to the residual nucleus. From conservation laws it follows that the relative energy spread of neutrons is only \(\pm 14\) percent in the case of \(D\) and \(\pm 1.5\) percent in the case of Be, for the gamma-ray energy at threshold (Amaldi, 1959). This spread becomes even smaller for higher gamma-ray energies. It has been assumed, however, that the gamma-ray and neutron energies are not being degraded in the target by scattering. Therefore it must be expected that bulky sources emit neutrons down to lower energies than the energy values indicated in table IIB7. Cloud chamber measurements show relatively broad spectra (Eggler and Hughes, 1950), but this probably indicates the difficulties of measurement of neutrons in the presence of a large gamma-ray background, rather than lack of energy homogeneity of the neutrons from the source.

Complex gamma-ray spectra cause complex neutron spectra; this applies particularly to sources containing Ra and Th and is evident from figure IIB25.

Table IIB7, listing some important data on \((\gamma, n)\) sources, shows that except for the Ra-Be \((\gamma, n)\) source all the \((\gamma, n)\) sources have inconveniently short half-lives for use as standard sources. For some applications it is of importance that the energy of the neutrons from most \((\gamma, n)\) sources is much smaller than from \((\alpha, n)\) sources.

(3) Spontaneous fission sources

For a class of heavy even-even nuclei the process of spontaneous fission becomes energetically possible. Neutron sources made of such materials have not been in common use in spite of their merits, low gamma-radiation and well-known spectral distribution of the type \(\sqrt{E}e^{-E/T}\), where \(T\) is a characteristic nuclear temperature of the order of 1.3 Mev. The reason for this is that most of the suitable materials have not been available in large enough quantities or have not been available with sufficient purity. A number of possible nuclides together with some pertinent data are given in table IIB8. The \(\text{Cm}\textsuperscript{244}\) source, which has a copious yield, is attractive as a possible standard source. Two grams of \(\text{Cm}\textsuperscript{244}\) would emit about \(2 \times 10^7\text{ n/sec}\) or the same amount as a 1 gram Ra-\(\alpha\)-Be source. As these sources could be made very small, the chance that the emitted neutrons make any inelastic collision before leaving the sources would be small and the

### Table IIB8. Characteristics of some important spontaneous fission neutron sources

<table>
<thead>
<tr>
<th>Nuclide</th>
<th>Half-life (spontaneous fission) (\times 10^{\text{yr}})</th>
<th>Alphas per fission (\times 10^3)</th>
<th>Neutrons per g (\times 10^4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{U}\textsuperscript{238})</td>
<td>8</td>
<td>74</td>
<td>1.1 (\times 10^3)</td>
</tr>
<tr>
<td>(\text{Pu}\textsuperscript{239})</td>
<td>3.5 (\times 10^3)</td>
<td>2.7</td>
<td>6.5 (\times 10^4)</td>
</tr>
<tr>
<td>(\text{Pu}\textsuperscript{240})</td>
<td>8.3 (\times 10^3)</td>
<td>4.3 (\times 10^3)</td>
<td>1.3 (\times 10^9)</td>
</tr>
<tr>
<td>(\text{Pu}\textsuperscript{241})</td>
<td>4.9 (\times 10^3)</td>
<td>89.6</td>
<td>1.8 (\times 10^8)</td>
</tr>
<tr>
<td>(\text{ Pu}\textsuperscript{242})</td>
<td>6.0 (\times 10^3)</td>
<td>586.6</td>
<td>5.5 (\times 10^8)</td>
</tr>
<tr>
<td>(\text{ C m}\textsuperscript{242})</td>
<td>7.2 (\times 10^3)</td>
<td>3.8 (\times 10^4)</td>
<td>1.9 (\times 10^9)</td>
</tr>
<tr>
<td>(\text{ C m}\textsuperscript{243})</td>
<td>7.2 (\times 10^3)</td>
<td>162.4</td>
<td>1.9 (\times 10^9)</td>
</tr>
<tr>
<td>(\text{ C m}\textsuperscript{244})</td>
<td>7.2 (\times 10^3)</td>
<td>18.4</td>
<td>1.9 (\times 10^9)</td>
</tr>
<tr>
<td>(\text{ Ca}\textsuperscript{249})</td>
<td>6000</td>
<td>2.2</td>
<td>7.6 (\times 10^8)</td>
</tr>
<tr>
<td>(\text{ Ca}\textsuperscript{251})</td>
<td>6000</td>
<td>600</td>
<td>1.4 (\times 10^7)</td>
</tr>
</tbody>
</table>


* The number of alphas per fission is an inverse "figure of merit." A source with a low number of alphas per fission has relatively many fissions and the neutron spectrum is not likely to be contaminated with \((\alpha, n)\) neutrons.

spectrum would be a true virgin fission spectrum. The report of a serious attempt to construct and calibrate a spontaneous fission source ($\text{Pu}^{239}$) has been published by Richmond (1958). It is highly recommended that increased efforts be made to establish a standard spontaneous fission neutron source.

c. Neutron spectra. Because of the very unfavorable ratio of gamma-to-neutron yield of Ra-Be neutron sources, very few spectrum measurements have been performed on them. The only technique applied to these spectrum measurements is the recoil proton registration. The measurements made so far on Ra-Be($\alpha, n$) sources have been collected by Hess (1957) and Medveczky (1961). Hess has also performed a calculation of the spectrum as well as of the spectra of other ($\alpha, n$) sources. The calculation is based on a knowledge of range energy relations of $\alpha$-particles in beryllium and of the cross section for the ($\alpha, n$) reaction as a function of energy.

The results of the calculations as well as of a recoil proton measurement is given in figure II B14. Other results gained on Ra-Be($\alpha, n$) neutron spectra are collected in figure II B15. As shown by the figures the status in this field is not satisfactory. An additional low energy neutron component ($E_\alpha < 0.5$ Mev) was estimated by DePangher (1959) to be 26 percent of the whole spectrum.

A measured spectrum for the Ra-Be($\gamma, n$) source is shown in figure II B25. Comparison of the figures II B15 and II B25 indicates the difficulty of comparing Ra-Be($\alpha, n$) to Ra-Be($\gamma, n$) sources due to very different initial neutron energies involved in the slowing down process.

The status of these particular neutron spectrum measurements merely illustrates the general great need for a neutron spectrometer of high efficiency able to work in a field of strong gamma-radiation. Research in this field is strongly recommended.

The spectra of some important radioactive neutron sources are shown in figures II B16 to II B25.

The existence of a low energy neutron component for Be($\alpha, n$) sources is controversial in the case of polonium or plutonium as alpha-emitter, because the alpha-energy is very close to the threshold for the break-up reaction. Results of DePangher for the case of the Po-Be source spectrum support the absence of such a component. But recent results concerning the Pu-Be($\alpha, n$) source of St. Romain et al., (1962) claim evidence for an intense low energy component not visible on the earlier curve of Stewart (see fig. II B17). For $\text{Ac}^{227}$ ($+\text{decay products}$) with an average alpha-energy of 6.4 Mev, the low energy component is to be expected.

Typical reactor and accelerator neutron spectra are given in figures II B26 and II B27.

For further information the reader is referred to NCRP (1960).
**Figure II B16.** Neutron energy spectrum of $\alpha$-Be($\alpha$,n).
Nuclear emulsions were used for the measurement (Dixon, Bielesch, and Geiger, 1957).

**Figure II B17.** Neutron energy spectrum of Pu-Be($\alpha$,n).
Nuclear emulsions were used for the measurement (Stewart, 1955).

**Figure II B18.** Neutron energy spectrum of a Pu-Be($\alpha$,n) source (Broek and Anderson, 1960).
An organic scintillation crystal was used for the measurement. The measurement is shown dotted, and the solid curve is a calculated part of the spectrum due to Be$^4$ ($\alpha$,n) leaving C$^4$ in its ground state.

**Figure II B19.** Neutron energy spectra of Po-Be($\alpha$,n).
Curve A was measured with a proton recoil proportional counter telescope (Coehran and Henry, 1955); curve B was determined by a similar method (Breen, Hertz, and Wright, 1956); curve C with nuclear emulsions (private communication from author, 1960), indicates that the all quoted energies should be increased by 3 percent, Whitmore and Baker, 1950; curve D with LPI scintillation crystal spectrometer (Murray, 1958).
Nuclear emulsions were used for the measurement (Medveczky, 1961). Curve a is for a source with carrier while curve b is for a carrier free source. Significant differences are observed.

Curve A is the result of a measurement with nuclear emulsions (Perlman, Richards, and Speck, 1946); curve B was also by nuclear emulsions (Staub, 1947); curve C by proton recoil counter telescope (Cochran and Henry, 1955).

The calculated curve is from Hess (1959).

Also shown are the sum of these three calculated spectra (solid line) and the experimental points from emulsion data, corrected for a small contribution from the B¹¹ impurity in the actual source (Geiger and Jarvis, 1961).

The sum of the two curves and the experimental points from emulsion data are also shown (Geiger and Jarvis, 1962).
**Figure IIB23.** Neutron spectrum of $^{210}$Po,$^{19}$F ($\alpha$,n), (Khabakhpashev, 1960).

**Figure IIB24.** Neutron spectrum of $^{210}$Po,$^{19}$F ($\alpha$,n).

Dashed histogram shows the neutron spectrum obtained from these results after correcting for the neutron-proton scattering cross section and the escape of proton tracks from the nuclear emulsion (Szilvasi, Geiger, and Dixon, 1960).

**Figure IIB25.** Neutron energy spectrum of a Ra-Be ($\gamma$,n) source.

A cloud chamber was used for the measurement (Egger and Hughes, 1960).

**Figure IIB26.** Neutron fission spectra from reactors.

References: Watt, 1962; Rosen, 1966; USNRL measurement on CP-5 spectrum (unpublished); Codd, Sheppard, and Tait, 1956.

**Figure IIB27.** Neutron energy spectra for 15, 20, and 24 Mev deuterons on thick Be target.

Measurement for 15 Mev was by Cohen and Falk, 1961; for 20 and 24 Mev by Tochilin and Kohler, 1958.
III. Practical Measurement of Exposure

A. Definitions

The following terms are used in this section.
(i) Exposure standard is an ionization chamber and associated equipment, which allows the direct measurement of exposure. (Frequently referred to as a primary standard.)
(ii) Reference instrument is an exposure or exposure-rate meter of good stability which is calibrated as accurately as possible against an exposure standard and used only for the calibration of field instruments. (The reference instrument is frequently referred to as a secondary standard or substandard.)
(iii) Field instrument is an exposure or exposure-rate meter used for routine measurements.

B. Field Instrument Requirements

An exposure or exposure-rate meter should have—
(i) a minimum variation in sensitivity over the energy range of interest,
(ii) been calibrated against an exposure standard or reference instrument for all the qualities of interest,
(iii) appropriate constancy and means for checking same,
(iv) minimum stem “leakage,”
(v) suitable range and dimensions.

Restrictions on the size of the ionization chamber are less stringent for in-air measurements than for those in a phantom. Volumes of a few cm$^3$ are permissible except for measurements in a phantom or at the ends of closed applicators. For such measurements the depth of the chamber should not be more than a few millimeters. The wall thickness should be no greater than necessary to provide both electronic equilibrium and sufficient mechanical strength.

A typical thimble chamber used for measurements of filtered 100 to 250 kv x rays has a wall thickness of about 0.1 g/cm$^2$.

Examples are given below of the minimum wall thickness required in graphite cavity chambers used with higher photon energies:

approx. 0.2 g/cm$^2$ for cesium-137 gamma rays
approx. 0.5 g/cm$^2$ for cobalt-60 gamma rays
approx. 1.5 g/cm$^2$ for 4 Mv x rays.

For other radiation qualities it may be necessary to determine experimentally the minimum wall thickness required. Suitable materials include polystyrene, Perspex (Lucite), nylon, or bakelite. The thickness (in g/cm$^2$) required for a given photon energy is nearly the same for these and other low-atomic-number materials.

C. Instrument Calibration

This subsection deals with the calibration of reference and field instruments against exposure standards. Such calibrations are obtained by a substitution technique. The beam output is first measured with the standard and a reading of the reference or field instrument then obtained at the same position in the beam. The calibration factor is computed from these data.

The information presented here with subsequent comments is derived from a questionnaire sent to all exposure standard custodians listed in the 1959 ICRU Report. Useful information was received from ten calibration laboratories.

\[ \text{Electronic equilibrium and electron contamination.} \] As the photon energy is increased, the range of the secondary electrons is also increased and electrons from outside of the ionization chamber are more likely to reach the ionization chamber and penetrate its walls. Thus, if one considers the usual chamber wall thickness, this factor becomes more significant at energies above 1 Mev, where electronic equilibrium rather than mechanical strength determines the thickness. Before the equilibrium thickness is reached, the chamber is able to collect and record electrons from the various sources indicated in subsection HIE. The presence of these electrons therefore affects the shape of the build-up curve and may affect the magnitude of the equilibrium thickness. When equilibrium thickness has been reached, the wall of the chamber is sufficiently thick to prevent these electrons from contributing significantly to the ionization within the chamber.

The amount of electron emission from irradiated material depends on whether it is “emergence emission”—in the direction of the primary radiation—or “incidence emission”—in the opposite direction to the primary radiation (Wilson, 1941). The relation between the amount of emission and the atomic number of the irradiated material also varies with the direction of the emission. Under the conditions in which output or half-value-layer measurements are normally made, the electron emission may be regarded chiefly as emergence emission. Under these conditions, it has been shown that for radium gamma rays, for cobalt-60 gamma rays and for 1-2 Mev x rays, the amount of emission is a function of atomic number of the irradiated material such that it is minimal for materials of intermediate atomic number such as copper, iron, brass, etc. (Wilson, 1941; Wilson and Perry, 1951; Wyward, 1951). The same finding may be inferred to hold for cesium-137 gamma rays and recent work suggests that it holds also for 4 Mv x rays (Martin and Muller, 1961). This, of course, is the basis of the accepted procedure of using intermediate atomic number filters on the nosepieces of beam equipment that must be used close to the skin. Quite a small thickness of suitable material, such as brass, will absorb the electron emission from the heavy high-atomic-number diaphragm material, and will itself produce a minimum of such emission.

The exact amount of electron emission incident upon an ionization chamber will depend, of course, upon the geometry of the irradiated surfaces and intervening air and their relation to the chamber.

In order to minimize the effect of electron contamination in radiotherapy, it has been shown that a certain clearance between the end of the collimator and the patient is desirable. Although the distance to insure the maximum buildup factor will increase with increased primary radiation energy, a distance of about 15 to 20 cm is adequate for cesium-137 equipments (Burris, unpublished), cobalt-60 (Johns et al., 1952a; Kemp and Burns, 1958), and 4 My accelerators (Jones, unpublished).
1. Exposure Meters Used for a Few Kev to About 0.5 Mv X Rays

a. Tube output constancy. In a few laboratories output constancies within 0.1-0.2 percent during calibration are claimed. If, however, the output of the x-ray tube cannot be kept at a high degree of constancy throughout the calibration, the use of a monitor chamber is recommended. The majority of the laboratories use monitor chambers.

b. Monitor chambers. These chambers and their measuring accessories should be at least of the same precision as the exposure standard. If appreciable drift in radiation quality can occur during a calibration, the quality dependence of the monitor chamber over the drift region should not exceed that of the instrument to be calibrated. The presence of the monitor in the beam between the source and the chamber should not impair the uniformity of the field. A flat chamber with thin but firm flat walls at right angles to the beam axis can serve this purpose. Such chambers have been described by Thoraeus (1956), Worthley et al., (1957), and Henry and Aitken (1961). Monitor filtration should be included in the total filtration.

For very soft radiations (5-50 kv x rays), Allisy and Roux (1961) report the use of a free-air monitor chamber.

c. Sources of error. When calibrating an instrument against a standard, it is important that the exposure it receives per unit time (or, if a monitor is used, per unit charge collected in the monitor) is the same as that of the standard. There are at least three possible sources of error: nonuniformity over the beam cross-section, scattered radiation, and timing of exposure.

(1) Nonuniformity. When the cross-section of the beam covering the chamber to be calibrated is not identical with that covering the standard chamber aperture, the average exposure rate over these two cross-sections may not be the same. Four laboratories stated that the uniformity of the cross-section of the beam had been investigated. Three other answers only estimated the uniformity of the beam cross-section; the rest of the answers presented no definite data.

Recommendation:
Radiation field uniformity over the beam cross-section used in calibration should be tested. Several methods have been used to investigate the uniformity of the beam. In one method, three apertures of different diameters were used with the standard chamber to find out whether the ionization current was proportional to the aperture area. Another method (communicated by Aston, 1961) involves the exploration of a diameter of the beam with a restricted part of an ionization chamber, this restriction being obtained by a diaphragm with a slit of uniform width approximately equal to that of the chambers of the exposure meters to be calibrated. It was found that the average exposure rate over the chamber of the largest instrument used for therapy did not differ by more than 1 part in 1,000 from the average exposure rate over the aperture of the standard. The spread of rates so determined amounted in some cases to several parts in 1,000. Stevens and Richardson (1961) made radiographs at right angles to the central ray and measured the density of the image at a great number of points using densitometers with 1 and 2 mm aperture diameters. McLaughlin (1962) also used a photographic method and concluded that the relative exposure rate across the beam could be determined with an accuracy of 1 percent.

(2) Scattered radiation. The monitor may receive a different amount of scattered radiation when the standard is in the measuring position than when the chamber to be calibrated is in the measuring position. This error may be important if appreciable drift in radiation quality can occur, and the distance from the monitor to the standard is small. To avoid this, Rajewsky et al., (1955) placed a diaphragm between the monitor and the chamber. The answers to the questionnaire of the majority of laboratories and the measurements of Stevens and Richardson (1961), and Henry and Aitken (1961), however, lead to the following conclusion: If the distance between monitor and standard chamber is at least 50 cm and the monitor chamber diameter is not substantially larger than that of the beam, this error is of minor importance.

(3) Timing errors. If the irradiation interval is defined by switching the x-ray tube on and off, or by unearthing the meters and switching off the x-ray tube, difference in energy dependence between the monitor and the other chambers may cause errors during x-ray tube potential buildup, and the grounding switches for the monitor and the beam-standard may not work simultaneously. These errors are difficult to evaluate and are greater when the timing is different for the standard and the reference or field instrument.

Recommendation:
A mechanical shutter should be used. If a mechanical shutter is used and the arrangement of the monitor or the chamber to be calibrated is not symmetrical about the beam axis passing through the standard aperture, slight irregularities in the irradiation timing may arise if the shutter moves to and fro. In asymmetrical arrangements, the shutter therefore should always move in the same direction, or high speed shutter mechanisms should be used. The timing errors may be evaluated by comparing the average ionization current collected for two different shutter-controlled timing periods. Timing errors introduced by shutter operation may be reduced to an acceptable level by lengthening the exposure period. If the operation of the shutter requires more than a fraction of a second, exposures of several minutes' duration may be required.

The shutter error may be avoided for those

---

12 Publication of the details of acceptable shutter designs is encouraged.
instruments that have a charge or current indicator which is connected during instrument exposure. In this case the time is taken from the time at which the detector is ungrounded to the time at which it is grounded. The beam is "on" during this procedure.

d. *Off-focus radiation.* In order that the monitor, the standard, and the instrument to be calibrated "see" the same source of radiation, and to prevent too great a beam divergence inside the standard chamber, it is usually considered wise to reduce the effect of off-focus radiation as much as possible. This may be accomplished by placing the first diaphragm as close to the tube window as possible. In addition, it will be worthwhile to place a second diaphragm between this one and the monitor chamber. This second diaphragm will further reduce the amount of off-focus radiation "seen" by the monitor. Such an arrangement might place the monitor chamber at a larger distance from the source and therefore reduce its sensitivity somewhat, but it has the added advantage of being further removed from the heat which is developed within the tube. Under these conditions the temperature of the monitor will be more nearly constant.

e. *Exposure rates used for calibrations.* Calibrations with the large free-air chambers necessary in the medium energy region call for relatively large distances between the chamber and the tube focus in order to keep the beam divergence inside the chamber within permissible limits. For this reason instruments will, as a rule, be calibrated at low exposure rates. Maximum exposure rates among the standardization laboratories who answered the questionnaire range between 2 and 20 R/min at medium filtration. At the heaviest filtration used, maximum exposure rates obtainable at the calibration position were sometimes as low as 0.1 R/min.

These exposure rates have the disadvantage of being generally much lower than those for which the instruments will be used. Furthermore, the calibration of insensitive instruments will take considerable time, which may introduce appreciable errors due to instability and leakage. In order to investigate these sources of error, it is recommended that, in addition to calibration, the relevant tests from those mentioned below (Testing Procedures Associated with Calibration) should be performed.

For the calibration of a high sensitivity instrument very low exposure rates may be required. These exposure rates can be obtained by high filtration, but the resulting spectral distribution may differ appreciably from that for which the instrument is to be used in the field. If the calibration factor for the instrument is very energy dependent, such a modification of the spectrum may not be acceptable. In such a case one of the following methods may be preferred.

(i) Low x-ray tube current. This can be recommended where unstable leakage currents or other causes do not render the maintenance of a sufficiently constant low tube current difficult.

(ii) Large distance between the tube and the calibration position. This can be recommended if sufficient space is available and backscatter from surrounding materials is negligible. As this method tends to give greater field uniformity for large instruments it may be especially useful for their calibration. Due to the relatively low sensitivity of the standard it may be necessary to use a shorter target distance for the standard than for the sensitive field instrument. If so, correction has to be made both for the inverse square and air absorption effect on the exposure. Alternatively a sensitive reference instrument may be used for the beam measurement at the place of interest.

The following evaluation has no reference to these low exposure-rate calibrations.

1. *Evaluation of exposure-meter calibration accuracy for the region from about 60 to 400 keV* x rays. An estimation of maximum uncertainty in calibration procedure with good techniques at medium exposure rates gives the following figures:

<table>
<thead>
<tr>
<th>Source of Error</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exposure standards</td>
<td>± 1.0</td>
</tr>
<tr>
<td>Monitor, during calibration</td>
<td></td>
</tr>
<tr>
<td>Volume fluctuations</td>
<td>± 1.0</td>
</tr>
<tr>
<td>Air density</td>
<td>± 1.0</td>
</tr>
<tr>
<td>Charge measurement</td>
<td>± 1.0</td>
</tr>
<tr>
<td>Distance</td>
<td>± 1.0</td>
</tr>
<tr>
<td>Shutter operation</td>
<td>± 1.0</td>
</tr>
<tr>
<td>Stray radiation</td>
<td>± 1.0</td>
</tr>
<tr>
<td>Irradiation field nonuniformity</td>
<td>± 1.0</td>
</tr>
<tr>
<td>Total</td>
<td>± 1.9</td>
</tr>
</tbody>
</table>

*See subsection II.A for components of this uncertainty.

This evaluation does not take into account the uncertainty in the reading of the instrument to be calibrated. The estimated maximum uncertainty therefore is:

\[ \pm (1.9 \text{ percent} + \text{reading uncertainty of instrument to be calibrated}) \]

2. Exposure Meters Used for 0.5 to a Few MeV

This section deals with the calibration of reference and field instruments against exposure standards in the energy range from about 0.5 to a few MeV. These exposure standards, which are described in section II.A.2, are graphite ionization chambers, except in the U.S.S.R. where a pressurized air chamber is used. There has for some time been discussion as to which point in a cavity ionization chamber should be taken as the effective point of measurement but it is now generally accepted that the center of the chamber should be taken as this point (Burlin, 1959). It is the practice of all the standardizing laboratories to place the center of the ionization chamber of the reference instrument at the specified point in the beam of radiation. The source-chamber distance used in the various laboratories varies from 70 to 180 cm and the field...
sizes at the calibration positions from 4.5×4.5 cm to 33×33 cm. One laboratory has published an account of its calibration technique (Barnard et al., 1956).

There is no general agreement on the uncertainties associated with such calibrations. The major source of disagreement arises from the uncertainties associated with the exposure standard.

3. Exposure-Rate Meters

For the calibration of an exposure rate meter, its position, \( P \), in the x-ray beam and the target current are so adjusted that the desired scale reading is obtained. When high stability tube output is used, the exposure rate in the beam at this position is then determined by the standard or by a reference instrument. It should be noted that the time enters here only in the measurement with the standard or reference instrument and not with the instrument to be calibrated. Therefore, an absolute value determination is necessary. Thus, when an exposure standard for 60 to 400 kv x rays is used, the estimated maximum uncertainty found for the calibration of exposure meters will be augmented by ±0.2 percent for time measurements, giving a total of ±(2.1 percent + reading uncertainty of instrument to be calibrated).

When, however, a reference instrument is used, which has been calibrated with good techniques, the evaluation will be:

<table>
<thead>
<tr>
<th>Source of Uncertainty</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calibration of reference instrument</td>
<td>±1.9</td>
</tr>
<tr>
<td>Reading error with reference instrument</td>
<td>±2</td>
</tr>
<tr>
<td>Time measurements</td>
<td>±2</td>
</tr>
<tr>
<td>Monitor</td>
<td>±4.4</td>
</tr>
<tr>
<td>Distance</td>
<td>±1</td>
</tr>
<tr>
<td>Shutter operation</td>
<td>±1</td>
</tr>
<tr>
<td>Stray radiation</td>
<td>±2</td>
</tr>
<tr>
<td>Irradiation field nonuniformity</td>
<td>±2</td>
</tr>
</tbody>
</table>

\[ \text{Total} \pm 3.2 \]

*If a monitor is used, the exposure rate \( L \) is found by the formula

\[ L = \frac{F}{Q^2} \frac{Q_1}{Q_2} \]

where \( F \) is the exposure measured by the standard or reference instrument in position \( P \), the charge \( Q_1 \) is collected in the monitor, \( Q_2 \) is the charge collected in the monitor during a time \( t \) in which the instrument to be calibrated, in position \( P \), is kept exactly at the desired scale reading by manual regulation of the target current.

This figure also is to be augmented by the reading uncertainty of the instrument to be calibrated.

At high exposure rates care should be taken that saturation conditions in the reference instrument, as well as in the monitor, are satisfied.

4. Testing Procedures Associated with Calibration

A common experience of standardization laboratories is that during calibration a number of instruments to be calibrated show irregularities of some kind, which make calibration difficult or impossible. Furthermore, the presence of stem leakage and the like will have a certain influence upon the calibration results. It is, of course, largely a question of policy of the individual standardization laboratories as to whether they can investigate such irregularities in detail. If such service is not available at the calibration center, the owner may wish to perform his own special tests or have them done elsewhere.

In a number of cases, however, conditions during calibration will make it imperative that the standardization laboratories test at least some of the instruments' properties before calibration. All tests should be done after proper warming-up time and, if possible, repeated after an interval.

a. Zero drift. In instruments where the radiation sensitive part (e.g., the ionization chamber) is permanently connected to the measuring instrument, zero drift should be determined. This test should be carried out after a period of at least 12 hours during which the exposure meter has not been irradiated.

b. Leakage in ionization chamber exposure meters. Ordinary leakage, due to inadequate insulation, can be determined by giving the collector system a charge which produces a reading of about \( \frac{3}{4} \) total scale or more and observing during an adequate period whether there is any appreciable loss.

Stem leakage in exposure or exposure rate instruments, due to ionization gains or losses in insufficiently shielded preamplifiers are housed in the stem, even weak stray radiation may have appreciable effects. In this case the stem may have to be shielded from all sides to find these effects.

If an appreciable stem leakage is found, this should be stated in the calibration report, as well as the length of the part of the stem exposed during calibration. DIN 6817 (1962) requires that, if the ionization chamber is shielded while other irradiation conditions remain the same, no reading may be detectable. This procedure, apt though it may be to detect any spurious charges leaking to the collector part of the instrument, is unable to detect any loss of charge through leakage to earth. To cover both possibilities, this test would have to be done with and without an initial charge on the collector.

c. Exposure-rate dependence. Many exposure or exposure-rate meters are of a design which makes the determination of saturation curves by a standardization laboratory impracticable. Moreover, lack of saturation need not be the only cause of exposure-rate dependency.

The only decisive way of testing exposure rate dependence is a calibration both at high and low exposure rates.

d. Radiation-quality dependence. Standardizing laboratories will in general calibrate exposure
or exposure-rate meters only at the radiation qualities requested. It is, however, recommended, if an instrument is to be calibrated at one fixed quality in a region where quality dependence may be suspected, that the standardization laboratory advise the owner to have the instrument calibrated at some adjacent qualities, in order to obtain an idea about the instrument’s quality dependence.

e. Anisotropy. Ionization chambers which are apparently axially symmetrical sometimes show marked nonuniformity of wall thickness. Also, the collector electrode may be eccentrically positioned. Either of these may cause a sensitivity shift when the orientation of the chamber in the beam is changed. The standardization laboratory should either measure the influence of these factors, especially when low-energy radiation is used, or indicate the orientation of the chamber relative to the beam when the chamber was calibrated.

f. Scale characteristics. If one or more points on the scale of an exposure meter have been calibrated, the rest of the scale of those instruments where the chamber or other radiation sensitive part is continuously connected to the measuring part may be tested by means of a constant exposure rate, e.g., from a radioactive source. The chamber should be exposed to this radiation in such a way that the pointer moves slowly (e.g., 1–2 scale divisions per minute). Variation of the timing for different parts of the scale is then a measure of the lack of uniformity of the scale.

D. Instrument Performance

1. Requirements

The requirements are of necessity a compromise between the wishes of the user and the ability of the manufacturer to satisfy them. For clinical instruments, the limits of the user’s needs can, to a certain degree, be derived from an inquiry made by Ellis (1959) and from the inquiry mentioned below.

General requirements can be found, for instance, in the Report of the ICRU (1959), the “Code of Practice for X-ray Measurements,” prepared by the Hospital Physicists’ Association (1960) and, in more detail, in the draft DIN 6817 (1962) of the German Standardization Commission.

An inquiry was made among a number of radiologists, physicists, and institutions in Belgium, Germany, Italy, the Netherlands, Sweden, and the United Kingdom in order to obtain information about their requirements regarding sensitivity, accuracy, and other physical properties of the instruments. The information obtained was partly collected by and discussed with representatives of industrial firms, in order to know to what extent commercial instruments could meet the users’ demands.

It was found that the requirements regarding acceptable uncertainty had a rather large spread lying partly within the limits of maximum calibration error as evaluated in the preceding section.

According to this inquiry, the acceptable uncertainty for reference and field instruments in the range between 100 kv and a few Mv varied generally between 2 and 5 percent. This means that generally high accuracy was required.

The industry stated that it is not in a position to meet the extremes of the users’ requirements. It claimed, however, to be able to meet them to a large extent.

This statement can easily be confirmed as far as measuring range and sensitive volume dimensions are concerned. It has, however, been shown (ICRU Report, 1959, section 7.2) that the accuracy of commercial instruments has in a number of cases been overrated. Therefore, in the next section recommendations have been made for the performance of reference instruments.

2. Performance of Reference Instruments

a. Calibration. All reference instruments should be calibrated and a written report of the results should be available.

This report should indicate: (i) The correction factors by which the readings are to be multiplied to obtain the exposure or exposure rate for each radiation quality at which the instrument was calibrated; (ii) scale readings of the calibration point(s) or interval(s); (iii) for unsealed chambers, temperature and pressure (corrected for humidity) for which the correction factors are valid; (iv) readings shortly before or after calibration with any checking device provided with the instrument; (v) the exposure standard against which the instrument was calibrated; and (vi) the date of calibration.

The correction factors should enable the user to measure exposure with a maximum uncertainty of ±3 percent at the qualities and readings indicated. (This uncertainty applies in the range where the calibration uncertainty against the exposure standard is about ±2 percent.)

b. Scale characteristics. The scale error depends on the reading and indication uncertainty and scale nonlinearity of the measuring device (electrometer, scaler, potentiometer, etc.). It should not exceed ±1 percent of the full scale reading.

c. Leakage. Errors may result from insulation effects (inherent and induced leakage and electrical aftereffects) and stem leakage. The latter may cause errors of considerable amount in a condenser ionization chamber using high energy x and gamma radiation (Braestrup and Mooney, 1958).

Leakage should be tested routinely. The correction due to leakage should not exceed 1 percent of the value measured.

d. Exposure-rate dependence. Errors due to exposure-rate dependence generally result from saturation defects or dead-time effects. It is recommended that the operating instructions of the instrument should state over what range the error due to exposure-rate dependence does not exceed 1 percent.

14 This subsection includes excerpts from ICRU Report (1959).
c. Energy dependence. It is not possible to make an ionization chamber of the cavity type with an energy-independent response over a wide range of radiation quality. It is therefore recommended that the instrument should not be used outside the quality range for which it has been calibrated unless the energy dependency there is sufficiently well known for the desired measuring accuracy.

f. Incident-beam-direction dependency. Errors due to this source may be eliminated by irradiating the chamber in the same orientation relative to the beam as during its calibration against the exposure standard.

g. Atmospheric temperature, pressure and humidity. If the chamber is not hermetically sealed, it is recommended that accurate instruments be available for the measurement of atmospheric conditions to determine the correction factor. After moving the instrument to a new location, it should be permitted time to attain temperature and pressure equilibrium before measurements are made. Attention is called to the possibility that chambers usually not sealed may inadvertently become sealed because of a very tight-fitting outer wall or other defects.

h. Operation and constancy checks. It is recommended that a carefully constructed checking device containing a radioactive source for the irradiation of the chamber in a fixed geometry be available. If the chamber is not hermetically sealed, readings must be corrected for temperature, humidity, and pressure.

E. Measurement Techniques

1. Composition of the Radiation Beam

The beam includes:
(i) primary radiation (including any off-focus emission),
(ii) scattered radiation which is able to reach the ionization chamber from any part of the collimating system, including applicators (cones), etc., and from the irradiated air,
(iii) corpuscular radiation (electrons) arising from similar places and able to reach the chamber. (Normally, these electrons are almost completely absorbed in the wall of the chamber and therefore do not contribute significantly to its reading; see footnote 11 at beginning of this section for a detailed discussion of electron contamination).

2. Field and Point of Measurement

The exposure rate in air at a point on the central ray increases with the area of the beam, due to the increased contribution of off-focus emission and radiation scattered from the diaphragm system, from the irradiated air and from other objects. This is exemplified in figure IIIE1 for a 250 kv x ray machine (Farr, 1955a).

More marked variation is introduced by scattered radiation from the walls and end plate of an applicator (cone). The magnitude of the effect depends upon the design of the applicator; representative figures for 50–250 kv x rays have been given by Bradshaw (1953) and Bailey and Beyer (1957).

The presence of such scattered radiation may be demonstrated by measuring the exposure rate at points along the central ray and plotting the product of the exposure and the square of the distance to the source, versus distance. Typical results are shown in figure IIIE2 for 250 kv x rays and a closed-ended applicator (Farr, 1955a).

In the megavoltage region, the amount of radiation scattered by the irradiated material is less dependent upon the atomic number of the material but more of the low energy scattered radiation is absorbed by a higher than by a low atomic number scatterer. The radiation observed from a high atomic number scatterer may thus have a higher average energy than that for a low atomic number (Martin and Muller, 1961). The amount of scatter produced from source capsule, diaphragms, etc., depends less on the type of materials used than on the geometrical construction. Published data of the dependence of output from various megavoltage apparatus upon the beam size confirm this. The data also show that the proportion of scattered radiation in the beam does not vary very widely with energy from 1–4 Mev. They also suggest that the actual geometrical relationships between the source, diaphragm, and chamber may affect the amount of scatter only by a few percent of the total radiation, provided care is taken to minimize this in the diaphragm design. This is illustrated in figure IIIE3.

In radiotherapy, the exposure rate in air is commonly measured either at a point corresponding to the surface of the object to be irradiated or at the center of revolution of a moving source. Where no applicators are used, the point of

![Figure IIIE1. Variation of relative exposure rate in air with field area (source-chamber distance, SCD, 50 cm; HVL 1.8 mm Cu), the beam being defined by a simple diaphragm 21 cm from the source (Farr, 1955a).](image-url)
90i Figure IIIE2. \(I(F/50)^2\) plotted against \(F\) for a closed ended applicator (\(SCD\) 50 cm, 10 cm diameter, \(HVL\) 1.8 mm \(Cu\)) where \(I\) is the measured exposure rate on the central ray at distance \(F\) from the source (Farr, 1955a).

Figure IIIE3. Variation of relative exposure rate with field area for various equipments, designated by reference letters only.

Curves A: Co-60 (type 'A'). A good fit for data at 60, 70 and 75 cm source-chamber distance (\(SCD\)) (Wilson, unpublished). Data for a Co\(^{60}\) gamma beam apparatus also fit this curve (Burns, unpublished). B: 2 Mv generator (type 'B'), 100 cm \(SCD\), (Burns, unpublished); C: Co\(^{60}\) (type 'C'), \(SCD\) 80 cm, multivane diaphragm (Kemp and Burns, 1958). This data is also a close fit for 4 Mv data; D: Co\(^{60}\) (type 'D'), \(SCD\) 60 cm (Burns, unpublished). For curves A, B, C, and D relative outputs are taken as unity for a 4x4 cm field; E: 300 kv generator (type 'E'). 4 mm Cu \(HVL\), \(SCD\) 50 cm (Trout et al., unpublished); and F: 2000 kv generator (type 'F'). 7 mm Pb \(HVL\), \(SCD\), 100 cm (Trout et al., unpublished). For curves E and F relative outputs are taken as unity for a 5x5 cm field.

Measurement will be freely accessible. When open-ended applicators are used, the ionization chamber should be placed in the middle of the x-ray field with its center as nearly as possible in the place of the end of the applicator (Hospital Physicists’ Association, 1960).

With closed-ended applicators, the exposure rate in air at the surface may be obtained with sufficient accuracy (Hospital Physicists’ Association, 1960) for most purposes by making measurements in the middle of the field with the chamber (or its stem) in contact with the surface and applying a simple inverse-square-law correction. This correction does not take into account the effect of the scattered radiation from the applicator sides and end which may introduce an error of a few percent, and which will increase with chamber size. For higher accuracy an extrapolation technique may be applied.

3. Special Problems Relating to Low-Voltage X Rays

The measurement of exposure rate in air at the open end of an applicator presents particular problems in the 5–50 kv range. This is due to (a) the short SSD in comparison with the diameter
of typical thimble chambers, and (b) their wavelength dependence in this energy region. For the design of special chambers for this purpose, consideration must be given to (i) minimizing the absorption in the chamber walls, and (ii) ensuring saturation at high dose rates. The exposure rate in air may be measured with a compact free air chamber (Greening, 1960), but this may not, for reasons of geometry, include the soft secondary radiation from the walls of such an applicator (Meredith, 1940). Suitable secondary chambers have been described by Oosterkamp and Proper (1952) and Tranter (1961).

4. Output Measurement Technique

The specification of the output of an x-ray tube or gamma-ray beam source requires a statement of the measurement conditions. These include (i) the voltage, tube current, filter, HVL, and other pertinent operating conditions of the x-ray machine, or the nuclide(s) and the date in the case of a gamma-ray beam source; (ii) the source-chamber distance, the beam dimensions employed, and the type of collimator.

The following precautions should be taken in the measurement of output.

(i) Care should be taken to minimize extraneous radiation from nearby objects.

(ii) Sufficient time must be allowed for the exposure meter to achieve temperature and pressure equilibrium with its surroundings. Appropriate corrections for the actual temperature and pressure conditions must be applied to the readings obtained.

(iii) The measurement should be made at the point of interest. The location of this point has been discussed in section IIIE2. In using published depth-exposure data, it should be recognized that the exposure at the surface is affected more by the scatter contributions from the collimating system (including applicators) than is the exposure in a depth. In view of this variation, a measurement taken at 5 cm depth in water (equivalent) phantom may be a more reliable basis for use of published depth-exposure data in radiotherapy.

(iv) The field size should not be so large as to produce undue scattered radiation and to irradiate unnecessarily large parts of the exposure-meter insulator. On the other hand, the beam size should not be so small as to prevent the whole of the effective volume of the chamber seeing the entire source. The measurement, therefore, inevitably includes a small percentage of scattered radiation. The field size employed should be as close as practicable to that used in the calibration of the chamber though, in general, a field size of 10×10 cm, or 10-cm diameter, is recommended for 250-kv equipment (Farr, 1955a) and for gamma-beam equipments (Braestrup and Mooney, 1958).

(v) Measurements should be repeated from time to time to determine possible variations in output. The output of an x-ray tube often decreases throughout its useful life due to increased absorption caused by the roughening of the target and by the deposition of tungsten on the tube window, and to other factors. The drop in output is usually greatest with low filtration. The output of some multisection x-ray tubes has been found to vary with tube angulation. When determining the reduction in output, due to radioactive decay of a cesium source, it is necessary to take account not only of the decay of the Cs$^{137}$ (half-life 30 yr), but also of any contamination by Cs$^{134}$ (half-life 2.3 yr) (Wheatley et al., 1960).

F. Exposure Distribution in the Beam

This subsection considers the distribution of exposure or exposure rate in a plane normal to the central ray, at the usual SSD in air. If the distribution of exposure rate is circularly symmetrical about the central ray, then it is necessary only to map the distribution along one line perpendicular to the central ray. Such symmetry usually exists for a transmission x-ray target. If, however, the electrons do not all have the same velocity and if they are bent by a magnetic field before striking the target, some asymmetry may be introduced into the exposure distribution (Newberry and Bewley, 1955). The distribution of exposure rate from a reflection x-ray target does not usually show such circular symmetry and it is necessary to map it along two lines, perpendicular to the central ray. One of these lines should be parallel and the other perpendicular to the tube axis.

1. Gamma Beam Equipment

The distribution of exposure rate is usually symmetrical but tends to drop more rapidly toward the periphery of the field than would be expected from the inverse square law.

2. Transmission X-Ray Targets

For high-energy generators which use transmission targets the distribution of exposure rate is usually symmetrical but shows a greater falloff toward the edge of the field than is the case with a gamma-ray beam equipment. It is governed principally by the physical laws of bremsstrahlung and, to a lesser extent, by obliquity of filtration of the x rays in their passage through the target and other filters. Fortunately, such generators are able to produce copious output and it is usual to employ a conical filter so shaped as to make the exposure rate in air nearly constant across the field. For example, the exposure rate may be made uniform across a 30-cm-diameter field at 100-cm SSD by sacrificing one-third of the output on the central ray of a 4-Mv linear accelerator (Greene and Tranter, 1956).
3. Reflection X-Ray Targets

The distribution of exposure rate from a reflection target has neither the symmetry nor comparative uniformity of that from a gamma-ray beam equipment. Nor is there usually available the high output to permit the use of a flattening filter, such as is provided by the high energy x-ray machine.

a. Exposure distribution along a line perpendicular to the tube axis. The exposure rate usually decreases symmetrically on either side of the central ray by an amount determined by (i) the inverse square law, (ii) obliquity of filtration, and (iii) the design of the tube, and the windows of tube and housing. Tubes of different makes may vary in this respect (fig. IIIF1), a particularly poor distribution being produced (curve IV) by a reentrant oil displacement cone (Farr, 1955b).

b. Exposure distribution along a line parallel to the tube axis. The exposure rate does not usually decrease symmetrically on either side but falls off more rapidly in either the cathode or the anode direction, depending on the target angle of the tube. (The target angle is the angle between the direction of the electron stream and the normal to the target face.)

Figures IIIF2 and IIIF3 illustrate the wide range of distributions which can be shown by tubes of different makes operating at the same voltage. These curves indicate that these distributions are the product of three effects depicted diagrammatically in figure IIIF4 and discussed by Farr (1955b).

(i) The symmetrical factors, identical with those affecting the distribution of exposure rate along the line perpendicular to the tube axis, would produce a similar distribution along this line (curve a).

(ii) The predominantly forward emission of x rays generated at any point within the target

---

**Figure IIIF1.** Relative exposure rate along a line perpendicular to both the tube axis and the central ray (50 cm source-chamber distance, 200-365 kv, HVL 1.7 mm Cu) for a number of different makes of tube. Dashed line shows effect of inverse square law (Farr, 1955b).

**Figure IIIF2.** Relative exposure rate along a line perpendicular to the central ray and parallel to the tube axis (otherwise same conditions as figure IIIF1) for a number of tubes of different makes and target angles. (Farr, 1955b).

**Figure IIIF3.** Relative exposure rate distribution across the field of an x-ray tube operated at 100-140 kv.

(a) Parallel to tube axis of 45 degree target.
(b) Perpendicular to tube axis of 20 degree target (Farr, unpublished).
produces a rise of exposure rate from the cathode to the anode end of the field (curve b). The magnitude of this “forward emission” effect increases with tube voltage.

(iii) The absorption of the rays, generated at a depth within the target, increases as the angle made with the target face by the emergent ray decreases. This “heel effect” causes a decrease of exposure rate from the cathode to the anode end of the field (curve c), and becomes less marked the greater the filtration. The absorption, in the target, of x radiation which originates from its interior is too complex for satisfactory theoretical treatment. It has been estimated (Farr, 1955b) that the effective depth of penetration of the cathode stream at 250 kv is about 5 microns and that, in a typical tube, this produces an equivalent filtration of the central ray of about 0.2 mm Cu. The corresponding equivalent filtration for a tube operated at 10–50 kv has been estimated (Jennings, 1953) as 0.04 mm aluminum.

c. Optimum target angle. The above considerations suggest that it may be possible to choose the target angle (in relation to tube voltage and filtration) so as roughly to balance the two unsymmetrical curves b and c and thus produce a nearly symmetrical distribution of exposure rate along the line parallel to the tube axis. Indeed, it appears (Farr, 1955b) that at 250 kv the heel and emission effects can be balanced so that the distribution along that line follows curve a, the same as that along the line perpendicular to the tube axis.

With low filtration (HVL=0.5 mm copper) this is achieved at 250 kv by a target angle of about 30 degrees. With increasing filtration, the heel effect becomes less pronounced, and the optimum angle becomes somewhat smaller (Farr, 1955b).

At lower kilovoltages, similar considerations hold. The optimum angle at 140 kv and HVL 3 mm aluminum is about 45 degrees (Farr, 1955b). Atlee and Trout (1943) recommend the use of a curved target.

4. Desirable Distribution of Exposure Rate in Air

a. Radiotherapy. Undue variation of exposure rate in air across the section of the beam distorts the isodose curves in a phantom in such a way to make the application of general isodose curves uncertain (Farr, 1955b). The distribution of exposure rate in air should therefore be as uniform as can be obtained by reasonable care in the design of the tube and the housing window. They should be designed so as to produce as uniform as possible a distribution of exposure rate along a line perpendicular to the tube axis, and the angle of the target should be chosen to give, for the desired quality range of radiation, a distribution of exposure rate along a line parallel to the tube axis as symmetrical as possible. In this way, the distribution can be made approximately symmetrical about the central ray with some decrease in exposure rate at the periphery.

If a single x-ray tube is used over a wide range of voltages, e.g., 100–300 kv, account must be taken of the change of exposure distribution which may occur over that range. Under these circumstances, the tube should have a target angle appropriate to the lower voltage; i.e., 45 degrees. It is possible to design an aluminum filter for use at the higher voltage which will compensate for the unsymmetrical distribution of exposure rate in the anode-cathode direction. Similarly, it is possible to design special filters to make the exposure rate in air constant over the useful beam, which may be desirable for some purposes (Farr, 1955b).
b. Radiography. In radiography the desirable target angle is governed by other considerations. For this application the angle is usually small and the "heel" effect pronounced. There is a marked fall of exposure rate towards the anode end of the field (fig. IIIF5) which becomes more pronounced as the target roughens during the life of the tube (Beetstone and Thurmer, 1958). Because of the latitude of films and the tolerance of the human eye, the heel effect is generally of little account in radiography. It is sometimes turned to good purpose if gross variations in the thickness of the subject can be matched by variations of exposure dose rate across the field.

A tube designed for radiography, with a steep target, is unsuitable for therapy or other applications where a uniform field is required (fig. IIIF2 and IIIF3).

IV. The Specification and Measurement of Radiation Quality

A. Introduction

A complete specification of x and gamma radiation at the place of interest must include not only an expression of quantity, such as exposure or energy fluence, but also information as to the quality of the radiation. Such information is required to predict the penetration of a beam of radiation, to calculate differential absorption in various materials and in attempting to explain variations in biological effectiveness. As a measure of the penetrating ability of a beam, it has been the practice to express the quality in terms of the half-value layer (HVL). This single parameter is usually inadequate and additional parameters are required. A discussion of the HVL and related ways of expressing the quality of a radiation beam is given in subsection IVB.

A more complete expression of the quality of x and gamma rays is the spectral distribution of fluence, energy fluence, or exposure as a function of photon energy. Spectral distributions of radiation beams and of the radiation at points within an irradiated medium are discussed in subsection IVC. If the spectrum of the incident radiation is known, the scattered radiation within the medium may be calculated under certain conditions of radiological interest. Some equivalent HVL's of the total radiation for various fields are also given.

The relative biological effectiveness of various radiations is best correlated with the radiation quality expressed in terms of the microscopic distribution of energy along the tracks of the ionizing particles. Subsection IVD contains a brief discussion of the initial distribution of electrons set in motion in an irradiated medium and of the energy deposition by these electrons.

B. Quality of the Incident Beam Expressed in Terms of Potential, Half Value Layer and Other Parameters

1. Specification of Quality by a Single Parameter

a. Tube potential. In the case of radiation from high-energy x-ray machines (1 to 4 Mv), quality is frequently described simply by a statement of the accelerating potential, provided such beams are heavily filtered by the transmission target. The choice of this somewhat inadequate specification of quality may be attributed to the less rapid variation of attenuation coefficients with energy in this region, thus rendering the methods of quality specification based on attenuation less precise than at lower energies. The same quality specification is frequently used at lower energies when the radiation suffers considerable attenuation, such as in certain problems in radiation protection and x-ray diagnosis.

b. Half value layer (HVL). The HVL is that thickness of material necessary to produce a reduction to 50 percent of the initial exposure rate. Suitable materials for such measurements, and details of recommended techniques, are discussed in subsection IVB6. This method has been very widely used for x rays, especially in the field of radiation therapy where it has been most useful. However, it is not always an adequate specification for the determination of percentage depth dose (Jennings, 1950; Trout et al., 1962) or backscatter factor (Greening, 1954; Trout et al., 1962). HVL can be improved as a specification of quality by restricting the combination of filter and kv used to produce such a value of HVL (Thoraeus, 1936, 1958), but in such circumstances the specifications almost fall into the category discussed below (tube potential and HVL).

For gamma ray beams identification of the source(s) is generally sufficient, although attenuation measurements of gamma ray beams are sometimes made and the HVL quoted. Even with good geometry, it is not possible to eliminate scattered radiation entirely. The observed HVL is therefore somewhat less than that calculated for the known source energy levels (see subsection IVB6a(2)).

c. Attenuation coefficient. If a tangent is
drawn to an attenuation curve plotted semilogarithmically, the slope of this tangent gives the attenuation coefficient of the radiation after passing through the absorber thickness at which the tangent was drawn. Special cases are tangents at the origin (Taylor, 1931) and at very large absorber thicknesses.

d. Equivalent wavelength or equivalent energy. One of the oldest methods of specifying the quality of a heterogeneous radiation beam is to express it in terms of wavelength or energy of that monochromatic radiation which would show the same particular property as the heterogeneous radiation; e.g., same HVL in a certain absorber. This wavelength or energy is then called the equivalent wavelength or equivalent energy of the heterogeneous radiation. It is essential in any such statement of quality to indicate the respect in which the radiations are equivalent, as different equivalent wavelengths or energies will result from consideration of different properties of the radiations.

2. Specification of Quality by Two Parameters

a. Tube potential and HVL. Bell (1936) thought that these two parameters were sufficient to give the spectral distribution of the radiation, but Jones (1940) showed this to be inadequate for some purposes. However, for most clinical purposes these two parameters give an appropriate specification of radiation quality and are recommended in preference to a statement of HVL only.

b. HVL and homogeneity coefficient, \( h \). The HVL is that thickness of material necessary to reduce the initial exposure rate to 50 percent, and the second HVL is the additional thickness necessary to reduce the exposure to 25 percent of the initial value. The ratio of the first to the second HVL is termed the homogeneity coefficient, \( h \), and is unity for monoenergetic rays.

Figures IVB1a and IVB1b (Hettinger and Starfelt, 1958a) show the spectral distributions of radiations produced by 100 kv and 220 kv accelerating potentials, respectively. These radiations have approximately the same HVL (0.59 and 0.55 mm of copper) but obviously very different spectral distributions. This difference is characterized by their very different homogeneity coefficients of 0.88 and 0.40, respectively. Trout et al., (1962) have made a detailed examination of the homogeneity coefficient for many radiation beams. A few of their data are shown in figures IVB2 and IVB3 which give homogeneity coefficients as a function of HVL in copper and aluminum respectively for x-ray beams produced between 100 and 300 kv.

When x-ray beams contain an appreciable amount of characteristic radiation with an energy considerably different from the peak of the continuous spectrum, the significance of the homogeneity coefficient must be reconsidered. As Zieler (1954, 1957) has shown, the intense L-characteristic radiations from tungsten are largely transmitted by tubes containing only 1 mm Be filtration, yielding relatively homogeneous beams.

Increasing aluminum filtration results first in a less, and then in a more homogeneous beam. Thus the coefficient \( h \) will possess first a maximum, and then a minimum, with increasing filtration (see also Wagner, 1957). A similar effect would be expected to occur with lightly filtered x rays above 200 kv (see, for example, fig. IVB1b), in which there is an appreciable amount of K-characteristic radiation. Under these conditions, the homogeneity coefficient, \( h \), is no longer a useful concept.

3. Specification of Quality in Terms of Depth Dose in Tissue

For low voltage x-ray treatments, a measure of radiation penetration in soft tissue forms a useful concept of "quality". If this were to be a measure of the radiation beam leaving the tube, it would have to be expressed in terms of percentage depth dose for zero field area and infinite SSD. Such a concept has little advantage over attenuation measurements in aluminum or copper for a fixed target-chamber distance. On the other hand, the percentage depth dose given for specified field areas and SSD is useful and of direct meaning to the clinician.

The specification adopted may take the form of a complete depth-exposure curve from the surface (100 percent) to the level at which the exposure rate is reduced, say, to 10 percent; or it may be restricted to one or two selected points. The depth at which the exposure rate has been reduced to 50 percent of the surface value is termed half-
value-depth or HVD or $D_{1/2}$ (Mayneord, 1940) and this has been advocated as a useful concept (see, for example, Smithers (1946), Jennings (1950; 1951), Proppe and Wagner (1954)).

However, at low energies, it has been found that (a) the HVD in tissue can vary for a given HVL in aluminum, and (b) the depth at which the exposure rate is reduced to 10 percent of the surface value ($D_{1/2}$) can vary for a given HVD in tissue. Both of these factors are dependent on the kv-filter combination used to obtain the HVL or HVD. Their significance for radiations generated under 50 kv is shown in tables IVB1 and IVB2.

Thus, a two-point specification is desirable. This may consist of HVD together with the potential employed, or the $D_{1/2}$ and the $D_{10}$. The ratio $D_{1/2}/D_{10}$ termed the “Fall-off” Ratio (F.O.R.) has been studied by Jennings (1950) and Tuddenham (1957), and figures are included in tables IVB1 and IVB2.

4. Distribution of Quality Over Field Area in Air

The predominantly forward emission of x rays generated at a point within a reflection target causes a decrease of the exposure rate from the cathode to the anode side of the field, as discussed in section III. At the same time, a phenomenon (called the “heel” effect) results in an increase in the HVL of the beam from cathode to anode side of the field on account of the internal filtration at the target. This is exemplified in figure IVB4 for a diagnostic x-ray tube, and in figure IVB5 for two deep-therapy x-ray tubes with different target angles.
5. Choice of Appropriate Quality Specification

The more rapidly the penetration of the beam varies with energy, the more detailed the knowledge of radiation quality required. However, for most clinical purposes a statement of the potential and HVL is recommended. The choice of method is given below in order of successive stages of complexity:

a. Specification of nuclide. In gamma-ray beam equipment, identification of the source(s) is generally an adequate specification of quality, except for those sources where filtration or scattering affects the quality.

b. Tube potential. When the spectral distribution (and hence subsequent penetration) changes slowly with filtration (over ≈1 MV), the quality may be specified by the accelerating potential alone. This statement may be useful also for highly filtered low-voltage beams, but for most applications, this specification is insufficient.

c. Half value layer. A statement of HVL alone may be sufficient if the kv-filter combinations are those normally employed clinically.

d. Half value depth in “tissue,” HVD. For low voltage x-ray treatments, the concept of HVD in mm “tissue” forms a useful quality specification of direct meaning to a clinician. However, this specification is not restricted to the incident beam (except for zero area and infinite SSD) because the HVD is related to a selected field area and SSD.

e. Equivalent wavelength or energy. The equivalent wavelength or energy can be determined from

| Table IVB1. Two examples of the variations in $D_{15}$ and $D_{150}$ for a given HVL in Al. All the data relates to a 5-cm-diameter field at 10 cm SSD |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| HVL mm Al | kv(p) | Added filtration mm Al | HVD (or $D_{150}$ mm “tissue”) | $D_{150}$ mm “tissue” | F.O.R. (see text) |
| 0.3... | 50 | 0.40 | 5.2 | 28.6 | 4.8 |
| 0... | 30 | 0.44 | 4.7 | 22.6 | 4.8 |
| 20 | 0.60 | 4.0 | 16.0 | 4.0 |
| 0.5... | 50 | 0.55 | 7.1 | 34.1 | 4.8 |
| 0... | 30 | 0.74 | 6.7 | 27.5 | 4.1 |
| 20 | 0.76 | 6.2 | 22.0 | 3.55 |

Note: Although the 2 HVD ranges above do not overlap, those for $D_{150}$ do. Thus it is possible to have 0.3 mm Al HVL yielding a more “penetrating” beam than one of 0.5 mm Al HVL.

| Table IVB2. Two examples of the variations in $D_{15}$ for a given HVL in “tissue”, the data relating to a 5-cm-diameter field at 10 cm SSD |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| HVL mm “tissue” | kv(p) | Ext. filtration mm Al | $D_{15}$ mm “tissue” | F.O.R. (see text) |
| 20... | 37 | 0.1 | 10.4 | 5.2 |
| 20 | 20.5 | 0.2 | 9.7 | 4.85 |
| 15.5 | 0.3 | 9.2 | 4.6 |
| 14 | 0.4 | 8.0 | 4.0 |
| 10... | 45 | 1.0 | 40 | 4.0 |
| 32 | 1.3 | 37 | 3.7 |
| 27 | 2.0 | 35.5 | 3.55 |

Note: Possible variations in $D_{15}$ depths are reduced by specifying HVD in “tissue” instead of HVL in Al, but the F.O.R. remains as variable (and HVD is a function of field size and SSD). (Jennings, 1951; see also Wagner (1950).)

6. The Measurement of HVL

a. Materials. Materials chosen for HVL meas-

![Figure IVB4. Distribution of HVL from the cathode to anode side of a beam from a diagnostic x-ray tube (Kemp, 1948).](image-url)
Measurements should be solids of definite composition and density and which can be made into thin sheets of uniform thickness.

The quality range over which a given material can yield unequivocal values of HVL will depend upon the shape of the graph relating the total absorption coefficient for the material to the energy of the radiation. The occurrence of discontinuities at the lower energies (absorption edge phenomena), or of minimum values at the higher energies (caused by the onset of pair-production process) will help to define the useful quality range.

Although tin has sometimes been used for HVL measurements, reference to a variety of tabulated data indicates that its density can vary over rather a wide range, being dependent on crystalline form. Moreover, at the lower energies its range of usefulness is limited by the energy of its K-absorption edge (29 keV). Therefore, tin cannot be recommended as a standard material for HVL measurement.

The chemical purity of the material must also be considered, particularly at the lower energies, where the absorption processes are governed more by atomic number than by electron density.

(1) **Chemical purity.** Hübnér (1958) derived expressions which enable the influence of known amounts of impurities to be evaluated numerically. In particular, he obtained an expression for a dimensionless constant, \( a \), which gives directly the factor by which the HVL as measured with impure material must be multiplied to give the corresponding value for the pure material. This constant serves also as a numerical index of the effect of the impurities. Jones (1961) has evaluated \( a \) on the assumption that a given material (Al, Cu, or Pb) contains an impurity.
element, differing in atomic number from that of the basic material by as much as is likely, and amounting in each case to 1 percent by weight. The results are shown graphically in figure IVB6, where \( a \) is plotted as a function of HVL, the latter being derived from the relationship \( \text{HVL} = 0.69 \mu^{-1} \) where \( \mu \) is the linear attenuation coefficient. The latter is determined from the product of the mass attenuation coefficient (White Grodstein, 1957) and the density of the pure metals. The densities used were 2.70 g/cm\(^3\) for aluminum, 8.93 for copper, and 11.35 for lead (International Critical Tables, 1926). Since \( a \) varies very nearly linearly with percentage impurity, \( a \)-values appropriate to other impurity levels are easily derived.

It is concluded (Jones, 1961) that as regards impurity effects, generally available grades of lead (99.9 percent pure) and copper (99.2 percent pure) are adequate, whereas for aluminum, grades must be selected which are at least 99.8 percent pure.

For the specification of HVL, "effective" thicknesses of attenuators should be used. These are the quotient of the measured mass per unit area by the density of the material.

(2) Useful quality range. Jones (1961) considers the extent to which absorption edges can set a lower limit to the energy at which aluminum, copper, and lead should be used for HVL determination. As a rough guide the x-ray generating potential should be not lower than about four times the characteristic K-absorption limit. It follows that the lower limits for copper and lead are 35 and 350 kv, respectively. For aluminum this limit is too low to be of significance (6 kv). An upper limit will occur where the onset of pair production causes a minimum in the attenuation coefficient. To avoid the confusion arising from there being two energy values related to the same absorption coefficient, the peak energy of the x-ray beam should be below the energy at which the minimum is reached for the attenuating medium concerned. The minima are found at about 3.5 Mev for lead, at 8 Mev for copper, and at about 20 Mev for aluminum.

In consequence of the above considerations, it is necessary to restrict the ranges over which these materials are used for HVL measurements, and the following table summarizes the position:

<table>
<thead>
<tr>
<th>Material</th>
<th>Acceptable range for HVL measurements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aluminum</td>
<td>10 kv-10 (or more) Mv</td>
</tr>
<tr>
<td>Copper</td>
<td>35 kv-8 Mv</td>
</tr>
<tr>
<td>Lead</td>
<td>350 kv-3.5 Mv</td>
</tr>
</tbody>
</table>

Practical considerations may further limit this useful range.

For cobalt-60 gamma rays, aluminum, copper and lead are equally satisfactory attenuating media, provided that the measurements are carried out under conditions of good geometry. Due to the presence of scattered radiation, the observed HVL is somewhat less than that calculated for the source energy levels. For example, Johns et al., (1952a) found 10.5±0.1 cm for the HVL in water as compared with 11.0 cm calculated for the known average energy of 1.25 Mev. Jones (1961) gives the following experimental values of HVL for a cobalt-60 beam: 4.47 cm aluminum, 1.40 cm copper, and 0.96 cm lead, for which the associated equivalent energies are: 1.15, 1.12, and 1.13 Mev, respectively. The HVL in water quoted by Johns et al., is consistent with 1.13 Mev.

b. HVL measurement technique. A determination of HVL entails the measurement of exposure rate at a selected point as increasing thicknesses of appropriate attenuating material are placed in the path of the beam. A monitoring chamber may be useful with x rays to permit correction for any variation in exposure rate. It should be placed so that its readings are independent of the amount of absorbing material placed in the beam. The chamber used for the attenuation measurements should have a minimum quality dependence over the range concerned.

Consideration must be given to the conditions required to minimize the influence of the scattered radiation emitted by the attenuator which would otherwise increase the HVL obtained. Thus Farr (1955a) investigated the effect of variations in field size, and of source-attenuator-chamber spacing, on the HVL obtained, and Trout et al., (1960, 1961) have demonstrated how a unique HVL can be derived for the 100-300 kv range.

(1) 100-300 kv x-ray beams. In order to minimize the influence of scattered radiations, the following conditions should be observed: Limiting of the field size reduces the amount of scattered radiation that reaches the exposure meter, but the field must be large enough so that the chamber "sees" all of the source. Great care must be taken with alinement (e.g., radiographic check). The diaphragm must be of sufficient thickness to absorb the primary beam. In order to avoid transmission through the edge of the collimator, a slightly conically shaped aperture is advantageous at the higher energies.

Figure IVB7 (Somerwil, 1957) illustrates the extent by which the measured HVL decreases with decreasing field diameter, \( d \), at the attenuator. The figure also shows that for \( d \) less than 5 cm, the attenuator-chamber distance, \( b \), should be at least equal to the source-attenuator distance, \( F \), which in this case was 20 cm. This condition is to be expected when the source may be considered as a point source for the geometrical arrangement concerned. However, when the source and chamber sizes are significant in relation to the diaphragm dimensions at the attenuator, then the optimum position of the attenuator may be about half way between the source and the chamber (Tarrant, 1932; Seeman, 1938; Hettinger and Cormack, private communication, 1962). Hence, as a general rule, the attenuating material should be placed approximately midway between the source and the chamber, and for this quality range, a source-chamber distance of at least 50 cm should be used (Farr, 1955a).

For clinical purposes, HVL derived in this way
will be of sufficient accuracy (H.P.A. Code of Practice, 1960) because the percentage depth dose data are not critically dependent on HVL; see, for example, "Depth Dose Tables for use in Radiotherapy" (fig. D.1, Hospital Physicists' Association, 1961).

When greater precision is necessary, a "unique" HVL can be arrived at by a method developed by Trout et al., (1960). This consists in deriving the zero-field-area value, either by an extrapolation technique, or by applying correction factors based on such measurements, thus eliminating the effects of the otherwise unavoidable scattered radiations. By measuring HVL for at least two, and preferably three or more diaphragm sizes, a linear extrapolation of a plot of HVL against the aperture diameter will yield the zero-area value. To derive the zero-area HVL from a single HVL measurement, correction factors should be applied depending on the field area, source-attenuator and source-chamber distances employed. If the measurements are made with a source chamber distance of 50 cm and the attenuators placed midway between them, then the curves of figure IVB8 can be applied for any field diameter up to 10 cm (at the attenuator position) to correct to zero-area. For other source attenuator and source-chamber distances, additional correction factors are provided in the papers of Trout et al., (1960, 1961).

(2) Under ≈100 kv x-ray beams. In addition to observing the points stated in the previous section, particular attention should be given to any effect of chamber wavelength dependence. Morrison and Reed (1952) have shown that corrections of 5–10 percent may be required for HVL measured in the 0.5–2 mm aluminum HVL range with chambers whose readings have to be corrected for quality. The corrections can be derived by a method of successive approximations, provided an absolute calibration curve (to correct for readings obtained at known HVL's) is available for the chamber. A transmission curve is first obtained in terms of the observed readings without correction, from which a series of apparent HVL's can be obtained for a range of added filtrations. Correction factors for these HVL's are then read from the calibration curve, and applied to the original readings to give a second percentage transmission curve. This process can be repeated, the new factors obtained being applied to the original readings, though in practice, a single approximation curve is usually sufficient.

At a lower end of the range (under ≈0.5 mm aluminum HVL) the relation of HVL to filtration for a given kv undergoes a double bend (see Jennings, 1950, fig. 22 and Zieler 1956, fig. 8). This is due to the contribution of L-characteristic radiations from tungsten, as discussed in subsection IVB2.

(3) Over ≈300 kv x-ray beams and gamma-ray beams. As in the 100–300 kv range extraneous scatter should be reduced to a minimum, and the diaphragm placed about midway between the

---

Figure IVB7. Variation of HVL with field diameter, d, at the attenuator, and with chamber-attenuator distance, b.

200 kv, 2 mm Cu filtration, source-attenuator distance F=20 cm. (Somerwil, private communication, 1987).

Figure IVB8. Fractional change of HVL with diameter of irradiated absorber, for the indicated potentials andfiltrations with F = b= 25 cm.

(See Figure IVB7 for definitions of F and b).

Aluminum and copper curves from Trout et al., (1960); Thoraeus curves from Trout et al., (1961).
source and the chamber. Under these circum-
stances, Jones (1961) has shown for a Co$^{60}$ beam
that if the semiangle subtended by the irradiated
filter at the chamber position does not exceed tan$^{-1}$
0.02 (1 degree), then the HVL obtained (in aluminum, copper or lead) will be within 0.5
percent of the zero-area value.

If larger fields are employed, correction to zero-
area values—the unique HVL—can be achieved
by extrapolation. Jones (1961) finds that a plot
of the HVL obtained is linear with the square of
the aperture diameter. Trout, Kelley, and Lucas
(private communication, 1961) find that this
relationship holds for angles up to 0.08 steradians
Corresponding to an attenuator area of $\approx 50$ cm$^2$
at a source-attenuator distance of 27 cm. For
this area, the fractional change in HVL is $\approx 0.6$
and 10 percent for lead and copper, respectively.

Measurements made by Trout et al., (private
communication, 1961) with 1 and 2 MV x-ray
generators, indicate a more restricted range of
linear extrapolation, but greater attenuator areas
can be employed with the greater spacing prac-
ticible at the higher energies. For small angles
(under 0.04 steradians), the fractional increase in
HVL is $\approx 1$ percent per 0.01 steradians, using
copper or lead attenuators, and for both equip-
m ents.

C. Spectra of X and Gamma Radiation

1. Introduction

In this subsection both primary and secondary
radiation are considered. Secondary radiation
arises when material is irradiated and consists
mainly of photons degraded in energy by one or
more Compton scattering processes. In some
cases the characteristic (fluorescent) radiation
from heavier materials may give considerable
contribution to secondary radiation. At a point
within the irradiated medium secondary radiation
will be incident from all possible directions and
day have a different spectral distribution in each
direction.

2. Methods of Determining Photon Spectra

a. In absorption analysis the spectral
distribution is calculated from a transmission curve
which must be measured with high accuracy. In
practice it is necessary to measure the transmission
through a suitable absorber under conditions of
good geometry until less than 10 percent of the
incident radiation remains. The radiation de-
tector should have an essentially uniform response
to radiation of all energies in the beam. The
transmission curve can then be fitted to one of
about four different functions which have been
suggested, each having usually two adjustable
constants. These constants, when determined,
are substituted in corresponding functions (act-
ually the inverse Laplace transformations) in
order to calculate the spectral distribution. The
theory of absorption analysis is given by Silber-
stein (1932), Jones (1940), and Greening (1947,
1950, 1952) among others. Cormack et al., (1953)
and Wang et al., (1957b) compared spectra ob-
tained by the attenuation method with those
obtained by scintillation spectrometry, and found
good agreement for 280 kv and 50 kv x rays,
respectively. Other recent determinations of x-
ray spectra with the use of absorption analysis
have been made by Burke and Pettit (1960) and
Trout et al., (1961). Greening (1951) determined
the spectrum of primary and secondary x radia-
tion within a block of irradiated material. He
used spherical ionization chambers enclosed in
shells of absorbing materials.

The amount of spectral information obtainable
by this method is limited by the accuracy to which
the transmission curve can be measured and by
the limited number of parameters used in the
curve fitting. The method is usually limited to
relatively simple spectra although Greening (1947)
has developed a method allowing for the presence
of characteristic radiations.

b. Scintillation spectrometry has become a
common method of determining photon spectra.
A sodium iodide crystal is the most commonly
used scintillator. When such a crystal is irra-
diated each absorbed photon gives rise to a light
pulse or scintillation, which can be observed by a
multiplier phototube and converted into an electric
pulse with a height nearly proportional to the
absorbed energy. After amplification the electric
pulses are sorted in a pulse-height analyzer. The
recorded pulse-height distribution constitutes the
response of the detector to the whole radiation
spectrum and has to be corrected for distortions
such as those due to statistical fluctuations and
incomplete absorption of the incident photon
energy. The pulse-height distribution may be
represented as a column matrix $P$, where each
element indicates the number of pulses within a
certain pulse height interval. The unknown
radiation spectrum may in an analogous way be
represented as another column matrix $N$, with
the same number of elements as matrix $P$. With
this notation the relation between $P$ and $N$, with
a small approximation, may be written in the
following way:

$$P = M \cdot N$$

where $M$ is a quadratic response matrix. Sym-
bolically the unknown spectrum $N$ can be written
as

$$N = M^{-1} \cdot P$$

where $M^{-1}$ is the inverse response matrix. If the
energy intervals are chosen large enough the
response matrix is nonsingular and its inverse can
be calculated. However, objection may be raised
against correction of the pulse-height distribution
for the statistical spread with the inverse matrix
method (Dixon and Aitken, 1958). It is more
suitable to correct the pulse-height distribution
for such spread through some kind of analytical
or numerical solution of the Fredholm integral
equation that describes the statistical spread in
pulse height (Lidén and Starfelt, 1954 and Dixon
and Aitken, 1958). After this correction the in-
verse matrix method may be applied to correct for the escape effects (Rawson and Cormack, 1958 and Hubbell, 1958). It is also possible to obtain the radiation spectrum by applying successive approximations of the noninverted matrix equation (Hettinger and Starfelt, 1958a and Skarsgard et al., 1961).

If one measures radiation spectra, which are smooth and broad, and uses a total absorbing scintillation detector (Hettinger and Starfelt, 1955b), the Gaussian spread has little influence on the spectra. If the correction for the spread is omitted and the pulse-height distributions set equal to the radiation spectra, the introduced error is unimportant (Hettinger and Lidén, 1960).

Primary and secondary radiation are usually measured with different experimental arrangements. The measured spectra of secondary radiation have to be normalized with regard to the flux of the primary radiation. Either both primary and secondary radiation have to be measured in absolute units (photons per keV, cm², second and unit solid angle) or the normalization factor must be calculated from tabulated or measured exposure data. If the spectral distributions are measured in absolute units, conventional depth dose tables and backscatter data can be used as a check of the obtained spectra with regard to magnitude and shape (Hettinger and Lidén, 1960; Hettinger, 1960b; and Skarsgard and Johns, 1961).

c. Theoretically calculated spectra of scattered radiation of radiological interest have been published by Bruce and Johns (1960). The distributions of scattered x rays were determined through a combination of analytic and Monte Carlo methods. The contribution of once-scattered radiation was calculated analytically and added to the results of Monte Carlo calculations of multiple scatter.

3. Spectra of Primary Radiation

a. Spectra of x rays, 20–400 kv. A number of experimental determinations of the radiation emitted by x-ray tubes with thick targets have been made, the majority of the work being done in the past few years. An attempt will be made to survey the published data, to compare some spectra measured in various laboratories and to assess the applicability of the relation of Kulenkampff (1922) and Kramers (1923). The discussion will be concerned with the shapes of the spectra and with the absolute magnitude of the bremsstrahlung and the characteristic radiation from the target.

Table IVCl lists present available data concerning primary spectra of x rays generated at potentials from 20 kv to 400 kv. It will be noted that spectra have been reported for a wide variety of makes and types of generator and for various voltage wave-forms; they are expressed as various kinds of distributions. Most spectra measured with scintillation spectrometers are presented as number fluence distribution (N_k) as a function of photon energy (k), whereas spectra derived from absorption analysis are usually given as an exposure distribution against wave length (N_x vs λ). The filtration of the primary beam varies considerably from one spectrum to another. The most appropriate form in which a spectrum is finally presented will depend upon the use to be made of it. The choice among distributions of number fluence, energy fluence and exposure against photon energy will depend upon the particular circumstances.

It would be highly desirable to obtain a general empirical relation which would describe the shape of radiation spectra in terms of peak kilovoltage, waveform and filtration. A relation which has sometimes been used as a basis of comparison and which has the great advantage of simplicity is the thick-target formula found experimentally for x rays up to 40 kv by Kulenkampff (1922) and derived theoretically by Kramers (1923). This formula may be written as follows:

\[ I_k = A(k_0 - k) \]

where \( I_k \) is the intensity distribution function, e.g., erg cm⁻² sec⁻¹ kev⁻¹, \( A \) is the constant for a given spectrum, \( k \) is the photon energy at which \( I_k \) is evaluated and \( k_0 \) is the maximum value of \( k \).
This relation refers to the thick target bremsstrahlung unaffected by the photon absorption within the target. The absorption within the target and the electron backscatter reduce mainly the low energy part of the spectrum. For purposes of comparison, some of the measured spectra are represented together with spectra calculated from the Kulenkampff-Kramers formula modified for pulsating wave form and for filtration of all materials between the target and the detector.

Burke and Pettit (1960) have used absorption analysis to measure x-ray spectra from tubes operated at 20, 30, and 50 kv. In order to separate the continuous and characteristic components of the spectra, they collected absorption data on various tubes which differed from each other only in target material. Their 20 kv spectrum is shown in figure IVC1 together with a theoretical spectrum averaged over the sinusoidal voltage waveform and decreased in correspondence to the attenuation of the tube window.

Hettinger and Starfelt (1958a) have carried out a series of measurements of primary spectra generated at constant potentials ranging from 45 to 250 kv. Several measurements have been made by other workers of spectra generated at 50 kv. An intercomparison between these spectra and the theoretical spectrum for a filtration of 0.7 mm Al is shown in figure IVC2. Wang et al. (1957a) also made measurements with lower filtration (0.0127 mm Al + 1 mm Be) and estimated the contribution of characteristic radiation. Analysis of the shape of the scintillation spectrum indicated that 30 percent of the total intensity was due to characteristic radiation. Greening’s (1947) method for analyzing the shape of the absorption curve indicated that characteristic radiation accounted for 40 percent of the total intensity.

At 45 and 50 kv there appears to be rather good agreement among the spectra of Hettinger and Starfelt, of Aitken and Dixon, and of Wang et al. The spectra obtained by all these workers have peaks at considerably higher photon energy than that predicted by the Kulenkampff-Kramers formula. The discrepancy between the theoretical and the experimental curves in figure IVC2 is less than in figure IVC1. As pointed out by Cormack (1960, 1961), the above-mentioned modified formula may be used for an approximate prediction of the spectral shapes of x rays for voltages above 100 kv. Figures IVC3, IVC4, IVC5, and IVC6 illustrate this condition at 140 kv (constant potential), 140 kv (sinusoidal voltage waveform), 250 kv (cp) and 280 kv (p), respectively. The peaks at about 60 kev are due to characteristic K-radiation from the tungsten target. When heavier filtration is used the agreement with the theoretical formula is very much improved.

Some spectra have been measured in absolute units. Figure IVC7 shows a comparison of a 100 kv (cp) spectrum calculated by Ehrlich (1955) and one measured by Hettinger and Starfelt (1958a). The experimental intensity distribution was corrected for the absorption in the window which was equivalent to about 4 mm Al.

Figure IVC8 shows the relative number of tungsten K-photons emitted along the central ray from an x-ray tube with an inherent filtration of 4 mm Al and operating at various constant voltages. According to earlier measurements (Compton and Allison, 1935), the absolute intensity of characteristic radiation varies with the difference between the exciting and critical voltages raised to a power of 1.6, Hettinger (1960a) found the value of this exponent to be $1.2 \pm 0.1$ (fig. IVC9).
Figure IVC3. Comparison of experimental spectrum (dotted line) and spectrum calculated from the Kulenkampff-Kramers formula (solid line) modified for filtration and voltage wave form.

Figure IVC4. Comparison of experimental spectrum (dotted line) and spectrum calculated from the Kulenkampff-Kramers formula (solid line) modified for filtration and voltage wave form.

Figure IVC5. Comparison of experimental spectrum (dotted line) and spectrum calculated from the Kulenkampff-Kramers formula (solid line) modified for filtration and voltage wave form.

Figure IVC6. Comparison of experimental spectrum (dotted line) and spectrum calculated from the Kulenkampff-Kramers formula (solid line) modified for filtration and voltage wave form.

Figure IVC7. Comparison between theoretical and experimental spectrum of 100 kv thick target bremsstrahlung. The peak at 60 kev in the experimental curve is due to characteristic tungsten K-radiation.
Spectra of x rays, 1–100 MeV. Data are less plentiful and generally less accurate in this energy range than they are below 0.4 MeV. Spectra have been obtained by means of scintillation spectrometry and by measuring the energies of Compton-recoil electrons, electron-positron pairs or photo-protons from deuterium. The last two methods preclude the detection of photons with energies below the thresholds of these reactions. Scintillation spectrometry gives better statistical accuracy and makes possible the detection of the, often important, low-energy photons.

Details of some experimentally determined spectra available in the literature are given in table IVC2, the better established ones between 1 and 10 MeV being shown in figures IVC10, IVC11, IVC12, and IVC13.

Spectra depend upon the thickness of target used, as this determines the extent to which the accelerated electrons are slowed down and scattered, and the absorption of photons in the target. The effective target thickness is often uncertain with betatrons and synchrotrons, and care should be exercised in applying the results obtained with one machine to a problem associated with another.

Above 10 MeV, and with thin targets, the theory of Schiff (1951) predicts spectral shapes which are in fair agreement with experiment. Hisdal (1957) has considered the effect of multiple scattering within the target on Schiff's theory. A comprehensive discussion of the bremsstrahlung spectra generated by electron energies of 1–100 MeV has been given by Koch and Motz (1959).

c. Spectra of gamma-ray beams. The radioactive nuclides which have been used as sources for beam therapy are listed in table IVC3 together with some of their physical properties. For such
Figure IVC10. X-ray spectra obtained at 1000-kv tube potential.

Filtration: 2.8 mm W + 2.8 mm Cu + 18.7 mm water + 2.1 mm brass. Dashed curves: spectra measured by Compton spectrometer (the ordinate is photon energy multiplied by number of photons of that energy) (Miller et al., 1954). Angles refer to direction of x rays relative to initial electron direction. Solid curve: spectrum calculated by Kramers' method (1923).

Figures IVC11 and IVC12. Relative x-ray spectra (in photon/Mev interval) from a betatron (Starfelt and Koch, 1956).

Curves are given for three tungsten target thicknesses: 0.24 g/cm², 0.48 g/cm², and 5.80 g/cm². Only the curve shapes, not their relative positions, are significant. The points were obtained with a scintillation spectrometer. The solid curves were calculated from the thin target formula of Schiff (1951), and normalized to the experimental data.
use the radioactive material is enclosed in a metal capsule which effectively absorbs the beta radiation. The beam from a teletherapy unit will therefore contain primary gamma and possibly some characteristic radiation from the source, secondary radiation scattered within the source, the treatment head and the collimating system and electrons generated in any material through which the beam passes.

The gamma-ray spectrum from a radioactive nuclide consists of one or more discrete lines. The quantum energies are of interest in nuclear physics and have been determined to a high degree of precision. The gamma rays emitted by a radium source are largely due to the beta-active daughters Ra B (Pb$^{214}$) and Ra C (Bi$^{214}$) and form a complicated spectrum of some twenty lines ranging in energy from 0.05 Mev to 2.2 Mev. The average is roughly 1 Mev. Iridium-192 has rather a complicated spectrum with an intense group of lines at about 0.3 Mev, a strong line at 0.47 Mev and several other lines between 0.14 and 0.62 Mev. Cobalt-60 has a much simpler spectrum, 1.17 and 1.33 Mv gamma rays in cascade, while cesium-137 has a single gamma-ray line at 0.662 Mev. Cesium-137 units may contain some of the isotope cesium-134 whose principal gamma rays have energies of 0.57, 0.60 and 0.79 Mev and whose half life is 2.3 years.

The secondary radiation scattered from the source material and from the treatment head may constitute an appreciable fraction of the total radiation. It is therefore of importance to know the spectral distribution of the secondary radiation and also the quantity of such radiation with respect to the primary. Cormack and Johns (1958) have made approximate calculations of the Compton scattered radiation from a cobalt source 2.5 cm in diameter and 1.3 cm thick and from a tapered lead collimator. Recently, Costrell (1962) has made measurements of the scattered components in the spectra from various calibration sources of cobalt-60. The intensity of the scattered radiation was found to vary from 3 percent of the total incident intensity for a bare source 17 mm in diameter and 2.5 mm thick to 15 percent for a source simulating cobalt pellets in a capsule 5 cm in diameter and 5 cm thick mounted in a collimating head. The shapes of the spectra are very similar to those calculated by Cormack and Johns (1958). Scrimger (1962) has measured the spectrum of scattered radiation in the beam for a therapy unit containing a cobalt-60 source 2.5 cm in diameter and 1.3 cm thick in a standard capsule. The spectrum is shown in figure IVC14 and is compared with the calculated spectrum of Cormack and Johns. The spectrum was found to be almost independent of field size from 4×4 cm to 20×20 cm at 80 cm SSD. Additional studies of the radiation from various collimators are required.

Johns et al., (1959) have measured the spectrum from a cesium-137 unit by using a scintillation spectrometer. On comparison with the spectrum from a small, relatively low activity cesium-137 source the scattered spectrum from the larger
therapy source was calculated. The scattered spectrum is of nearly the same height from 0.6 Mev down to 0.2 Mev where it falls abruptly. The scattered exposure was found to be 27 percent of the primary. Costrell (1962) finds scattered contributions ranging from 8 to 21 percent of the total beam intensity for CsCl sources of various dimensions with the average energy of the scattered photons ranging from 0.3 to 0.45 Mev. Recent work of Bruce et al., (1962) shows the marked influence of radiation scattered from the collimator of a cesium-137 therapy unit.

4. Spectra of Secondary Radiation

a. Introduction. Several spectra of scattered radiation have lately been determined for different geometrical conditions. Most of the phantoms were of radiologic type with regard to geometrical dimensions. In most cases water was used as a soft-tissue-equivalent material. The point of observation was on the front or back surface of the phantom or within it. The spectral distributions depend on several variables; viz., the energy of the primary radiation, the source-surface distance, the field size, the depth of the point of observation and its position in relation to the beam axis, and the size and composition of the phantom. The spectrum of scattered radiation seems to be independent of the primary photon energy when this condition holds for first-order scattered radiation.

The secondary radiation in soft tissue consists essentially of photons which have undergone one or more Compton-scattering processes. The multiply-scattered photons become more important with increasing field size and depth of the observation point. The total number of scattered photons in relation to the primary flux, i.e., the number buildup, shows a similar trend. However, the number buildup seems to be roughly independent of the primary photon energy when this is between 50 and 250 kev. Hettinger and Lidén (1960), Hettinger (1960b), and Bjärnård and Hettinger (1961) found this condition to be valid when the point of observation was on the front of, within, and on the back of the phantom. These authors also studied the angular distribution of the scattered radiation within a radiologic phantom, the forward scattered photons being more numerous with increasing field size and depth.

Most spectra reported refer to points along the central axis. Mak and Cormack (1960) have measured 140 kv(p) and 280 kv(p) x rays and found that the spectra at points lying off the beam axis, but within the primary beam, agree very well in shape with those at points at the same depth on the central axis.

b. Spectral distributions. Table IV-C4 surveys measured and theoretically calculated spectra of secondary radiation of interest for radiology. Most of the measurements were carried out with scintillation spectrometers. Bruce and Johns (1960) have performed Monte Carlo calculations and their spectra cover a wide range of primary photon energies, field sizes and depths. Most of the spectra mentioned in table IV-C4 refer to a geometrical arrangement, where the source of primary radiation is outside the phantom and the central ray of the primary beam is perpendicular to the surface.

Figure IV-C15 shows some typical spectra calculated by Bruce and Johns (1960). The spectra refer to different depths (0, 2, 5, and 10 cm) when a parallel primary beam is perpendicularly incident on a semi-infinite water scatterer. The beam is 25, 100, 400 cm² or infinite, and the energy of the initial photons is 100 kev. The spectral fluence is given in units of kev cm⁻² (kev)⁻¹. The ordinate is normalized with regard to an incident primary fluence of 1 photon per cm². The smooth curve including the dashed line represents the contribution of multiply-scattered radiation to which the discontinuous singly scattered distribution has been added. The area under the curve gives the energy of the photons.

### Table IV-C4. Spectra of secondary radiation

<table>
<thead>
<tr>
<th>Reference</th>
<th>Primary photon energy</th>
<th>Geometry</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Payne-Scott (1937)</td>
<td>x-rays...</td>
<td>First order scatter considered within phantom,</td>
<td>Theoretical,</td>
</tr>
<tr>
<td>Greening and Wilson (1951)</td>
<td>...do...</td>
<td>Within radiol. phantom...</td>
<td>Abs. analysis.</td>
</tr>
<tr>
<td>Greening (1953)</td>
<td>70-100 kv x-rays...</td>
<td>Backscatter...</td>
<td>Scint.</td>
</tr>
<tr>
<td>Lindell (1954)</td>
<td>250 kv-10 Mev</td>
<td>Within semi-infinite media...</td>
<td>Theoretical.</td>
</tr>
<tr>
<td>Goldstein and Wilkins (1954)</td>
<td>0.66, 1 and 4 Mev</td>
<td>Backscatter...</td>
<td>Scint.</td>
</tr>
<tr>
<td>Hine and McCall (1954)</td>
<td>400 kpv x-rays...</td>
<td>Infinite field size, backscatter and transmission...</td>
<td>Monte Carlo.</td>
</tr>
<tr>
<td>Berger and Dogget (1955)</td>
<td>250 kv x-rays...</td>
<td>Within radiol. phantom...</td>
<td>Scint.</td>
</tr>
<tr>
<td>Cormick et al., (1957)</td>
<td>50-150 kev...</td>
<td>Source and detector within an infinite water tank...</td>
<td>Compton spectrometer.</td>
</tr>
<tr>
<td>Pedelle et al., (1957)</td>
<td>...do...</td>
<td>Within radiol. phantom...</td>
<td>Scint.</td>
</tr>
<tr>
<td>Cormick et al., (1958b)</td>
<td>150 kv x-rays...</td>
<td>Backscatter...</td>
<td>Do.</td>
</tr>
<tr>
<td>Hettinger and Starfelt (1959)</td>
<td>140 kv x-rays...</td>
<td>Backscatter from and scater within an irradiated medium...</td>
<td>Do.</td>
</tr>
<tr>
<td>Hettinger and Liden (1960)</td>
<td>140 kv x-rays...</td>
<td>Backscatter from and scater within radiol. phantom...</td>
<td>Do.</td>
</tr>
<tr>
<td>Cormack and Burke (1960)</td>
<td>50-250 kev...</td>
<td>Backscatter from and scater within radiol. phantom...</td>
<td>Monte Carlo.</td>
</tr>
<tr>
<td>Mak and Cormack (1960)</td>
<td>20-400 kev...</td>
<td>Backscatter from and scater within an irradiated medium...</td>
<td>Do.</td>
</tr>
<tr>
<td>Hettinger (1960b)</td>
<td>...do...</td>
<td>Backscatter from and scater within radiol. phantom...</td>
<td>Do.</td>
</tr>
<tr>
<td>Berger and Raso (1960)</td>
<td>200 kv x-rays...</td>
<td>Backscatter from and scater within an irradiated medium...</td>
<td>Do.</td>
</tr>
<tr>
<td>Bruce and Johns (1960)</td>
<td>50 kev-10 Mev</td>
<td>Backscatter from and scater within radiol. phantom...</td>
<td>Do.</td>
</tr>
<tr>
<td>Banfi (1951)</td>
<td>0.2-1 Mev...</td>
<td>Backscatter from and scater within an irradiated medium...</td>
<td>Do.</td>
</tr>
<tr>
<td>Skarsgard and Johns (1951)</td>
<td>250 kv x-rays...</td>
<td>Transmitted radiation scattered from radiol. phantom...</td>
<td>Do.</td>
</tr>
<tr>
<td>Bjärnård and Hettinger (1961)</td>
<td>50-250 kev...</td>
<td>Within radiol. phantom...</td>
<td>Do.</td>
</tr>
<tr>
<td>Bruce and Pearson (1962)</td>
<td>Cal9 radiation...</td>
<td></td>
<td>Do.</td>
</tr>
</tbody>
</table>
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scattered radiation. Inspection shows that about half of the scattered energy is due to singly scattered photons. The effective lower energy limit of the spectra is at about 25 kev. At about this photon energy the photo-electric absorption becomes so important that further energy degradation through scattering processes becomes very unlikely.

From their calculated spectra, Bruce and Johns (1960) have made matrices useful for determining spectra of scattered radiation resulting from any arbitrary continuous primary spectrum with photon energies below 400 kev.

Figure IVC16 shows some scattered spectra measured with a scintillation spectrometer. The spectra refer to primary 250 kev radiation with a HVL of 2.4 mm copper. From the spectrum at 6 cm depth and 200 cm² field size it can be calculated that the energy absorption in compact bone is somewhat more than twice that in soft tissue.

c. Comparison of experiment and calculations. Cormack (1960) has compared some spectra from Bruce and Johns (1960) with the secondary photon spectra measured by Hettinger and Starfelt (1959) and by himself (1958). In the former comparison the secondary spectra resulting from x-ray beams
The focus-surface distance is 67.5 cm; one primary photon per cm² is incident upon the phantom surface. The upper curve in each diagram corresponds to the total radiation, i.e., is the sum of primary and secondary photons. The ordinate scale in diagram c and f have been enlarged times (Hettinger and Liden, 1960).

The effective energies of 63, 113, and 184 kev were compared with the theoretical spectra for monoenergetic sources of the equivalent energy. Agreement in magnitude and general shape was good although the measured spectra did not display the discontinuities of the theoretical as they were not from monoenergetic primaries (fig. IVC17). Cormack's second comparison was for a scattered spectrum generated by 280 kv(p) x rays with HVL of 2.6-mm copper. The agreement in the shape of the spectra was good but no test was made of the absolute magnitude.

Bruce et al., (1962) have made a comparison of their Monte Carlo results (1960) with the secondary x rays measured by Skarsgard and Johns (1961) and with their own measurements of cesium-137 and cobalt-60 spectra. The calculated and measured spectra agree within the limits of error.

d. Equivalent energy or HVL in a medium. Although the half value layer is strictly defined only for a nearly monodirectional beam of radiation, an equivalent HVL or energy may be used as a partial description of the quality of the multidirectional radiation within an irradiated medium. Values of the equivalent energy have been measured using double ionization chambers by Bruzau (1929), Wilson (1939), Clarkson and Mayneord (1939), Greening and Wilson (1951), and Schaal (1956). Values of the equivalent HVL may also be calculated from the complete spectral distribution making use of tabulated attenuation coefficients. Table IVC5 shows values of the equivalent HVL determined in this way by a number of workers for water phantoms irradiated with x rays.
The energy deposition along the tracks of the electrons may be described in various ways (see also subsection I Alg). McGinnies (1959) gives tables based on the theory developed by Spencer and Fano (1954) of the energy spectrum of electrons as they slow down from a number of initial energies. Burch (1957) has derived a method of progressively calculating for a complete initial energy spectrum the energy dissipated by small collisions in each of a number of electron energy intervals. A graphical summary of various electron-dissipation distributions as a function of linear energy transfer has been presented by Howard-Flanders (1958). Rossi et al., (1961) have critically discussed the specification energy deposition in a small volume with particular attention to the statistical fluctuations and to the combined effect of more than one traversing particle. Rossi also measured energy deposition distributions of electrons set in motion by gamma rays and for protons set in motion by fast neutrons.

In the present state of knowledge it does not appear useful to present here a detailed description of methods for determining energy deposition distributions nor to summarize existing data.
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Appendix I

Radiation Quantities and Units

1. Introduction

There has recently been much discussion of the fundamental concepts and quantities employed in radiation dosimetry. This has arisen partly from the rapid increase in the number of individuals using these concepts in the expanding field of nuclear science and technology, partly because of the need for extending the concepts so that they would be of use at higher photon energies and for particulate as well as for photon radiation, but chiefly because of certain obscurities in the existing formulation of the quantities and units themselves.

The roentgen, for example, was originally defined to provide the best quantitative measure of exposure to medium-energy x radiation which the measuring techniques of that day (1928) permitted. The choice of air as a standard substance was not only convenient but, also appropriate for a physical quantity which was to be correlated with the biological effect of x rays, since the effective atomic number of air is not very different from that of tissue. Thus a given biological response could be reproduced approximately by an equal exposure in roentgens for x-ray energies available at that time. Since 1928 the definition of the roentgen has been changed several times, and this has reflected some feeling of dissatisfaction with the lack of clarity of the concept.

The most serious source of confusion was the failure to define adequately the radiation quantity of which the roentgen was said to be the unit. As a consequence of this omission the roentgen had gradually acquired a double role. The use of this name for the unit had become recognized as a way of specifying not only the magnitude but also the nature of the quantity measured. This practice conflicts with the general usage in physics, which permits, within the same field, the use of a particular unit for all quantities having the same dimensions.

Even before this, the need for accurate dosimetry of neutrons and of charged particles from accelerators or from radionuclides had compelled the International Commission on Radiological Units (ICRU) to extend the number of concepts. It was also desired to introduce a new quantity which could be more directly correlated with the local biological and chemical effects of radiation. This quantity, absorbed dose, has a generality and simplicity which greatly facilitated its acceptance, and in a very few years it has become widely used in every branch of radiation dosimetry.

The introduction of absorbed dose into the medical and biological field was further assisted by defining a special unit—the rad. One rad is approximately equal to the absorbed dose delivered when soft tissue is exposed to 1 roentgen of medium voltage x radiation. Thus in many situations of interest to medical radiology, but not in all, the numbers or roentgens and rads associated with a particular medical or biological effect are approximately equal and experience with the earlier unit could be readily transferred to the new one. Although the rad is merely a convenient multiple of the fundamental unit, erg/g, it has already acquired, at least in some circles, the additional connotation that the only quantity which can be measured in rads is absorbed dose. On the other hand, the rad has been used by some authors as a unit for a quantity called by them first collision dose; this practice is deprecated by the Commission.

Being aware of the need for preventing the emergence of different interpretations of the same quantity, or the introduction of undesirable, unrelated quantities or units in this or similar fields of measurement, the ICRU set up, during its meeting in Geneva in September 1958, an Ad Hoc Committee. The task of this committee was to review the fundamental concepts, quantities, and units which are required in radiation dosimetry and to recommend a system of concepts and a set of definitions which would be, as far as possible, internally consistent and of sufficient generality to cover present requirements and such future requirements as can be foreseen. The committee was instructed to pay more attention to consistency and rigor than to the historical development of the subject and was authorized to reject any existing quantities or units which seemed to hinder a consistent and unified formulation of the concepts.

*1 Taken from Radiation Quantities and Units, International Commission on Radiological Units and Measurements, Report 10a, National Bureau of Standards Handbook 84 (numbers refer to paragraphs in the original report).

Bertrand Russell\(^2\) in commenting on the use and abuse of the concept of infinitesimals by mathematicians, remarks: "But mathematicians did not at first pay heed to (these) warnings. They went ahead and developed their science, and it is well that they should have done so. It is a peculiar fact about the genesis and growth of new disciplines that too much rigor too early imposed stifles the imagination and stultifies invention. A certain freedom from the strictures of sustained formality tends to promote the development of a subject in its early stages, even if this means the risk of a certain amount of error. Nonetheless, there comes a time in the development of any field when standards of rigor have to be tightened."

The purpose of the present reexamination of the concepts to be employed in radiation dosimetry was primarily "to tighten standards of rigor." If, in the process, some increased formality is required in the definitions in order to eliminate any foreseeable ambiguities, this must be accepted.

2. General Considerations

The development of the more unified presentations of quantities and units which is here proposed was stimulated and greatly assisted by mathematical models of the dosimetric field which had been proposed by some members of the committee in an effort to clarify the concepts. It appeared, however, that the essential features of the mathematical models had been incorporated into the definitions and hence the need for their exposition in this report largely disappeared. The mathematical approach is published elsewhere.\(^3\)

As far as possible, the definitions of the various fundamental quantities given here conform to a common pattern. Complex quantities are defined in terms of the simpler quantities of which they are comprised.

The passage to a "macroscopic limit" which has to be used in defining point quantities in other fields of physics can be adapted to radiation quantities and a special discussion of this is included in the section headed "limiting procedures."

The general pattern adopted is to give a short definition and to indicate the precise meaning of any special phrase or term used by means of an explanatory note following the definition. There has been no attempt to make the list of quantities which are defined here comprehensive. Rather, the Commission has striven to clarify the fundamental dosimetric quantities and a few others (such as activity) which were specifically referred to it for discussion.

It is recognized that certain terms for which definitions are proposed here are of interest in other fields of science and that they are already variously defined elsewhere. The precise wording of the definition and even the name and symbol given to any such quantity, may at some future date require alteration if discussions with representatives of the other interested groups of scientists should lead to agreement on a common definition or symbol. Although the definitions presented here represent some degree of compromise, they are believed to meet the requirements in the field of radiation dosimetry.

3. Quantities, Units, and Their Names

The Commission is of the opinion that the definition of concepts and quantities is a fundamental matter and that the choice of units is of less importance. Ambiguity can best be avoided if the defined quantity which is being measured is specified. Nevertheless, the special units do exist in this as in many other fields. For example, the hertz is restricted, by established convention, to the measurement of vibrational frequency, and the curie, in the present recommendations, to the measurement of the activity of a quantity of a nuclide. One does not measure activity in hertz nor frequency in curies although these quantities have the same dimensions.

It was necessary to decide whether or not to extend the use of the special dosimetric units to other more recently defined quantities having the same dimensions, to retain the existing restriction on their use to one quantity each, or to abandon the special units altogether. The Commission considers that the addition of further special units in the field of radiation dosimetry is undesirable, but continues to recognize the existing special units. It sees no objection, however, to the expression of any defined quantity in the appropriate units of a coherent physical system. Thus, to express absorbed dose in ergs per gram or joules per kilogram, exposure in coulombs per kilogram or activity in reciprocal seconds, are entirely acceptable alternatives to the use of the special units which, for historical reasons, are usually associated with these quantities.

The ICRU recommends that the use of each special unit be restricted to one quantity as follows:

- The rad—solely for absorbed dose
- The roentgen—solely for exposure
- The curie—solely for activity.

It recommends further that those who prefer to express quantities such as absorbed dose and kerma (see below) in the same units should use units of an internationally agreed coherent system.

Several new names are proposed in the present report. When the absorbed dose concept was adopted in 1953, the Commission recognized the need for a term to distinguish it from the quantity of which the roentgen is the unit. In 1956 the Commission proposed the term exposure for this latter quantity. To meet objections by the ICRP, a compromise term, "exposure dose" was agreed upon.\(^4\) While this term has come into some use


\(^3\) Rossi, H. H. and Roesch, W. C., Field Equations in Dosimetry, Radiation Res. 16, 788 (1962).

since then, it has never been considered as completely satisfactory. In the meantime, the basic cause of the ICRP objection has largely disappeared since most legal codes use either the units rad or rem.

Since in this report the whole system of radiological quantities and units has come under critical review, it seemed appropriate to reconsider the 1956 decision. Numerous names were examined as a replacement for exposure dose, but there were serious objections to any which included the word dose. There appeared to be a minimum of objection to the name exposure and hence this term has been adopted by the Commission with the hope that the question has been permanently settled. It involves a minimum change from the older name exposure dose. Furthermore, the elimination of the term "dose" accomplishes the long-felt desire of the Commission to retain the term dose for one quantity only—the absorbed dose.

The term "RBE dose" has in past publications of the Commission not been included in the list of definitions but was merely presented as a "recognized symbol". In its 1959 report the Commission also expressed misgivings over the utilization of the same term, "RBE", in both radiobiology and radiation protection. It now recommends that the term RBE be used in radiobiology only and that another name be used for the linearenergy-transfer-dependent factor by which absorbed doses are to be multiplied to obtain, for purposes of radiation protection, a quantity that expresses, on a common scale for all ionizing radiations, the irradiation incurred by exposed persons. The name recommended for this factor is the quality factor (QF). Provisions for other factors are also made. Thus a distribution factor (DF), may be used to express the modification of biological effect due to non-uniform distribution of internally deposited isotopes. The product of absorbed dose and modifying factors is termed the dose equivalent (DE).

As a result of discussions between ICRU and ICRP the following formulation has been agreed upon:

The Dose Equivalent

1. For protection purposes it is useful to define a quantity which will be termed the "dose equivalent" (DE).

2. (DE) is defined as the product of absorbed dose, D, quality factor (QF); dose distribution factor (DF), and other necessary modifying factors.

\[ (DE) = D \times QF \times DF \]

3. The unit of dose equivalent is the "rem". The dose equivalent is numerically equal to the dose in rads multiplied by the appropriate modifying factors.

Although this statement does not cover a number of theoretical aspects (in particular the physical dimensions of some of the quantities) it fulfills the immediate requirement for an unequivocal specification of a scale that may be used for numerical expression in radiation protection.

Another new name is that for the quantity which represents the kinetic energy transferred to charged particles by the uncharged particles per unit mass of the irradiated medium. This is the same as one of the common interpretations of a concept "first collision dose," that has proved to be of great value in the dosimetry of fast neutrons. The concept is also closely related to the energy equivalent of exposure in an x-ray beam. The name proposed, kerma, is based on the initials of kinetic energy released in material.

Still another new name is the energy fluence which is here attached to the quantity in the 1953 ICRU report called quantity of radiation. The latter term was dropped in the 1956 ICRU report, but the concept—time integral of intensity—remains a useful one and the proposed term appears to be acceptable in other languages as well as English. A related quantity, particle fluence, which is equivalent to the quantity net used in neutron physics, is included to round out the system of radiation quantities.

The quantity for which the curie is the unit was referred to the committee for a name and definition. Hitherto the curie has been defined as a quantity of the radioactive nuclide such that 3.7X10^10 disintegrations per second occur in it. However, it has never been specified what was meant by quantity of a nuclide, whether it be a number, mass, volume, etc. Meanwhile the custom has grown of identifying the number of curies of a radionuclide with its transformation rate. Because of the vagueness of the original concept, because of the custom of identifying curies with transformation rate and because it appeared not to interfere with any other use of the curie, the Commission recommends that the term activity be used for the transformation rate, and that the curie be made its unit. It is recognized that the definition of the curie is of interest to other bodies in addition to the ICRU, but by this report we recommend that steps be taken to redefine it as 3.7X10^10s^-1, i.e., as a unit of activity and not of quantity of a radioactive nuclide.

It is also recommended that the term specific gamma-ray constant be used instead of specific gamma-ray emission for the quotient of the exposure rate at a given distance by the activity. The former term focuses attention on the constancy of this quotient for a given radioactive nuclide rather than the emission of the source.
4. Detailed Considerations

A. Limiting Procedures

Except in the case of a uniform distribution of sources throughout a large region, radiation fields are in general nonuniform in space. They may also be variable in time. Many of the quantities defined in this report have to be specified as functions of space or time, and in principle they must therefore be determined for sufficiently small regions of space or intervals of time by some limiting procedure. There are conceptual difficulties in taking such limits for quantities which depend upon the discrete interactions between radiations and atoms. Similar difficulties arise with other macroscopic physical quantities such as density or temperature and they must be overcome by means of an appropriate averaging procedure.

To illustrate this procedure we may consider the measurement of the macroscopic quantity "absorbed dose" in a nonuniform radiation field. In measuring this dose the quotient of energy by mass must be taken in an elementary volume in the medium which, on the one hand, is so small that a further reduction in its size would not appreciably change the measured value of the quotient of energy by mass and, on the other hand is still large enough to contain many interactions and be traversed by many particles. If it is impossible to find a mass such that both these conditions are met, the dose cannot be established directly in a single measurement. It can only be deduced from multiple measurements that involve extrapolation or averaging procedures. Similar considerations apply to some of the other concepts defined below. The symbol Δ precedes the symbols for quantities that may be concerned in such averaging procedures.

In the measurement of certain material constants such as stopping power, absorption coefficient, etc., the limiting procedure can be specified more rigorously. Such constants can be determined for a given material with any desired accuracy without difficulties from statistical fluctuations. In these cases the formula quoted in the definitions are presented as differential quotients.

B. Spectral Distributions and Mean Values

In practice many of the quantities defined below to characterize a radiation field and its interaction with matter are used for radiations having a complex energy spectrum. An important general concept in this connection is the spectral concentration of one quantity with respect to another. The spectral concentration is the ordinate of the distribution function of the first quantity with respect to the second. The independent quantity need not always be energy or frequency; one can speak of the spectral concentration of flux density with respect to quantum energy or of the absorbed dose with respect to linear energy transfer. The interaction constants (such as μ, S and W) referred to in this report are often mean values taken over the appropriate spectral distributions of the corresponding quantities.

C. Units

For any of the quantities defined below the appropriate unit of an internationally agreed coherent system can be used. In addition certain special units are reserved for special quantities: the rad for absorbed dose the roentgen for exposure the curie for activity.

D. Definitions

1. Directly ionizing particles are charged particles (electrons, protons, α-particles, etc.) having sufficient kinetic energy to produce ionization by collision.
2. Indirectly ionizing particles are uncharged particles (neutrons, photons, etc.) which can liberate directly ionizing particles or can initiate a nuclear transformation.
3. Ionizing radiation is any radiation consisting of directly or indirectly ionizing particles or a mixture of both.
4. The energy imparted by ionizing radiation to the matter in a volume is the difference between the sum of the energies of all the directly and indirectly ionizing particles which have entered the volume and the sum of the energies of all those which have left it, minus the energy equivalent of any increase in rest mass that took place in nuclear or elementary particle reactions within the volume.

Notes: (a) The above definition is intended to be exactly equivalent to the previous meanings given by the ICRU to "energy retained by matter and made locally available" or "energy which appears as ionization, excitation, or changes of chemical bond energies". The present formulation specifies what energy is to be included without requiring a lengthy, and possibly incomplete, catalog of the different types of energy transfer.
(b) Ultimately, most of the energy imparted will be degraded and appear as heat. Some of it, however, may appear as a change in interatomic bond energies. Moreover, during the degradation process the energy will diffuse and the distribution of heat produced may be different from the distribution of imparted energy. For these reasons the energy imparted cannot always be equated with the heat produced.
(c) The quantity energy imparted to matter in a given volume is identical with the quantity often called integral absorbed dose in that volume.

---

1 In interpreting radiation effects the macroscopic concept of absorbed dose may not be sufficient. Whenever the statistical fluctuations around the mean value are important, additional parameters describing the distribution of absorbed energy on a microscopic scale are necessary.
(5) The absorbed dose ($D$) is the quotient of $\Delta E_p$ by $\Delta m$, where $\Delta E_p$ is the energy imparted by ionizing radiation to the matter in a volume element, $\Delta m$ is the mass of the matter in that volume element and $\Delta$ has the meaning indicated in section 4.A.

$$D = \frac{\Delta E_p}{\Delta m}$$

The special unit of absorbed dose is the rad.

$$1 \text{ rad} = 100 \text{ erg/g} = \frac{1}{100} \text{ J/kg}$$

Note: $J$ is the abbreviation for Joule.

(6) The absorbed dose rate is the quotient of $\Delta D$ by $\Delta t$, where $\Delta D$ is the increment in absorbed dose in time $\Delta t$ and $\Delta$ has the meaning indicated in section 4.A.

Absorbed dose rate $= \frac{\Delta D}{\Delta t}$

A special unit of absorbed dose rate is any quotient of the rad by a suitable unit of time (rad/day, rad/minute, rad/hour, etc.).

(7) The particle fluence $^6$ or fluence ($\Phi$) of particles is the quotient of $\Delta N$ by $\Delta a$, where $\Delta N$ is the number of particles which enter a sphere $^7$ of cross-sectional area $\Delta a$ and $\Delta$ has the meaning indicated in section 4.A.

$$\Phi = \frac{\Delta N}{\Delta a}$$

(8) The particle flux density or flux density ($\varphi$) of particles is the quotient of $\Delta \Phi$ by $\Delta t$ where $\Delta \Phi$ is the particle fluence in time $\Delta t$ and $\Delta$ has the meaning indicated in section 4.A.

$$\varphi = \frac{\Delta \Phi}{\Delta t}$$

Note: This quantity may also be referred to as particle fluence rate.

(9) The energy fluence ($F$) of particles is the quotient of $\Delta E_p$ by $\Delta a$, where $\Delta E_p$ is the sum of the energies, exclusive of rest energies, of all the particles which enter a sphere $^8$ of cross-sectional area $\Delta a$ and $\Delta$ has the meaning indicated in section 4.A.

$$F = \frac{\Delta E_p}{\Delta a}$$

(10) The energy flux density or intensity ($I$) is the quotient of $\Delta F$ by $\Delta t$ where $\Delta F$ is the energy fluence in the time $\Delta t$ and $\Delta$ has the meaning indicated in section 4.A.

$$I = \frac{\Delta F}{\Delta t}$$

Note: This quantity may also be referred to as energy fluence rate.

(11) The kerma $^9$ ($K$) is the quotient of $\Delta E_K$ by $\Delta m$, where $\Delta E_K$ is the sum of the initial kinetic energies of all the charged particles liberated by indirectly ionizing particles in a volume element of the specified material, $\Delta m$ is the mass of the matter in that volume element and $\Delta$ has the meaning indicated in section 4.A.

$$K = \frac{\Delta E_K}{\Delta m}$$

Notes: (a) Since $\Delta E_K$ is the sum of the initial kinetic energies of the charged particles liberated by indirectly ionizing particles, it includes not only the kinetic energy these charged particles expend in collisions but also the energy they radiate in bremsstrahlung. The energy of any charged particles is also included when these are produced in secondary processes occurring within the volume element. Thus the energy of Auger electrons is part of $\Delta E_K$.

(b) In actual measurements $\Delta m$ should be so small that its introduction does not appreciably disturb the radiation field. This is particularly necessary if the medium for which kerma is determined is different from the ambient medium; if the disturbance is appreciable an appropriate correction must be applied.

(c) It may often be convenient to refer to a value of kerma or of kerma rate for a specified material in free space or at a point inside a different material. In such a case the value will be that which would be obtained if a small quantity of the specified material were placed at the point of interest. It is, however, permissible to make a statement such as: “The kerma for air at the point $P$ inside a water phantom is . . . .” recognizing that this is a shorthand version of the fuller description given above.

(d) A fundamental physical description of a radiation field is the intensity (energy flux density) at all relevant points. For the purpose of dosimetry, however, it may be convenient to describe the field of indirectly ionizing particles in terms of the kerma rate for a specified material. A suitable material would be air for electromagnetic radiation of moderate energies, tissue for all radiations in medicine or biology, or any relevant material for studies of radiation effects.

---

*This quantity is the same as the quantity, net, commonly used in neutron physics.

7 This quantity is sometimes defined with reference to a plane of area $\Delta a$, instead of a sphere of cross-sectional area $\Delta a$. The plane quantity is less useful for the present purposes and it will not be defined. The two quantities are equal for a unidirectional beam of particles perpendicularly incident upon the plane area.

8 See footnote 7.

9 Various other methods of specifying a radiation field have been used, e.g., for a neutron source the "first collision dose" in a standard material at a specified point (see Introduction).
Kerma can also be a useful quantity in dosimetry when charged particle equilibrium exists at the position and in the material of interest, and bremsstrahlung losses are negligible. It is then equal to the absorbed dose at that point. In beams of x or gamma rays or neutrons, whose energies are moderately high, transient charged-particle equilibrium can occur; in this condition the kerma is just slightly less than the absorbed dose. At very high energies the difference becomes appreciable. In general, if the range of directly ionizing particles becomes comparable with the mean free path of the indirectly ionizing particles, no equilibrium will exist.

(12) The kerma rate is the quotient of $\Delta K$ by $\Delta t$, where $\Delta K$ is the increment in kerma in time $\Delta t$ and $\Delta$ has the meaning indicated in section 4.A.

(13) The exposure ($X$) is the quotient of $\Delta Q$ by $\Delta m$, where $\Delta Q$ is the sum of the electrical charges on all the ions of one sign produced in air when all the electrons (negatrons and positrons), liberated by photons in a volume element of air whose mass is $\Delta m$, are completely stopped in air and $\Delta$ has the meaning indicated in section 4.A.

$$X = \frac{\Delta Q}{\Delta m}$$

The special unit of exposure is the roentgen (R).

$$1R = 2.58 \times 10^{-4} \text{ C/kg}$$

Notes: (a) The words “charges on all the ions of one sign” should be interpreted in the mathematically absolute sense.

(b) The ionization arising from the absorption of bremsstrahlung emitted by the secondary electrons is not to be included in $\Delta Q$. Except for this small difference, significant only at high energies, the exposure as defined above is the ionization equivalent of the kerma in air.

(c) With present techniques it is difficult to measure exposure when the photon energies involved lie above a few Mev or below a few kev.

(d) As in the case of kerma (4D(11), note (e)), it may often be convenient to refer to a value of exposure or of exposure rate in free space or at a point inside a material different from air. In such a case the value will be that which would be determined for a small quantity of air placed at the point of interest. It is, however, permissible to make a statement such as: “The exposure at the point $P$ inside a water phantom is . . . .”

(14) The exposure rate is the quotient of $\Delta X$ by $\Delta t$, where $\Delta X$ is the increment in exposure in time $\Delta t$ and $\Delta$ has the meaning indicated in section 4.A,

$$\text{Exposure rate} = \frac{\Delta X}{\Delta t}$$

A special unit of exposure rate is any quotient of the roentgen by a suitable unit of time ($R$/s, $R$/min, $R$/h, etc.).

(15) The mass attenuation coefficient ($\frac{\mu}{\rho}$) of a material for indirectly ionizing particles is the quotient of $dN$ by the product of $\rho$, $N$, and $dl$ where $N$ is the number of particles incident normally upon a layer of thickness $dl$ and density $\rho$, and $dN$ is the number of particles that experience interactions in this layer.

$$\frac{\mu}{\rho} = \frac{1}{\rho} \frac{dN}{N dl}$$

Notes: (a) The term “interactions” refers to processes whereby the energy or direction of the indirectly ionizing particles is altered.

(b) For x or gamma radiations

$$\frac{\mu}{\rho} = \frac{\tau}{\rho} + \frac{\sigma + \sigma_{\text{coh}} + K}{\rho}$$

where $\tau$ is the mass photoelectric attenuation coefficient, $\frac{\sigma}{\rho}$ is the total Compton mass attenuation coefficient, $\frac{\sigma_{\text{coh}}}{\rho}$ is the mass attenuation coefficient for coherent scattering, and $\frac{K}{\rho}$ is the pair-production mass attenuation coefficient.

(16) The mass energy transfer coefficient ($\frac{\mu_K}{\rho}$) of a material for indirectly ionizing particles is the quotient of $dE_K$ by the product of $E$, $\rho$, and $dl$ where $E$ is the sum of the energies (excluding rest energies) of the indirectly ionizing particles incident normally upon a layer of thickness $dl$ and density $\rho$, and $dE_K$ is the sum of the kinetic energies of all the charged particles liberated in this layer.

$$\frac{\mu_K}{\rho} = \frac{1}{E \rho} \frac{dE_K}{dl}$$

Notes: (a) The relation between fluence and kerma may be written as

$$K = F \frac{\mu_K}{\rho}$$

(b) For x or gamma rays of energy $\hbar \nu$

$$\frac{\mu_K}{\rho} = \frac{\tau_a}{\rho} + \frac{\sigma_a + \kappa_a}{\rho}$$

where

$$\frac{\tau_a}{\rho} = \frac{\tau}{\rho} \left(1 - \frac{\delta}{\hbar \nu}\right)$$
The photoelectric mass attenuation coefficient, \( \delta = \text{average energy emitted as fluorescent radiation per photon absorbed}. \) and

\[
\frac{\sigma_p}{\rho} = \frac{\sigma}{\rho} E_e \approx \frac{\sigma E_e}{\rho h\nu}
\]

\( \sigma = \text{total Compton mass attenuation coefficient}, \quad E_e = \text{average energy of the Compton electrons per scattered photon}. \)

\[
\frac{\sigma}{\rho} = E_e \left( 1 - \frac{2mc^2}{h\nu} \right)
\]

\( \frac{\kappa}{\rho} = \text{mass attenuation coefficient for pair production}, \quad mc^2 = \text{rest energy of the electron}. \)

(17) The mass energy-absorption coefficient \( \left( \frac{\mu_{en}}{\rho} \right) \) of a material for indirectly ionizing particles is

\[
\frac{\mu_{en}}{\rho} (1 - G) \quad \text{where } G = \text{the proportion of the energy of secondary charged particles that is lost to bremsstrahlung in the material.}
\]

Notes: (a) When the material is air, \( \frac{\mu_{en}}{\rho} \) is proportional to the quotient of exposure by fluence.

(b) \( \frac{\mu_{en}}{\rho} \) and \( \frac{\mu}{\rho} \) do not differ appreciably unless the kinetic energies of the secondary particles are comparable with or larger than their rest energy.

(18) The mass stopping power \( \left( \frac{S}{\rho} \right) \) of a material for charged particles is the quotient of \( dE_s \) by the product of \( dl \) and \( \rho \), where \( dE_s \) is the average energy lost by a charged particle of specified energy in traversing a path length \( dl \), and \( \rho \) is the density of the medium.

\[
\frac{S}{\rho} = \frac{1}{\rho} \frac{dE_s}{dl}
\]

Note: \( dE_s \) denotes energy lost due to ionization, electronic excitation and radiation. For some purposes it is desirable to consider stopping power with the exclusion of bremsstrahlung losses. In this case \( \frac{S}{\rho} \) must be multiplied by an appropriate factor that is less than unity.

(19) The linear energy transfer \( (L) \) of charged particles in a medium is the quotient of \( dE_L \) by \( dl \) where \( dE_L \) is the average energy locally imparted to the medium by a charged particle of specified energy in traversing a distance of \( dl \).

\[
L = \frac{dE_L}{dl}
\]

Notes: (a) The term “locally imparted” may refer either to a maximum distance from the track or to a maximum value of discrete energy loss by the particle beyond which losses are no longer considered as local. In either case the limits chosen should be specified.

(b) The concept of linear energy transfer is different from that of stopping power. The former refers to energy imparted within a limited volume, the latter to loss of energy regardless of where this energy is absorbed.

(20) The average energy \( W \) expended in a gas per ion pair formed is the quotient of \( E \) by \( \bar{N}_w \), where \( \bar{N}_w \) is the average number of ion pairs formed when a charged particle of initial energy \( E \) is completely stopped by the gas.

\[
W = \frac{E}{\bar{N}_w}
\]

Notes: (a) The ions arising from the absorption of bremsstrahlung emitted by the charged particles are not to be counted in \( \bar{N}_w \).

(b) In certain cases it may be necessary to consider the variation in \( W \) along the path of the particle, and a differential concept is then required, but is not specifically defined here.

(21) A nuclide is a species of atom having specified numbers of neutrons and protons in its nucleus.

(22) The activity \( (A) \) of a quantity of a radioactive nuclide is the quotient of \( \Delta N \) by \( \Delta t \) where \( \Delta N \) is the number of nuclear transformations which occur in this quantity in time \( \Delta t \) and \( \Delta \) has the meaning indicated in section 4.A.

\[
A = \frac{\Delta N}{\Delta t}
\]

The special unit of activity is the curie (c).

\[1c = 3.7 \times 10^{10} \text{s}^{-1} \text{ (exactly)}\]

Note: In accordance with the former definition of the curie as a unit of quantity of a radioactive nuclide, it was customary and correct to say: "Y curies of P-32 were administered..." It is still permissible to make such statements rather than use the longer form which is now correct: "A quantity of P-32 was administered whose activity was Y curies."
(23) The specific gamma ray constant \((\Gamma)\) of a gamma-emitting nuclide is the quotient of \(l^2 \frac{\Delta X}{\Delta t}\) by \(A\), where \(\frac{\Delta X}{\Delta t}\) is the exposure rate at a distance \(l\) from a point source of this nuclide having an activity \(A\) and \(\Delta\) has the meaning indicated in section 4.A.

\[
\Gamma = \frac{l^2 \Delta X}{A \Delta t}
\]

Special units of specific gamma ray constant are \(Rm^2 h^{-1}y^{-1}\) or any convenient multiple of this.

Note: It is assumed that the attenuation in the source and along \(l\) is negligible. However, in the case of radium the value of \(r\) is determined for a filter thickness of 0.5 mm of platinum and in this case the special units are \(Rm^2 h^{-1}y^{-1}\) or any convenient multiple of this.

### Table 4.1. Table of quantities and units

<table>
<thead>
<tr>
<th>No.</th>
<th>Name</th>
<th>Symbol</th>
<th>Dimensions</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>MKSA</td>
</tr>
<tr>
<td>4</td>
<td>Energy imparted (integral absorbed dose).</td>
<td>(E)</td>
<td>J, erg</td>
<td>g, rad.</td>
</tr>
<tr>
<td>5</td>
<td>Absorbed dose</td>
<td>(D)</td>
<td>J kg(^{-1}), erg g(^{-1})</td>
<td>rad, etc.</td>
</tr>
<tr>
<td>6</td>
<td>Absorbed dose rate</td>
<td>(D)</td>
<td>J kg(^{-1})s(^{-1}), erg g(^{-1})s(^{-1})</td>
<td>rad s(^{-1}), etc.</td>
</tr>
<tr>
<td>7</td>
<td>Particle fluence or fluence</td>
<td>(\Phi)</td>
<td>m(^{-2})</td>
<td>cm(^{-2})</td>
</tr>
<tr>
<td>8</td>
<td>Particle flux density</td>
<td>(\Phi)</td>
<td>m(^{-2})s(^{-1})</td>
<td>cm(^{-2})s(^{-1})</td>
</tr>
<tr>
<td>9</td>
<td>Energy fluence</td>
<td>(F)</td>
<td>J m(^{-2}), erg cm(^{-2})</td>
<td>rad, etc.</td>
</tr>
<tr>
<td>10</td>
<td>Energy flux density or intensity</td>
<td>(F)</td>
<td>J m(^{-2})s(^{-1}), erg cm(^{-2})s(^{-1})</td>
<td>rad s(^{-1}), etc.</td>
</tr>
<tr>
<td>11</td>
<td>Kerma</td>
<td>(K)</td>
<td>J kg(^{-1}), erg g(^{-1})</td>
<td>rad, etc.</td>
</tr>
<tr>
<td>12</td>
<td>Kerma rate</td>
<td>(K)</td>
<td>J kg(^{-1})s(^{-1}), erg g(^{-1})s(^{-1})</td>
<td>rad s(^{-1}), etc.</td>
</tr>
<tr>
<td>13</td>
<td>Exposure</td>
<td>(X)</td>
<td>C kg(^{-1}), erg g(^{-1})</td>
<td>rad, etc.</td>
</tr>
<tr>
<td>14</td>
<td>Exposure rate</td>
<td>(X)</td>
<td>C kg(^{-1})s(^{-1}), erg g(^{-1})s(^{-1})</td>
<td>rad s(^{-1}), etc.</td>
</tr>
<tr>
<td>15</td>
<td>Mass attenuation coefficient</td>
<td>(\mu)</td>
<td>J m(^{-2})</td>
<td>cm(^{-1})</td>
</tr>
<tr>
<td>16</td>
<td>Mass energy transfer coefficient</td>
<td>(\mu)</td>
<td>J m(^{-2})</td>
<td>cm(^{-1})</td>
</tr>
<tr>
<td>17</td>
<td>Mass energy absorption coefficient</td>
<td>(\mu)</td>
<td>J m(^{-2})</td>
<td>cm(^{-1})</td>
</tr>
<tr>
<td>18</td>
<td>Mass stopping power</td>
<td>(S)</td>
<td>J m(^{-2})</td>
<td>cm(^{-1})</td>
</tr>
<tr>
<td>19</td>
<td>Linear energy transfer</td>
<td>(L)</td>
<td>J m(^{-1}), erg cm(^{-1})</td>
<td>kev((\mu)m)(^{-1})</td>
</tr>
<tr>
<td>20</td>
<td>Average energy per ion pair</td>
<td>(W)</td>
<td>J, erg</td>
<td>ev</td>
</tr>
<tr>
<td>22</td>
<td>Activity</td>
<td>(A)</td>
<td>C s(^{-1}), s(^{-1})</td>
<td>curie, (Rm^2 h^{-1}y^{-1}), etc.</td>
</tr>
<tr>
<td>23</td>
<td>Specific gamma-ray constant</td>
<td>(G)</td>
<td>Cm(^2)kg(^{-1}), esu cm(^2)g(^{-1})</td>
<td>(Rm^2 h^{-1}y^{-1}), etc.</td>
</tr>
</tbody>
</table>

\* It was desired to present only one set of dimensions for each quantity, a set that would be suitable in both the MKSA and electrostatic-cgs systems. To do this it was necessary to use a dimension \(Q\), for the electrical charge, that is not a fundamental dimension in either system. In the MKSA system (fundamental dimensions \(M, L, T\)) it represents the product \(IT\) in the electrostatic-cgs system (\(M, L, T\)) it represents \(M^{1/2}L^{1/2}T^{-1}\).
### Recommendations of International Commission on Radiological Units and Measurements (ICRU)

<table>
<thead>
<tr>
<th>ICRU Report Number</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Discussion on International Units and Standards for X-ray Work&lt;br&gt;Brit. J. Radiol. 23, 64 (1927)</td>
</tr>
<tr>
<td>2</td>
<td>International X-ray Unit of Intensity&lt;br&gt;Brit. J. Radiol. (new series) 1, 363 (1928)</td>
</tr>
<tr>
<td>3</td>
<td>Report of Committee on Standardization of X-ray Measurements&lt;br&gt;Radiology 22, 289 (1934)</td>
</tr>
<tr>
<td>4</td>
<td>Recommendations of the International Committee for Radiological Units&lt;br&gt;Radiology 23, 580 (1934)</td>
</tr>
<tr>
<td>5</td>
<td>Recommendations of the International Committee for Radiological Units&lt;br&gt;Radiology 29, 634 (1937)</td>
</tr>
</tbody>
</table>

---

* Current recommendations are included.<br>** All of these publications are in English and may have been translated in other languages.