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COMPUTER NETWORKING: APPROACHES TO QUALITY SERVICE ASSURANCE

Rona B. Stillman

The problem of quality service assurance in a (gen-
eralized) computer networking environment is addressed. In
the absence of any direct, well-defined, quantitative meas-
ure of service quality and reliability, error collection
and analysis is the only basis for service quality control.
Therefore, mechanisms are described which facilitate report-
ing of operational errors, documentation of error correc-
tions, and collection of system performance data. Since
techniques for hardware quality control are well known,
these mechanisms focus on collecting data which can be used
to assess and control software quality. Finally, specific
network facilities are described which support research in
the area of software quality, and potential areas of new
research using the network are identified.

Key words: Compiler, computer network, documentation,
dynamic software analysis, interpreter, quality control,
software testing, software verification, static software
analysis, structured programming, system errors, system
performance, theorem-proving.

1. INTRODUCnON

Although the goal of reliable, fail-soft network service at reason-

able cost suggests certain concepts in network design (e.g., acentric
rather than star network, process rather than processor orientation,
etc.), this report will, as far as is possible, be independent of the
details of any particular network philosophy or topology. We do
assume, however, that all resource providers concur in the belief that
user satisfaction is the primary goal of the network, and will,
therefore

:

(1) require that programmers document the results of their work.

(2) assign responsibility for assuring the quality of user service
to a designated group of experts. In particular, a responsible
individual must be identified for each software module.

(3) exhibit complete honesty in acknowledging failures and tracking
down their causes (although information obtained from users and
independently collected by the network will provide a check on
this).

(M-) abide by network rules and conventions, which are designed to
minimize the effects of system failures on users and to encourage
stable, reliable service.



A primary factor in the success of any network is user satisfac-
tion. Two important causes of user dissatisfaction are: isolation,
i.e., lack of access to consultation and application expertise, no
established channel through which to report system errors to the re-
sponsible engineers, and unavailability of data on network performance
in general, and individual subsystem performance in particular; and poor
quality service, e.g., chaotic service, frequent system crashes, un-
stable data and programs, inaccurate and/or inadequate documentation,
bug-laden and perfunctorily maintained system software. At the same
time, resource providers find it difficult to correct and maintain their
systems without sufficient feedback information from users.

To alleviate these problems in networking, we suggest establishing
"network central," a technical-administrative office of the network.
(Note that, in fact, network central need not be a single organization
in the network operations management structure. For reasons of con-
venience, and because we are concerned with the functions rather than
the implementation of network central, we refer to it as a single
entity. Further information on network management structure and imple-
mentation can be found in [12].) Network central will serve as an in-
formation center to users, providing guidance and consultation on
specific problems. It will serve as the point of contact between the
user and the network. In particular, network central will channel com-
plaints from users to the appropriate host nodes, and will convey
reports of system modifications from host nodes to users. It will also
be responsible for maintaining records on system performance and service
quality, and will establish and enforce network quality control pro-
cedures. Within this context, we will describe generalized mechanisms
for:

(1) constructing performance profiles for individual subsystems
in the network, and for the network as a whole;

(2) defining and implementing quality control procedures for
network systems;

(3) using the unique environment provided by the network to
experiment with and evaluate new techniques for increasing
software reliability. Specific network facilities to sup-
port software research will be described, and potential
areas of research using the network will be identified.

2 . SYSTEM PERFORMANCE MEASUREMENT

In order to assist users and network managers in analyzing the per-
formance of a distributed network or of individual network subsystems
over time, and to permit the performance of different subsystems to be
compared, network central must maintain a file of system performance
profiles. The file would consist of periodic (e.g., weekly, monthly,
quarterly) performance profiles for each subsystem, provided by the host
node, as well as performance profiles for the network as a whole pro-
vided by network central (see Figure 1)

.



HOST A / HOST V HOST

^^ ^ *~
—

'

"

NETWORK
CENTRAL

Figure 1: Maintenance of File of System Performance Profiles

Legend: -Read/Write
'•'Read only

~~ Communications Path (e.g., written
records, on-line files, etc.)

A System Performance Profile should include:

SYSTEM IDENTIFICATION
REPORTING PERIOD
TIME SCHEDULjED

TOTAL DOWN TIME
PERCENT OF TIME DOWN
INTERRUPTIONS TO SERVICE (NUMBER)
MEAN TIME BETWEEN FAILURES (MTBF)
MEAN TIME TO REPAIR (MTTR)
ARRAY DESCRIBING THE INTERRUPTIONS TO SERVICE:

TYPE
HARDWARE
SOFTWARE
COMMUNICATIONS
ENVIRONMENT
HUMAN
UNCLASSIFIED
UNKNOWN

MISCELLANEOUS PROBLEMS

NUMBER TIME LOST MTBF MTTR



An interruption to service is any type of system failure which aborts
execution of programs being run by a majority of the system's current
users, or which causes a suspension of system operation for more than
X (e.g., five) minutes regardless of whether any jobs are aborted.
For example, loss of electrical power at a host node is clearly an
interruption to that system's service. Alternatively, any catastrophic
error which necessitates a complete system dump followed by a restart
constitutes an interruption to service. Moreover, if a disk pack is
being moved from a faulty disk unit onto a replacement, and if all
system activity is suspended for more than X minutes while the exchange
takes place, an interruption to service is recorded. In any event, all
problems, whether they cause interruptions to service or not, are re-
corded (as miscellaneous problems) in the system's performance records.

Interruptions to service are further identified, whenever possible,
as to cause, e.g., hardware, software, communications. Environmental
failures include power failures, a±r conditioning equipment failures,
etc. Human failures are usually procedural errors made during opera-
tion, e.g., the operator pushing the wrong button at a critical moment.
Unclassified failures are those for which the immediate symptom is

known (e.g. , every other word in memory dropped bit 15), but the under-
lying cause (hardware or software) is not. Unknown failures are those
which, despite considerable analysis, defy explanation. The system
performance profile is essentially identical to summaries which have
been used successfully on the Dartmouth Time Sharing System [11] and
on Bell's No. 1 Electronic Switching System [1].

Clearly, the host node is responsible for the accuracy, complete-

ness, and timeliness of his system's profiles. As in accounting, it

becomes very difficult to compare results between one time period and

the next, or between one subsystem and another, if the recording rules

vary. Therefore, it is essential that the recording rules be strictly

and uniformly obeyed throughout the network.

The resource supplier, however, should not be the sole source of

information on his system's performance. Independent sources can pro-
vide complementary and, to some extent, redundant information, and

thereby serve to "keep the profiles honest." One such source is the

network itself. By polling the activity of the subsystems at regular

intervals, the network can derive its own gross profile of subsystem

performance (e.g., up time vs. down time). A more important source

of information is the formal mechanism provided by the network (and

described in the next section) through which users can report the
details of any operational difficulties they encounter.



3. QUALITY CONTROL PROCEDURES

3.1 Trouble Reporting Procedures: The Operational Errors File and the
Corrections File

The ultimate source of information about the quality of network
service is the user. Therefore, it is important to establish a mechan-
ism which assures that system problems discovered by users are properly
documented and routed to the responsible engineers. We suggest that this
mechanism consist of a set of trouble reporting procedures and two files
maintained by network central called the Operational Errors File and the
Corrections File. When users experience operating difficulties with
the network, they describe the problem (over the phone) to a group at
network central that is responsible for user support. If the problem
cannot be identified as procedural, or cannot otherwise be determined
to be user caused, and if the problem is not a duplicate of one that has
been reported previously, an Operational Error Report is generated by
network central and entered into the Operational Errors File. Every
Operational Error Report is assigned a unique identification number,
and includes:

ERROR IDENTIFICATION NUMBER
DATE OF ERROR REPORT
COMPLAINANT IDENTIFICATION
HOST NODE IDENTIFICATION
PARTICULAR SERVICES INVOLVED
PROBLEM DESCRIPTION:

DATE, TIME OF DIFFICULTY
WHAT WAS DONE
RESULTS EXPECTED
RESULTS OBTAINED
COPY OF PROGRAM, DATA (when appropriate)

LIST OF SUBSEQUENT COMPLAINANTS, DATES

Network central _ then alerts the appropriate specialists at ±he host node
(a list of services provided and engineers responsible for them is main-
tained at network central) to the relevant Operational Error Report.
When a solution has been found, the host specialists generate a Correc-
tions Report, which includes:

CORRECTION IDENTIFICATION NUMBER
DATE OF CORRECTION REPORT
HOST NODE IDENTIFICATION
OPERATIONAL ERROR(S) ADDRESSED (i.e., list of Error ID's,

if any)
SOURCE OF ERROR (Hardware, Software, etc.)
ERROR DESCRIPTION (e.g., module in which Software error

occurred, statements involved, etc.)
DATE OF CORRECTION
CORRECTION DESCRIPTION
DESCRIPTION OF REGRESSION TESTS PERFORMED (type and extent)
DOCUMENTATION CHANGES (if appropriate).



The correction description is a detailed account of what was done, where,
and why it was done, e.g., in the case of a software correction, which
statements in which modules were added, deleted, or altered, and an
explanation of why this method of correction was deemed appropriate. All
efforts to verify that the correction has not introduced new errors are
detailed in the description of regression tests performed, e.g., satis-
factory execution of a standard set of tests, use of software testing
tools to construct new tests to exercise the software, etc. Network cen-

tral enters the Correction Report into the Corrections File, and maintains
tables cross referencing the Operational Errors File and the Corrections
File. Data on user-caused problems (e.g., misinterpreting the documenta-

tion, not having documentation) may be recorded separately by network
central, for use in later analysis on the effectiveness of training ses-

sions, the quality and availability of documentation, etc.

This system of reporting complaints and repairs is particularly
appropriate in a national network environment, where the user would
otherwise have no direct contact with system designers and engineers.
Moreover, the files reveal not only how well the network and its com-
ponent subsystems are behaving, but also how well they are being main-
tained (see Figure 2).

USER
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Figure 2: Maintenance of Operational Errors and Corrections
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3.2 System Change Procedures

In order to try out modifications to a software module without
undue risk and to test corrections to existing problems, both official
and experimental versions of the module should be offered on the net-
work. Users of the experimental versions would be warned that they do
so at their own risk, and would, therefore, be expected to protect
their data and programs before proceeding. Modules that cannot be
debugged as experimental versions - either because they require com-
plete control over the hardware or because of some other characteristic
that militates against more than one such module operating on the net-
work at any time - and changes in hardware can be checked out during
regularly scheduled experimental periods, during which service to the
user community is not guaranteed (Sundays, holidays, and third shift
hours are prime candidates for experimental periods)

.

System Performance Profiles, Operational Error Reports, and Cor-
rection Reports should be generated during all experimental periods,
and no change should be adopted until it has been shown to operate
successfully under experimental conditions. Furthermore, changes to
the documentation should occur concurrently with any system changes.

4. EXPERIMENTAL RESEARCH ON THE NETWORK

The purpose of a national computer-based network is to promote the
sharing of resources of all types: hardware facilities, software
facilities, data bases, and human experience. As such, it fosters a
climate that is conducive to research in general, and to research in
the area of software development, testing, and validation in particular.
The benefits of providing new software services on the network as
opposed to doing so at an isolated installation include:

(1) rapid exposure of the service to a large group of users who can
be expected to exercise it thoroughly. Because of the diversity
of their interests, experiences, and biases, their reactions
(e.g., the Operational Errors File, special interest group
communications) should provide more reliable data more quickly
than is obtainable otherwise.

(2) sharing the cost of developing new services among many users,
which permits a wide variety of services to be offered, and
which encourages innovation.

(3) discouraging the "not invented here" syndrome, by involving a
larger portion of the data processing community earlier in
the development of software projects.

(4) encouraging and facilitating meaningful communications within
the research community.



M-.l Specific Network Facilities to Support Software Research

Many of the tools which facilitate effective software production
already exist, but not in a common environment where they can be
effectively utilized by a broad spectrum of programmers. A distributed
network could provide the framework for a software production labora-
tory, which would include a software library, compatible interpreters
and compilers offering sophisticated debugging and optimization fea-
tures, program execution monitors and test data generators, verifica-
tion condition generators for a variety of languages, and theorem-
proving programs. The software production laboratory would serve,

therefore, both to facilitate further software research and as an
environment in which users could produce better programs more
efficiently.

4.1,1 The Software Library

A software library is a collection of programs and data which are
of general interest and utility. The library, of course, need not
reside at a single installation, but may be distributed over the net-
work. What distinguishes the software library from other programs
shared over the network is that their reliability and conformance with
explicitly defined standards is, in some real sense, guaranteed by the
network. That is, network central will establish stringent require-
ments for entering a program into the library (e.g. , that it has run
under experimental conditions for a given amount of time with an
acceptably low frequency of Operational Errors) and for maintaining it
once it belongs to the library (e.g. , a daily resolution of the com-
plaints in the Operational Errors File) . By taking programs from the
software library, network users can avoid duplicating each other's
efforts in writing and debugging commonly needed routines.

The following types of programs are prime candidates for inclusion
in a network software library:

(1) Mathematical Function Routines: These are routines which
compute the trigonometric functions and other commonly used
functions (e.g., Bessel functions, Ackermann's function,
etc.) with some prescribed degree of accuracy, and which
perform customary mathematical operations (e.g., linear
regression analysis and the like) . Because these programs
have been thoroughly tested and are vigilantly maintained,
they are useful also as a standard against which the user
may compare his own work.

(2) Functional Test Routines for Compilers (of Widely Used
Languages) : These are sets of programs which determine
whether or not a subject compiler provides specific capa-
bilities, and, in particular, whether a certain "standard
subset" of the language is compiled in an acceptable way.

8



Well structured and maintained functional test routines can
constitute the basis for de-facto language standards, and
as such are especially important and interesting. Func-
tional test routines currently exist for COBOL and FORTRAN
compilers, the former being a part of the Government's defi-
nition of standard COBOL. It would be both appropriate and
convenient to provide these functional test sets over a dis-
tributed network.

It is unsettling, however, that the vitally important
problem of establishing (minimum) standards for compiler
diagnostics has been hitherto ignored. Since the efficacy
of a compiler is directly proportional to the quality of
its diagnostics, i.e., to the amount of information the
compiler supplies concerning the nature and location of
unacceptable code, it would be worthwhile to develop, in
addition to the set of functional test routines, a set of
standards for compiler diagnostics. Within this context,
the diagnostic standards could take the form of a set of
programs with specific errors in them. To meet all stand-
ards, then, a compiler would have to process both the
functional test routines and the deliberately incorrect
programs in an acceptable manner.

4.1.2 Fully Compatible Interpreters and Compilers

Much of the programming activity on a distributed network will be
done in an interactive conversational mode. It is important, there-
fore, to provide tools which support interactive program production,
debugging, modification, and testing. In particular, it is convenient
to compose a program at a terminal using an interpreter which can
field breaks or errors within a computation, evaluate arbitrary ex-

pressions during breaks or at the top level, provide a trace of the
values of specified variables from -the breakpoint back through the
computation, and permit the programmer to modify or cancel the effects
of the current command, thus recovering an earlier state. When the
code has been debugged, however, it may be desirable to compile it,

perhaps using an optimizing compiler (e.g., if it is a production pro-

gram which will be executed frequently, or if , as in a theorem-
proving program, even a single execution is expected to be very time
consuming). By offering fully compatible interpreters and compilers,

then, the network can provide its users' with a rich and flexible
environment for programming.

4.1.3 Automated Software Testing Tools

The tasks of debugging, modifying, testing, documenting, and, in

general, understanding the logical structure of a program are greatly

facilitated by the use of software testing tools. There are two main
categories of analysis: static analysis, which is performed without



executing the software, and dynamic analysis, which is dependent upon
information collected while the software is in execution.

4.1.3.1 Static Analyzers: These software tools accept a
subject program as input and produce the following type of in-
formation as output:

(1) a display of the program structure and logic flow;

(2) a description of the global data, i.e., the data which
is shared among the subroutines;

(3) a subroutine/global variables referenced listing;

(4) a global variable/subroutines where referenced listing;

(5) a subroutine/subroutines referenced listing;

(6) a subroutine/subroutines where referenced listing;

(7) an entry point/subroutine listing;

(8) a subroutine/entry points listing;

(9) a description of the disconnected portions of code,
i.e. , code which cannot be reached from the 'start'

state;

(10) a description of the blocked portions of code, i.e.,
code from which an 'exit' state cannot be reached.

Other tools have been suggested which analyze the possible
execution paths of a program, and output a (hopefully minimal)
subset of paths which exercise every statement and/or branch
option in the program ([3], [6]). These potential path analyzers
can also identify execution paths which include a particular
instruction or sequence of instructions. This information is
extremely valuable to a programmer in constructing a set of test
cases that will thoroughly exercise his code. The major challenge
in developing potential path analyzers is finding some appropriate
way to deal with the enormous number of possible execution paths
of even relatively simple programs. Perhaps modularly designed
structured programs offer some promise in this regard: if each
module is analyzed independent of the others , and then the flow
from module to module is considered, the combinatorial problem
will be eased.

4.1.3.2 Dynamic Analyzers: There are software tools which,
by inserting traps in the subject program, cause the following
types of information to be produced in addition to the program's
normal output:

10



(1) the number of times each statement in the program has been
executed in a single run or series of runs;

(2) the number of times each transfer in the program has been
executed in a single run or series of runs;

(3) the number of times each subroutine in the program has
been entered during a single run or series of runs;

(4) the amount of time spent in each subroutine during a
single run or series of runs;

(5) for each statement assigning a new value to a specified
variable, the maximum, minimum, first, and last value
assigned during the computation.

The operation of a dynamic analyzer is shown schematically
in Figure 3.

Original

Source

Eynamic

Analyzer

Modified

Source

Original
Source
Output

Execution
Statistics

Figure 3: Dynamic Analyzer
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Because the programmer can now accurately analyze the effective-
ness of his test cases, i.e. , he knows how many times each
statement (transfer, subroutine) has been exercised, and, in
particular, he knows which statements (transfers, subroutines)
have never been exercised, he can construct a set of test cases
that is both thorough and minimally redundant. Regression test-
ing, required during validation and maintenance phases, is simpli-
fied as well. When a portion of code has been altered (corrected,
improved, etc.), those test runs involving the changed code, i.e.,
the set of tests that must be re-evaluated, is readily identified.

Although the traps inserted by the dynamic analyzer will
usually be removed before the program begins 'normal' operation
(the traps introduce considerable overhead in both space and
time) , it may sometimes be desirable to leave them intact for
a while. For example, if a program is to be optimized, it is
extremely important to know which portions of code are repeatedly
executed during normal operation. Small improvements in these
will result in a significantly more efficient program. Con-
versely, if a portion of code is executed only rarely, it might
not be worthwhile to bother optimizing it at all. In a similar
vein, a precise description of the normally running program in
terms of the types of instructions executed, number of calls
made to specific system routines, time spent performing certain
functions, average running time, etc., is essential if an
accurate model of the program is to be built.

It should be noted that static and dynamic analyzers accept
a program written in some (higher level) language A as input,
and output a detailed program description, or another (augmented)
program in language A, respectively. Theoretically, then, a
single set of these tools could be useful for language A pro-
grams running anywhere on the network.

"4.1.4 Verification Condition Generators and Theorem Provers

For some programs, such as programs which deploy nuclear weapons,
handle air traffic control , or control access to ultra-sensitive files

,

testing is not sufficient. Testing a program thoroughly serves to in-
crease confidence in its reliability. However, no set of test cases
(short of an exhaustive list of all possible inputs) will ever guarantee
correctness in any mathematical sense. A rigorous proof consists of two
separate but related tasks:

(1) Given the subject program together with certain additional
information (assertions over the program variables) provided
by the programmer, generate a set of potential theorems,
the proof of which ensures the correctness of the program.
The potential theorems are called verification conditions.

(2) Prove each of the verification conditions.

12



The overall process of proving that a program is correct is de-
picted in Figure 4.

Program P
£

Assertions

Verification
Condition
Generator

T
Verification
Conditions
(Potential Theorems)

Theorem-

Prover

T
Proof of Correct-
ness of P

Figure 4: Proof of Program Correctness

The verification condition generator accepts the program and the asser-
tions as input, and, using a semantic definition of the programming
language, generates verification conditions. Each verification condi-
tion (many, but not all of which are trivially simple to prove) is
proven manually, i.e., by a human, or automatically, i.e., by a
theorem-proving program. Some important research (which has implica-
tions in the areas of programming language design, and overall system
design) in the area of hand-generated proofs has been done by R. L.

London [9], [10], C.A.R. Hoare [5], and others. Since these proofs can
be lengthy and tedious, however, they are subject to error in much the
same way as the original program was . For this reason , and because
proving the correctness of large programs involves proving many verifi-
cation conditions, the concept of machine-generated proofs is appealing.

The principal obstacle to proving programs correct automatically
lies in the fact that all current theorem-provers are inefficient.
Most of the inferences they generate turn out either to be irrelevant
to the proof which is eventually produced, or to provide less informa-
tion than an inference generated previously. For most interesting
problems, all available resources (i.e., time and space) are exhausted
before a proof can be constructed. Various strategies—some involving
the interactive intervention of human intelligence at key points in the
proof process—have been devised in an attempt to increase the effi-
ciency and effectiveness of theorem-provers. It would be a major con-
tribution to this research if a "program-proving facility" were made
available over the network. Since neither verification condition
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generators nor theorem-provers are available at most installations, this
facility would include modules embodying verification condition genera-
tors (for each of several programming languages) , basic inference
generators, and a broad range of proof strategies. Additional modules
would be incorporated into the facility by interested users as they are
developed. Given such a facility, new program-proving systems could be
built by re-configuring the various modules. Since experts in this
field are widely separated geographically , a network program-proving
facility would serve also to promote rapid up-to-date communication and
software sharing among them. Moreover, the network can offer a variety
of hardware not available at any single research installation (e.g. , the
associative processor which may be available over the ARPA network)

.

4.1.5 On-Line Documentation arid Interactive Help Routines

On-line documentation capabilities and extensive interactive help
routines are particularly appropriate in a networking environment, where
many continuously changing facilities are being shared by a broad
spectrum (in terms of experience and interests) of users. The documen-
tation aids serve to familiarize a user with the software and to
identify recent changes made to it; help routines assist him in diag-
nosing and correcting problems he encounters in using the software. To
maximize its utility, programmers should be able to determine (e.g., by
choosing among several options) the quantity, level of detail, and,
wherever appropriate, the format of the documentation he requests.
Help routines should be flexible as well. For example, the "standard"
prelude should be omitted at the user's request.

In systems relying on hard-copy communication of changes (e.g.,
newsletters, updates to systems manuals), documentation lag is an in-
herent and unavoidable characteristic. An especially valuable feature
of on-line documentation, therefore, is that it can always be kept
current (provided system changes are made together with, and not prior
to, changes in the on-line documentation). Within this context, then,
the user should be able to request information concerning the current
status of the system, for example,

(1) a list of all changes made to a particular system during
the last week (month, day, etc.);

(2) a list of all corrections made in response to complaints
initiated by the user;

(3) a list of all corrections made to a particular module
within a system, etc.

Note that this information is readily obtainable from the Operational
Errors File and the Corrections File.
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4.2 Potential Areas of Research Using the Network

In the absence of any direct and objective measure, software
quality and reliability (or the lack thereof) can be gauged only in
terms of malfunctions that occur, e.g., mean time between failures,
mean time to repair. The Operational Errors File and the Corrections
File, therefore, constitute a formal mechanism by which to measure the
reliability of network software and assess the value of new software
features or approaches. That is, by using new techniques to build
some network software package, and then carefully analyzing the Opera-
tional Errors and Corrections Files (to determine where and how they
differ from the Files associated with similar network software pack-
ages that do not involve the new technique) , it might be possible to
assess the impact and efficacy of the new technique. We caution that
factors which are either difficult to measure or are unknown or both
(e.g., capability of the programmer) will be reflected in the Files,
and that therefore, any conclusions drawn from the Files will have to
be based on very gross changes in such things as frequency of errors,
etc. With this reservation in mind, we now describe experiments in-
volving the concepts of structured programming and systematic testing
of programs (using software testing tools), both for their inherent
scientific value and also as illustrations of the type of research
that might be performed using the network and its Files.

4.2.1 Structured Programming

Software which is built from a very limited and well-defined set

'

of control structures is thought to be more reliable than conven-
tionally written (i.e., unstructured) code [4], The argument is that
programmers use their unrestricted GO-TO rights to construct an in-
tricate maze of arbitrary transfers, directing control helter-skelter
through the program and thereby obscuring the underlying logic. The
execution characteristics of such a program are extremely difficult to
analyze and the programmer is unlikely to know exactly what is going
on. On the other hand, if the program is built as a hierarchy of
modules, and if strict rules are enforced governing the transfer of
control within and between modules, the logic will be much more ex-
plicit, and the program should be simpler to understand, document,
debug, test, and maintain. The computational completeness of certain
restricted classes of control structures has been proven by Bohm and
Jacopini [2], and Kosaraju [3].

By analyzing the Operational Errors File and the Corrections File

of a "structured" compiler offered on the network, and comparing them
to the Files of conventionally written compilers, we might be able to
address the following types of questions.

(a) Is structured programming worthwhile with respect to

reliability, e.g., are there fewer, less serious errors

in structured programs?
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(b) Are the types of errors that occur in structured programs
different from those occurring in unstructured programs,
and can they be more easily detected and/or avoided?

(c) Are structured programs easier to maintain, and are they
less sensitive to modification, i.e., after program modi-
fication, do fewer or less serious errors occur in
structured programs?

4.2.2 Systematic Testing of Software

Until it becomes practical to prove correctness for large programs
in a mathematically rigorous way, testing will be an important phase of
software development. However, since even simple software packages may
have an infinite input domain and an extraordinarily large number of
execution paths, it is impossible to test a program under all con-
ceivable running conditions. Current practice is to design and imple-
ment a system, and then to test it for some arbitrary subset of
possible input values and environmental conditions. The program is
accepted when it executes these test cases correctly. However, there
are usually a significant number of residual errors. The user uncovers
these errors in the course of operation, when the software fails to run
for certain inputs, when the computed results are clearly incorrect, or
when the software reacts with its environment in unexpected and unde-
sirable ways. The cost to the user is substantial.

The high error content of developed and tested software is not
due to poor workmanship on the part of the developers and testers, but
rather to the lack of techniques for dealing adequately with the com-
plexity of large computer programs. In particular,

(1) the developer cannot accurately measure the effective-
ness of a particular test;

(2) the developer cannot determine whether his set of test
cases has thoroughly exercised the software. Moreover,
he cannot specify particular paths in the software which
have never been exercised;

(3) current software packages are so complex that a thorough
manual analysis of the test space is not feasible.

Dynamic analyzers (as described in Section 4.1.3.2) have been
proposed as a means of dealing more effectively with complex software
logic. The information provided by dynamic analyzers, e.g., which
statements are executed, which branches are taken, which subroutines
are entered and in what order, forms a basis for defining and construct-
ing a set of test cases which thoroughly tests a program. Several
definitions of a "thorough set of test cases" come to mind, for ex-
ample, a set which exercises every statement in the program at least
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once, or a set which causes the execution of every branch in the pro-
gram. Having tested a network program "thoroughly," we can compare
it to similar programs tested ad-hoc and attempt to answer the follow-
ing types of questions:

(1) Are "thoroughly" tested programs more reliable, i.e., do
they have fewer, less serious errors?

(2) How is testing thoroughness related to reliability, i.e.,
are there degrees of thoroughness in testing, and are these
indicative of the reliability of the program?

(3) Is regression testing (performed after modifying the soft-
ware) easier (i.e., faster, cheaper) when testing tools are
used, and are the re-tested programs more reliable than
modified programs tested ad-hoc?

(4) Are certain programs, for example, structured programs,
more "testable" than others, i.e., does it take fewer test
cases to thoroughly test them, or are the test cases more
easily constructed?

4.2.3 Further Analysis of the Operational Errors
and Corrections Files

We have already suggested how the Operational Errors and Correc-
tions Files can be used to measure the reliability of network software,
the diligence with which network software is being maintained, and the
effectiveness of new software techniques. We now suggest that the
data collected in these files is useful in itself. One major obstacle
to software quality research has been the lack of hard data concerning
errors, e.g., what causes them, which type of errors occur most (least)

frequently, which cause the most (least) serious malfunctions, etc.
Given this data—which is precisely the data collected in the Opera-
tional Errors and Corrections Files—it might be possible to categorize
software errors, and to determine how each class of errors could have
been avoided, for example:

(1) by using a modified version of the programming language, or
a different language altogether;

(2) by writing structured programs, or abandoning the concept;

(3.) by using "standard" library versions of frequently needed
routines, rather than re-inventing (and re-debugging) them
each time;

(4) by employing mathematical proof concepts on a broader scale;

(5) by systematic testing using automated software testing
tools;
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(6) by using more dynamic range and data bound checks, and

optionally compilable assertions (i.e., run-time tests),

or by distributing them differently.

5. SUMMARY AND RECOMMENDATIONS

This report has described mechanisms for error collection and
analysis — the System Performance Profile, and the Operational
Errors and Corrections Files — with two goals in mind. The first is

to provide a basis for measuring network reliability (in terms of the
frequency of errors, or the frequency of user complaints, or the
amount of system downtime, etc.) and maintenance quality (in terms of
the delay between error reports and implemented corrections, or the
number of new errors introduced in the course of modifying the
system, etc. ) . Network standards for system reliability and mainte-
nance might, therefore, be established and enforced. The second goal
of the Files is to facilitate research in the area of software
quality, which has to date been crippled by a paucity of hard data
concerning the nature of software errors in large systems. No one
has yet been able to analyze and categorize software errors, deter-
mine their frequency of occurrence, and then suggest ways to identify
and/or avoid them. The data collected in the Files of a large dis-
tributed network should be valuable in this type of endeavor.

Moreover, by carefully monitoring and analyzing changes in the
Operational Errors and Corrections Files, the efficacy of new soft-
ware techniques might be assessed. Experiments were suggested to
evaluate the utility of structured programming and of systematic
software testing. Finally, the possibility of creating a "software
production laboratory" on ihe network was addressed, and specific
facilities for supporting such a concept were suggested. These in-
cluded compatible interpreters and compilers, a wide range of verifi-
cation condition generators and theorem-provers , automated software
testing tools, and extensive on-line documentation and interactive
help routines.
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