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EVALUATION OF INFORMATION SYSTEMS:

A SELECTED BIBLIOGRAPHY WITH INFORMATIVE ABSTRACTS

Madeline M. Henderson

A survey of the literature on evaluation of information systems
has been conducted by the Technical Information Exchange,
Center for Computer Sciences and Technology, National Bureau
of Standards. During the early stages of the survey, the

literature was divided among descriptions of programs which
compared the performance of two or more information systems,

accounts of programs which studied the performance of one
system, papers and reports which discussed the problems of

evaluation programs, and documents which proposed new
techniques for evaluation of systems. From the total literature

collected, those references which were judged to be most
directly concerned with the subject of evaluation of information

systems were selected and abstracted. The abstracts are

designed to give a summary of the content of the corresponding

paper; the author's own wording was used extensively, in order

to avoid misinterpretation. All of the references collected are

listed, in alphabetic order of authors' names, in the appendix

to the main body of this publication.

KeyWords: evaluation, performance, testing of information

systems, effectiveness, relevance.

INTRODUCTION

The subject matter covered by this bibliography is the evaluation of information
retrieval systems or document reference systems. The scope does not extend to data

processing systems, nor does it include the equipment used in such systems the hard-
ware, per se. Equipment is considered only as a component of a total system which is

being evaluated. Again, the emphasis is on evaluation or testing, rather than design or

selection of systems. There is definite overlap in the criteria applied in design and those

used in evaluation, but the orientation of the work reported has been the guiding factor in

selecting material for inclusion in this bibliography.

The evaluations may be of total systems, or of components or subsystems of total

systems. Such systems may be in operation, or may be experimental and set up specif-

ically for a testing program.

The purpose of the abstracts is to give a summary of the corresponding paper, report,

or book section. The abstracts were prepared so as to be informative; the author's own
wording has been used extensively, in order to avoid misinterpretation.

The citations and abstracts in this bibliography are grouped in four categories:

comparative evaluation, descriptive evaluation, discussion of evaluation factors, and
proposals. These categories cannot be mutually exclusive, as discussion is included in

comparative testing papers and descriptive evaluations precede proposals for further

testing methods. But in general the papers are assigned to categories according to their

primary purpose or scope.



Preceding each section or category grouping there appears a general summary of the
content of that section, its definition, scope and relation to other sections. These sum-
maries are designed to present an overview of the section and, collectively, of the field of
information system evaluation. Reference to specific work is facilitated by subject, author
and organization indexes.

This bibliography constitutes the completion of one phase in an extensive survey on the
subject of evaluation of information systems. The initial effort of the survey resulted in
the preparation of an alphabetized bibliography of all references processed (described
below) from which this annotated bibliography was then selected and prepared; the finale
will be a state-of-the-art report, now in preparation.

This annotated bibliography covers material published or available through June 1965.
Some works of more recent date have not been included because they are not yet generally
available for distribution. These include papers presented at such conferences as the
NATO Advanced Study Institute on Evaluation of Information Systems in July 1965, the FID-
ADI Conference in October 1965, and the ADI Annual Meeting in October 1966. Recent
progress reports from continuing projects, such as the ASLIB -Cranfield study, and some
papers published in journals or as technical reports and memoranda also did not appear in
time for processing. Additional material, dealing with assessment or critique of the
experimental and theoretical work described among these annotations, was not included
either because these assessments were unavailable or because they were judged to be not
directly applicable to the annotated bibliography. However, in all these cases, the

material will be included in the state-of-the-art summary, and the references are included
in the alphabetized bibliography described below.

Prior to this publication a bibliography of references considered for annotating was
prepared. The listing is appended to this publication. It contains not only all of the items
for which abstracts were prepared but all of the items processed but not abstracted. The
latter included papers on system design, as discussed above; those expressing opinions or

assessments, rather than reporting tests or evaluations; and papers of borderline interest,

potentially related perhaps but not directly concerned with evaluation. The bibliography,

including the partial listing of more recent material mentioned above, constitutes an
extensive, if hot exhaustive, compilation of material on the subject of evaluation of

information systems.

The contribution of Mrs. Betty Anderson in the editing and typing of the manuscript

has been invaluable. The staff of the Technical Information Exchange, a part of the Center

for Computer Sciences and Technology, NBS, provided excellent bibliographic support.



SECTION ONE

COMPARATIVE EVALUATION

Testing and evaluation of information systems and system components can take the

form of comparing performance characteristics of several systems or components, or of

describing the performance of one system or component. In this section appear the former,
those items dealing with comparison of the performance of several systems.

Comparison, again, may be of one system against others or of one system against a

standard or ideal. The systems considered include those designed and set up especially

for the testing program, or systems actually in operation. In the first case, the primary
purpose of the test program is usually the study and development of test techniques and
principles. In the other case, it is the performance of the operating system that is under
scrutiny.

One of the foremost projects designed to study testing techniques is the ASLIB -

Cranfield Study Project. Established in 1957 with a National Science Foundation grant,

the project undertook the evaluation of the comparative efficiency of four indexing systems.
Careful control was exercised in setting up the test systems and later in comparing the

retrieval performance of the systems, resulting in proposed detailed test procedures.
The early work on the project was reported thoroughly, and its reports in turn were
reviewed widely. Critical appraisals of the techniques and results of the Project were
published. All of this material original work and subsequent critiques are grouped
at the beginning of this section, and include items 1-1 through I- 10, in alphabetic order of

author's names.

The current work of the ASLIB team is directed at study of the indexing process itself,

and as such appears in the second section, with descriptive evaluation work.

Following the group of abstracts on the ASLIB project, abstracts of other work on
comparative evaluation appear, again in alphabetic order of author's names (I- 11 through
1-33). These reports cover comparison not only of total systems but of components or

subsystems. The majority of the reports deal with testing of actual operating systems
(15), as contrasted to study of systems specifically designed for test programs (8).

Fourteen of the total number of programs compared different indexing methods
classification, subject headings, coordinate systems, and title indexes, for example.
Again, eight of the programs tested performance, or retrieval effectiveness, of the total

systems, while the rest tested various other properties of systems or components.



I- 1. A Report on a Test of the Index of Metallurgical Literature of Western Reserve
University , by Jean Aitchison and Cyril W. Cleverdon, Report to the National Science
Foundation on the ASLIB -Cranfield Research Project, Cranfield, England, The College of

Aeronautics, October 1963, 270 p.

The method developed at Cranfield for testing the capabilities of indexing systems in

retrieving documents relevant to search questions (cf. 1-2) was tried out on the Western
Reserve University (WRU) index of metallurgical literature. The objective of this test was
to evaluate the operating efficiency (but not the economic efficiency) of the WRU index,

including evaluation of the index language and of the processes of indexing and search pro-
gramming by the WRU method. In order to give comparative figures for the performance
of a more conventional index at Cranfield on the same test documents, the facet classifica-

tion for engineering developed at the English Electric Company, Ltd., was used. The test

results bear out the preliminary findings that on the average both systems operated at

about the same recall level, but that the Cranfield system consistently retrieved a much
larger proportion of relevant to irrelevant documents.

From 114 searches of the 1, 300-document test store recall and relevance ratios for

Relevance 2 documents and for Relevance 2 and 3 documents were computed. (Relevance
2 documents include the source documents on which the questions were based and other

documents as relevant to the questions as the source documents; Relevance 3 documents
include all those other than Relevance 2 items which have some relevance to the questions. )

In the first instance, the figures were 81. 4 percent recall and 7. 5 percent relevance for

WRU and 85. 3 percent recall and 16.2 percent relevance for Cranfield. In the second case,

the figures were 75.8 percent recall and 17. 7 percent relevance for WRU and 69. 5 percent
recall and 33. 7 percent relevance for Cranfield. Analysis of the results indicated that the

indexing done by the WRU group was not at fault, but that the main factor in WRU failures

to recall relevant documents was the failure to match the concepts used in the search pro-

grams with those in the questions. As for the relatively low relevance ratio, analysis

suggested that the high level of exhaustive indexing was partly to blame.

1-2. Report on the Testing and Analysis of an Investigation into the Comparative
Efficiency of Indexing Systems , by Cyril W. Cleverdon, Report to the National Science

Foundation on the ASLIB -Cranfield Research Project, Cranfield, England, The College of

Aeronautics, October 1962, 305 p.

(This major report was preceded by "Report on the First Stage of an Investigation into the

Comparative Efficiency of Indexing Systems", by Cyril W. Cleverdon, September I960,

166 p., and "Interim Report on the Test Programme of an Investigation into the Compar-
ative Efficiency of Indexing Systems", by Cyril W. Cleverdon, November I960, 80 p., the

essential contents of which are covered by the contents of this report. It was reviewed by

L. J. B. Mote in Journal of Documentation _1_9_ (June 1963), and by N. D. Stevens in Library

Resources and Technical Services 8_ (Winter 1964). In addition, an extensive review of

this report was prepared by Richmond (cf. 1-7), and reviews of the earlier reports by

O'Connor (cf. 1-5). An explanation of the total project was given in "The Evaluation of

Systems Used in Information Retrieval", by Cyril W. Cleverdon, in Proceedings of the

International Conference on Scientific Information, Vol. 1, Washington, D.C, National

Academy of Sciences -National Research Council, 1959, p. 687-698. The details of the in-

dexing program and a discussion of the probable test program were included in "An Inves-

tigation into the Comparative Efficiency of Information Retrieval Systems", by Cyril W.
Cleverdon, in UNESCO Bulletin for Libraries 12, 267-270 (November-December 1958).

Another discussion of the total study and results from the first round of testing were pub-

lished in "The ASLIB -Cranfield Research Project on the Comparative Efficiency of Index-

ing Systems", by Cyril W. Cleverdon, in ASLIB Proceedings 12, 421-431 (December
I960)).
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In 19 57 the Association of Special Libraries and Information Bureaux (ASLIB) un-

dertook, under a National Science Foundation grant, an investigation of the comparative
efficiency of four indexing systems: (1) an alphabetical subject index, (2) the Universal

Decimal Classification, (3) a special facet classification, and (4) the Uniterm system of

coordinate indexing. The work was carried out at the College of Aeronautics, Cranfield,

England, under the direction of Mr. Cleverdon.

The project was conducted in two stages: In the first, a total of 18, 000 documents
(equally divided between the fields of high-speed aerodynamics and general aeronautics,

between papers from the United States and from other English-speaking countries, and
between research reports and journal articles) were indexed by each of the four systems.
The indexing staff was selected for their differing experience (technical knowledge but no

indexing experience, indexing experience in the subject field, and theoretical knowledge of

indexing only), and the time for indexing was controlled (varying from 16 minutes, through

12, 8, and 4 minutes, to 2 minutes). The 18, 000 documents were divided into three

subprograms of 6, 000 documents, within each of which there were 60 groups of 100 doc-
uments. Each group was indexed by a different indexer with a different system as the

main system or at a different time allowance.

In I960 the second stage of the project got underway: a test program of searches of

the four files for documents in answer to questions submitted by cooperating scientists and
technical persons in various organizations. Each question was based on a particular source
document, the documents being spread over the whole collection. The major effort was
concentrated on the final subprogram of 6, 000 documents, with 75 percent of the searches
there and 25 percent spread over the earlier subprograms. In the first round of testing,

400 questions were used, making a total of 1, 600 searches. Problems involved determina-
tion of what constituted a separate search, how many searches could be made, and how
general a search was justified. In the second round, rules were devised to solve these

problems, and another 400 searches were made in each system. A detailed analysis was
made of the searches which ended in failure to retrieve the source document; in many cases
the failure was due to the fact that the person making the search had not found the correct
program for the particular system. In the third round of searches, again involving 400

questions, the variable of searching was eliminated as far as possible; in the end all sys-

tems had been equally treated with regard to search programs.

The combined results of all searches led to the general conclusion that no one of the

four systems tested displayed significant superiority over the others. The findings in-

dicated a high degree of recall ranging from 73. 8 percent (facet classification), 75. 6

percent (UDC), 81. 5 percent (alphabetic subject index), to 82 percent (Uniterm). The
percentage of retrieval for all systems improved, however insignificantly, with an increase

in the indexing time; however, it would appear that no significant improvement in indexing

occurred beyond the 4-minute time limit. A rather detailed analysis of the reasons for

failure to retrieve relevant documents was made; personal errors in indexing and searching,

too little time allowed for indexing, and faulty question formulation or analysis all contrib-

uted to these failures. Again no significant difference among the four systems was
apparent. The major single cause of retrieval failure was human errors and omissions in

indexing or searching.

The performance measure used in the study is the relevance ratio in combination with

the recall ratio. Recall ratio equals the number of relevant documents retrieved to the

total number of documents in the file; relevance ratio equals the number of relevant doc-
uments retrieved to the total number of documents retrieved. In supplementary test pro-
grams some 79 searches were made, and the recall ratios for each system were plotted

against the relevance ratios. An inverse relationship exists between recall and relevance,

so that as the recall figure rises, the relevance ratio falls; conversely, as the recall

figure drops, the relevance ratio improves. The supplementary tests together with tests

on other existing systems made possible the tentative conclusion that the working level of



information retrieval systems appears to be in the general area of 60-90 percent recall and
10-25 percent relevance.

Since a purpose of the project was to develop techniques for the testing of information
retrieval systems, an attempt to check the validity of the test method was made by conduct-
ing tests on the facet catalog of the library of the English Electric Company, Ltd. , at

Whetstone, and on the index to metallurgical literature at Western Reserve University
(cf. 1-1). At the English Electric Company, a total of 186 questions was collected and
typed on to search cards; then searches were carried out in the catalogs at the Whetstone
library. A number of these searches was duplicated by members of the English Electric

staff. The searches were continued until the source document had been located or until no
further search programs could be devised; the searches were considered on this basis as

being either successes or failures.

The source document was retrieved altogether in 161 cases of 186 searches, with a

success rate of 86. 5 percent. Detailed analyses of all the failures show that the reasons
for failure were broadly the same as those for the Cranfield project. The efficiency fell

within the range of the systems tested in the Cranfield work, but showed an improvement
(77. 4 percent as against 71. 2 percent) when compared with the Cranfield facet catalog. The
comparison for failures shows remarkable consistency. The errors due to the system were
in both cases mainly concerned with difficulties caused by the chain index. The chain index
seemed to hamper unduly the facet system; permutation of the elements at the discretion of

the indexer would probably give better results.

In general, the results of applying the test procedure to existing operating systems
compared rather consistently with the results obtained in the experimental situation.

Despite criticisms that have been directed chiefly at the experimental design, test proce-
dures and methodology, the ASLIB -Cranfield study stands as the first large-scale

experiment which tried to measure retrieval effectiveness.

1-3. The CleverdonWRU Experiment: Conclusions , by Cyril W. Cleverdon, in Informa-

tion Retrieval in Action (Papers presented at 1962 Conference at Center for Documentation
and Communication Research, Western Reserve University), Cleveland, Ohio, The Press
of Western Reserve University, 1963, p. 101-107.

The testing program, based on Cranfield techniques, attempted to measure recall and
relevance for the WRU information system. The quality of concept indexing and the search

programs and the power of the descriptor language were under test. The recall figures

were surprisingly low, although they were later improved after examining the reasons for

failure (cf. 1-1). The fault may lie not so much with the search programs as with the in-

dexing, which was done by one highly trained indexer at Cranfield but by several subject

specialists at WRU. These tests should give more information on the validity of the test

questions as well as on the importance of the indexing step.

1-4. Comments in Discussion of Symposium on Advanced Methods in Information Storage

and Retrieval , by Allen Kent, in Information Processing 1962, Ed. by Cicely M. Popple-
well, Amsterdam, The Netherlands, North-Holland Publishing Company, 1963, p. 296.

(Included in the discussion following the symposium are the following comments pertinent

to this bibliography. )



The ASLIB -Cranfield test questions (cf. 1-2) are artificial, made up after examination
of a document. Realistically we cannot assume that the questioner has ever seen the needed
document. Many of the Cranfield questions were derived from the titles or first few sen-

tences of the document, whereas few real questions are so derived. The work is based on
the words of authors, not necessarily corresponding to the way in which questioners make
inquiries based on their own backgrounds. More important would be research on relevance,

which would be an attempt to determine what correspondences exist between the text of

documents retrieved successfully and the text of the question.

1-5. Review of ASLIB -Cranfield Research Project: Report on the First Stage and Interim

Report on the Test Programme, by John O'Connor, Journal of Documentation 17, 252-261
(December 1961).

It is worth mentioning, when attempting to draw conclusions from this study, that the

results do not apply to indexing by technical people, that a descriptor system was not one

of the systems tested, and that time required for developing each index and maintaining its

growth was not recorded. However, these omissions do not prevent comparative testing of

the factors which were considered.

One question that arises is, are the experimental systems fair samples of their kind?

In the experiment, there was the factor of stopwatch strain. There was continual shift of

indexing perspective among the four systems. The indexers did not do any searching of the

collection during their two years of indexing. There was no checking of the indexer's work
by others. All these circumstances might have contributed to making a Cranfield index

poorer in quality, or better, than a nonexperimental index. Could the design of the exper-
imental indexing have been made more like real-life conditions? Real-life indexing sys-
tems have so many characteristics which might affect indexing quality that an experiment
cannot take account of all of them. The systems being compared in the experimental case
are more comparable in such factors as documents, indexers, indexing time, etc. The
close study of successes and failures of the various systems can produce valuable insight

into how the systems work or fail to work. In summary, the experimental indexing is

unavoidably imperfect but nonetheless worthwhile.

The basic question on the test program is, do the test searches differ from searching

of nonexperimental indexes in ways which might affect the test results? Thus, it is not

always possible to determine from a request alone, without consultation between questioner

and searcher, what documents would be acceptable as answers to the request and therefore

how best to plan the search program. Also, each Cranfield question was based directly on
a particular document, and the language of the questions was probably unusually close to

the language of the document, and therefore perhaps unusually close to the language of the

indexing of the document. This factor might affect the performances of different indexes

differently; it might also affect the results for various indexing times differently.

Can a good test of a system's effectiveness be described? We can say roughly that a

test of good retrieval is whether it provides everything that the requester is glad to have,

weighted by the amount of human skill required to formulate search questions and to exam-
ine selected documents. But how do we evaluate different systems if the requester finds no
gross differences between their document selections? Perhaps we should judge them as
about equally good. But the requester's judgment about them might change, or his col-

leagues might make somewhat different judgments about the relevance of retrieved doc-
uments. Thus it is not completely clear what good retrieval is. But if an acceptable test

for good retrieval should be developed, how good is the retrieval for each index when op-
erating under nonexperimental search conditions? Variations in real-life conditions might
not affect the performance of the different indexes significantly, but we cannot tell in

advance if this is so.



These critical comments are made in hope that they will be of use in the design of
better tests of experimental indexes. Small-scale analytic studies of the Cranfield indexes
should be conducted in addition to the larger-scale statistical studies described in the
reports.

1-6. The Cleverdon-WRU Experiment: Search Results , by Alan M. Rees, in Information
Retrieval in Action (Papers presented at 1962 Conference at Center for Documentation and
Communication Research, Western Reserve University), Cleveland, Ohio, The Press of

Western Reserve University, 1963, p. 93-99.

For 1, 300 documents on tape at Western Reserve University, 137 questions, each
based on a document in the test file, were compiled by the Cranfield group. The WRU staff

then analyzed the questions and formulated search strategy to identify the source documents.
Results given here are based on 125 searches made, of which 104 were successful on the
original or an alternative search strategy. This represents 83 percent recall. Detailed
analysis of failures showed they were due either to judgment errors (indexer judged a con-
cept as of minor importance in the source document:, the semantic code did not carry the
needed association, the search programmer specified incorrect punctuation levels, or con-
cepts were selected incorrectly) or to nonjudgment errors (keypunching or machine
procedure errors).

The synthetic nature of the questions caused some problems in the test: the subjective

judgment of the WRU indexers had to be balanced against the subjective interpretation of

the document by the Cranfield question compilers; also, the relevance of items other than

to the source documents is artificial and its relation to relevance in searches based on real

questions requires further investigation; in addition negotiations with the question-asker

,

sometimes necessary to clarify and define search strategy, was precluded. Another prob-
lem is connected with the assessment of relevance of documents other than the source doc-

ument; there seems to be little uniformity in judging relevance of documents to specific

questions. These factors might have an influence on the final results. This project should

contribute to the development of an effective test for comparative evaluation of information
retrieval systems.

1-7. Review of a Report of the ASLIB- Cranfield Test of the Index of Metallurgical

Literature of Western Reserve University , by Alan M. Rees, Cleveland, Ohio, Western
Reserve University, Center for Documentation and Communication Research, October

1963, 32 p.

(The material presented in this report has also been published as "The ASLIB- Cranfield

Test of the Western Reserve University Indexing System for Metallurgical Literature: A
Review of the Final Report", by Alan M. Rees, American Documentation 16, 73-76
(April 1965)).

The principal contribution made by the Cranfield report on a test of the metallurgical

literature index of WRU (cf. 1-1) lies in the detailed descriptions and analyses of the

individual failures to retrieve relevant documents and reasons for retrieving irrelevant

documents. Appreciation is expressed for the valuable data amassed in the report and for

the diligence and insight with which the results were analyzed. The performance figures

from the test raise the question, why did the WRU system, with exhaustive and specific

indexing and syntactical relationships, not perform substantially better than the faceted

catalog?

8



Evidence seems to indicate that the trading relationship between recall and relevance

does in fact exist; interfixing is preferable to role indicators; the effort put into the seman-
tic code seems hardly justified; a computer is not more effective as a retrieval tool than a

card catalog; and the devices used to ensure high recall and relevance have worked against

good performance by the system. However, an operational system is more affected by the

problem of consistency of indexing than is an experimental file. Also, many of the search

failures at WRU can be attributed to some artificiality in the processing of the questions

into search programs, since the analysts attempted to predict generic-specific levels and
associated concepts, without benefit of discussion with the questioners.

Further research is needed before conclusions about the WRU semantic code and other

features of the indexing language are justified. Tests of indexing languages must take into

account the structure of the language and the extent to which devices built into the language

contribute to the recall and relevance scores achieved in searching; also the consistency
and effectiveness with which the indexing language is applied to documents must be consid-

ered. Although much work remains to be done, the pioneering efforts at Cranfield have
been extremely valuable.

1-8. Review of the Cranfield Project , by Phyllis A. Richmond, American Documentation
14, 307-311 (October 1963).

In the testing described in the report (cf. 1-1), three major difficulties were encoun-
tered. First, the question had to be answered as asked. In contrast to a real-life situa-

tion, no further inquiry for clarification could be made. However, this difficulty applied

to all systems and cannot be considered as seriously affecting the comparative results.

The other two difficulties involved procedure: What constituted a single search? How long

was one justified in searching? As might be expected, the project turned up a human factor

in searching success and failure. A standardized procedure was adopted to try to overcome
this factor, but the description of it is not clear enough to explain what it was or why it was
an improvement.

The report includes a thorough analysis of failures; the largest failure factors were
personal errors (36%) and too- short time allowance (22%). The personal errors are an-

alyzed in detail, but the time allowance errors are passed over on the assumption thatthere

would have been none if more time had been allowed. For errors of "insufficient indexing"
this is a valid assumption, but what proportion of "careless indexing" errors were due to

stopwatch strain? The fact that two-thirds of the failures could be attributed to faulty in-

put indicates how important this aspect is to any kind of retrieval. The failures due to

searching were caused largely by lack of understanding a matter which would have been
settled with the requester in a real-life situation and by insufficient searching.

Something that is noticeable in many parts of the report is that the test results could

have received better interpretation. A summary of the effect of this report is not easy to

make. One is overwhelmed by figures, and it is not always clear what they stand for. In

the last analysis, which indexing system was the most efficient? The answer given, that

one system is best in one situation and another in another, hardly satisfies the purpose of

the experiment or does justice to its results.

These results will probably be worked over for some time to come. Not all of the

possibilities have been exhausted yet. A major step has been taken in compiling a wealth
of data which will be available as new questions arise. The project deserves to be contin-

ued but preferably with some improvement in numerical methods of reporting.



1-9. Review of Aitchison- Cleverdon, Alan M. Rees, and National Academy of Sciences -

National Research Council Reports , by John R. Sharp, Journal of Documentation 20,

170-174 (September 1964).

The Cranfield report (cf. I- 1 ) shows the care which was taken to make this test as fair

and objective as possible. The conclusions are amply supported by factual findings.

Whether the basic philosophy of Cranfield's testing methods is sound and whether the inter-

pretation of the results provides a proper picture of relative performances are discussed
in this review. Apart from the findings on this particular retrieval system, there are
several issues of general application and interest about which some very valuable informa-
tion was discovered. One of these is the relative effectiveness of role indicators, interfil-

ing and levels. The effectiveness of interfixing in avoiding false drops is very significant.

Of 85 false drops analysed, interfixing was potentially capable of preventing 75 percent,
role indicators 59 percent, and levels 15 percent.

The criteria by which the efficiency of retrieval systems must be judged are the two
concomitant variables, recall and relevance. It is disturbing that Cranfield should be so

committed to the inevitability of a reduction in one if the other is increased. The recall/

relevance curve should be regarded as a picture of what happens in a given system with
controls of a given standard when search programs are broadened or narrowed. Curves can
only show what happens when we use a given system in different ways. The general levels

of performance of different kinds of system should appear as points in the recall/relevance
square. The salient findings of this investigation are two pairs of figures a recall fig-

ure and a relevance figure for WRU and a recall figure and a relevance figure for Cranfield.

These provide two pairs of ordinates which fix two points in the diagram. We should be
quite clear what the Cranfield curve really means, and what we have learned so far should

not deter us from trying to step off that curve for the top right-hand corner of the square,

for that point should be our ultimate goal.

Mr. Rees attempts to explain away the reasons for the poor showing of the WRU sys-

tem (cf. 1-7). A careful examination of data produced by the tests seems to suggest that he

has not fully exploited the evidence which he has. First, his argument that a multiplicity

of indexers militates against consistency certainly has some substance. Secondly, with

regard to the artificiality of the questions, the use of source documents as relevance

criteria is suspect, for rematching concepts in a system with concepts in a question when
the source of those concepts is a common one in the form of a single document is a doubtful

measure of the efficacy of a system. There is factual evidence regarding the validity of

the Cranfield method, and the report itself provides the figures.

The documents were all assessed for relevance, and each document was graded as

either as relevant as the source document (Relevance 2) or as of some, though less, rel-

evance (Relevance 3). The overall recall figures for WRU and Cranfield were 82. 4 percent

and 90. 3 percent, based on the recall of source documents only. When the figures are pre-

sented for the recall of source documents plus Relevance 2 documents, the gap between the

two begins to narrow. When Relevance 3 documents are also taken into account, the tables

are turned, for WRU's recall is now 75. 8 percent and Cranfield's is 69. 5 percent. The
significant thing is that the relevance to a question of a document other than the source

document was assessed after the question had been asked.

This is clearly a better simulation of natural working conditions than is the use of the

source document criterion. It is surely logical to argue that if the figures for one system
against another converge and are eventually completely reversed when conditions which

are known to be natural are introduced progressively into the test, then the original figures

were derived from conditions which were artificial. That part of the test which more near-

ly simulated natural working conditions is the only evidence in the Cranfield report which

has validity and the proper conclusion should be that the WRU system is better than the

10



Cranfield system at least as far as recall is concerned.

The third report covers three separate activities pursued by an ad hoc committee set

up by the Academy (cf. 11-37). The first project was the initiation of operations research
studies to devise means of evaluating information retrieval systems; the second was the

testing of the WRU searching services by comparing the WRU system, with a number of

other systems serving the field of metallurgy; and the third project was a survey of users'

reactions to the service given by WRU. In the test a number of actual questions (including

current awareness questions) asked at WRU was used, and each question was put to the

WRU system and to one of the other participating organizations. The principal figures

reported are the number of retrieved documents sent by WRU to the reviewer, the number
of items accepted by the reviewer as relevant, the number of items retrieved by the par-
allel searcher, the number of items common to both searches, and the number of items
retrieved by the parallel searcher which were in WRU's system but not retrieved there in

the search.

One set of figures which the committee apparently did not acquire was the number of

items which WRU retrieved which were in the parallel searcher's file but which that search-
er did not retrieve. It seems that WRU did quite well on recall; its figures for retrospec-
tive search often showed a much larger number of documents retrieved, with the number
judged relevant exceeding the total found by the parallel searcher. One remarkable aspect

is the low figures for common items retrieved by WRU and the parallel searcher. The
relevance of WRU is clearly not good, but the committee and the users rate relevance of

less significance than recall. The report has a section detailing some studies of searching
strategy which hints at what might be done, for experiments seem to show that improve-
ments can be made.

As far as the performance of the WRU system is concerned, the results of the work
reported in these three documents are inconclusive. What is clear is that we have a lot to

learn about how to test systems. As far as thoroughness and general competence in carry-
ing out the work of testing are concerned Cranfield has no peer, but the source document
principle should be dropped and future tests carried out on the basis of taking into account
all relevant documents retrieved.

I- 10. The Evidence Underlying the Cranfield Results , by Don R. Swanson, The Library
Quarterly 35, 1-20 (January 1965).

This review is principally concerned with the first Cranfield project (cf. 1-2) and
emphasizes the implications of its experimental design. It is contended that the design it-

self almost guaranteed the particular results that were found.

There has been considerable dispute and discussion on the "artificial" nature of the

questions used in testing the four indexing systems. Rather the "artificial" or "biased"
nature of the relationship of the question to the source document should have been em-
phasized. Specific documents may certainly be used as sources of questions, but any
meaningful tests of the retrieval system must be performed on new documents which can
be assumed free of any unusual or direct influence on the wording or nature of the question.

In a real situation a "source document" generally does not exist, and when it does it

may presumably exhibit a variety of subtle relationships to the question that it inspires.

It would be quite unlikely that such a source document would be the only document of in-

terest in response to a question. It should be noted that the Cranfield reports make no
effort to conceal or distort the facts of their experimental design; it is only the con-

sequences of such design that are explored here.
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A close relationship exists not only between the source document and its corresponding
question, but between the title of the source document and the question. The consequences
and extent of the close correlation in language between titles and questions have been over-
looked in most of the Cranfield literature. It might be informative to show what degree of

retrieval success could be achieved by a machine match of title to question. Consider a

mechanizable matching procedure in which recall of relevant documents is calculated only
for those cases in which the statistically expected number of irrelevant documents also
retrieved will be small. This could be done if good data were available on word and phrase
frequencies for the collection of titles searched.

For a rough approximation, a count was made based on the 100 titles listed in Appendix
4B of the report (cf. 1-2). Each of these 100 questions was then matched to its correspond-
ing source title. The recall figure for successful recovery of source documents (plus rea-

sonably low retrieval of irrelevant documents) based on statistical matching of title to ques-
tion is 85 percent for the 100 questions and documents that were analyzed. If care were
taken to incorporate an adequate sample of the language of the subject field in each of the

four indexing systems tested, nothing else should be required to obtain 85 percent recall.

It might be of greater interest to compare the four systems on the basis of their ability to

retrieve information not susceptible to being retrieved by matching title to question. All of

the systems may operate at a level well below the recall achievable for those cases in

which the question language is closely matched to the title language.

Consider the a priori probable consequences of experimenting with retrieval of source
documents with high question-title resemblance. These probable consequences are divided

into the four areas which the Cranfield reports consider most important:

1. Recall comparison -- The terms used in each of the systems tested were
specifically compiled to reflect the nature of the collection. One would
expect a fairly high degree of uniformity in search results. What Cranfield

must have tested was their own consistency in equalizing the four vocabularies.

2. Number of indexing terms -- If an indexing system is to be tested by questions

based largely on titles, there would be little point in indexing very much more
than titles. It is hardly surprising to find Cranfield concluding that little

improvement results from "detailed indexing. " The various assessments of_

errors due to over- detailed indexing and indications that documents were
missed because of a failure to index the title further illustrate that the

Cranfield authors tend to at least imply a more general significance to their

findings on detailed indexing than is justified.

3. Indexing time -- The time required to index an article is related to the

number of terms assigned. Any indexing time expended beyond the few
minutes required to index the title could not result in significant improvement
of retrieval success for source documents. Thus "efficiency of 4-minute
indexing time" hardly merits the importance with which it is presented.

4. Subject skill of indexers -- It seems unlikely that the recognition of index

terms contained in the title of a document would require great knowledgeability

in the subject matter of the document. It is difficult to see what significance

can be attached to the level of technical training the indexers did or did not have.

The design of the Cranfield project suffers a major flaw in standardization of the

searching procedure for the four systems being tested. The final process of human scan-

ning of a batch of catalog cards is an important part of the experiment, and the average

number of cards examined per search question is an important property of any indexing

system. The comparison of systems by testing their success in retrieving source doc-

uments can have no meaning unless one standardizes to some common number of catalog

cards to which each system leads or tabulates the total number of cards finally searched
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for each question. The variation in the average number of cards scanned per search could

have been between 25 percent and 100 percent. The uncertainty in results implied by the

lack of search control indicates that just about as much statistical significance could be

attached to controlled experiments with a dozen searches and a hundred documents as was
realized for a thousand searches and six thousand documents.

Since the same people in the Cranfield project performed searches as did the indexing,

it is virtually impossible to assess the effect that human memory might have played in the

process. The experiments inextricably mixed together tests of human memory with tests

of indexing systems. The appearance of another uncontrolled element illustrates again the

numerous pitfalls of experimental design in this field.

It is pertinent to look at the Cranfield project in the light of those experiments which

did in some way deal with nonsource documents and which accordingly attempted to deal

with the question of relevance. The project proceeded on a modest scale to collect bibliog-

raphies, externally compiled, of articles of probable relevance to each of 88 selected ques-

tions, and then selected those references (359) which had also been indexed in the Cranfield

project. Each of the 359 documents was then assessed in relation to the appropriate ques-

tion, rated as 1 if it was useful as the source document, 2 if it was of some interest, and 3

if it was of no interest.

There were 5 3 documents which had a rating of 1 and 67 with a rating of 2. Thus 120

documents out of 359 were retained as being relevant to the original questions. Why the

others were judged as not being of any interest is unclear. Was this filtering based largely

on titles, for example? This question is obviously crucial to the subsequent interpretation

of the results. The reporting of recall ratios without any reference to the "relevance ratio"

or to the "number of cards scanned in order to arrive at such recall" prevents comparison
between these recall figures and those given earlier for source documents.

An analysis of 120 questions searched by Cranfield and WRU is given in this report

(cf. 1-2). An attempt was made to analyze all the documents in the collection in relation to

each question in order to come to some relevance judgment. If such judgment has rea-
sonable validity and consistency, it is possible to draw some interesting conclusions regard-
ing the recall and relevance ratios of Relevance 3 nonsource documents. Whatever tendency
was exhibited in the Relevance 2 documents for relevance to improve as one decreases the

number of indexing entries essentially vanished. Furthermore, the recall ratios are much
lower than were reported for the source documents.

In another Cranfield report (cf. 1-1) the WRU results are compared with the Cranfield

results on the basis of both recall and relevance. Whereas the Cranfield recall (85. 3 per-
cent) was somewhat higher than that for WRU (81. 4 percent) for Relevance 2 documents,
this was not so for the combined Relevance 2 and 3 documents. This is a point worth noting

that does not seem to have received attention in the Cranfield literature.

Notwithstanding the emphasis here on the shortcomings of experimental design, it is

true that more is known now about indexing systems and about the design and control of

retrieval experiments than was known before Cranfield.
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I- 1 1 . Investigation of Systems for the Intellectual Organization of Information , by Susan
Artandi, Report to the National Science Foundation. New Brunswick, N. J., Rutgers, The
State University, Graduate School of Library Service, June 1964, 40" p.

Systems for the organization of materials for the effective retrieval of information
contained in those materials are examined individually, with the aim of preparing rea-
sonably uniform descriptions and discussions of the systems in terms of characteristics,
advantages, disadvantages, and limitations. A set of descriptive criteria applicable to

information systems in general can thus be created, and such uniform descriptions can
serve as a useful basis for comparative studies to show which system is most efficient

under a given set of circumstances.

Characteristic system features include input to the system, materials in the system
(the store), searching methods, and output of the system. Input characteristics, including

methods by which the index language is created, choice of index terms, skills needed for

indexing, physical processing of materials, and others, are compiled for the Universal
Decimal Classification, SYNTOL, and alphabetic- specific subject indexing. (These three
systems were presented in a seminar series at Rutgers; each presentation was followed by
a panel discussion with audience participation. The points brought out in discussion were
incorporated in the final systems descriptions. ) A tentative conclusion is that the method
of preparing uniform descriptions is reasonable and useful.

1-12. Three Experiments with Citation Indexing and Bibliographic Coupling of Physics
Literature , by Pauline Atherton and J. C. Yovich, New York, American Institute of

Physics, April 1962, 39 p.

The three experiments discussed were (1) the production of an index to authors in foot-

note references in one issue of The Journal of Chemical Physics; (2) the compilation of a

citation index for articles published in The Physical Review on the topic of photodisintegra-

tion of the deuteron and general field theory, during the period from 1956 to I960, starting

with one paper published in 1961 and covering only references in Physical Review articles

to articles in the same journal; and (3) application of M. M. Kessler's bibliographic cou-

pling method to the citation index/bibliography compiled in experiment (2).

The 64- item bibliography was evaluated by a nuclear physicist who found the titles

alone insufficient to make any decision with respect to relevancy or pertinency. An in-

complete survey of all papers in Physical Review from 1956 to I960 revealed six additional

pertinent papers not turned up by the citation index system. In the bibliographic coupling

test, 23 of the 64 items on the test list were dropped because they did not share a reference

with at least one other paper. The nuclear physicist who evaluated the subgroups of papers

generated by applying coupling criteria felt that such groups formed incomplete bibliog-

raphies and that one could not trust the system's ability to retrieve the pertinent literature.

1-13. The Analysis of Medical Documents with a Comparative Evaluation of Three Indexing

Procedures , by William C. Buscher (Paper presented before Rochester Conference on

Data Acquisition and Processing in Biology and Medicine, July 1963) Cleveland, Ohio,

Western Reserve University, Center for Documentation and Communication Research, 13 p.

Document analysis procedures can be grouped into four general classes: (1) human
analysis for human retrieval, (2) human analysis for machine retrieval, (3) machine anal-

ysis for human retrieval, and (4) machine analysis for machine retrieval. At least four

criteria must be applied in an evaluation of techniques used for document analysis cost,
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convenience, completeness, and accuracy. A limited evaluation of indexing procedures

used the criterion "completeness" in comparing three procedures representative of the

first three classes above: subject-heading index, telegraphic abstracts with semantic codes,

and permuted- title index.

From the Center's file of diabetes-related literature published in I960, 22 articles

were selected at random; references to other articles found in them were compiled, result-

ing in a list of 222 articles. Subject headings from National Library of Medicine's Medical
Subject Headings were applied for the first procedure with an average of five subject head-

ings used per article. In the title index, articles appeared under an average of 4. 5 key-

words. The average telegraphic abstract had 25 words with appropriate role and link in-

dicators. The 22 articles selected in the beginning were studied closely to obtain questions

for which the cited articles could be listed as answers, and 172 questions were obtained, of

which 30 were selected for the test. Four volunteers answered the questions in the manual
indexes, and staff members at the Center programmed the questions for a computer search
of the abstracts. For the 30 questions there were 123 acceptable answers.

Articles were considered "right" if they were the ones used by the citing authors and

"wrong" if they had not been so used (disregarding their possible bearing on the author's

needs). Completeness (ratio of number of right answers found to total number of right

answers) and accuracy (ratio of number of right answers found to total number of answers
found) were computed: subject index, 62. 6 percent and 36. 1 percent, respectively; title

index, 57. 7 percent and 37. 1 percent, respectively; and telegraphic abstracts, 56. 1 per-

cent and 38. 1 percent, respectively. (The figures for the two manual systems include an-

swers guessed to be right by the searchers. ) The results raise many questions, including

why were the machine system scores low, why were some answers missed, and what sort

of information is required for an effective search. Continuing testing and experimentation
at the Center are aimed at answering such questions.

1-14. Seven Years of Work on the Organization of Materials in the Special Library , by

C Dake Gull, American Documentation 7, 320-329 (October 1956).

The Armed Services Technical Information Agency (ASTIA) Reference Test is described
in detail in this paper. In June 1953 ASTIA approved a comparison to determine the rel-

ative performance of the (then new) Uniterm System for information retrieval. A coor-

dinate index for 15, 000 documents in the regular flow of material to ASTIA was prepared
by Documentation, Inc. (DI), which posted an average of eight terms per document onto

terminal digit cards. At the same time the ASTIA Reference Center (ARC) prepared its

regular subject headings for the same documents.

Ninety-eight requests for report bibliographies routinely received by ASTIA were
searched in the two systems. In addition to aboat 580 reports listed in common, each
group found that the other group had included some other pertinent references, increasing
the area of agreement to 1, 390 common reports. ARC accepted 492 of DI's reports as

relevant, and DI accepted 318 of ARC's reports as relevant. The retrieval of these 1, 390
reports would have been the optimum performance for the independent search. ARC
produced 64. 6 percent (580+ 318) of the optimum; DI produced 77. 1 percent (580 + 492) of

the optimum.

In addition to testing the character of the retrieval system, another variable recognized
as increasingly important had to do with the difficulties of interpreting a request. ARC
cited 1, 089 reports which DI considered irrelevant, while DI cited 488 reports which ARC
considered irrelevant. The difference of opinion could have been resolved by submitting

both lists to the requestors and obtaining their opinions as to which method was more
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effective. Some account could have been taken of such questions as the following: Was the
written request an adequate reflection of the user's question? Was the user's idea of his
question changed by the lists he received? However, the suggestion that both lists be
submitted to the requestors was not followed, so no independent judgment was obtained on
the satisfactory character of the reference supplied.

Still another variable that came to light was the skill with which the systems were used.
Users of both systems had difficulty. The 492 references which ARC accepted from DI had
been missed because it failed to search all applicable subject headings, because subject
heading assignment was inadequate, because the interpretation of the request was inad-
equate, because there were so many cards under the subject heading as to discourage the
searcher, and for other varied reasons. The 318 ARC references accepted by DI had been
missed because of clerical errors in posting numbers, errors in coordinating numbers,
inconsistencies of indexing, and failure to consult the proper terms.

A fairly thorough search of the literature made at the time indicated that this compar-
ison of two reference systems was the first undertaken, so the clerical errors and in-

complete design of the test revealed during the course of the work were not surprising.

1-15. Convertibility of Indexing Vocabularies , by William Hammond, in Proceedings of

Conference on the Literature of Nuclear Sciences: Its Management and Use, Oak Ridge,
Tenn. , U.S. Atomic Energy Commission, Division of Technical Information Extension,
December 1962, p. 223-234.

(Some of the work reported here appears in greater detail in 'Experimental Study of Convert-
ibility between Large Technical Indexing Vocabularies --with Table of Indexing Equivalents",
by William Hammond and Staffan Rosenborg, Technical Report IR-1, Contract NSF C-259,
Silver Spring, Md., Datatrol Corporation, August 1962.)

A study was made to determine the difficulties inherent in applying one technical index-

ing vocabulary to information previously cataloged in another. The Armed Services Tech-
nical Information Agency (ASTIA) descriptor vocabulary was compared with the Atomic
Energy Commission (AEC) subject headings; the Table of Indexing Equivalents shows for

each of ASTIA's 7, 145 descriptors the identical, synonymous, or usefully equivalent coun-

terpart among AEC's subject headings. Indexing equivalents were found for all but 777 or

10. 9 percent of the ASTIA descriptors, but these 777 descriptors accounted for only 6. 1

percent of the total ASTIA assignment of descriptors over the past eight years.

Conversion by means of such a table will serve as a means of eliminating duplication

in cataloging and indexing effort. Frequency of use was highly significant; the most fre-

quently used terms were identical or directly convertible. Thus, the 905 most frequently

used AEC headings, while representing only 7 percent of the total AEC vocabulary, account-

ed for some 80 percent of AEC term assignments. Over half of these headings were iden-

tical or directly convertible and the others easily convertible to ASTIA descriptors.

In a small related study, the AEC and ASTIA indexing of 277 reports cataloged by both

agencies were compared. ASTIA furnished its catalog cards and AEC furnished copies of

the original worksheets. ASTIA used 2,, 571 descriptors and AEC 840 subject headings; of

the latter, 392 were either completely identical or nearly so, including matches achieved

by coordination of ASTIA terms. In 59 documents all AEC terms were matched by ASTIA
terms. Time was not available to make a detailed study of equivalence for the remaining

terms, but it was apparent that conversion by means of the Table of Indexing Equivalents

would substantially have generated the terms AEC used.
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Potential areas of future work include (1) field and group setting and (2) multi-

directional equivalence. Comparison of vocabularies was facilitated by using the ASTIA
field -and-group subsumption scheme. Generically related terms became more obvious,

errors such as in homonym equivalence were less likely to occur, and "best" synonyms
were more easily discovered. If more than two vocabularies are to be compared, a

composite or new scheme might be required. The Table is unidirectional, but ideally a

dictionary of equivalents should lead from any one vocabulary to any or all the others.

1-16. Project Lawsearch: A Statistical Comparison of Coordinate and Conventional Legal

Indexing , by Lawrence B. Heilprin and S. S. Crutchfield, in Parameters of Information

Science (Proceedings of the American Documentation Institute, 1964 Annual Meeting, Vol. 1,

October 5-8, 1964, Philadelphia, Pa.), Washington, D. C, Spartan Books and London,

Cleaver-Hume Press, 1964, p. 215-234.

The purpose of the experiment was to index a body of the law for search by the coor-

dinate index method, and to test this method of search against conventional search of the

same body of law. The coordination system used was a mechanico-optical system, not

entirely manual but less expensive to use than a computer. The particular body of law

indexed was that concerned with motor carriers in particular, personal injury to

passengers and loss of or injury to goods. This index occupied three volumes and an

appendix. The present report describes the work which started with delivery of the set of

index volumes and is confined to statistical aspects of designing the test, computations of

the data and interpretation of the statistics.

There are many potential sources of error or uncertainty in comparing conventional

with coordinate legal search. Those which could be forestalled in whole or in part are as

follows: (1) The questions used in the test might not fall within the coordinate -indexed

area removed through prior examination; (2) the searchers might differ in training or

ability to search legal material group of law review students and professional law
librarian selected; (3) searchers might differ in exposure to test material, i. e., a system
of rotation of test questions minimized contact among searchers and conflict in use of

library materials so that each of 9 searchers investigated each of 8 questions (72

searches), no searcher was assigned the same question twice, and at any time not more
than two searchers worked on a given question; (4) samples might not be large enough foi

clear statistical significance sample of 36 searches produced about 200 cases per

sample, large enough for reliable results by Chi Square and Variance Ratio tests; and

(5) assignments of applicability class of cases might not be uniform judges who exam-
ined cases retrieved by the searchers were experienced attorneys and professors of law or

indexers of legal literature, and each repeated at a later date his appraisal of each case.

Those sources of uncertainty which could not be allowed for are as follows:

(6) Selection of descriptive words might not suffice in quantity or quality to insure with

high probability that an indexed reference would not be overlooked indexing density ran
from 15 to 20 terms per case up to as many as 45 to 60 terms, the indexing term vocab-
ulary was about 800 terms, and as a result there was no failure to find cases that had been
coordinate -indexed provided they were of the highest applicability; (7) the indexing within

the legal area of the test might not be exhaustive this could occur if the limits of the

field were not well defined (as happened since the coordinate -indexed universe was limited
to motor carrier law while the conventional universe might include other transport media
if these cases seemed related and applicable), but the effect was not sufficiently great as
to render the samples noncomparable or to destroy the essential statistical similarity of

the two samples; (8) the searchers might not develop skill in the use of coordinate methods
comparable to that which they had in conventional search such a possibility could be
shown to be either present or absent and some partial correction made for it (demonstra-
tion that there was a strong learning curve was one of the highlights of the test); and
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(9) the searchers by coordination might not learn to use the specific -to-general approach
to search, and their habits would tend to conceal possible speed advantages of coordinate
search relative to conventional search in law there is a high premium on exhaustive

-

ness, resulting in searching a broader class than needed to locate samples and then elim-
inating all but applicable answers (the general-to-specific approach) as opposed to starting
with the maximum number of descriptors and broadening the search by removing some of

them (the specific -to -general approach), such search habit being based on the tendency of

the conventional system of hierarchical class indexing to deteriorate with age and to

require using broader classes which do not lose their mutual exclusiveness so rapidly.

The effect of these factors could not be predicted but a means was found by which the

existence of the effect could be demonstrated and to some extent measured independent of

the searcher's knowledge.

The parent populations of citations of cases Jncluded 1, 800 cases referring on the one
hand specifically to law on motor carriers and on the other hand to law on motor carriers
plus analogous law on other modes of transport. The first consideration was the extent to

which the two samples resembled each other, testing the distribution of cases retrieved in

each of the four classes defined to characterize the applicability of the cases to the search
questions: case in point, applicable on the facts and the law; applicable by analogy, either

on the facts or on law, but not on both; dicta, containing no binding decision as to law or

facts of future cases; and cases not applicable to search question. The class rating used
for the statistics was the rating by the judge who drafted the question and who read all

cases found by the searchers in response to it. The distribution of cases in the samples
shows the combined result of the labor of nine searchers and the judgment of one person
per question as to their success. The samples show no greater differences in distribution

than should be expected from random sampling of identical populations. That is, the two
samples had enough statistical similarity so that they could be considered as a whole as if

drawn by chance from the same populations.

It was found that the probability of retrieving the same case by the two search methods
increases with the applicability of the case to the search question. Although all cases of

highest applicability were retrieved by both methods, there is a difference between the

statistics of the two samples anc1 the statistics of the individuals. In order to be sure that

a case in any class was found, on the average it would be necessary to conduct at least

three and often four independent searches of the same question. Percentages expressing

the probability of retrieval of identical cases were probabilities based on the combined
efforts of all searchers in producing the samples. But the probability that an individual

would locate all the cases in a class by either method was much lower. Conclusions

which could be drawn from the test as to the content of the searches are (1) that the two

methods appeared to yield approximately the same quality of cases; (2) that the probability

of finding identical cases by both methods was strongly related to the applicability of the

cases; (3) that for a case of given applicability, the probability that an individual would

locate it was much lower than the probability that a group of several individuals searching

independently would locate it; and (4) that on the basis of the samples, the smallest groups

required so as to be almost sure to locate cases of highest applicability were two independ-

ent searchers and more than two for cases of lower applicability.

When interest changed from what was retrieved to efficiency of retrieval, the data are

the times taken to perform the search, or the total search time. The data on total search

times were recorded for each individual searcher and for each question; the time by

question was summarized, again dividing the time by search method, and combining to

give the overall time. The overall mean search time for 36 searches by the conventional

method was 137. 5 minutes per search. The overall mean for the coordinate method was
97. minutes per search. To test the reality of the difference an analysis of variance was
made. There is a significant difference in the mean search time by the two methods.
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These statistics neglected possible change with time of the search time, i. e. , a

possible "learning curve" by the searchers in mastering the coordinate search technique.

In a graphical plot showing the mean search time as a function of trials, or days, in the

order in which they occurred, a sharply decreasing mean search time is evident. Since

the curve shows no sign of flattening out it suggests that the five days of trial were not

sufficient to master the new search technique and a larger time improvement might be

anticipated. It was believed that this was the first time a learning curve had been dem-
onstrated for coordinate search, and curiosity attached to what was being learned.

It was shown that the time advantage could be greatly increased by varying the order
in which generality was used in search, and that the order of use appeared connected with

the need to relearn this order. It is strongly suggested that the improvement in search
time was attributable to gradual appreciation on the part of the searchers that their habits

of general-to-specific search, with much subsequent scanning, need no longer be used.

Since in the present test situation the obtaining of one or several cases -in-point might well

be considered the end of the search, the coordinate search should show some average
improvement in search time over the conventional method if the questions were ranked in

the order in which cases -in-point were found. It was found that for conventional search
there was no great sensitivity of search time to the finding of a case -in-point, but on the

other hand for coordinate search there was a marked progressive decrease in average
search time as cases -in-point increased.

In answer to the question as to why similar time relations were not discovered in the

ASLIB-Cranfield Project (cf. 1-2), in testing the Uniterm system the Project did not use
optical coincidence, and without the mechanization which gives the coordinate method its

speed it did not show significant search time differences compared with other

classification systems.

1-17. The Distribution of Term Usage in Manipulative Indexes , by Nona Houston and
Eugene Wall, American Documentation _15_, 105- 1 14 (April 1964).

A method has been developed for predicting the distribution of use of index terms in

manipulative systems which develop their vocabularies empirically. Manipulative indexes

are characterized by the coordination of more or less elemental indexing terms at the

time of search. In this paper either of two broad types of system is referred to: the

"prefiled manipulative" system, in which each term in the vocabulary has posted to it a set

of document surrogates, and the "random manipulative" system, in which each of a collec-

tion of document surrogates has posted to it a set of index terms. By "empirically" is

meant that the vocabulary is not prescribed in advance but is developed on the basis of the

terminology employed in the indexed documents. Such vocabularies can be edited, but

such editing operations do not detract from the empirical nature of the vocabularies.

Data from 10 indexes were used in the study: a chemical engineering index, a private

experimental index, the Air Force's AFOSR Project ECHO, five different samples of the

Uniterm Index to Chemical Patents (in order to observe any effects of increase in size of

a given collection), the DDC system, and a private research report index. The data were
correlated to show a log -normal relationship, up to about the 95th to 98th percentile,

between total index entries and distribution of term usage. In nine of the 10 collections the

equation expressing that distribution depended principally on the total number of postings

in the index. For the remaining index, which employed syntactical controls, the equation

contained constraints different from those for the other systems' equations.
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The equations can be used to predict the approximate size of a system vocabulary,
based upon the number of postings in the index, and to determine whether the admission of

new terms to a vocabulary is too tightly or too loosely controlled. Also the rate of vocab-
ulary growth can be estimated. An additional basis for deciding whether or not to employ
dedicated-space storage media for indexes is thus provided.

1-18. Comparison of the Results of Bibliographic Coupling and Analytic Subject Indexing,
by M. M. Kessler, Report R-7, Cambridge, Massachusetts, Massachusetts Institute of

Technology, January 28, 1963, 30 p.

(This report also appeared in American Documentation 16, 223-233 (July 1965).)

Bibliographic coupling is a method for separating a large body of technical literature

into small related groups: a single item of reference used by two papers is called one unit

of coupling between them, and a number of papers constitute a related group if each mem-
ber of the group has at least one coupling unit to a given test paper. This report is

concerned with a comparison of the results of processes for grouping papers, that is, with
the mechanics of group formation but not with the meaning or relevance to retrieval of the

groups so formed.

The experimental material consisted of 334 papers in Vol. 112 (1958) of Physical
Review. These papers were arranged into groups according to analytic subject indexing

(ASI) and bibliographic coupling (BC). In the first case, the papers were placed into one or

more of 73 subject categories; there were 73 groups, although some were empty. In the

BC process, each paper was compared to each of the remaining; there were 334 groups,

although some of them were empty also. In the ASI, the collection was distributed among
a smaller number of groups, and each paper was a member of fewer groups than in BC.
In the case of BC, the process is completely mechanical; in ASI much is left to the discre-

tion of editors and indexers.

The comparison was performed in four stages: (1) Given the papers in a group
according to BC criterion, how are they regarded by ASI; (2) given the papers according to

ASI, how are they regarded by BC; (3) and (4) given two papers strongly related according

to one of the methods, what is the verdict of the other method. In the first stage, each of

the 334 papers was used to form a group according to BC; each of the papers in these

groups was then checked for its classification according to ASI. If all the members of G^
(groups formed by BC) could be accounted for by three ASI categories, there was consid-

ered to be a good match between the two methods. Data were calculated as A/B and C/D,
where A = number of papers in G^, B = largest number of papers in Ga included in three

ASI categories, C = total number of ASI categories used to describe all the papers in GAi
and D = number of ASI categories that would account for all the papers in Ga • The ratio

of the two fractions A/B and C/D may be used as a measure of the correlation between the

results. The average value of A/B for all BC groups having four papers or more was 0. 9;

for the same groups the average value of C/D was 0. 5.

In the second stage, results could not be compared statistically since there is no

measure relatedness for ASI categories. But the qualitative conclusion is drawn that

correlation of ASI categories with BC groups is good where the ASI categories seem to be

of small enough "logical size" (e.g., refer to a particular state or property rather than to

a major discipline, etc. ).
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In the third stage, pairs of papers formed between a test paper and each member of

G are considered. There were 876 pairs of papers formed variously coupled. All those

with five or more coupling units were placed in 6ne group, those with three and four units

in another, then papers with one and two coupling units each formed two separate groups.

The pairs were then examined for relatedness by the ASI method: if the pair shared one

ASI category, a relation exists. Coupling strength is a measure of relatedness consistent

with the judgment of ASI. As the coupling strength increases the probability of sharing an

ASI category also increases.

The fourth stage experiment could not be performed because no measure of strength of

relatedness between pairs of papers could be found for the ASI method.

1-19- Evaluation of Analog-to-Digital Converter Patent Information Retrieval Systems,
by Donald W. King, WRA PO 12, Denver, Colo., Westat Research Analysts, Inc., June

1964, 42 p. plus appendices.

Three index and search systems were involved in this study: Si, the U.S. Patent

Office classification system subclass 340/347 (called "Code converters" and including

analog -to -digital, digital-to-analog, and digital-to -digital converters), which is searched
manually through file drawers; S 2 , the U.S. coordinate index system containing a duplicate

set of the U.S. patents identified above and comprising 89 terms grouped into nine cat-

egories, which is searched by needle sorting on key-sort cards and manual retrieval from
the files; and S3, the Netherlands Patent Office coordinate term index system comprising
all patents dealing with pulse -code modulation systems disclosing converters and using

356 terms arranged in nine main categories, which is searched by passing IBM cards
through a tabulator. Of the 750 U.S. patents in Si and S 2 and the 630 U.S. patents in S3,

only about 3 50 were the same patents.

Search results include 155 searches performed under S 2 operationally and a total of

30 experimental searches performed on all three systems (30 were searched under Si and
S2, and 2 1 of these were searched under S3). In experimental searches for Si and S 2 the

examiner selected the broadest and narrowest search question to be used in S 2 , search of

the broad question was made by another person, search of the Si was made by the exam-
iner, and the documents from the two searches were merged and judged for relevance as

to citable in the case, useful in the case, and prefer not to have. A search of the narrow
question in S 2 was made by another person and those documents identified as to relevance.

Since assessment of relevance was made on the broad set of documents, it was possible to

draw conclusions concerning the effectiveness of the narrow searches by observing whether
or not the relevant documents were retrieved. This procedure allowed the examiner to

pass judgment on both systems for one search, or to evaluate the two systems on a common
ground. For S3 a number of search questions were formulated, averaging 3. 9 search
questions for each application, and the documents retrieved were screened for those most
relevant to the search.

The distribution of the number of documents retrieved was found to fit a logarithmic

-

normal distribution with S 2 . The observed distribution of the number of documents
retrieved using S 3 apparently was not log-normal.

One means of characterizing the search procedure is by a retrieval profile, described
by the elements of the relevance -retrieved contingency table. The assessment of rel-

evance was made in the first instance by the examiners in each of their searches. The
retrieval profile for classification searches is given. There were four independent search-
es made on the applications used in the experiment: Si , S2 , S 3 , and S 2 operational.

21



All four systems produced a set of relevant documents. Retrieval profiles are given where
the total number of relevant documents is the set sum of the relevant documents found in

all the searches. A set of documents was assessed to be relevant from these four in-
dependent searches, and a new set of documents was selected as being minimal for citation
in these cases. The retrieval profile for this assessment is also given. Again, a set of

documents was selected as being the best references for each application; the retrieval
profile for this method of assessing relevance is also given. It was found that the recall
ratio (number of relevant documents retrieved/total number of relevant documents) is

nearly constant within a particular system for all assessments of relevance. Also, the

estimated recall ratios for the individual examiners searching with Si and S 2 for the

minimal set of documents judged to be relevant and the documents judged to be the best
references show that the differences between the examiners using one system were not

significant statistically.

It was found that Si produced at least one best reference in 71 percent of the searches,
S 2 in 86 percent of the searches and S 3 in all of the searches observed. The average num-
ber of best references per search was found to be 2. 0. This model assumes that the best
references are of equal value and provide the same information. However, in some
instances several references were best references for different claims. In addition, two
or more references occasionally provided pieces of information which when combined
formed the best reference for a single claim. These varying situations could be treated

as separate cases when estimating this criterion of reliability of the system.

The search time was observed for S x and S 2 . The Si search time is subdivided by the

time spent manually searching and the time spent making a final selection. The S s time is

subdivided by the time spent mechanically sorting cards and selecting documents and the

time spent making a final selection. The average total search time is greater for S x than

for S 2 . The estimated average time required for final selection is about four minutes per
document.

An inspection of search strategies indicated that examiners normally asked a specific

question, then broadened their search by dropping off terms. Two additional search strat-

egies were investigated: ranking of terms in order of importance and then searching by

sequentially dropping the least important term, which resulted in a recall ratio of 0. 67

and an average number of documents retrieved of 48, and assigning a value of relevance to

each document according to the number of terms in the question found in each document
and then retrieving the documents in the order of this relevance, which resulted in a

recall ratio of 0. 70 and an average number of documents of 53. It was felt that the broad
coordinate index search was more efficient than these two.

During the encoding operation 21 patents were encoded by three examiners and the

results evaluated to yield a "true" selection of codes for these documents. The accuracy
of encoding was described by the conditional probability that a term is selected given that

it should be and that a term is selected given that it should not be. The consistency of en-

coding was described as the set intersection of the selections of two coders divided by the

set sum of the selections of two coders. The best references not retrieved in the exper-

iment were investigated to determine if they were missed because of encoding errors; no

misses were distinctly attributed to indexing errors, but inadequacies of the term list

accounted for missed references and would also have resulted in reduced indexing

consistency.
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The following general conclusions were reached: the U. S. coordinate index system is

an improvement over the manual classification system, principally in reducing search time,

and its reliability is at least as good and somewhat better if used properly; the art in this

particular field is amenable to a well structured term list and the term descriptions are
relatively unambiguous; three methods of improving the system are modifications of the

term list, improvement of search strategy (which has the most potential), and adoption of

a sophisticated computer searching technique; the Netherlands system performed well,

missed fewer than 20 percent of the relevant documents on the average, had more breadth

and depth in the structure of the terms, and allowed more freedom in selecting alternative

search questions; the evaluation proved useful in pinpointing weaknesses in the operational

systems and in establishing the effectiveness and demonstrating areas of potential improve-
ment in the new system.

I-2U. A Comparison of Keyword-in-Context (KWIC) Indexing of Titles with a Subject

Heading Classification System , by Donald H. Kraft, American Documentation 15, 48-52

(January 1964).

Keywords, such as would be listed by the KWIC system of automatic title indexing,

from 803 titles in the 1959-1960 Index to Legal Theses and Research Projects and from
2, 625 titles in the January-June 1961 Index to Legal Periodicals were compared with the

subject headings actually used in the conventional human indexing of the papers. The titles

were grouped as (1) those which contained a word the same as its subject heading or in

some root form of the heading; (2) those which could have been indexed as well under
another subject heading which appears in the title; (3) those which contained a synonym of

its subject heading; (4) those which contained keywords that would enable a searcher to find

it in a KWIC index; and (5) those which contained no descriptive keywords. It was found
that 64.4 percent of the computer -generated index entries were identical with the subject

headings used. Only 10. 5 percent of the titles examined did not contain any keywords which
might help to index them.

1-21. A Comparative Study of Fragment Versus Document Retrieval , by J. L. Kuhns and

Christine A. Montgomery, in Parameters of Information Science (Proceedings of the

American Documentation Institute Annual Meeting, Vol. 1, October 5-8, 1964, Philadelphia,

Pa. ), Washington, D. C. , Spartan Books and London, Cleaver-Hume Press, 1964, p. 369-377.

This experiment tests whether certain types of requests for information could be sat-

isfied by portions or fragments of documents and, if the assumption proved valid, of what
size the fragments should be and by which criteria they should be selected.

Four types of fragments were created from a 60-document sample of an experimental
library on advanced propellants: (1) a machine -produced document extract, which rep-
resents about 25 percent of the total material contained in the document; (2) a paragraph
characterized by a dense cluster of search terms; (3) the sentences of the machine extract,

taken individually; and (4) the individual sentences of the entire document. Retrieval ques-
tions were formulated by project consultants who were experts in the field. The consultants

were permitted to base their questions on the abstract cards for the experimental library.

The consultants also expanded content terms of their questions by adding synonymous
concepts, thus creating thesaurus -type word groups to aid in the retrieval. Terms were
defined for each question and specified for retrieval according to the following rules:

(1) documents and extracts must contain all terms; (2) paragraphs must contain all terms
or, if not, the two paragraphs containing the highest number of terms would be selected;
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and (3) sentences would be taken only from documents selected under rule 1 and must
contain the primary search term plus one or more secondary terms, according to the

number of secondary terms in the search prescription.

Retrievals were carried out manually using a set of three machine -produced concord-
ances prepared for the 60 documents. These concordances listed document, paragraph
and sentence numbers for each occurrence of each word. Those documents, extracts,

paragraphs, and sentences which satisfied the retrieval requirements were listed. For
nine of the original 41 questions, no material could be found in the sample library. The
sets of retrieved fragments were ordered for each question in terms of relative size.

Machine extract sentences were generally the smallest, being assigned to level 1 in 34 out
of 54 cases; the extracts were found to be the largest fragments in 23 out of 33 cases; the

document itself was considered as a fifth level of size. For each of the five size levels, a

decision was required as to whether the information contained in that level was irrelevant
to the question, constituted a partial answer to the question, formed a base from which the

answer could be inferred, or constituted a complete answer to the question. For each
question the consultants were also asked to indicate by single and double underlines,

respectively, material in the body of the documents which (1) was relevant to the question
and (2) constituted a minimal complete answer.

The evaluation of the consultants' responses to the retrieval sets was carried out from
three points of view. The first evaluation consisted in a study of the relationship between
the size of a fragment and its potential for answering questions. Of the 32 questions

presented to the consultants for evaluation, 21 were judged to have received a complete
answer, 2 contained only irrelevant material, 7 contained material giving a partial answer,
and 2 contained enough relevant material to enable the questioner to infer the answer. Of
all the questions receiving complete answers 81 percent were answered within an average
of 12 sentences (about 16 percent of the document). These figures seem to present a

convincing argument for fragment retrieval as against document retrieval, at least for the

types of questions used in these experiments.

The second evaluation stressed content rather than size, considering the probability

of a given fragment type containing as much information as the full document, containing

less information than the full document but some relevant information, being irrelevant

when the full document contains information, or not being retrieved when the full document
is retrieved. The probabilities, conditional on retrieval, of a fragment type containing as

much information as the document are .48, .82, . 61, and . 69 for extract sentences, doc-
ument sentences, document paragraphs, and extracts, respectively. The second type

(document sentences) dominates in effectiveness, both in regard to size and amount of

information.

The third evaluation examined the effectiveness of the fragment types as carriers of

relevant material. The procedure is to use a retrieval effectiveness measure (based on

"cost" considerations) which is defined as the ratio of the net gain from the retrieval

operation. Let the document have a total of t sentences, m of which are relevant; and let

the fragment type have n sentences of which x are relevant. The requester's net gain

from the information obtained in the fragment type is x (t/m)-n. The maximum possible

net gain occurs when x=n=m and is, therefore t-m. The final fragment type score is then

obtained as the ratio of these quantities, x/m - (l/t-m) (n-x). This is of particular in-

terest in that x/m is the proportion of relevant material retrieved and (n-x) is the amount
of irrelevant material retrieved. The quantity l/(t-m) is therefore the penalty coefficient

for irrelevant material (cf. 11-53). The final effectiveness scores were . 17, . 34, . 15,

. 15, and for extract sentences, document sentences, document paragraphs, extracts,

and full text of documents. Comparable scores for the maximally relevant sentences

were . 28, . 54, . 30, .27, and 0, respectively (roughly twice as great). The results of the

effectiveness measures confirm the probabilistic results.
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It was determined that the document sentences fragments have a high probability of

containing as much information as the document. However, all four fragment types carry

a large proportion of irrelevant material, and a fragment type which could be char-

acterized as optimal with respect to the proportion of relevant versus irrelevant material

contained did not emerge in the course of this study.

I-Z2. Value of Titles for Indexing Purposes , by Robert E. Maizell, Revue de la

Documentation 27, 126- 127 (August I960).

The subject index entries supplied by editors of Physics Abstracts (PA) and Chemical
Abstracts (CA) for 25 papers from the February 1, 1957 Physical Review were examined
in order to study the importance of titles in indexing. PA provided 52 major subject index

entries, of which 36 or 69 percent were found given in the words of the title. Sixteen titles

or 63 percent contained all of the entries supplied by the indexer. CA indexed 23 of the 2 5

articles and provided 92 subject headings for them. Of these, 43 or 47 percent were given

in the words of the title. Nine titles or 23 percent contained all the information supplied

by the indexer. Most of the additional subject entries supplied by CA and some supplied by

PA, which were not in the titles, were names of chemical elements or compounds.

Many of the titles studied could have been modified easily so as to include all their

indexing concepts; titles are, therefore, closely related to index entries.

1-23. An Evaluation of Information Retrieval Systems , by Max W. Mueller, Memorandum
Report No. 7170, Burbank, Calif., Lockheed Aircraft Corp. , 30 September 1959, 1 14 p.

Basic principles and problems are common to a number of information storage and
retrieval systems available for use: various methods of selection from a store, linguistic

problems, encoding of concepts, code system design, etc. One type of information system,

the concept coordinate indexing technique, may be applied to hand- or machine -manipulated
systems of varying degrees of complexity. Costs can be computed for selection, abstract

production, and updating and correction of files; these costs can be compared for different

types of concept coordinate systems. Analyses and comparisons are made of four Uniterm
systems, an IBM punch card system, and two IBM computer systems.

1-24. Correlation of Indexing Headings and Title Words in Three Medical Indexing

Systems , by John O'Connor, American Documentation 15, 96-104 (April 1964).

In a study of the Index Medicus wherein the heading-title synonym inclusion relation

was analyzed (cf. 11-36), results indicated that 86 percent of the heading-title pairs were
related and the heading assignments could have been produced automatically by computer,
with the aid of a thesaurus. The study raised several questions, one of which was what
would be the results of a similar study of other indexing systems, especially in medical
literature. Such a study, presented here, analyzed the Index Handbook of Cardiovascular
Agents (Index), the Merck Sharp and Dohme punch card retrieval system (MSD), and the

National Institutes of Health Research Grants Index (NIH) for the same synonym inclusion

relations. A random sample of 50 papers was selected from the Index, and for each paper
one of the headings assigned to it was randomly selected. Of these 50 heading-title pairs,

32 percent were related by synonym inclusion. Of the 50 random heading-title pairs from
MSD, 54 percent were characterized by synonym inclusion. Of the 50 random title -heading
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pairs (almost all selected by an every-tenth-page process) from NIH, 26 percent had
synonym inclusion. The general conclusion is that at present any proposal to produce the

indexing headings by computer should be viewed with caution.

1-25. Automatic Abstracting Evaluation Support, by Dan Payne and John F. Hale, Report
No. RADC-TDR-64-30, Final Report to Rome Air Development Center, Griffis Air Force
Base, N. Y., Rome Air Development Center, Information Processing Branch, February
1964, 38 p. plus appendices.

The objectives of this study were (1) to identify jobs and tasks in industry which are
dependent on scientific documentation, (2) to compare the utility of abstracts with that of

original text on each type of task within several scientific fields, and (3) to determine the

feasibility of tailoring abstracts specific to each type of task. The American Institute for

Research had earlier developed a technique for producing a good general-purpose informa-
tive abstract. This study evaluates the utility of abstracts generated by the technique; both

the general-purpose and the task-specific abstracts were so evaluated.

Four general tasks were identified: screening, comprehension and retention, fact

retrieval and problem solving. Two consultants each in the fields of chemistry, physics,

biology, metallurgy, and psychology prepared test items based on 40 technical papers in

trade journals of the respective fields. The papers were abstracted: full abstracts,

abstracts tailored to the information requirements of each type of task, and a summary or

brief abstract used as a control in the test program.

For the screening task, the test subjects (college students majoring in one of the fields

or professionals from local industries) were given a problem in the form of a single test

item and "available literature" in the form of the 40 articles or abstracts related to the

problem. They were instructed to select nine references on the basis of perceived rel-

evance to the problem. Accuracy was defined as the number of correct references select-

ed (correct articles were those upon which the consultants had based the remaining task-

test items), and performance time was recorded from start of search to completion of

selection.

The comprehension-retention task required the subjects to read carefully three of the

nine selected references and to answer nine questions on the basis of what they remem-
bered from those references. They were later allowed to refer back to the three ref-

erences in order to verify their answers. Thus there were two measures of accuracy, one

for retention alone and one for retention and search ability. Total performance time was
the sum of times for reading, answering, and correcting.

In fact retrieval, the subjects were given three other references from the original

nine and nine questions answerable by simple concise facts. Accuracy was the number of

items correctly answered, and performance time was the time spent looking up the

answers.

For the problem-solving task, the subjects were given the three remaining references

and three essay-type questions, and instructed to solve the problems using the references

as source material. Accuracy was measured on a 0-9 scale, with each question graded on

a 0-3 basis. Times recorded were total performance time and also the amount of time

spent reading or referring to the three articles.
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General conclusions include that the abstracts produced nearly equivalent accuracy,

relative to full text, on screening and comprehension-retention across all fields; that full

text produced somewhat superior performance on problem solving and markedly superior

performance on fact retrieval; that there were no substantial differences in accuracy
between full and tailored abstracts on any task; that use of abstracts resulted in highly

substantial time savings relative to full text in performance of all tasks except fact

retrieval; and that tailored abstracts result in a time savings relative to full abstracts on

all tasks except fact retrieval.

1-26. Chemical Documents and Their Titles: Human Concept Indexing vs. KWIC -

Machine Indexing , by Mary Jane Ruhl, American Documentation 15, 136-141 (April 1964).

As machine -produced title indexing becomes more widely used, authors and editors

should be concerned with the composition of titles. Comparison of permuted title indexing

of 84 titles in Chemical Titles and concept indexing of the same documents in the Chemical
Abstracts Subject Index shows that 57 percent of the titles included all important concepts

or equivalents, 17 percent contained all but one concept, 14 percent all but two, and 12

percent missed three or more concepts. On the whole, titles defined adequately the work
reported in the documents; their composition should emphasize descriptiveness and
retrievability.

1-27. Experience with Indexing and Retrieving by UPC and Uniterms , by J. A. Schuller,

ASLIB Proceedings 12, 372-389 (November I960).

At the Armed Services Technical Documentation and Information Center of The
Netherlands' Ministry of Defense, the Universal Decimal Classification card system and
the Uniterm system of coordinate indexing on peek-a-boo cards are used together for

indexing and searching technical report collections. A few hundred questions from the

register of queries received at the Center in the last few years were put to both systems.
In the first test, 100 queries were used, and the number of relevant and irrelevant doc-
uments retrieved and the time for searching were recorded for each system. In addition,

the number of documents found by both systems was noted. Time for searching was essen-
tially the same. Both systems found 50 percent of the relevant documents, the UDC found

23 percent more, and the Uniterm system found 27 percent more. The close results

support the conviction that the two systems should be used together. In the second test,

200 queries for specific reports known by title were put to both systems. Engineers
consulted the UDC system at an average of 10 minutes per report and did not find 37

reports. Librarians used the peek-a-boo cards at an average of 1. 5 minutes per report

and did not find 2 reports. The conclusion drawn for the Center is that the Uniterm system
is most useful, especially in its peek-a-boo form, as a complement to the Universal
Decimal Classification system.
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1-28. A Comparison of Dictionary Use within Two Information Retrieval Systems , by
Glaire K. Schultz, Phyllis D. Schwartz, and Leon Steinberg, American Documentation 12,

247-253 (October 1961).

The Merck Sharp and Dohme (MSD) punched card system and the Armed Services
Technical Information Agency (ASTIA, now Defense Documentation Center) computer
system were compared as to the use of their dictionaries for building their input files.

The average number of descriptors per document in the MSD system was 12. The average
number in the ASTIA system was 5. 4 at the time of the study; later provision for adding
automatically certain generic terms should have increased this by three. Statistics were
compiled about the frequency of occurrence of descriptors in single, double, and triple

combination: in both systems the shape of the curves for the occurrence of single descrip-
tors is one-half of a U. Curves for the use of single descriptors in terms of the average
number of uses of descriptors coincide, and the authors hypothesize that the shape of this

curve (nearly a straight line for cumulated frequency of use of descriptors) is an intrinsic

characteristic of dictionary use.

1-29- A Comparison of Systems for Selectively Disseminating Information , by Ralph H.
Sprague, Jr., Indiana Business Report No. 38, Bloomington, Indiana, Indiana University,
Graduate School of Business, 1965, 70 p.

The primary purpose of this research project was to determine the best method by
which the Aerospace Research Applications Center (ARAC) could select documents from
the large store of documents abstracted and indexed by the National Aeronautics and Space
Administration (NASA) and selectively distribute them to industrial scientists and engineers.

Selective dissemination is not a new endeavor, but recent growing interest in mechanized
selective dissemination has been prompted by the accelerated pace of development and
proliferation of information, and the need to maximize the productive time of available

manpower. As the size of a document store increases and a total search becomes more
lengthy and expensive, selective dissemination may become a more important service than

retrieval. The advantages of automatic selective dissemination should not blur the fact

that it needs to be economically justified. The effective performance of selective dissem-
ination rests on the quality and scope of the body of documents used as input, user accept-

ance and cooperation, and the actual processing system that performs the selective

dissemination. A comparative test of systems operating on a centrally created body of

documents should prove helpful to anyone planning to exploit such sources for selective

dissemination.

The performance of a selective dissemination system can be measured in terms of two

types of errors: documents relevant to a user's interest that are not selected (miss), and

irrelevant documents that are selected (trash). The relative "cost" of each depends mainly

on the user. A selection method can thus be evaluated by the extent to which it minimizes
the cost functions of many users. This experiment provided empirical data that indicated

which type of selection method performed the selective dissemination function best. The

tested methods are models and the results of the experiment pertain directly to only these

models; however they form the core of most methods currently in use. A more general

contribution of the research results from the methodology, suggesting a straightforward

technique for comparing several types of selection systems in many specific situations.

Four decision systems for document selection were comparatively evaluated in this

experiment: (1) the Boolean method, selecting documents that satisfy certain conjunctive

and disjunctive relationships between profile terms; (2) the simple term counting method
(T-system), selecting documents in which a certain number of terms coexists in the index
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and profile; (3) the percentage hit method (P-system), selecting the document when a

certain proportion of the document index terms match those in the profile; and (4) the

weighted term method (R-system), selecting documents when the sum of weights on match-
ing terms exceeds a given level. All four of these selection logics depend on the keyword
concept, the assumption that the intellectual contents of a document and the scope of an
interest profile can be adequately characterized by a list of terms.

The research was conducted with the cooperation of ARAC, formed under contract with

NASA to explore the feasibility of expanding nonmilitary use of techniques and processes
developed in space-oriented research and developments efforts. ARAC acts as interme-
diary between industrial firms and various sources of information, centered around the

indexed information available through NASA. The store of information involved in the

research project is contained in two abstract journals, Scientific and Technical Aerospace
Reports (STAR) and International Aerospace Abstracts (IAA). An ARAC staff engineer was
assigned to each interest center (a point in an organization's structure at which decisions

requiring information were made) to design a profile of needs for machine search and edit

the machine output for relevance. He was the interpretive liaison between the interest

center coordinator and the information store. These staff engineers were the "users"
participating in the experiment.

The three major assumptions underlying the research methodology employed are: (1)

the meaning and role of relevance, including the simple distinction of relevant or nonrel-

evant; (2) the independence of relevance decisions, each document being judged on its own
merit irrespective of other documents received (these two assumptions combined presume
that all nonrelevant documents are equally nonrelevant and all relevant documents are
equally relevant, and in terms of error measurement in system evaluation one missed
document is as serious or costly as another); and (3) the adequacy of the abstract as a

basis for the relevance decision.

In the experiment construction of the profiles was the most critical step and it was
necessary to establish a "typically good" or "average operational" profile for each system.
The most important element in profile construction was the selection of the index terms
that made up the profiles. The set of index terms was the same for all system profiles for

a given interest center. Any significant performance of the systems resulted from the

manner in which these terms were combined and interrelated in the search logic. Since

the set of terms was common, the user first chose the terms that adequately described his

interests; the profiles for methods 2 and 3 were then complete. To finish the profiles for

methods 1 and 4, the user stated the conjunctive and disjunctive relationships between
terms and assigned a weight to each term that indicated the relative importance of that

term to his interests. To validate the choice of terms, the analysts performed a manual
search of the abstracts in an issue of STAR and IAA and indicated which were relevant.

The indexes of these documents were examined to insure that no important words were
omitted from the profile. The amount of time necessary for construction of each of the

profiles was observed. In general, it took the analysts a little longer to establish the

Boolean relationships (from five to ten minutes) between profile terms than it did to weight

them (from two to five minutes).

To convert the inverted file supplied with NASA's search system to a linear file to

facilitate matching terms in a profile with terms of a document, each term number from
the inverted file was paired with the number of each document it indexed. The resultant

document -term pairs were blocked and sorted; grouping all the terms associated with a

unique document number in a single tape record completed the conversion. This linear

file tape was used by the term matching systems while the inverted file and ARAC's search
system were used to perform the Boolean search. To facilitate the development of

performance data over the full range of selection criteria, the status of each document with
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respect to the profile was indicated for each system. It was possible to tabulate the num-
ber of documents that would have been selected under each possible selection criterion for

each system.

In order to evaluate the effectiveness of the systems, it was necessary to determine
which documents in the total score were relevant to each interest center. All relevant
documents were assumed to be included in the set of documents indexed by at least one of

the terms. The result of a very broad machine search was submitted to the analysts,

whose task was to identify the documents relevant to a given interest center. It was then
possible to tabulate the hits, misses, and trash for each system at all desired selection
criteria. The experiment involved 25 profiles; 19 of these were under test for the first

five issues of IAA and STAR, containing 7, 110 documents; six were under test for the

seventh issue, containing 2, 015 documents.

A graph relating the relevance ratio (fraction of documents retrieved that are relevant)

and the recall ratio (fraction of all relevant documents retrieved) shows the performance of

the four systems for each interest center. Twelve hypothetical searches were performed
by each of the three term matching systems; each search yielded a single relevance ratio

and recall ratio that was plotted on the graph as a single point. The 12 points comprise the

curve for the system; each system is represented by a distinctive line. The dimension
lacking from the curve is the differing requirements of users regarding miss and trash.

The system that performs at the lowest cost for a given function relating these two types of

errors is the best system in that instance. The C value, which is called a cost here, is

not a cost in the usual sense of the word, but indicates the detriment suffered by an individ-

ual user. A cost function k = 1 represents the user who cares little about missing a doc-
ument but does not want to receive much trash; when k = 3, the user is rather concerned
about not missing good documents and is willing to spend some time and effort eliminating

the trash; if k = 5, there is strong concern over a missed document and a willingness to

cull quite a bit of trash.

For a user whose cost is specified by k = 1, the Boolean system has the lowest cost,

the T-system and P-system are tied, and the R-system is fourth. Where k = 3, the rank
from first to fourth is T, R, B, P; the Boolean drops to fourth place when misses are costly

(k = 5) and the ranking becomes T, R, P, B. Three important facts are revealed by the data

analysis: (1) the weighted term system performed best for all cost functions used in the

ranking; (2) the P-system performed the worst for all cost functions; and (3) the relative

performance level of the Boolean system decreased as the cost of missed documents
increased. It is significant that the weighted term system showed the best over-all

performance. The main characteristic of the system, not possessed by any of the other

systems, is that it allowed the profiler to indicate the importance of the profile terms to

his interests. This is a valuable search system characteristic. Another important im-
plication resulting from the findings is that the Boolean system was hindered by its

inability to adjust to various user requirements without additional profiling effort; such

flexibility is also a valuable system characteristic.

1-30. A Comparative Study of Three Systems of Information Retrieval: A Summary, by

Norman D. Stevens, American Documentation 12, 243-246 (October 1961).

(This is a summary of the report on a research project undertaken in the Graduate School

of Library Service of Rutgers, The State University of New Jersey, and published by the

Rutgers University Press in I960. The full report was reviewed by Cyril Cleverdon in

American Documentation 14, January 1963; by C. W. Hanson in Journal of Documentation

18, September 1962; and by P. A. Zaphyr in Computing Reviews 3^, July-August 1962.)
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Three systems dealing with the literature on explosives, namely a punched card file,

a handbook reproduced from that file, and a more conventional library cataloging-reference

approach, were compared as to input costs, degree of use and of user satisfaction, and
output performance. The input costs and costs per use of the punched card and handbook
systems were much greater ($250 per report and $100 per use respectively) than those of

the conventional library catalog ($0. 70 per report and $1.42 per use respectively). The
card files (11 sets were distributed) have been used a total of only 32 times in seven years.

The handbooks (75 copies were distributed) also were used infrequently; the fifteen most
often used showed, for example, a total of just eight uses in two months. The reasons
suggested for such little use include lack of equipment to handle the cards, difficulties in

consulting the handbook, and lack of critical evaluation of the data presented. To examine
output costs, time, and comparability of answers, 58 questions which had actually been
asked by people using either the punched cards or the handbook were checked through all

three systems. Manual search of the handbook was in almost every instance more efficient

than machine search of the card file. For simple matters of fact the reference approach
was superior. In general, a data -extracting system may be feasible if there is a mass of

data available on a subject in a large number of different sources, there is heavy demand
for the information, and there are no adequate conventional reference tools in the area.

1-31. Mathematical Analysis of Various Superimposed Coding Methods , by Simon Stiassny,

American Documentation 11, 155-169 (April I960).

The method of coding several key words into one and the same field on a punched or

edge-notched card is known as superimposed coding. The main advantage of the method is

that it saves considerable space; its main disadvantage is that by superimposing several

patterns new ones are created, some of which may belong to code words. These spurious

words may cause a false match. It is the purpose of this analysis to estimate the probabil-

ity of a match being false and to indicate how this probability can be minimized.

In practically all superimposed coding schemes the patterns of the words are chosen
in such a fashion that all positions in the field have about an equal probability of being

punched. It will be assumed therefore that the punches are placed in the field at random,
and that the field is a single unit with no division into subfields.

The chain spelling method was designed for direct coding of alpha-numerical words on
punched cards. A rectangular or square field of R rows and C columns is chosen on the

card. The assignment of headings to rows and to columns is done in such a fashion that all

rows and all columns have as equal a probability of being punched as possible. Suppose
now that a number w of words is to be punched into a square of size R x C by abbreviating

(or extending) each word to m letters and then applying the chain method (i.e., spelling the

word in groups of two letters, each letter connected to the one following it and an end-

around punch connecting the last letter to the first). A procedure to estimate the probabil-

ity of a match being false under these circumstances is derived as follows: Let Z (w)

denote the total number of patterns created in the field by punching w words. The value of

Z e (w) depends on the number of holes in the field, a random variable. We shall compute
the expected number of holes and use this number for the subsequent estimation. A good
approximation to Ge (the expected number of holes) is Ge = RC - RCe-wm/RC. If the

vocabulary size is V, then the probability that a pattern belongs to the vocabulary is V/Lm
(where L = number of characters). Therefore an estimate of the number of vocabulary
words created in the field by punching w words is [ Ze(w ) w ] V/Lm + w. In all practical

situations V/Lm is a negligible fraction. Therefore Y e (w) = Z e (w) V/Lm is an estimate of

the number of vocabulary words created in the field in addition to the w original ones.
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Substituting for Z e (w) and thereafter for G e (w) we get the probability of a match being false

under these circumstances as Pe (w) = Y e (w)/[Y e (w) + w] .

To estimate Z(w) for the chain method without the end-around punch, we follow the

same arguments as in the case above and find that an estimate for the number of additional
vocabulary words created in the field is Y(w) = Z(w) V/Lm . The probability of a match
being false is P(w) = Y(w)/[w +Y(w)].

The random number method of coding differs from the chain method only because of

the absence of chaining. Using the same line of reasoning as in the chain method, we find

that an estimate of the number of additional words created in the field is Y*(w) = Gm(w)

V/l0^m (where 10 headings are distributed over the rows R and also over the columns C).

The probability of a match being false is, as before, P*(w) = Y'"(w)/[w +Y (w)] = Pe
(w).

It can be concluded from the results presented thus far that for a given field, the num-
ber of additional words created in the field by punching w words (and the probability of a

match being false) depend only on the number of m of punches per word, regardless of

which of the coding methods is used. In other words, there is no difference between the

chain and random number methods nor between any of the variants described.

Letting the field size RC and the number of words punched w be fixed, consider the

problem of finding that m which minimizes Pe or, equivalently, Y e - The optimum number
of punches per word does not depend on the vocabulary size. It is sufficient to minimize

the function g(m) = loge [l- ewm/RCJ m. The result is m p(- = (RC log e2)/w = 0. 6931RC/w.
All of the results thus far presented depend on RC and not on either R or C individually.

This means that field shape is immaterial and only field size matters.

The staggered superimposed coding method was designed for the purpose of using the

standard IBM code in superimposed coding. The words to be coded are punched into the

card. The starting column of each word is determined by the first letters of the word.

The columns are assigned in such a way that the groups of words with the corresponding

starting letters have about an equal frequency of occurrence in English. The purpose of

this "staggering" is to achieve as random a distribution of the punches over the card as

possible. Let us estimate the probability of a match being false: On the basis of the num-
ber w of words punched, the expected number of holes in the two fields is calculated.

Using these expected values, the number of additional words created in the field is cal-

culated, and this is used to estimate the probability of a match being false. An estimate of

the number of m letter additional vocabulary words created in the field is Q(m) = (c-m+1)

(

z • n \ p(m) V/26 : an estimate of the total number of additional vocabulary

M
words created in the field is 2 Q(m), where M = maximum word size. Finally, the

m= 1

M / M
probability of a match being false is P (w) = 2 Q(m) / [w + 2 Q(m)

tm m = 1 V m= 1

Until now, all estimated probabilities referred to the event of a single match being

false. In general, inquiries consist of more than one word. It is therefore interesting to

know the probabilities that among given number x of matches found there are at least d true

ones. For some fixed x, let D be the number of true matches among those x matches,
s D s x. Then D is binomial random variable, with parameters (x, 1-Pe ), where

(1-Pe ) = the probability of a single match being true. A table can be constructed giving the

probabilities B^ (x, 1-Pe) that among x matches at least d are true and, for various values

of the probability (1-Pe ), that a single match is true.
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Superimposed coding can be a useful tool provided that it is carefully planned and
optimized so that the number of false answers is kept at a predetermined minimum.
Vocabulary size must be taken into consideration. The field size necessary to keep the

probability of a match being false at a certain level and the optimum number of punches per

word can be computed.

1-32. Evaluation of Information Systems for Report Utilization, by Mortimer Taube, in

Studies in Coordinate Indexing, Vol. I, Washington, D.C, Documentation, Inc., 1953,

p. 96-110.

Evaluation of information systems must be based upon internal criteria, characteris-

tics of the systems themselves, and external criteria, facts of consumer acceptance or

satisfaction. These two are interdependent and should be used together. Since the crite-

rion of internal characteristics is the only one available it should be used as a measure of

consumer satisfaction and an instrument of evaluation, until methods for testing the ad-
equacy of any system in terms of consumer satisfaction can be developed. The elements
or characteristics which can be included in a set of criteria (all the items are assumed to

be independent) are: cost; size, of files and of cataloging apparatus; time, including that

required to organize the system and that to search it for information; number of access
points per item; rate of obsolescence, or rate of change needed to keep a system current;

rate of growth; specificity; universality, or hospitality to ideas in different fidlds; logical

structure; suggestiveness; neutrality, a sub-property of universality, but which would
permit any item to be a member of any and all classes in the system and would render the

system appropriate for both manual and machine handling; simplicity, both in structure and
use; suitability for cumulative dissemination, as a card file reproduced in book form; and
familiarity. All these elements have a relation to consumer satisfaction but we have no

measures of their relative importance.

The Uniterm system, several classification systems, several subject heading systems,
and several standard methods of indexing were compared in terms of these characteristics;

the Uniterm system was judged superior in all respects except suggestiveness.

1-33. The Efficiency of Subject Catalogues and the Cost of Information Searches , by R. G.

Thorne, Journal of Documentation 11, 130-148 (September 1955).

An expression for the efficiency of a subject catalogue or index is derived from the

probability of success when using the catalogue, and the cost of making and using the cat-

alogue compared with the cost of finding material when no catalogue is available. If no

records were kept the total annual cost would be SCQ, where C = total number of doc-
uments in collection, Q = number of searches made in a year, and S = average cost per

document of hand sorting, found by determining the time to search for typical questions

through a reasonably large random sample of documents in the collection. If records are

kept, processing costs include reading the documents to find their semantic content,

converting the semantic elements into a vocabulary or code, and posting the code into a

storage device. Then the annual cost of making and using the subject catalogue is PN +RQ
where N = number of documents received in a year, P = processing cost for one document,
and R = operating cost for one search. The reduction in costs obtained by using a subject

catalogue is thus SCQ-PN-RQ.

One hundred typical test questions based on material known to be in the collection can
be used to assess the catalogue's probability of success. If A = total number of answers
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which include reference to the original documents on which the questions were framed,
then 100-A = questions in which the catalogue failed. Finding correct answers to these
questions costs SC(IOO-A) and to all 100 questions costs 100 R +SC(100-A). The annual
cost of finding correct answers = RQ +SCQ ( 100-A) and the total annual cost including

100

processing costs = PN +RQ +SCQ ( 100-A) . The efficiency of a recording system is defined
Too

-

as the cost saved by using the system divided by the cost if no system is used; i. e.
,

(100-A) A PN +RQ
h ~ SCQ-PN-RQ-SCQ 100 or 7} = 100 - SCQ . With conventional cataloguing

SCQ
systems the efficiency of the system depends mainly on the percentage of successful
retrieval; with sophisticated systems using mechanical- or electronic devices the values of

P and/or R will increase and may be a significant item.

This efficiency measure was applied to the Catalogue of Aerodynamic Measurements
at National Aeronautical Research Institute, Amsterdam; Uniterm systems tested at

Cranfield (cf. 1-2) and at the Royal Aircraft Establishment (RAE); and the RAE Main Li-
brary's subject catalogue classified by the UDC. In test of the Uniterm systems, 40 test

questions were prepared based on material known to be covered by the indexes; successful

retrieval of the original paper was achieved for 34 and 33 of the questions respectively,

and A is assumed to be 83 percent. The same questions were put to the RAE catalogue and
the selected paper was retrieved for 20 of the 40 questions, so A = 50 percent. Sub-
sequently 100 questions were prepared, with care in avoiding words in the titles of the

papers selected; in the Uniterm systems only 14 percent successful retrieval was obtained.

For the Netherlands catalog, 100 questions framed by typical users were based on papers
known to be covered by the catalogue; successful retrieval was obtained for 88 percent of

the questions. Some 64 of the papers used in this test were included in the UDC catalog in

the RAE Main Library and were used in a test of this catalogue; for 80 percent of the ques-
tions a card for the report was found under the UDC numbers chosen for search. Other

tests of the Netherlands system showed A = 85 percent and A = 60 percent.

The size (C) and growth (N) of the collections were determined, the number of

searches per year (Q) were derived, the costs of hand-sorting (S) were suggested and the

costs of processing (P) and operating (R) were calculated. From the various estimates of

factors influencing search costs and efficiency the efficiency and cost per search of the

various systems were calculated and plotted. In all cases the cost of the one search if no

catalogue were available were also shown.
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SECTION TWO

DESCRIPTIVE EVALUATION

The reports in this section deal with the testing of single systems, rather than the

comparison of two or more systems. These testing and evaluative studies provide a

description of the operating performance of the system.

As was the case in the previous section, reports included here deal either with study

of total systems or with subsystems and components. The greatest interest has been fo-

cused on the indexing step, including the techniques and vocabulary of the indexing process.

To reflect this predominant interest, the abstracts of reports dealing with indexes, indexing

and indexers have been collected at the beginning of this section, items II- 1 through 11-16,

in alphabetic order of author names. All of these reports may be roughly classified into

those studying the effect of index language devices on system performance and those

studying the problems of consistency in the indexing process.

The former group includes a report (II- 1) on the latest phase of the ASLIB-Cranfield
project, the study of indexing devices such as links and roles. This is an outgrowth of the

project reported in Section 1-1, which demonstrated the effect of the type of index language

on the performance ot systems being compared. Anotner study (11-11), undertaken at the

Dupont Company, compares performance of three systems which ditfer in their use oi

links and roles, and is therefore included in this section rather than as a comparative
evaluation in Section I. On the other hand, the reports (11-24 and -31) on evaluation of

Patent Office files and the one (11-30) on the Bureau of Ships system contain data on the

indexing phase, of interest in this grouping.

The question of the extent of consistency among different indexers indexing the same
documents, or of one indexer re -indexing the same documents at different times, has

great import in system design and evaluation. Quality of indexing depends on the level of

reliability of indexers, which in turn depends on subject matter knowledge, training, and
the use of aids such as term lists and lookup tools. Controlled testing of quality and
reliability, both inter-indexer and intra -indexer, attempts to throw light on this problem.

Most of the descriptive evaluations included in the rest of the section (11-17 through

11-56) deal with actual operating systems, and of these most are studying overall perform-
ance or effectiveness of the system. Only four reports cover experimental systems, three

on the SMART system and one on ROUT, and these also measure performance. Four
reports on actual systems detail costs of their operations (11-33, -40, -41, and -42).

The next biggest category of reports, and an area of growing interest, is concerned
with the techniques of automatic indexing or classification, that is, analysis of text and
selection of index terms by machine processes. These techniques are still experimental
but their products, the output of their processing, are being subjected to critical study
and evaluation. The techniques employed in such evaluations are of broader interest and
application.
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El- 1. The Testing of Index Language Devices , oy Cyril W. Cleverdon and Jack Mills,

ASLIB Proceedings Jji, 106-130 (April 1963).

(This work also exists as an ASLIB-Cranfield Research Project report. In addition, "The
Analysis of Index Language Devices", by Cyril W. Cleverdon and Jack Mills, inAutomation
and Scientific Communication, Proceedings, Part 3 (papers presented at the 26th Annual
Meeting of the American Documentation Institute, Chicago, 111., October 1963), Ed. by P.

C. Janaske, Washington, D.C., American Documentation Institute, 1963, p. 451-454,
discusses generally the same subject matter as this paper. Also, "Testing Indexes and
Index Language Devices: The ASLIB-Cranfield Project", by F. Wilfred Lancaster and
Jack Mills, in American Documentation 1_5, 4-13 (January 1964), reviews the total project
including the current work discussed in this paper. )

Current work on the ASLIB-Cranfield project attempts to measure the effect that

particular indexing devices have on recall and relevance; it seeks also to use more precise
measures of relevance. The project has demonstrated that there is an inverse relation

between the two factors of recall and relevance, and that exhaustivity of indexing and
specificity of the index language are the broad parameters that affect the performance
potential of any retrieval system. The present work is concerned with index language

devices, seeking to measure the impact on recall and relevance made by particular syntac-

tical devices. Refinements in test methodology based on experience gained in the previous

studies are being applied. A closed collection of 1, 500 documents, indexed with great

exhaustivity, is being used; 400 questions have been supplied for the test. Every document
has been examined in relation to every question, and a relevance value within a five point

range is given to each document for each question. Each index language device, such as

multiple hierarchical linkages, coordination of terms, roles, links, etc., will be in-

troduced into an uncontrolled vocabulary of single terms and will be tested in turn. Each
device will have a certain impact, either to broaden class definition and so improve recall

(but lower relevance) or narrow class definition and thereby improve relevance (but reduce
recall). This impact will be measured; knowledge gained in this test should permit design

of systems with maximum required performance characteristics.

II-2. An Evaluation of Links and Roles as Retrieval Tools , by Stanley M. Cohen, Carol
M. Lauer and Bettina C. Schwartz, Journal of Chemical Documentation 5, 118-121 (May
1965).

The indexing and retrieval system described here uses the concepts of coordinate in-

dexing; indexing is done from an authority list (glossary) to an average depth of 3 1 terms
per document and an average number of three links per document. Term codes, role

codes, link designations and document numbers are entered into standard IBM tabulating

cards. Concept coordination is accomplished on a collator by matching document numbers
after which an optical coincidence scheme is used to obtain matches at the link level. Two-
digit role indicators are used, the main role expressed by the first digit and the subrole by

the second digit. Both main role and subrole codes are assigned for all term entries. In

indexing properties of materials, the indexer assigns the same main role code to both the

property and material terms. Similarly, a term used adjectivally is made to agree in

main role with the term it modifies. When the role agreement technique is used for

retrieval, the main role is considered part of the document number, and cards are sorted

and collated on the basis of this enlarged document number. The role agreement technique

groups terms within a link and might be called sublinking.

To measure the value of links and roles, searches requested by members of the

professional staff in a particular time period were subjected to a number of different

search methods. These were: (1) links and roles not utilized, (2) links utilized, (3) links

and main roles utilized, (4) links and subrole s utilized, (5) links, main roles and subrole

s

utilized, (6) links and role agreement utilized, and (7) links, role agreement and subroles
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utilized. Each question was subjected to as many of the methods as applicable. The num-
ber of hits and processing times were recorded and the documents selected were examined
for relevance. The number of relevant documents was recorded for each method used in a

question, and the following parameters calculated: relevance, relative relevance (ratio of

relevance to that of Method 1), relative recall (ratio of relevant documents found to those

found by Method 1), productivity (relevant answers/minute), and productivity ratio (ratio

of productivity to that of Method 1).

The relevance values obtained by use of the more sophisticated methods were
substantially higher than those obtained in Method 1. Search methods which involved the

maximum utilization of links and roles (Methods 5 and 7) resulted in the highest relevances.

In other words, relevance increased as the use of links and roles increased. The introduc-

tion of search methods which use links and roles tends to decrease relative recall. Links
alone have only a small effect on this decrease, but some answers were lost as a result of

using roles. This effect is greatest in Method 7, where about 20 percent of the relevant

answers found in Method 1 were lost. It appears that the use of roles results in a some-
what higher level of indexing inconsistency. The average loss of answers in the methods
involving roles is about 10 percent and is primarily the result of these indexing inconsist-

encies. For average relative relevance, Method 6 had the lowest of the six methods
involving links and/or roles, but still had relevances which averaged 1. 56 times those of

Method 1. The relevances of Method 5 averaged almost four times the relevances of

Method 1 for the same question. The productivity for individual questions varies widely,

and therefore comparison of the ratios of productivities is more meaningful than compar-
ison of the actual productivities. The main factor affecting the relative productivities of

search methods with and without the use of links and roles is the extent to which the size of

the original card decks are reduced as a result of division by role. If machine time saved
by use of smaller decks is sufficient to overcome that of the extra steps required, pro-

ductivity is increased. The productivities of Method 5 averaged 1. 78 times the productiv-

ities of Method 1 for the same questions.

In the system described, for any given search a number of options are available with

respect to the use of non-use of links and/or roles. This flexibility of methods adds signif-

icantly to the intrinsic value of links and roles as retrieval tools.

II - 3 . Role Indicators and Their Use in Information Searching-Relationship of ASM and EJC
Systems , by Marjorie R. Hyslop, in Parameters of Information Science (Proceedings of the

American Documentation Institute, 1964 Annual Meeting, Vol. 1, October 5-8, 1964,

Philadelphia, Pa.), Washington, D.C., Spartan Books and London, Cleaver-Hume Press,
1964, p. 99-107.

One of the most popular systems for information retrieval is based on use of a thesau-

rus for vocabulary control, links to show relationships of terms, and role indicators to

show the function played by a particular term in the context of the document. The thesau-
rus is sometimes referred to as the indexing language. Links and roles are indexing

devices, designed to refine, clarify and add precision to the indexing language. The
present paper is restricted to a study of role indicators in the ASM and EJC systems and
f.he actual use of the former in searching.

In both systems each role indicator is always used in conjunction with a particular

indexing term; they are designed to provide rudimentary grammar Compatibility in the

two sets has been improved and the roles can be placed in two groups those that are
nearly identical or convertible and those for which there is no counterpart or where only a

slight relationship can be established. Both systems require that each indexing term be

accompanied by a role indicator. In determining how role indicators have been used in

actual searching situations, the computer programs for 150 ASM searches performed
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operationally in response to subscriber requests were analyzed. All were retrospective
searches and had to be programmed for maximum effectiveness in one try. Fifty searches
received in order, regardless of subject, were analyzed from each of three time periods:
during the early period of ASM service, from the middle period, and representing the most
recent experience. The analysis consisted in tabulating the total number of role indicators
used in each computer program and the number of times each individual role indicator

appeared in a computer program. Of the total 150 searches, 82 (54. 7%) were programmed
without any use of indicators. When roles were used, only 4 percent of the searches used
just one and only about 5 percent used more than five. Figures showed a remarkably heavy
use of certain role indicators and very slight use of others. Concentration on the "popular"
role indicators is most marked in the recent period, with widest distribution of usage in the

early period.

Certain facts can be summarized from the tallies: role indicators were used in

roughly half of the search subjects requested, four role indicators did the lion's share of

the work, a few were used so rarely as to question their necessity, and the total use of

role indicators was somewhat greater in the later periods. A few explanations and conjec-
tures can be offered: inconsistency in indexing militates against the use of role indicators

in search programs, as programmers were hesitant to specify role indicators which carry
precise shades of meaning; the tendency toward greater concentration on the popular role

indicators might reflect some unfortunate experiences in attempting to formulate precise

programs using a larger variety of roles; use of certain roles is unnecessary because their

meaning is already built into the semantic code used as the indexing language; additional

shades of meaning are built in by the process of infixing; and finally, the use of punctuation

or links often ties together two concepts so closely and neatly that role indicators are ren-
dered unnecessary. The ASM system carries a large amount of built-in redundancy among
the functions performed by the vocabulary, roles, and links. Skillful manipulation of this

redundancy by the programmer should insure precise search results if indexing has been
properly and consistently performed.

Based on the analysis of 150 searches, the value of role indicators as an indexing

device can be questioned. An obvious assumption is that a much simpler method of showing
functional relationships would serve the purpose equally well. It would not be fair to

extrapolate these findings to the use of role indicators in other systems which may not

carry the redundancies which appear in the ASM system. The possibility that the ASM
system could be improved by simplifying the role indicator complex and placing more em-
phasis on use of links deserves study. Finally, the lack of means of emphasizing the

important topics in a document has proven to be a major defect leading to a large amount
of irrelevance in searches on broad subjects. A new role indicator has been introduced

into the ASM system, matching a role in the EJC list, which does not denote a function but

is attached to any term which represents a major aspect of the document and can be used
in combination with any other role indicator. It is anticipated that introduction of this new
indicator will be of benefit to search results.

H-4. Indexer Consistency Under Minimal Conditions , by J. Jacoby and Vladimir

Slamecka, Report to Rome Air Development Center, Contract AF 30 (602) -26 16, Bethesda,

Md., Documentation Inc. , November 1962, 42 p., plus appendices.

The objective of this work is to improve the quality of indexing by establishing and

then improving, if necessary, the level of reliability of indexers. Minimal consistency,

i.e., agreement attained by indexers working without look-up aids, without mutual
consultation of indexers, and without post-indexing editing, was determined for the

Uniterm system of coordinate indexing. Two groups of indexers were used in the exper-

iment: three experienced in Uniterm indexing and three indexer-beginners. The
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inexperienced indexers used the Documentation Inc., Code Manual for chemical patents to

guide their work. Since the experienced indexers also used the Code Manual by memory .

the two groups were considered to be on a comparable level.

Inter -indexing reliability (consistency among indexers) and intra-indexer reliability

(consistency by one indexer in re -indexing the same documents) were tested. A random
sample of 75 chemical patents issued in 1962 constituted the collection of documents for

the inter-indexer test. All indexers were required to index the title and claims of each
patent; they were to index at their own judgment the specifications and examples in each.

The number of terms used by each indexer to index the patents and the percent of terms
matched by the experienced and inexperienced indexers were counted. For the intra-

indexer test, the effects of memory or recall in re -indexing the same documents had to be

controlled. Three batches, of 75 patents each, of "equated" documents were selected.

(Patents were considered equated if they were classified in the same class and subclass of

the Patent Office Classification and had enough similarity so that the mental processes for

indexing were similar or substantially equivalent in each case. ) A "general term" vocab-
ulary was derived for each group of patents from a given subclass (a vocabulary common
to all the patents within that group) and used as the basis for measuring intra-indexer

consistency. Again, the number of terms used by each indexer, and the percent of terms
used by each indexer in each batch, were counted.

In the inter-indexer test a significant difference was found in the number of terms
assigned to the patents by individual indexers. The experienced indexers showed less

variation than the inexperienced ones, and the defined indexing area (title and claims of a

patent) exhibited more stability than the undefined one. As a group, the experienced index-

ers showed significantly higher degree of inter-indexer consistency than the inexperienced
indexers; however, in general there is a large amount of individual variation and hence
lack of inter-indexer consistency. In the intra-indexer test, all the indexers showed on the

average no difference in the number of general terms used among the equated batches, and
hence were consistent with themselves in this respect. The indexers tended to be more
consistent in re -indexing an equated document in the defined area to be indexed, if they

were inexperienced; but in the undefined section, if they were experienced. In either sec-

tion, the inexperienced indexers showed more variability than the experienced ones.

Further work will be directed to investigating the possibilities of improving indexer

reliability through the use of various indexing aids (cf. 11-16).

II- 5. The Modification of an Information Retrieval System by Improving Vocabulary
Control, Indexing Consistency and Search Capabilities , by E. A. Janning, University of

Dayton Research Institute, Report No. AFML-TR-65-20, Wright -Patter son Air Force
Base, Ohio, Air Force Materials Laboratory, March 1965, 8 p. plus appendices.

The document retrieval system established by the University of Dayton Research
Institute to handle an extensive collection of scientific and technical reports that pertain to

materials research is a coordinate indexing system utilizing an NCR 304 computer for the

processing of data. The use of deep indexing with links and roles formulated the basis of

the system. The role indicators used were a slightly modified version of those used bythe
DuPont Company. The system's vocabulary was generated through the indexing process
and very specific terms were used in naming materials. The indexing of about 10, 000 doc-
uments resulted in a thesaurus of over 18, 000 multidisciplinary terms. The use of roles

in indexing, and vocabulary control, were two aspects of the system evaluated and changed;
they are discussed in this report.
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The primary purpose of using role indicators is to decrease the number of irrelevant
documents retrieved in response to a search. Experience here showed that their use also
prevented retrieval of relevant information unless all possible roles were used in every
search and when this was done, the retrieval of irrelevant information increased. The
primary problem encountered was the inability to assign unambiguous definitions to the

role indicators because of the multidisciplinary nature of the material contained in the sys-
tem. An evaluation of links and roles used in the retrieval of information was made as a

thesis study (cf. 11-15).

Steps had to be taken toward vocabulary control in order to maintain a manual search-
ing capability and also a reasonable vocabulary for computer searches. It was obvious that

the area requiring control was the naming of materials and trade names. The vocabulary
was divided into classes of materials for analysis, to determine the possibility of gen-
eralizing the naming of materials without losing an undue amount of specificity. Each
analysis involved consideration of compatibility of terminology between areas, effect on
indexing and indexer qualifications, effect of terminology on searching, and the amount of

specificity that could be retained while the vocabulary reached a semi-permanent plateau.

The areas of organic compounds and metallurgical terms were the first analyzed. A spe-
cial fragmentation system, employing essentially unit terms, was developed to handle the

naming of organic compounds. The system uses connectors to show relationship between
basic structure and substituent groups. The metallurgical terminology, including mate-
rials, processes, properties and products, was generalized to some extent without causing

any measurable increase in false retrievals. In solving problems in other areas con-
ferences were held with experts in the areas to determine choice and use of terminology in

those areas. The efforts on vocabulary control resulted in reduction from 48, 000 terms to

about 10, 000 terms without affecting search capabilities; rate of addition of new terms has
been minimized.

II-6. A Method for Computing Indexer Consistency , by Arthur L. Korotkin and Lawrence
H. Oliver, Bethesda, Md. , General Electric Co., February 1, 1964, 8 p.

In studies of the human indexing process the task of objectively measuring indexer

consistency presents a problem. The few techniques which have been presented do not

seem to represent accurately the amount of agreement among indexers, i. e., inter -

indexer consistency. It was concluded that consistency can be expressed in terms of the

ratio of the number of pairs of indexers using the same descriptor for a given article to

the total number of possible pairs, that is, the number of pairs which exist if there is

perfect agreement. Other formulas require that some high level of consistency be reached

before the formula can be applied. All the formulas agree at the extremes of consistency;

with the formula presented here moderate degrees of consistency can also be measured.

II - 7 . The Effect of Subject Matter Familiarity and the Use of an Indexing Aid upon Inter -

Indexer Consistency, by Arthur L. Korotkin and Lawrence H. Oliver, Bethesda, Md. ,

General Electric Co., Information Systems Operation, February 14, 1964, 17 p.

Since the purpose of an information indexing system is to provide for retrieval, the

efficiency with which information can be retrieved will depend on the techniques used in

indexing. This study was designed to provide information on two parameters relevant to

the indexing process, subject matter familiarity and the effect of a "job aid" or descriptor

reference list, and to test the hypotheses that such familiarity and job aid use increase

inter-indexer consistency. A total of 10 subjects, divided into two groups of five each,
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indexed 30 abstracts from the American Psychological Association's Psychological

Abstracts. One group consisted of psychologists, the other of non-psychologists. The
task was to assign three descriptors to each abstract. After two weeks elapsed, both

groups were given the same 30 abstracts and again asked to assign three descriptors to

each, with the help of an alphabetized list of "suggested" descriptors.

The measure of consistency used was devised for the specific treatment of these data

(cf. II - 6 ) . Consistency was expressed in terms of the number of pairs of indexers using a

given descriptor out of the total number of possible pairs (here, 30 pairs per article).

Results indicate that differences between the two groups were not significant (subject mat-
ter familiarity did not increase consistency) but that differences between the two tests were
significant (the "job aid" did increase consistency).

II - 8 . Consistency Analysis of Two Indexers in Using K. C. for Political Science Material ,

by Barbara Kyle, London, England, National Book League, May 1962, 4 p.

The two indexers, both familiar with the Kyle Classification (a faceted system), in-

dexed and classified by that system 246 titles from the International Political Science Bib-
liography. Seventy percent consistency was achieved. The cause for the 30 percent
inconsistencies was analyzed, and 12 percent were found to be due to lack of attention to

the system's rules. But 18 percent were due to difficulties in use of the system and the

colon notations; e.g., in some cases the same symbols were used but in different order, in

other cases different symbols were used. In still other cases different subject matter was
indexed. The difficulties with use of the colon notations point to the need for revision and
expansion of the system's rules.

II-9- Some Observations on the Performance of EJC Role Indicators in a Mechanized
Retrieval System , by F. Wilfred Lancaster, Special Libraries 55, 696-701 (December
1964).

The majority of retrieval systems currently being established, particularly those

employing some form of mechanical searching, are post -coordinate systems. To prevent
false retrievals in such systems, the devices of links and role indicators have been in-

troduced. An indexer "partitions" a document into its distinct themes, expresses each
theme by means of a combination of terms, and links the terms together by assigning to

them a common letter or numeral. Role indicators show the functional relationship

between index terms, i. e., they add an element of syntax.

Project SHARP is an automated information storage and retrieval system at the Bureau
of Ships Technical Library (cf. 11-30). Documents input to SHARP are indexed by descrip-
tors organized, where necessary, by means of links. Relationships between descriptors

are defined by means of Engineers Joint Council (EJC) role indicators. The system was
evaluated by test techniques of the type developed by Cleverdon (cf. 1-2). The purpose of

this paper is to consider the problems inherent in the SHARP indexing system, specifically

some of the problems caused by the application of role indicators. It was not possible to

obtain data on the effect of the role indicators in improving relevance ratios of searches,
but it was possible to produce observations of their effect on the recall performance of the

system.
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Of the 12 source documents that were completely missed in the 50 searches, three (25
percent) were missed because of problems in the use of role indicators. Altogether nine of
the 46 known relevant documents missed in searching, i.e., almost 20 percent, were lost

because of role indicator problems. Of the total failures that could in any way be attributed
to the system, approximately 70 percent were traced to the role indicators. In many
cases, relevant documents should have been retrieved, with very little noise, by much
more precise subsearches in which the descriptors selected by the searcher had been used
in indexing the relevant documents, but the role indicators used by indexer and searcher
did not match.

With most of the losses caused by role indicators, it was difficult to lay the blame
clearly at the door of either indexer or searcher. Documents were missed because the

indexer's interpretation of the relationship between concepts did not always agree precisely
with the relationship demanded by the questioner. There are undoubtedly ways in which
these problems can be minimized. In an ideal situation the same group of people should
both index the documents and formulate the search programs. Under these conditions one
could reasonably expect a greater coincidence between indexer and searcher in choice of

roles. Using role indicators on a highly selective basis may prove the best solution. Only
roles clearly mutually exclusive would be allowed, and these only in situations where their

discriminating power was clearcut.

Role indicators are precision promoters. Their only use is to improve the relevance
ratio of searches. If a system that will pull out everything on a particular subject is

wanted, role indicators should not even be considered. If a system that will retrieve a

small subset of highly relevant documents, with little noise, is desired, then role in-

dicators merit serious consideration. An experimental investigation of the use of role

indicators in various subject contexts may indicate that they are of definite worth in some
situations but of doubtful utility in others.

11-10. A Study of Indexing Procedures in a Limited Area of the Medical Sciences, by
Judith T. MacMillan and Issac D. Welt, American Documentation 12, 27-31 (January 1961).

Articles discussing the effect of chemical agents on the cardiovascular system have
been handled successfully by a combined indexing -abstracting method developed by the

Cardiovascular Literature Project. Training of subject-matter specialists to prepare the

index-abstract has received particular attention; a training manual prepared for their use

contains 234 main biological cross-referenced subject headings plus 72 "see" references,

as well as detailed instructions and numerous examples and illustrations. In addition, the

indexing is checked against the original documents.

Over a three-year period, 171 papers were indexed twice, either by the same indexer

at different times, or by different indexers. The indexing was checked either by the same
or by different checkers. The differences in indexing the papers were more obvious than

the similarities; as the number of index entries per paper increased, so did the discrep-

ancies among entries. Only 20 percent of the papers were indexed with the same number
of subject headings; 6 percent used some synonymous headings rather than identical ones;

a total of 74 percent were either duplicate or synonymous, but in each case one indexer

added entries. In 48 percent of the cases, index entries themselves were more complete

in one of the efforts. Of the 171 articles, 55 were indexed so differently that a correlation

between the two instances was impossible. It seems that there is an optimal number of

subject headings which may be used for indexing, but more detailed indexing leads to

greater possibility for error.
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II - 1 1 . Testing, Comparison, and Evaluation of Recall, Relevance, and Cost of Coordinate
Indexing with Links and Roles, by Barbara A. Montague, American Documentation 16,

201-208 (July 1965).

The performance of three technical information systems in the Plastics Department of

the DuPont Company was evaluated by a series of tests. System A contains 5, 000 U.S.
patents from the polyolefin art covering the period 1926-1960 and including composition of

matter, process, articles of manufacture and apparatus patents. System B contains 811
patents from the same body of art covering composition of matter and chemical process
only. The 433 patents common to the two systems served as the sample used in Test No. 1.

System A indexed to an average depth of 90 terms per document; System B indexed the

names of chemicals to an average depth of 70 terms per document. System A used links

and a set of 11 roles, whereas System B used no links and five roles. A used an IBM 650

computer with magnetic tape and random access for searching and B used an IBM 305

RAMAC computer. Indexing and searching times were compared: System A's 83 minutes
per patent for input includes technical time for indexing and editing, but B's 60 minutes
represents time for indexing only, as no editing was performed.

The test consisted of drawing up 29 questions, both real and synthetic, and inter-

rogating both systems. The patents retrieved by each system were screened for relevance

by literature analysts. The total relevant was calculated to be the sum of the relevant pat-

ents retrieved between the two systems. An analysis of the data showed no statistical dif-

ference between the two systems based on a comparison of the ratios of relevant retrieved

to total relevant (recall). System A was significantly better than System B based on a

comparison of the ratios of relevant retrieved to total retrieved (relevance). System A
missed patents due to indexing errors or searching too narrowly. Lack of vocabulary
control and generic search capability seemed to account for patents missed by System B.

System C contains all 5, 000 patents indexed by System A and consists of a subject

index with one or two cross references on abstract cards. Test No. 2 consisted of

preparing 33 questions: a random sample of 16 questions from Test No. 1 and 17 others,

both real and synthetic. The questions were run by System A, followed by screening for

relevance by information scientists, and by System C, with screening by patent attorneys.

The high number of irrelevant patents retrieved by System A is due to the nonchemical
questions which cannot be characterized as rigorously as chemical questions. The rel-

evance figure of 80 percent for chemicals alone compares favorably with relevance data

obtained in Test No. 1. Half the 92 patents missed by System A were due to indexing

errors and the other half because the search questions were framed too narrowly. System
C missed most of its patents because of insufficient information on the abstract card to

alert the searcher and because of searching too narrowly.

An economic evaluation was made of Systems A and C by comparing input and search

costs. Input costs for A were $15. 10 per patent and for System C $4. 00 per patent.

Searching costs for A totaled $32 per question, as compared with $102 per question for C.

These data reflect the philosophy of indexing by concept coordination, a one-time deep
analysis of information at input which permits rapid, relatively inexpensive retrieval on

demand.

Test No. 1 compared the performance of coordinate index systems: System A showed
higher recall values due to the use of vocabulary control, generic search capability, and
deep indexing; its higher value for relevance can be assigned to the use of links and roles

to reduce false retrieval resulting from deep indexing. Test No. 2 compared a coordinate

index with a classification index: coordinate indexing is faster and retrieves more
relevant information.
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A series of tests of System A was designed to measure the effect of links, roles, and
depth of indexing on recall and relevance. The search questions employed were selected
from the ones used in the Tests No. 1 and 2 above. Test No. 3 was run without links, with
roles and deep indexing using a random sample of five chemical plus five nonchemical
questions, which retrieved a total of 500 patents. Two singificant observations can be
made: indexing without links had no significant effect on relevance or preventing false

retrieval, and use of links did not affect recall by blocking retrieval of relevant patents.
Test No. 4 was run without roles, using the same 10 questions. Recall for chemical ques-
tions increased from 83 percent to 93 percent. That is, indexing with roles blocked
retrieval of relevant patents. No such reduction was observed with nonchemical questions.
This fact points out that inaccurate assignment of roles affects recall of relevant ref-
erences. But the use of roles does reduce false retrieval and costly screening time.

Test No. 5 was run using the same 10 questions without links and without roles. Their
appears to be no interaction between links and roles.and their effects are additive. To test

the concept that roles may not be mutually exclusive, each of the 10 questions was inter-
preted strictly and a single best role selected for each term searched. In this Test No. 6,

links were used and depth of indexing held constant. For the chemical questions no appre-
ciable effect is observed on recall or relevance using strict application of roles. The
limited application for nonchemical information, however, results in a drastic reduction of

recall with only a small increase in relevance. Test No. 7 measured the effect of indexing
less deeply on recall of relevant patents. Three levels of indexing were selected: the 40
terms per patent used in System A, the terms used to index the claims plus the first half of

the disclosure of the patent, and the terms used to index the claims alone. A random
sample of 90 patents was examined at each depth to determine whether they would be
retrieved in answer to the question which retrieved them at the first depth. Recall for the

six chemical questions sampled was 97 percent at depth 1 and successively lower at depths
2 and 3. A similar trend of reduction in recall with indexing depth is observed for non-
chemical questions. An observation made is that increasing depth has a definite effect

upon recall but as you progress to deeper indexing levels, recall is less drastically affect-

ed. This gives a quantitative measure of the depth of indexing required and shows that

there is a point of diminishing return on the depth of indexing investment.

A study of the incremental cost of indexing with links and roles was made by meas-
uring the time required to add these two controls by five literature analysts who indexed
41 documents. The average indexing time per patent was 36 minutes; at a rate of $8. 10

per hour, links cost 21 cents per patent and roles cost 54 cents out of a total investment of

$15. The last test measured the variation of indexing depth with time. Five analysts in-

dexed a total of 50 documents, noting the number of terms indexed at two-minute intervals;

90 percent of the indexing is completed in 80 percent of the time invested.

11-12. An Analysis of Duplication and Consistency of Subject Indexing Involved in Report
Handling at the Office of Technical Services, U.S. Department of Commerce, by Ann F.

Painter, Washington, D.C., Office of Technical Services, March 1963, 135 p.

As part of an investigation of the possibility of mechanized information and report

handling in the Office of Technical Services (OTS), a study was made of the amount and
frequency of duplication, and the consistency with which subject terms are assigned, within

several of the systems contributing to OTS: Armed Services Technical Information Agency
(ASTIA, now Defense Documentation Center), Atomic Energy Commission (AEC), OTS,
and the National Agricultural Library (NAL). Consistency was determined by re -indexing

reports and comparing the first indexing with the second. Manual systems, represented
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by the AEC and NAL, and mechanized systems, represented by ASTIA, were studied.

Each agency was asked to re -index a number of items recently announced, often with a

one- or two-month lapse: OTS did 32 items; ASTIA, 94; AEC, 96; and NAL, 99 items.

The investigation indicated that the consistency of indexing varies between 65 and 72 per-

cent in both the manual- and machine-oriented systems. There was apparently little dif-

ference in the rate in the systems which averaged 2-3 index terms per document and those

which averaged 12-16 terms per document. A 65-72 percent consistency rate is not good
and would affect the quality of retrieval as well as the efficiency of a table of equivalents to

be used for convertibility between all the systems.

There are perhaps four ways to raise the level of consistency: insure adequate subject

training of indexers; allow for gaining of experience in indexing specific types of literature;

standardize the indexing code or rules to be followed; and provide fairly close supervision

of input. Convertibility among systems is dependent on the consistency of indexing. In

addition, each of the possible solutions is currently feasible in all systems and should be

attempted for quality within an agency's program even without consideration of

convertibility.

11-13. A Study of Inter-Indexer Consistency , by Dorothy J. Rodgers, Washington, D. C,
General Electric Co., September 29, 1961, 59 p.

The problem under study here, a fundamental problem independent of the specific in-

dexing system used, was what subject content from a document is chosen to be indexed.

The indexer must determine what topics are significant enough to be selected as keywords.
This study sought information on the degree of consistency with which indexers make such
selections. A keyword index system was used because the data collected would provide a

minimum estimate of consistency and the system was more easily used without extensive

training. Individuals with experience relevant to the subject matter of the documents were
chosen as test indexers, to provide some basis for agreement about the selection of signif-

icant topics. Sixteen test indexers were chosen; only eight were able to complete the

assignment. Twenty articles from Area 5 papers of the International Conference on

Scientific Information were chosen, to match the scope of subject specialties and interests

of the test indexers. Computer-generated "auto-abstracts" and keywords selected on the

basis of frequency had been published for this set of documents, making it possible to

compare the words selected in this test with those selected by a statistical system.

The keywords selected were analyzed to determine the degree of agreement among in-

dexers in choice of keywords. A great deal of individual variability was found: the number
of words selected unanimously is practically zero; only 11 words were selected by all the

indexers for the 20 articles; the proportion of words on which 50 percent agreed was not

high; and for most articles over 50 percent of the words were selected by only one individ-

ual. The main source of the small proportion of words on which the indexers agreed was
the titles and subtitles of documents. The words selected were also compared to the words
selected by the statistical system mentioned above, to indicate the degree to which the in-

dexers were affected by the frequency with which a word appeared; the results indicate that

this did not have an important effect.

The recommendation is made that effort be directed to development of standard forms
in which the indexer's task is limited to selecting specific pieces of information, reducing

the opportunity for the wide degree of individual interpretation.
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11-14. A Study of Intra-Indexer Consistency, by Dorothy J. Rodgers, Washington, D. C,
General Electric Co., January 1961, 25 p.

The two most relevant questions about an indexer's performance are how consistently
and how accurately he selects key words for indexing. Explicitness of instructions to the

indexer at least partially determines such consistency and accuracy. The indexer studied
in the work reported here was instructed to use a Significant Word Indexing System based
on the Uniterm system of coordinate indexing, but differing from it in that (1) the terms
selected were to be divided into groups of associated terms and listed in order of impor-
tance, and (2) terms were to include all names of people, places, organizations, etc., in

addition to key words involved in the main thought of the article. Although no absolute
limit was set on the number of terms to be selected from a document, the aim was to limit

the number to no more than 20. With this set of instructions, the indexer selected signif-

icant words from all articles and editorials appearing in the New York Times about the

Arab Republic from November 1959 through July I960. In August 1960 a subsample was
selected of 15 documents from November, December, March and June, resulting in a total

sample of 60. This sample was also classified into short, medium, and long documents.
The indexer selected significant words from these a second time. A consistency measure
was derived counting the proportion of words selected twice from the total words selected

on both indexings. Analysis indicated that the shorter documents were indexed more
consistently. There seemed to be no systematic effect on the consistency measure as a

result of the effects of learning and memory. The over-all mean consistency for all doc-
uments was . 59, not high enough to give confidence in stable indexing. Relationships

between number of words selected and length of document were high, as were relations

between time to index and length of document.

Subjective analysis suggests that instructions to the indexer were not sufficiently

detailed and precise, so that the indexer was forced to rely on his own interpretations

which were quite variable. More work needs to be done in developing criteria for selecting

key words, so that these criteria could be reflected in precise and objective instructions to

indexer s.

11-15. An Evaluation of Links and Roles Used in Information Retrieval, by Jefferson D.

Sinnett, Thesis presented to the Air Force Institute of Technology, Air University,

Wright-Patterson Air Force Base, Ohio, Air Force Institute of Technology, December
1963, 300 p.

The object of this evaluation was to determine whether use of links and roles will

cause a favorable reduction in the retrieval of irrelevant information without incurring an

unfavorable loss of relevant information. The information retrieval system tested was
under development for the Air Force Materials Laboratory of the Air Force Systems
Command, Wright-Patterson Air Force Base. It is a coordinate index system using an
NCR 304 computer for retrieval. At the time of this study 6, 280 documents had been in-

dexed and stored in the system. A total of 24 questions was put to the system: 18 prepared
from 16 documents randomly selected from the store, 4 "line" requests made to the sys-

tem, and 2 originated by the author. Four retrieval methods were followed: the basic

coordinate index system unmodified, the basic system modified with links, the basic sys-

tem modified with roles, and the basic system modified with both links and roles. Doc-
uments in the common set produced by the four searches were assumed to be relevant

(samples were analyzed to test the validity of this assumption), and documents not in the

common set (called complementary sets) were analyzed to obtain a judgment of their

relevance. The first method (basic system unmodified) was considered the standard and

used to approximate an absolute measure of efficiency. A relevant document was defined

for this study as one in which the questioner found information in relation to his question.
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Values were computed for number of documents retrieved, the relevant set from the first

method to be used as the standard, the relevant sets from the other methods, and the irrel-

evant sets produced. The retrieval effectiveness for each of the four methods was scored
by a modification of Borko's formula (cf. IV-9), R=K (r-i), where K = a constant factor,

r = relevancy score, and i = irrelevancy score. The conclusion reached was that the four

methods are ranked from highest to lowest in the order: second method, first, fourth, and
third method. The second method (modified with links only) attained the highest average
retrieval effectiveness score, and gave a greater than 56 percent reduction in irrelevant

documents with a less than 5 percent loss in relevant documents retrieved. The rec-
ommendation is made that the use of roles in this system be discontinued, resulting in

increases in the rates of indexing and retrieving answers.

11-16. Classificatory, Alphabetical, and Associative Schedules as Aids in Coordinate
Indexing , by Vladimir Slamecka, American Documentation 14, 223-228 (July 1963).

In studying inter- and intra-indexer consistency, three types of situations are appar-
ently associated with low indexing reliability: (1) those inherent to the indexer, his back-
ground, his psychological makeup, and his experience; (2) those contained in the indexing

situation, the choice of system and the kind and thoroughness of rules and instructions;

and (3) those inherent in information contained in documents, the variety of relations pos-
sible between concepts and the different emphasis accorded to the same subject by different

authors. One kind of indexing control, the purpose of which is to reduce disagreement
among indexers, is indexing aids, including lookup tools and devices providing feedback to

the indexers. Indexing aids can prescribe the terms to be assigned, and (or) suggest alter-

native or additional concepts and terms to be considered. Prescriptive indexing tools lead

to standardized use of vocabulary by guiding the indexer in consistent use of terms, by
substituting synonyms, and by indicating' maximum degree of specificity. The suggestive

type of aid draws the indexer' s attention to related terms but does not instruct him to apply

them mandatorily. At present, the effect of indexing aids on indexer reliability depends on
the compatibility of the aid with the indexing system, the specific role of the aid, the

prescriptive force of the aid, and the frequency of use of the aid as stipulated by indexing

instructions. With more knowledge of the relative weight of factors causing indexer incon-

sistency, indexing aids could be designed to focus attention on specific causative factors.

11-17. A Multiple Testing of the ABC Method and the Development of a Second-Generation
Model. Part 1. Preliminary Discussions of Methodology , by Berthold Altmann, Report
No. TR-1295, Washington, D. C. , U.S. Army Materiel Command, Harry Diamond
Laboratories, April 1965, 83 p.

The first-generation ABC storage and retrieval method is an HDL -developed method
that utilizes appropriate standardized English-language statements processed and printed

by a KWIC-type computer program. It is a completely automated library system; this

report deals with only one major segment of that system, the method of analyzing items
and the procedures for organizing, storing, and retrieving them. The system, called ABC
(Approach-by-Context), was designed for dissemination and recall of very specific technical

information. The method uses the natural language of the scientist and engineer to index
and retrieve information. A key to this method is a very specific index (dictionary) of the

collection. In obtaining a response to specific problems or questions, the investigator him-
self consults the dictionary of concepts. The lines are referred to as "concepts" and are
concise, meaningful, self-explanatory statements of control. The investigator compares
his formulation of a problem with the standardized descriptions of available information.
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The study and further development of the ABC method concentrated on three tasks.
The first was to design and perform an objective test and to determine the validity of major
assumptions and claims about the system. The second task was a critical assessment of

the first-generation method, based on several typical retrieval operations; the third task
deals with a second-generation model based on experience gained in the test.

The ABC method was subjected to a performance test at the request of DOD. The work
was performed within the Technical Information Office in HDL, using largely "volunteer"
help. A requirement imposed on the test was adherence to certain procedures that per-
sonnel at Cranfield had introduced (cf. 1-2). Only by following the general outline of their

tests could HDL produce results amenable to comparative analysis. To circumvent certain
disadvantages in the approach, however, additional control test runs and changes and
adjustments to duplicate situations more common to local experience were made.

This report covers the first descriptive part of the test report; a statistical analysis is

in preparation.

A test collection was established of 3, 650 journal articles and technical reports on
solid state devices. The subject area was small enough to permit comprehensive coverage
with that number of items. Selection of that particular subject expedited critical analysis

for indexing and facilitated establishment of an additional tool for checking on the complete-
ness of the retrieval and determining the recall ratio. This auxiliary control was based on
catalog cards and abstracts supplied by DDC for technical reports and similar cards for

journal articles supplied by Cambridge Communications Corp. (CCC). This card catalog

was organized by a detailed subject classification scheme prepared by CCC.

The selected papers were sent to the information analysts for evaluation and formula-
tion of ABC concepts. The concepts were standardized and punched into cards. In a par-
allel effort, the items were cataloged and the descriptive titles key punched. Both types of

information, concepts and titles, were transcribed on a catalog file tape. An IBM 7090
computer produced eight catalogs from that tape: two ABC dictionaries listing concepts

and term-letter code combinations, differing in numbers of alphabetized key words; a cat-

alog with titles filed under appropriate term and code; a list and a card file of letter codes
with the concepts they signified; a card file of accession numbers with titles; a KWIC title

list; and a file of reports listed numerically by AD numbers. In a separate effort (not a

machine process) the abstract cards from CCC and DDC were organized into a subject card
catalog.

Two groups comprising about 40 scientists and engineers formulated two sets of test

questions. The computer selected at random 400 titles from the catalog of the collection,

and printed them as a list providing the subject classification supplied by CCC, and the

title of the periodical or the DDC accession number. From this list each of the scientists

and engineers selected subject areas consistent with his interests from which to derive

test questions, and then selected documents of interest, examined the text, and formulated

a test question that could be answered by its content. About 225 questions were obtained in

this manner. To provide a degree of realism, 36 additional questions were formulated by

other scientists and engineers, based merely on general knowledge of the subject areas of

the collection and on their own experience.

The questions, prior to use in actual retrieval operations, were evaluated, combined,

and edited to eliminate deficiencies and redundancies. These evaluative and editorial

responsibilities were assigned to a group of senior scientists and engineers. As a result

of this process, 100 questions formulated by the first group were approved in addition to

the 36 questions formulated above.
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Three methods, two variations of the first-generation ABC method together with a

KWIC-title list, were tested. A control group was established to discern the bias possibly

introduced by the use of the test operators' own questions and the sequence of the three test

runs. In addition to the 40 scientists and engineers (divided into subgroups 1A and IB)

mentioned above, six research analysts and six librarians searched the 136 questions by
all three methods. Therefore, 1, 632 retrieval sheets containing more than 6, 000 doc-
uments were obtained. Each searcher was asked to retrieve documents using tools in what
was called the normal sequence: the short ABC dictionary, the KWIC list of titles, and the

long ABC dictionary. To provide for additional evaluations, subgroup IB was asked to use

the KWIC title list first and the short dictionary second. The individual operator received
at one time all his questions for testing one of the three approaches, and turned in those

answers before receiving a duplicate set for processing with the second tool. The interval

of at least one day between the two retrieval operations was allowed on the assumption that

the retriever had forgotten the codes and accession numbers recorded during the first run

and his previous experience would not influence the results of the second run. In a major
deviation from the Cranfield test the retrieval was conducted freely without knowledge of

the "answer". It was felt that the retrieval of the basic paper could not and did not signify

the success or the end of the operation.

The relevance and recall ratios will be calculated and used to evaluate the retrieval

method. What was attempted was a test of the ABC method and an evaluation of its effi-

ciency in terms which permit comparison with similar systems. The relevance and recall

ratios are reasonable measurements if we are in a position to rate an average performance
in terms of user satisfaction and capability of locating all appropriate titles in the storage

system. In practice, however, this cannot be easily accomplished. The factor of human
fallibility poses another obstacle to consistent evaluations and objective comparisons of

different storage and retrieval systems. The views on the validity or more usefulness of

tests vary drastically. But test design and test procedures have been greatly refined. In

the test here, the entire operation was an experiment and an opportunity to analyze the

bread-board model that was built, to analyze the failures of the total system as well as of

its individual components, and to redesign or adjust the retrieval methods.

To insure the reliability of the data obtained during the official test runs, the four

groups of retrievers were organized so as to resemble the profile of actual users. The
human error factor was limited, the bias eventually introduced by the testing procedure
was identified, and the evaluations were "objectivized". The methods used to accomplish
these ends were critical analysis, generation of multiple test data, and the introduction of

control groups and stringent controls. The disquieting connotation of relativity and sub-

jectivity generally inherent in the term "relevance" was removed by comparison with the

contents of a document or the substance of a question. The conceptual substance of the

question was analyzed, relative weights attached to the various conceptual components and
their combinations, and the resulting scales used as a measuring stick.

The test questions were processed eight times according to the ABC method. The
eight different runs may help to determine whether the causes for failure may be traced to

the human element or to the system. Control factors and control groups have been used to

insure realistic conditions, reliability and accuracy of data and consistency of testing

procedures. The three retrieval loops developed are control "mechanisms" to assist the

evaluator to recall from the collection all titles of relevant papers which the operators had
failed to retrieve. The retriever evaluated the contents of the retrieved documents,
compared them with the basic document, and indicated their value (=, +, -, or 0). Ques-
tions not based on specific documents were graded on the quality of the answer. The
senior scientists and engineers who had approved the questions evaluated the results.

Using the CCC card catalog, pertinent titles not retrieved during the test runs were deter-

mined and graded; this provided the basic data necessary to determine the recall ratio.
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To determine the cause of failure, an evaluation of all concepts used in a given run was
made, the essential elements signifying the contents of a question identified, and the com-
bination of them that would have appeared in appropriate concepts were graded (+, -,' =, or

0). The concepts used in retrieving were graded by comparing them with the theorized
combinations.

The evaluator, in locating all titles related to the formulated questions, was to first

turn to the ABC dictionary to find additional approaches missed by the members of the

retrieval groups, and if successful was to follow the standard retrieval method, checking
pertinent titles in the ABC card catalog. In the second loop, the evaluator was guided to

the respective subdivisions of the subject card catalog where all related information was
combined. He examined the ABC card catalog for the location of secondary concepts and
exhausted this loop as before. Finally the evaluator entered the third loop, screening the

KWIC title list under all possible pertinent and significant terms, leading first to the title

catalog and second through the code to the ABC card catalog where he could find secondary
concepts to close the loop. This rather elaborate scheme was provided and followed in a

number of cases to obtain all applicable documents on a given question from the collection.

The forms used permit question-by-question comparisons of the results by the four

operator groups in numerical and qualitative terms; determination of the relevance ratio;

organization of the results by individual retrieval operators for each of the tools used and
each of the questions retrieved; determination of the recall ratio, the relationship between
quality of results and length of retrieval time, and the percentage of instances when the

basic document was not recovered; and fast review of the results obtained by the four

groups using each of the three retrieval tools.

A cost account of the test, in which all expenditures were reduced to unit cost, shows
a total of $3. 55 per title spent to organize the test collection in accordance with the ABC
storage and retrieval method.

11-18. Thesaurus Controls Automatic Book Indexing by Computer , by Susan Artandi, in

Automation and Scientific Communication, Short Papers, Part 1 (papers presented to the

26th Annual Meeting of the American Documentation Institute, Chicago, 111., October 1963),

Ed. by H. P. Luhn, Washington, D. C. , American Documentation Institute, p. 1-2.

(The work reported here appears in greater detail in Book Indexing by Computer, by Susan

Artandi, Thesis presented to the Graduate School of Library Service, Rutgers, New
Brunswick, N. J. , Rutgers, The State University Press, 1963, 207 p. )

A method was developed for automatic derivation of index entries from natural lan-

guage text, based on a dictionary of terms for a given subject area (inorganic chemistry)

and a computer program to compare terms of the list with words of the text (portions of an

inorganic chemistry textbook). Measures were developed to evaluate the product of the

method, based on a comparison with an existing generally accepted manually produced in-

dex (average of indexes found in inorganic chemistry textbooks). Completeness of indexing,

including qualitative and quantitative criteria, was found to be practically identical for the

experimental index and the average of the published manual indexes checked. Entry den-

sity (ratio of number of page references to number of pages) was 63. 8 percent higher for

the mechanized index; heading density (ratio of number of entries to number of words in the

book) was 8. 8 percent lower than the manual indexes. Cost of indexing was also calculated.

Cost-per -page figures are too high to be competitive with manual indexing. A major cost

is the conversion of text for machine input; general availability of texts in machinable form
would increase the competitive efficiency of the experimental method. High cost may be

justified, however, where uniformity of indexing is important.
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11-19. Measure of Indexing, by Susan Artandi, Library Resources and Technical Services

8, 229-235 (Summer 1964).

In conjunction with a project on automatic indexing of natural language text (cf. 11-18)

measures were developed for comparison of the mechanically-produced book index with the

average conventionally-produced index for the same type of material. It was necessary to

establish an average level for manually -produced book indexes, against which to test the

computer -produced index. Evaluation is based on three criteria: density, distribution,

and completeness of indexing. There are two measures of density: heading density, the

ratio of the total number of index entries to the total number of words in the book, and
entry density, the ratio of total number of page references to total number of pages.

Distribution considers the ratios of index entries for chemical compounds, proper names,
and other types of subjects to the total number of index entries. The measure for complete-
ness is not based on objective data but includes the indexer's point of view concerning the

level of indexing he wants to achieve, which may be due to such factors as cost and space

considerations or editorial policy. Completeness of indexing is calculated on a statistical

basis by taking a random sample of the pages of the book and expressing the ratio of the

number of entries in the index for the sample pages to the sum of that number of index

entries plus the errors found in the index for the sample plus the entries not found in the

index (i.e., where an entry should occur according to the indexer's pattern for the choice

of entries but does not).

For the purposes of the mechanical indexing project the average of the three evaluative

criteria calculated for five experimental titles was taken as the level of indexing for

comparison with the mechanically-produced index.

11-20. Application of a Telereference System to Divisional Library Card Catalogs: A
Feasibility Analysis, by F. R. Bacon, N. C. Churchill, C. J. Lucas, D. K. Maxfield,

C. J. Onant and R. C. Wilson, ERI Project 2733- 1-F, Final Report to Council on Library
Resources, Inc., Ann Arbor, Mich., University of Michigan, Engineering Research
Institute, May 1958, 91 p.

A method Of using closed-circuit television equipment for remotely controlled catalog

card viewing was studied for its feasibility in terms of the amount of equipment needed and
any cost savings which might result from replacing card catalogs in divisional libraries.

The amount of equipment needed to replace catalogs was estimated for 16 of the 43 divi-

sional libraries in the University Library system, plus the Undergraduate Library and the

Public Catalog in the General Library. Cost savings were estimated on the basis that

procedures would be eliminated or modified; costs were calculated in terms of direct

labor, direct labor overhead, and materials involved. Characteristics of card catalog use
studied were arrival rates, catalog holding time, and peak load demands. The conclusion

was reached that use of Telereference equipment cannot be justified on the basis of savings

in direct costs, which would amount to only 50 percent of the costs of maintaining the

equipment. No attempt was made to estimate the value of added services which might be

provided.
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11-2 1. A Comparison of Relevance Assessment by Three Types of Evaluator , by Gordon C.
Barhydt, in Parameters of Information Science (Proceedings of the American Documenta-
tion Institute, 1964 Annual Meeting, Vol. 1, October 5-8, 1964, Philadelphia, Pa. ),

Washington, D. C. , Spartan Books and London, Cleaver-Hume Press, 1964, p. 383-385.

Fourteen questions, submitted by members of a pilot user group of educational
researchers, were searched over a file of 4, 000 documents to investigate the effectiveness

of measures of relevance based on non-user evaluation. A sample of 50 responses, ran-
domly selected from the total number of responses, was given three evaluations: by the

user, the individual posing the question; by another subject specialist; and by a system
specialist, neither user nor subject specialist. The three were asked to indicate for each
response in the sample whether it was relevant or non-relevant. Both expert and system
specialist were given copies of the questions as submitted by the user. No additional

information was provided and no contact was made with the user.

The effectiveness of the relevance assessments by expert and system specialist was
determined by the method developed by Goffman and Newill (cf. III-9). The results indicate

that for most questions the effectiveness of both expert and system specialist was quite low.

The results also indicate a high correspondence in the measures of sensitivity, specificity,

and effectiveness, between expert and system specialist. They are apparently not making
random selections.

Because of the small number of questions used for this report no definite conclusions

can be reached.

11-22. Selective Dissemination of Information.SDI 2 System, by W. Brandenberg, H. C.

Fallon, C. B. Hensley, T. Savage and A. J. Sowarby, Yorktown Heights, N. Y., Interna-

tional Business Machines Corp., Advanced Systems Development Division, April 18,

1961, 95 p.

The SDI 2 System sends new items of information to users who need such information

by matching characterizations of users' interests with characterizations of documents'
contents. Notifications of some documents are sent to each user on a random basis.

Monthly reports show the ratio of positive and negative responses of users. These random
selections and reports are used to evaluate the system's performance. The two variables,

proportion of negative responses ("trash") and estimated proportion of notices not sent

("miss"), are affected by document and user population, document and user profiles, and
the setting of the matching criterion p (p = the number of a user's keywords which must
match the keywords of a document). Raising p reduces trash and increases misses; lower-

ing p has the opposite effect. Besides miss and trash, the setting of p can control the flow

of notices and documents through the system: raising p will decrease the number of notices

on a document and increase the probability of these notices being positive responses. SDI
2 has experienced between 50-70 percent positive response to notices where p was set

between 12-24 percent and document profiles were 26 keywords or less.

52



11-23. A Progress Report on Search-System Evaluation in the United States Patent Office
,

by Edward C. Bryant, Report No. WRA-PO-14, Denver, Colo., Westat Research Analysts,

Inc., May 1964, 2 7 p.

The three considerations of backlog, accuracy of examination, and cost are the criteria

by which the magnitude of the Patent Office problem is measured. The system problems
relate generally to the effectiveness of the patent examination system how well it op-
erates and what would be the effect of proposed changes. Study of the system as a whole
has been done through the construction of a mathematical model and estimation of its par-
ameters for the Chemical Operation. The model considers the flow of applications through

the system in terms of probability; the model is therefore referred to as a "stochastic

model". Actual data have been collected tracing the flow of 493 applications through the

Chemical Operation. One use of this study has been to project the expected changes in

composition of the patent backlogs in view of changes in procedures.

A program was begun to "quality rate" a random sample of the actions completed by

the Examining Corps. Quality ratings were made by group supervisors, resulting in

immediate feedback to the examiners. A preliminary study of the system of reclassifica-

tion and the advantages to be gained from it points out the need for carefully designed
experimentation in that area.

All of the non-conventional search systems in operation at the Patent Office involve

some sort of coordinate indexing. A fundamental understanding of the limitations of such
systems is necessary to any evaluation. Models have been constructed to show the effect

of indexing errors on retrieval. One can improve the efficacy of the systems by modifying
the indexing to guard against errors, by modifying search strategy in view of known errors
in indexing, and by training the examiners in most effective use of the systems. Some
evaluation of specific systems has been accomplished and it can be concluded that coor-
dinate indexes can be constructed for well structured arts which will assist the examiners.
An experimental index is being constructed for heterocyclic compounds involving around
30, 000 documents. This represents the first opportunity to investigate problems of scale

in coordinate indexes.

The evaluation program must be divided between search and retrieval studies and op-
erational studies. The latter can be lumped into a category called systems evaluation and
modification studies. In the search and retrieval area are relatively small systems dem-
onstrated to be useful to the examiner and also research into automatic indexing and search-
ing of natural language text. Studies* are needed to determine the costs of various potential

systems and the gains to be expected from them. At the same time programs at the in-

termediate level of replacing human judgment by machines should be statistically evaluated.

11-24. Analysis of an Indexing and Retrieval Experiment for the Organometallic File of the

U.S. Patent Office, by Edward C. Bryant, Donald W. King and P. James Terragno, Report
No. WRA-PO-10, Denver, Colo., Westat Research Analysts, Inc., August 1963, 52 p.

plus appendices.

Research reported here focuses on the accuracy and consistency with which documents
are indexed and coded, and the effect of errors or inconsistencies in indexing on the

retrieval of documents. The particular file serving as the basis for the experimental work
is the organometallic chemical file of the U.S. Patent Office, consisting of 3, 625 patents.

The indexing system is based on fragments of chemical compounds and their descriptions.

Standard practice called for an analyst to index the document and one of the most expe-
rienced analysts to review the indexing, adding or deleting codes in accordance with his

best judgment.
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The primary characteristics of interest are a measure of accuracy of indexing, two
measures of consistency (or inconsistency) of indexing, number of codes involved, and time
required to index a patent document. Several analyst or indexing modes were evaluated: a

single analyst, a single analyst with a reviewer, two independent analysts with their index-
ings combined either by set sum or intersection, two independent analysts with a reviewer,
and three independent analysts. A random sample of Z01 patent documents was chosen for

the test, and a random subsample of 24 documents was chosen for an intensive study of in-

dexing. Of the twelve analysts in this study, six had experience in working with organo-
metallic compounds; therefore half of the documents were indexed by analysts in each of the

experience groups to permit evaluation of the experience factor. Four reviewers, two with

extensive experience, were used, so the effect of their experience could be assessed also.

Accuracy was measured by estimating the conditional probabilities that a code will or will

not be selected given that it should be. The "correct" code was determined from all the in-

dexing s in the experiment plus the original indexing and review for the 24 documents. The
two most senior analysts performed this reconciliation. The experiment provided estimates

of conditional probabilities for specific codes and individual analysts as well as averages
over all analysts and over all codes. It was possible also to estimate the probabilities for

each of the analyst modes.

Two measures of consistency or inconsistency were computed for one third of the

codes, after eliminating those which appeared with very low frequency. The results, plus

discussion of the measures, appear in another report (cf. 11-25). The consistency coeffi-

cient is essentially the number of documents in which the given code was indexed by both

analysts divided by the number in which the code was indexed by either. The index of

inconsistency is based on the ratio between the number of documents in which there is dis-

agreement between the indexers and a scale factor dependent on the proportion of documents
indexed with a given code. The high correlation between consistency and accuracy, as

determined by comparison with a carefully prepared indexing, provides a basis for control-

ling the quality of indexing by the use of consistency coefficients.

When compared against the "exact" code, an indexer selected about 86 percent of the

codes he should have selected and only added about 3 percent more codes than he should

have used. In terms of consistency, about 73 percent of the codes selected by either in-

dexer were selected by both. Differences due to experience in indexing organometallic

compounds were generally found to be non-significant. Document-to-document variation

was high, causing the test to be insensitive to the experience factor. There is some ev-

idence of interactions between analysts and reviewers. The hypothesis that a reviewer will

cut out superfluous codes, thereby reducing false retrieval, is discredited it appears

to be better to use a set sum of two indexers rather than an indexer and a reviewer.

To determine the effect of differences of indexing by different analysts in terms of the

ultimate document retrieval, the indexing of the 201 documents chosen in the random sam-
ple was repeated and mechanized searches of the sample file were conducted. (One of the

principal reasons for repeating the indexing was to determine measurements of consistency

and to compare these with measures of accuracy, using the reconciled coding as the

"correct" coding. ) The search questions used were 184 actual questions formulated by ex-

aminers in the past and 172 synthetic questions formulated by analysts from patent claims.

Again, a "true" set of codes was selected by two senior analysts for the 201 documents and

this set was used to measure the number of missed documents and false drops resulting

from errors in indexing. Five separate decks of punched cards were prepared: "true"

codes, single -analyst mode, repeated single -analyst mode, double -analyst mode, and

single -analyst-reviewed mode. Searches were conducted simultaneously on these five

decks on a Bureau of Census Multiple Column sorting machine. The observed retrievals

provide estimates of the distribution of the number of documents in the retrieval, the

proportion of correct retrieval and the distribution of the number of false drops resulting
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from indexing errors. Correct retrieval is defined to be the retrieval of the "true" deck

for the documents containing the codes used in the search questions.

Indexing consisting of all of the codes selected by either of two independent analysts

achieves a retrieval of 9 1 percent of the documents which a "perfect" indexing would yield,

with a false retrieval of only 33 percent more than the perfect indexing. Although there

were differences in the results of searches using actual questions and those using synthetic

questions, the principal conclusions would have been the same had either set of questions

been used alone. It was postulated in another report (referred to above, cf. 11-25) that the

proportion of missed documents due to indexing errors is 1-p r
, where p is the probabil-

ity that a code will be selected given that it should be, and r is the number of codes used in

the search question. The model was found to be representative of actual practice for in-

dexings accomplished by two or more analysts. For single analysts, an adjustment must
be made for dependence of indexing accuracy from code to code within the document.

11-25. Some Technical Notes on Coding Errors, by Edward C. Bryant, Donald W. King
and P. James Terragno, Report No. WRA-PO-7, Denver, Colo., Westat Research
Analysts, Inc., July 1963, 30 p.

By "coding" is meant the selection of a term, commonly called "indexing", and its

translation into a numerical code, commonly called "encoding". Failure to select a term
that should have been selected will be called an error of Type I, while selecting a term
which should not have been selected will be called an error of Type II. We envision a

search in which all of the documents coded by particular terms are retrieved, where it

may be specified that the documents of interest must possess all of the terms (set inter-

section), any of the terms (set union), or any intermediate combination of unions and
intersections.

For a search based on a single term, we can calculate the expected retrieval of

desired documents plus not desired documents, and the expected number of documents not

retrieved which should have been. For a search based on two terms, we calculate as

above for both set intersection and set union. Retrieval under an intersection strategy is

more sensitive to coding errors of Type I than is retrieval under a set-sum strategy (i.e.,

the percentage error is less). Coding errors of Type II increase the percent retrieval

under a set-sum strategy. If one can control Type I errors, but not Type II, it is better

to use an intersection strategy than a set-sum strategy. The reverse is also true.

For searches based on three terms, the calculations show the sensitivity of the inter-

section strategy to Type I errors by the small fraction of desired cases retrieved. The
false retrievals are excessively high for the set-sum strategy.

The conclusions are that when intersection strategies are used it is important to

reduce Type I errors; set sums of codes of several coders might be used; coders should

be instructed to use a term if there is any doubt as to its applicability; perhaps multiple
searches, each one composed of different sets of terms, should be used; the effect of

coding errors on retrieval and the necessity for control of such errors should be exper-
imentally verified.

The importance of accurate coding is difficult to assess. Consistency of coding is

relatively easy to measure, and it seems that consistency and accuracy should be closely

related. Some experimentation in the organometallics file of the U.S. Patent Office is

studying relationships among various measures of consistency (cf. 11-24). In this file

most coding errors are of omission rather than of commission. Also the coding structure,
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based largely on chemical formulas, causes less error due to interpretation than might be
true in less formal subject matter. One can feel that for carefully structured indexing
schemes measures of consistency will yield useful information about the accuracy of the

file.

The calculations for a coefficient of consistency use the number of times a term was
coded by both members of a pair of analysts as the numerator (divided by the average num-
ber of times it was coded by either). This variable was averaged over all possible pairs
of analysts; an adjustment factor for the variances of such an average, to put them on an
"independent-pairs" basis, has been computed. The dependent-pairs variance is mul-
tiplied by the correction term.

11-26. Is Automatic Classification a Reasonable Application of Statistical Analysis of Text ?

by Lauren B. Doyle, Report No. SP-1753, Santa Monica, Calif., System Development
Corp., August 31, 1964, 34 p.

This article traces the development of statistical analysis of document collections,

from the work of Luhn, Maron, and Stiles to the recent trend toward automatic classifica-

tion study. A debate over classification versus coordinate indexing had been going on for

some time, but recognition of the inadequacies of coordinate indexing for large collections

led followers of the statistical approach to seek to rescue or even replace it with statistical

analysis and classification. Classification and coordination need not be regarded as mu-
tually exclusive alternatives in computerized systems they can be complementary.

The author's early work took the form of a two-dimensional layout of the most strongly

co-occurring word pairs, called an "association map". These maps could be used in prep-
aration of a thesaurus, as an aid in thinking up search request statements, or as an in-

tegral component of a retrieval system. The first change in the map idea came when it

was realized that word-hierarchies could be generated by linking only unequally frequent

words. Hierarchical association maps were more orderly and probably more useful for

retrieval. Since classification and coordinate machine -searching can be combined, and

since construction of such a system (given that the problem of automatic classification is

solved) is an engineering problem, the remaining question is of quality: can automatic

classification equal or exceed classification of human judgment? But human judgment may
not be the best standard, so a simple, small-scale test involving non-judgmental criteria

was conducted. The hypothesis under test was that automatic classification should improve
as the amount of information per document increases.

A corpus of 100 items on the topic of computer processing of natural text was used;

each item (a documentor a portion of a document) was represented by a 36-word list whose
•words were arranged in decreasing order of frequency. These lists served as input to a

Philco 2000 version of the Ward and Hook hierarchical grouping procedure. Six runs of the

program were made, involving successively 12, 15, 19, 24, 30 and 36 words from each

list. Five criteria were studied: (1) time ordering, since 50 of the items were taken from
daily work-records and diaries; (2) grouping of portions of documents; (3) grouping accord-

ing to author; (4) another time criterion, since the other 50 items were orderable by date

of publication; and (5) increased stability in the groups formed as the number of words
increased. It was arbitrarily decided to compare the six runs at the point where seven

entities remained to be grouped in the time~ordered material (i.e., the items had been

distributed into seven categories). It was hoped that each of the categories would contain

an unbroken time -ordered series, and that none of the time -ordered items would be filed

outside of the seven categories. The number of time -breaks diminished as the words

increased from 12 to 36, and the number of items filed outside decreased to the vanishing
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point. Two more criteria showed improved classification with increased number of words
per list, namely regrouping of segments and grouping by author. In progressing from 12

to 36 words, substantial progress was made toward an ideal or maximum attainable number
of such groupings.

The 100-list collection was sufficiently topically homogeneous that these criteria var-

iables had a fairly decisive effect on classification. The other two criteria gave rise to no
significant confirmation of the hypothesis.

The major barriers to the application of automatic classification are expense and the

problem of representation or display of the output of the classification process. The
former can be resolved with newer equipment and refinements of technique; the latter

needs to be worked on.

11-2 7. Problems in Automatic Abstracting, by Harold P. Edmundson, Communications of

the ACM 7, 259-263 (April 1964).

There are several major classes of problems in automatic abstracting: conceptual,

input, computer, output and evaluation problems. The brief discussion of the latter is of

interest here.

The first problem concerns the acceptability or utility of the final product, usually

requiring a comparison between an automatic abstract and an "ideal" human abstract.

However, the linear coefficient of correlation among human abstractors varies from . 2 to

.4, even when they operate under moderately well-defined abstracting rules. This is due

in part to the fact that the correlation coefficient is not the best measure. If two indiv-

iduals happen to select different but co-intensional sentences, then the correlation coeffi-

cient will be low. The problem of what sentences of a document are co-intensional is

solvable only by further semantic research.

The second problem of evaluation is that of system cost in dollars and in time. Insuffi-

cient data have been collected to permit reliable estimates of cost per document and
estimates of bounds on the error for an operating system. Such information does exist for

research systems.

II - 2 8 . Evaluation of the Performance of an Information-Retrieval System by Modified

Mooers Plan, by E. M. Fels, American Documentation 14, 28-34 (January 1963).

The mechanized system for retrieval of legal documents, established at the Health
Law Center of the University of Pittsburgh, was evaluated statistically by a modification of

the Mooers plan (cf. IV-27). Comparison was made between one system based on the index

parts of Purdon's Pennsylvania Statutes Annotated (hand or manual search) and the mech-
anized system based on machine scanning of the full text, without intervening indexing.

The modifications to Mooers' plan consisted of using his absolute measures as compar-
ative measures and of adding an "umpire" to the "customers" who supply questions based
on samples of documents shown to them. The customers (called "writers" here) submit
their questions to the umpire who corrects and controls the assignment of the relevance
values. A probability sample of 20 units was chosen with the help of a table of random
numbers; three questions for each of the units gave 60 ordered pairs (the number was dic-

tated by economic feasibility). A relevance -value matrix was used to depict accidental

relevances in the sampling units. Print-outs of retrieved sections pertaining to the
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questions were scanned for those sections picked in the random sample. Computed doc-
ument ratios (point estimates of corresponding retrieval probabilities), confidence limits,

exact tests of significance for the differences between corresponding ratios and the power
function of these tests, were computed. One effect was to show up the insufficient sample
sizes in the test. Although one table showed that machine retrieval is not better than hand
search, another table showed that it is premature to assert that the hand search is clearly-

better. Much larger sample sizes are needed.

11-29. Evaluating Coordinate Indexing Systems , by J. Jaster, Barbara Murray and
Mortimer Taube, in State -of -the -Art of Coordinate Indexing, Washington, D.C.,
Documentation, Inc., February 1962, p. 81-107.

There are several factors to be considered in evaluation of information systems.
These include acquisition, indexing, the index, constraints (categorization, cross-
referencing, use of roles and links, etc.), search procedure, and user education. Atten-
tion is directed here to studies of indexing and of indexes with and without constraints. In-

dexing studies include an informal experiment at the Man-Machine Information Center at

Documentation, Inc., in which several people indexed the same documents with no limit on
time or number of terms to be used. Point of view was a significant factor; the importance
of depth of indexing was obvious; overindexing can lead to retrieval of excess material;

restriction in number of terms used can lead to more careful selection of terms.
MacMillan and Welt's study of indexing of cardiovascular literature (cf. 11-10) also points

up indexing differences among subject specialists, and gives figures for doubly -indexed

papers which were indexed the same or differently. The work represents an attempt to

make deductions from actual experience. A large-scale statistical investigation into in-

dexing consistency among indexers, and any one indexer's consistency, was conducted b\

Documentation, Inc., for Rome Air Development Center (cf. II-4).

There have been many studies of indexes, from comparisons of coordinate indexing

and classification systems to measuring the value of adding constraints to an index. Two
major studies are those of the ASLIB-Cranfield project (cf. 1-2) and Schuller's study of

UDC and Uniterm (cf. 1-27). The Cranfield report gives results of five tests of retrieval

efficiency and gives efficiency percentages for UDC, alphabetic, faceted, and Uniterm in-

dexes. (The Uniterm system displayed no significant superiority over the others.)

Schuller's more modest study recommends the use of the Uniterm system for technical

reports (as a complement to the UDC system). An important point is repeated here: test

results are, even when correct, not universally applicable.

Three methods of evaluating indexes could be (1) analysis of false drops, (2) use statis-

tics and (3) user studies and determination of user requirements. But it is difficult to

define a false drop, and no one has disclosed a means of analyzing the reason for non-

pertinency of material. As for use statistics, studies in frequency of term usage and

studies of the "association factor" (i. e., all terms indexed along with a particular term)

are underway and should be useful not only in evaluating but also improving a system. The
work of Stiles (see Stiles, H. Edmund, The Association Factor in Information Retrieval,

Journal of the ACM 8_, 271-279, April 1961), Stevens (see Stevens, M.E., A Machine

Model of Recall, in Information Processing (Proceedings of International Conference on

Information Processing), Paris, UNESCO, I960, p. 309-315), and Schultz (cf. 1-2 and

11-50) in this area are noted. With user requirements, although Taube 's study (see Taube,

M. , An Evaluation of "Use Studies" of Scientific Information, in Emerging Solutions for

Mechanizing the Storage and Retrieval of Information. Studies in Coordinate Indexing,

Vol. V, Washington, D. C, Documentation, Inc., 1959, p. 46-71) concluded that such

studies based on interviews with scientists were not of much value in design, other studies
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based on analyses of reference questions might more nearly apply to the design and evalua-
tion problem (see Herner, S. and M. Herner, Determining Requirements for Atomic
Energy Information from Reference Questions, in Proceedings of the International Con-
ference on Scientific Information (Washington, D.C., November 1958), Vol. I, Washington,
D.C., National Academy of Sciences-National Research Council, 1959, p. 18 1-187).

11-30. Project SHARP (SHips Analysis and Retrieval Project) Information Storage and
Retrieval System: Evaluation of Indexing Procedures and Retrieval Effectiveness , by
Walter F. Johanningsmeier and F. Wilfred Lancaster, Report No. NAVSHIPS 250-2 10-3,

Washington, D.C., Department of the Navy, Bureau of Ships, June 1964, 49 p.

(The subject matter of this report was contained in "A Case Study in the Application of

Cranfield System Evaluation Techniques", by Saul Herner, F. Wilfred Lancaster and
Walter F. Johanningsmeier, paper presented to 148th National Meeting of American
Chemical Society, Chicago, 111., September 1964, Washington, D.C., Herner and Co.,
14 p.)

The automated information system of the BuShips Technical Library was studied and
evaluated by indexing documents according to the coordinate indexing system, then address-
ing queries to these documents and analyzing the search results. The subject area was
undersea warfare; the 1, 000 documents selected for indexing reported on research spon-
sored by BuShips and dated 1956-1961.

Coordinate indexing with links and roles as advocated by the Engineers Joint Council
(EJC) was followed, using the BuShips Technical Library Thesaurus as the authority list.

(Prior to the study, the indexers took the EJC-Battelle one-week indexer-training course.)
After the subject indexing was completed, the descriptors were coded for entry into the

IBM 7090 computer at the David Taylor Model Basin, including codes for broader terms
where applicable and for link designations. Testing was accomplished by a modification of

the techniques developed by Cleverdon in the Cranfield project (cf. 1-2).

Technical personnel at BuShips compiled test questions based on documents in the

collection (source documents). Fifty queries (questions translated into the system language

with descriptors and roles) were formulated, with a series of subqueries involving all

major combinations of appropriate descriptors and role indicators. For all searches, the

documents retrieved were reviewed by the compilers of the questions, to decide whether
they were relevance A (as useful as the source document), relevance B (of some relevance

to the question), or non-relevant documents. On the basis of these judgments it was pos-

sible to compute relevance ratios. In addition, for 10 questions selected at random the

entire collection was searched manually to locate all documents of any possible relevance

to those requests, in order to compute recall ratios. For all searches, reasons were
sought as to why relevant documents were missed and why non-relevant material was
retrieved.

Considering documents of any relevance (source documents + relevance A + relevance

B documents) the system achieved 54. 3 percent relevance ratios for the 50 searches and
56.4 percent for the 10 searches; 53.8 percent recall in those 10 searches was achieved.

Indexing error (failure to index a concept in the text) accounted for 28. 3 percent of all

failures to retrieve relevant items; 43. 5 percent of such failures are attributed to search-
ing errors (lack of perseverance or ingenuity); 28. 2 percent were due to system dif-

ficulties, particularly to differences in role indicators as selected by indexer and searcher.

Although no definite conclusion as to the value of role indicators can be drawn, they should

be studied and possibly dropped or their use modified to reduce these errors.
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Analysis of reasons for retrieval of non-relevant documents showed that searching
errors were the greatest cause of "noise", particularly the failure to select crucial terms
or concepts for search. Approximately 98 percent of the unwanted items were retrieved
through searches too generic or which omitted important concepts.

The Project SHARP system has sufficient discriminatory power and can retrieve a

small subset of high relevance documents with little noise. Recall might be improved
through greater depth of indexing. Further attention needs to be directed to coding, depth
of indexing, and optimum application of role indicators.

11-31. Evaluation of Coordinate Index System During File Development , by Donald W.
King, Journal of Chemical Documentation 5, 96-99 (May 1965).

There are three periods in the evolution of an information retrieval system in which
evaluation may be helpful: the preliminary phase, the developmental phase, and the opera-
tional phase. During the developmental phase critical decisions are required and the sys-

tem can best be modified and corrected. The principal objectives of evaluation during file

development are to provide management with an effective tool for making decisions, to

serve as a guide for using the system optimally, and to provide a control to insure that the

system will perform satisfactorily. Decisions must be made concerning alternative system
software, system hardware, and techniques for implementing the system. The major deci-

sions include selection of information sources to be included; selection of information con-

cepts, specific term descriptions, and structure of the term list, including the depth and
breadth of indexing and inclusion of links, roles, etc. ; selection of search procedures,

including possible use of several screens and alternative search strategies; selection of

document retrieval or presentation devices; selection of the optimum means of indexing the

file; selection of optimum search strategies; and establishing a means for updating and
maintaining the file.

Most management decisions regarding file and system development require information

on cost, system reliability and time. The reliability may be described in terms of the sys-

tem's ability to retrieve the documents required by the user. The measure of the missed
relevant documents should be evaluated. Errors in output can be attributed to input errors,

to inadequacy of search, or to an interaction of the two. If the number of missed doc-

uments is excessive, a means must be found to minimize and control the amount of error.

System costs can be subdivided into the cost of file preparation, the cost of system equip-

ment, and the cost of operation. The time required to prepare a file is important as a

constraint on system design, since long delay in file preparation can reduce the effective-

ness of a system. Also, lag time between request and retrieval is important, as is the

total amount of time devoted to search, which is a function of production requirements, the

overall system, search requirements, etc. These three measures (cost, reliability and

time) are highly interrelated. The extent to which a change in one factor results in changes

in the others is important. Equally important is the ability to estimate the effect of

changes prior to effecting them.

To evaluate system performance, one must have a way of characterizing document
retrieval. The retrieval profile provides such a device, where the set of file documents

is classed into the cell entries of the two-by-two table, as retrieved/not retrieved and

relevant /not relevant. The cell entries of the retrieval profile are a function of indexing

accuracy (and consistency), the relationships among the terms, the number of terms used

in a search query and the total number of documents in the file. One means of estimating

the cell entries of the profile prior to indexing the entire file is by use of a mathematical
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model constructed as a function of the variables just mentioned. The parameters of these

models can be estimated during the developmental phase; and their validity for individual

files can be checked by experimentation.

The evaluation program outlined here is currently being used in the development of the

heterocyclic and magnetic core files of the U.S. Patent Office. Three phases of this pro-
gram are a document analysis and indexing experiment, a document search experiment,

and an indexing quality control program. The indexing experiment consists of two parts.

The first involves re-indexing by various indexing modes (a single indexer, a single in-

dexer reviewed, two independent indexers) a sample of 50 documents chosen randomly
from the entire file. In addition, the documents are reconciled to formulate a set of "true"

or "exact" indexed documents. The second part of the indexing experiment involves in-

dexing an additional 2 50-500 documents also chosen randomly from the entire file, and
indexed under normal production procedures. Values for the conditional indexing probabil-

ities and indexing time (cost) are measured for the various indexing modes in the first 50

documents. This information alone may not be sufficient to decide which mode is optimum
or indeed to decide if any or all are acceptable. For this reason, cell entries for the

retrieval profile are estimated using the mathematical retrieval models and estimates of

their parameters. The 250-500 documents are used to test the validity of the model.

The search experiment requires formulating a number of representative mechanized
search queries, say 50-100. In certain cases synthetic questions can be asked. The
validity of the models is tested by comparing the model estimates of the total retrieval,

false drops and relevant documents retrieved with observed values of these variables

estimated by searching the indexed sample of 250-500 documents and the documents in the

indexing experiments which were indexed using a comparable indexer mode. The math-
ematical models provide good estimates for the cell entries of the retrieval profile. The
decision concerning the optimum indexer mode is made easier with information from the

indexing and searching experiment. With a given number of documents to be indexed, a

given number of searches to be conducted per year, and some rough indication of the rel-

ative importance of cell entries in the retrieval profile one can determine the optimal
indexer mode.

The two previous experiments should yield information concerning an acceptable level

of indexing accuracy. The quality control program is designed to insure management that

this acceptable level of indexing accuracy is maintained throughout the preparation of the

file. The consistency coefficient is found by averaging the term selections by both of two

indexers divided by the selections of either of them. The value of the probability that a

term is selected given that it should be (P3) can be found from the consistency coefficient

using linear regression estimation. The consistency coefficient is more readily measured
since it need merely be observed from two independent indexing operations, while the in-

dexing must be judged to provide an estimate of p 3 . Quality control acceptance tables can

be constructed for various tolerance values for the consistency coefficient, various sample
sizes and numbers of independent indexers. The entire area of quality control should be

particularly important in the field of information retrieval, since retrieval errors are

highly sensitive to indexing errors.
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11-32. An Evaluation of Automatically Prepared Abstracts and Indexes , by William John
Kurmey, Dissertation presented to Graduate Library School, University of Chicago,
Chicago, 111., University of Chicago, June 1964, 64 p.

The basic hypothesis for this study is that the standard of quality of automatically
produced abstracts and indexes must meet the standards of manually produced abstracts
and indexes, standards dictated by editorial policy and customer acceptance at minimum
cost of preparation. No absolute scale exists for measuring the quality of abstracts and
indexes, so the technique of establishing a recognized reference standard and measuring
relative quality has been applied. Chemical Abstracts (CA) is acknowledged as outstanding
in the field of chemistry and was adopted as the standard. With it as the base, the degree
of conformity and difference of the automatically produced abstracts and indexes may be
ascertained and their effectiveness evaluated.

Production of machine abstracts is based on counting the words in the text of the orig-
inal article. On the basis of statistically measuring the number of words occurring fre-

quently in an article and their proximity within a sentence, a numeric value is computed
for each sentence. The sentences are ranked and a specified number with the highest
values are selected to form the "extract" of the article. Twelve statistical methods of

producing such abstracts were applied. Thus for the 50 articles selected for the sample
from CA for the years 1951-1955, 600 extracts were created for comparison with the

human abstracts. A byproduct of the production is a list of frequency of occurrence of

words in the article. A machine generated index was obtained by using each word occur-
ring more than a specified number of times in an article as an index entry. The adequacy
and quality of these entries were then compared with the manually assigned subject entries

for the same article.

Criteria suggested for an adequate abstract include that the content should show pur-
pose, method, results, conclusions, and specialized content as required; that the abstract

be brief and nonrepetitive, and that the form have clarity of content and conciseness of

expression^ that informative abstracts be in active voice, past tense and discuss the

research while indicative abstracts have passive voice, present tense and discuss the

article describing the research. Autoabstracts fall into the category of informative ab-
stracts. If the introduction, method, results and conclusion sections are well written and
concise then it may be expected that such sentences would be selected for the autoabstract.

But no consistency in the choice of sentences from these sections occurred in the sample
studied. Also for the treatment of form and content, no consistent results are obtained.

A notable feature of the autoabstract is the absence of overall organization, as the abstract

sentences often lack the context of preceding discussion. Most exacting control is ex-

ercised over the size of the autoabstract. The number of sentences to be selected was
controlled so that the same number as appeared in the human abstract was selected. CA
terms that were recorded for each abstract are considered to be the complete set of terms
assigned to each abstract.

Comparison of the autoabstracts and human abstracts was carried out manually. Each
sentence in the human abstract was analyzed into component concepts consisting of a sub-

ject, verb and object. The same process was carried out on the autoabstracts. The two

were compared and equivalent concepts were counted. Results were considered as

percentage agreement and percentage nonagreement between abstracts. Normalized
percentages are calculated on the basis of percentage equivalents + percentage non-

equivalents = 100 percent. Normalized percentages compensate for one concept in one ab-

stract matching more than one concept in the other abstract.
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Comparison of the index words was carried out manually. First the CA entries were
broken into single word entries. Then the entire word list for an article was scanned to

see if the word used by CA was in the text of the article. The agreement between the CA
words and the word list was taken on a straight percentage basis. Next the number of

words used by CA was used as a cutoff to obtain the words with the highest frequencies.

Agreement was also taken on a straight percentage basis.

Normalized percentages of agreement for the 50 articles in the sample by each of the

12 methods of abstracting, average percentage agreement over the entire sample for each
method, and average percentage of agreement over each document by all 12 methods are
given. Percentage of agreement of words in the article and index entries (analyzed into

single words) is also shown. The average overall conformity between word list and CA
entries is 81. 76 percent. The average overall conformity between the subset of words of

highest frequency and CA entries is 27. 63 percent.

The performance of the 12 abstracting methods varies considerably, from percent to

100 percent agreement as to number of concepts included in the CA abstract. Cases with

100 percent agreement occurred where the human abstract consisted of sentences lifted

directly from the article and the autoabstract selected the same sentences. Cases with

percent agreement occurred where the human abstract was a general summary and the

autoabstract gave details of the research, or vice versa. The use of the best of the ab-
stracting methods provides abstracts containing at most 37 percent of the concepts included

by CA in abstracting the same article. It appears that, in the application of statistical

word frequency techniques, equivalent results are obtained from either complex chaining

techniques or by a simple gross counting method. The application of such techniques to

abstracting chemical literature does not appear to be justified at this time. It is apparent

that maximum-depth indexing would cover most of the entries used in the CA indexes for

the articles. However it is not justified to select a subset of the most frequently occurring
words to determine the index entries for an article. Apart from constructing maximum
depth indexes, there appears to be no straightforward statistical method of arriving at in-

dex entries derived from a word frequency model of text. Possible improvement in the

indexing entries may be obtained by utilizing a thesaurus applicable to the field of chemistry.

Conclusions as to performance of the abstracting and indexing methods are based on

acceptance of CA as the high quality reference base and are valid only for the field of

chemistry.

11-33. Indexing Costs for 10, 000 Documents , by L. H. Linder, in Automation and
Scientific Communication, Short Papers, Part 2 (papers contributed to the 26th Annual
Meeting of the American Documentation Institute, Chicago, 111., October 1963), Ed. by H. P.

Luhn, Washington, D.C., American Documentation Institute, 1963, p. 147-148.

Costs have been compiled for input processing of report literature for a Termatrex-
equipped coordinate indexing system; they are based on 10, 000 items indexed with an av-

erage of 9.2 subject descriptors and 3.4 additional access points (corporate author,

accession number, series or project name). Equipment costs, including office furniture

and machines and the Termatrex Units, total $2, 800; amortization is computed at $771. 15,

regarded as part of the cost of indexing these reports. Supplies, such as Radex cards and
standard file cards, total $1, 066. Labor charges including fringe benefits, for 8, 005

hours actually worked, total $28, 107. The total cost for indexing the 10, 000 reports is

thus $29, 944. 15; the cost per report averages $2. 99. By standardizing the indexing lan-

guage (2, 600 descriptors) and using an existing vocabulary (the Thesaurus of ASTIA
Descriptors, second edition, only slightly modified), the costs have been kept to a

minimum.
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11-34. Preliminary Studies for Machine Generated Index Vocabularies , by A. R. Meetham,
Language and Speech 6, 22-36 (January -March 1963).

In the National Physical Laboratory program of research on information retrieval, the
computer is to use text to generate an "index vocabulary" consisting of "descriptors" each
of which is a group of words or stems in natural language. Then it will index the text in

terms of the descriptors, for study of actual retrieval problems. Independently of the

main project, the questions posed by such a program have been studied in relation to a
short text with a limited and precise technical vocabulary. Each proposition of Euclid as
published in Hall and Stevens, A School Geometry, Parts I-VI (MacMillan 1903) was treated
as a separate document; in all there were 156 documents with a total technical vocabulary
of only 146 words. The vocabulary of descriptors was generated by first finding all pos-
sible pairs of words with high rate of co-occurrence within the same document, then amal-
gamating these "significant word-pairs" into groups of 3-8 words. For the further break-
down of the two largest groups the word co-occurrences were expressed in the form of a

matrix and two different strategies used alternatively. The two descriptor systems found
by the two strategies were called the A-system and B-system. Both the descriptor sys-
tems were used with a threshold of 2 (at least two words from a descriptor must be present
in a document for a descriptor to form part of the index of that document). The proposi-
tions fell into 107 index categories in the A-system and 112 index categories in the B-
system. Inquiries were encoded in the descriptor language using a threshold of 1 (if one

member of a descriptor was present in an inquiry, the documents indexed by that descrip-
tor were assumed of possible relevance).

One set of 156 inquiries was examined; it was generated by taking at random one

fourth of the words of each proposition in turn. Direct measures of relevance and recall

efficiency were compared with other methods of evaluating the descriptor systems. The
object was to find any simple way of testing, at as early a stage as possible, how useful a

particular descriptor, set of descriptors, or index was likely to be. The methods of eval-

uation were those applied to descriptors before any further work is done, including number
of words in a descriptor (called method 1), total number of occurrences of all the words of

a descriptor (method 2), total of l's in the word-pair matrix (method 3) and total of num-
bers in the second matrix of a descriptor (method 4); those applied to descriptors and in-

dexes when the latter are complete, including number of documents for which a descriptor

is applicable in relation to the total number of documents (method 5), and the "information

content" of a descriptor with reference to the set of descriptors in the index of a set of

documents (method 6); those applied only after fully indexing the documents and processing

a suitable number of inquiries, including the number of times a given descriptor appears

both in a successful answer and in the inquiry (method 7), the number of inquiries of more
than average success in which the descriptor is included (method 8), and the number of

times each descriptor occurs in both halves of a document (method 9); and those that can be

applied when the documents in answer to each inquiry can be specified uniquely, namely the

relevance and recall ratios of documents retrieved (method 10). Method 10 is an accepted

method of evaluating complete retrieval systems; methods 1-8 were intended for assessing

descriptors; method 9 was an attempt to introduce nearness of meaning; methods 6 and 9

are valuable for special reasons but the other seven methods were examined to find short

cuts to the evaluations provided by methods 6, 9 and 10. The first nine methods were used

to assess the relative values of the 20 descriptors in the B-system, and the agreement
between sets of assessments was measured by correlation.

Conclusions drawn include that when there are choices of demarcation within a set of

descriptors the most useful evaluation methods appear to be 5, 6 and 8; method 6 may be

used to examine whether any descriptors are redundant; and when there are choices

between sets of descriptors, method 10 is recommended, using the criterion that a doc-

ument is relevant if it contains all the words of the inquiry. There is no proof that the

methods will succeed when applied to a larger text with a larger vocabulary. Also the

64



mechanical tests of methods 8 and 10 are objective; it remains to be seen whether systems
which are "good" by their tests are still good when used subjectively by actual inquirers.

In addition, the evaluation methods 1-10 made no allowance for semantic associations and

therefore if anything put too low a value on the retrieval system. It would be extravagant

to claim that machines will perform tasks requiring some semantic understanding. What
has been done here shows that by manipulation of words alone documents can be partially

matched to inquiries, resulting in references to some of the wanted documents and not too

many unwanted documents.

11-35. Automation of the Penn State University Acquisitions Department , by Thomas L.

Minder and Gerald J. Lazorick, in Automation and Scientific Communication, Proceedings,

Part 3 (papers presented at the 26th Annual Meeting of the American Documentation In-

stitute, Chicago, 111., October 1963), Ed. by Paul C. Janaske, Washington, D.C.,
American Documentation Institute, 1963, p. 455-460.

Prior to automating the operations of ordering and receiving library materials, a

step-by-step analysis of each job within the Department was undertaken, including a dia-

gram .of the paper work and materials as they flow through the Department. This task

brought out a number of defects such as bottlenecks, poor distinction between professional

and clerical duties, and excessive checking procedures. The 50 essential operations

worthy of a cost analysis were determined, and a two -week study was made of each, using

random sample methods. Ordering costs are somewhat more than receiving costs; in

summary, it costs $2. 15 to purchase a book, $8. 94 for a serial, and $6. 69 for a period-

ical. The analysis of the flow study and the cost analysis supplied some basic tools for

automation planning. A computer program for the entire processing to just short of the

card catalog is being written and tested, to be followed by establishment of a prototype

acquisition department. This will be evaluated before conversion to the permanent
installation is started.

The study pointed up the need for standards in the field: standardization of computer
languages on a profession-wide basis, standardized alphabetic symbols for a computer-
based library system, standardization of acquisition input forms, and more realistic

courses in library schools to train students in systems engineering and data processing
techniques.

11-36. Machinelike Indexing by People, by Christine Montgomery and Don R. Swanson,
American Documentation 13, 359-366 (October 1962).

A brief study of an existing system for indexing medical literature was carried out

through detailed examination of its end product a monthly index of medical journals.

This approach does not involve evaluation in the sense of measuring retrieval effective-

ness, but rather is based on the question, "To what extent can the human indexing opera-
tions that take place in an existing system be simulated by machines?" The indexing

entries studied were selected from the September I960 issue of Index Medicus published by
the National Library of Medicine. This indexing system is based on an alphabetic subject

heading list whose 5, 000 terms vary widely from the specific to the general. The subject

portion consists of title citations cross -filed under each assigned subject heading and sub-
heading. The process is perhaps better described as "assignment of articles to pre-
established subject categories. " Those words of article titles which are identical to

or near synonyms of the subject heading (usually one word) under which the title

appears could have been assigned to the proper subject headings by a machine procedure.
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The objective of the study was re -stated by asking which subject headings within the
Index Medicus are amenable to automatic assignment of titles. The study proceeded on the
basis of examining entries in Index Medicus. The first sample of subject headings was ran-
dom but excluded those with fewer than 30 title citations. Each title was inspected to

determine whether it contained words identical to or essentially synonymous with the cor-
responding subject heading. Matches were found in 4, 093 of the 4, 770 entries studied, 149
were doubtful, and the remaining 528 did not contain matching words. A second sample of

an equal number of subject headings was taken alphabetically (excluding those previously
studied). Of the total of 451 entries examined, 392 contained words matching elements in

the subject headings, 12 were unresolved, and 47 were judged difficult or impossible to in-

dex by an automatic process.

If a machine were carrying out this matching process, it would have to be provided
with a thesaurus or dictionary containing groups of words which either are synonyms or

which function as synonyms for purposes of information retrieval. The size of the syn-
onym groups is a function of the inclusiveness of the individual subject heading rather than
of the number of titles listed under it. The conclusion is drawn that if a computer were
provided with the title of each of these articles, the Index Medicus subject heading list, and
a synonym list or thesaurus group of each subject heading, it could then be programmed to

determine which subject headings should be assigned to each article. About 86 percent of

such assignments would be the same as assignments made by human indexing.

It is of interest to examine the 14 percent of the cases that failed to conform to these

specifications. About half could not be resolved without more extensive research. The
remaining titles fell into two groups, those which were inherently ambiguous and those

which were ambiguous within the framework of the Index Medicus system. The subject

headings vary in generality and many specific headings can be subsumed under more gen-
eral ones. This ambiguity of overlap is only partially resolved by the cross-reference
structure. In this study, articles containing a word identical to a specific heading but

listed under the general heading were labeled as not indexable by an automatic procedure.
There was also the reverse situation. Such articles were ambiguous with respect to their

assignment to one or several potential subject headings. Presumably, reference to the

full text is necessary in those cases.

A study similar to the above was made of a sample of 83 bibliographies compiled in the

UCLA Biomedical Library in response to requests for information on a variety of topics.

The 83 requests were first matched against the Index Medicus subject headings to determine
whether comparable bibliographies could have been compiled from a search of listings

under those titles in the Index. Only 16 of the 83 requests were identical to subject head-

ings in the Index, while 59 were phrased in more specific terms than the corresponding
headings. The remaining eight involved terms neither listed among the subject headings

nor defined by the cross-reference structure. An alternative search procedure was then

tested which involved direct matching of the words (expanded by lists of synonyms) used by

the requestor to corresponding words of article titles in the bibliography compiled in

response to the particular request, to establish the number of citations per request

containing one or more of the concepts. Of the total of 3, 145 bibliographic citations eval-

uated, only 5. 3 percent did not contain any terms which corresponded to those concepts.

This seems to indicate that the particular special bibliographies could have been compiled
on the basis of title alone.

A project on text searching at Thompson Ramo Wooldridge Inc., (cf. 11-53) included

the development of a set of estimates of the relevance of each of 100 physics articles to

each of 50 questions, based on direct examination of the full text of the collection by ex-

perts in the subject matter. A similar estimate has been made in which only titles were
made available for relevance estimates. Comparison indicates that titles are only about
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l/3 effective as a basis for estimating the relevance of the article to a given question.

This title relevance study also included an analysis of why relevant information was judged

irrelevant and why irrelevant information was judged relevant. In most cases of missed
relevant information, the title did not adequately describe that portion of the article rel-

evant to the question. It was observed that 80 percent of the successful retrievals could

also have been performed by a machine through a process of matching words in the

retrieval questions to words in the title. In those instances of successful retrieval in

which no such word match was present, the requester's knowledge of physics permitted

associations which could not be incorporated in a thesaurus or synonym dictionary. In

about l/2 of the instances of irrelevant associations, the article title contained one or two
words in common with the search question, which made that article a reasonable candidate

for being considered as possibly relevant to the question.

This study suggests that indexing should be based on more than titles and that a bib-

liographic citation system should present to the requester something more than titles.

Comments and questions on this paper are contained in Letters to the Editor, by Gary
Carlson, American Documentation 14, 328-329 (October 1963). He comments on the gen-
eral intent of the paper which seems to suggest that Index Medicus could be published in

the form of a permuted title index. This leads to over -indexing, which has disadvantages.

What is needed is a basis to determine the depth -of-indexing best suited to the needs of the

users. Examination of seven subject headings which include 22 articles shows that these

articles were indexed under a total of 33 entries. A permuted title index would have
created 102 entries.

Few would question that a machine process for creating bibliographies by matching
request terms with title terms would include wanted items, but the question is how much
other material would also be retrieved by the machine? The original work at UCLA Bio-
medical Library was checked, including not only the finished bibliographies but also the

worksheets used by the librarians to compile them. In one example, the reference librar-

ian's worksheet originally had 43 citations, reduced to the 13 given in the final bibliography.

If a machine routine were used as suggested, matching only single terms separately, 2, 687

articles would result. Checking entries for joint 2 -term occurrence together gives only 2

to 4 articles (depending on how synonyms are defined). Both results are in sharp contrast

to the 13 or 43 arrived at by the reference librarian, and demonstrates that a simple
machine processing of titles would give way too much or practically nothing.

The Montgomery-Swanson article points out the need for closer cooperation between
computer people and librarians and for accurate manipulation of experimental data and
clear statements of procedure, and that proposals to mechanize information retrieval

should consider the problem of false drops.
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II - 3 7 . The Metallurgical Searching Service of the American Society for Metals -Western
Reserve University: An Evaluation, a report by an Ad Hoc Committee of the Office of Doc-
umentation, National Academy of Sciences -National Re search Council, Publication 1148,

Washington, D.C., National Academy of Sciences -National Research Council, 1964, 96 p.

Early in the 1950's the Center for Documentation and Communication Research at

Western Reserve University began development of a pilot mechanized searching system for

the American Society for Metals. In I960 the National Science Foundation made a grant for

a large-scale test of the system's procedures, and requested the National Academy of

Sciences -National Research Council to assist in planning of the test program and to eval-

uate its results. An Ad Hoc Committee was appointed, which began simultaneously explor-
atory studies to develop a framework for measuring the effectiveness of information
retrieval systems, and evaluation of the Center's service itself. Specifically, the Commit-
tee recommended two operations research studies on criteria for evaluating information
retrieval systems, one by Arthur Andersen and Co. (cf. IV-2) and the other by Stanford

Research Institute (cf. IV- 11). The Committee also arranged a series of parallel searches
performed by different searching services competent in the field of metallurgy: the

Research Information Service of the John Crerar Library, the Science Information Service

of the Franklin Institute, the Office of Technical Services of the Department of Commerce,
and a registered patent attorney with metallurgical competence. The Center picked ten

current -awareness searches and six retrospective searches from its operations; the num-
ber of documents found by the Center, the number found by the parallel search, the number
common to both searches, and the number of documents in the Center's files cited by the

parallel searches but not by the Center, were tabulated. In addition, the number of doc-
uments judged not pertinent by a reviewer was noted. The Committee called attention to

the surprisingly small number of common citations in all the searches.

The results of the ASLIB-Cranfield experiment involving the Center's system (cf. I- 1)

were also considered by the Committee in its final evaluation.

The Committee had a survey made of users' reactions to the Center's service

(cf. 11-56). The Bureau of Social Science Research Inc., conducted 111 questionnaires or

interviews, in early 1962, out of a total population of 131 clients of the Center. The
important characteristics to users are coverage, speed, and relevance coverage is by
far the most important. About half the users found the Center's service satisfactory;

seven out of eight said the Service covered sources in metallurgy very well; and almost
two-thirds were confident that little of importance was missed by the Service. Three-
fifths of the subscribers found that the service performed as fast as they had expected; 60

percent of the abstracts supplied were considered relevant. Another finding of the survey

was that users who had opportunity to compare the Center's service with others found it

better in only one -fourth of the comparisons.

During the tests, the personnel of the Center conducted a study of search strategies,

to determine whether means could be developed to reduce the percentage of irrelevant an-

swers and thus the amount of evaluation necessary on the output from a machine search.

The procedure consisted of searching eleven questions against 3 percent of the file; after

the first search, results were analyzed, the strategy changed, and the file re-searched.

Repeated re -searching resulted in marked improvement a 50 percent increase in the

ratio of relevant to irrelevant material by adjustment of association levels, a 33 percent

improvement in the ratio by use of logical negation, somewhat less than 33 percent by

providing terminal numerical suffixes and different semantic factors, and 20 percent

improvement by use of role indicators. The Committee concluded that the Center does not

always make full use of the sophistication of its system, raising a question as to the value

of that sophistication.
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The Committee recommended, in general, continued efforts to identify user require-
ments, a critical review of the Center's internal operation with the objective of improving
its deficiencies, and that the Center account for its failure to utilize the sophistication of

its system.

11-38. The Keyword-In-Context Index: An Evaluation , by A. Neelameghan, in Doc-
umentation Periodicals: Coverage. Arrangement. Scatter. Seepage. Compilation,

Bangalore, India, Documentation Research and Training Center, 1963.

Chemical Titles, the American Chemical Society current awareness bibliography in

the form of a permutation index, can be judged as to coverage and as to efficiency as a

service. This latter criterion depends on speed in covering current articles and on the

arrangement of entries. For the Hindustan Antibiotics Library the speed in publication

was offset by the delay in transit, so their evaluation was of the criterion of arrangement
only. Problems in control of terminology, alphabetic scatter of related subjects, syn-
onyms, misleading titles, and the need for "preparation" in using the index (i.e., deter-

mining all possible keywords that must be searched for a given request) were examined.
In a test case, 100 documents dealing with antitumor agents were selected at random from
periodicals indexed in Chemical Titles. Terms (about 17 of them) likely to be in the titles

of documents on the subject were checked, but under no one term could 25 percent of the

documents be found. Thirty-three titles on the list did not contain any of the "most likely"

terms and therefore were not retrieved. For a more restricted question, antibiotics with

antitumor activity, involving 2 5 of the 100 test documents, 18 documents (72 percent) were
found. For the personnel at this Library, depth classification of the subject of the doc-
ument would serve their needs better than the permuted title index.

11-39. Sear ching Titles by Man, Machine, and Chance , by Vaun A. Newill and William
Goffman, in Parameters of Information Science (Proceedings of the American Documenta-
tion Institute, 1964 Annual Meeting, Vol. 1, October 5-8, 1964, Philadelphia, Pa. ),

Washington, D. C. , Spartan Books and London, Cleaver-Hume Press, 1964, p. 421-423.

This experiment is part of a study to determine the range of searching tasks which a

machine can perform as effectively as a human. A set of 12 documents was selected from
the literature which appeared in Diabetes during the year 1963. The compilation of the

bibliographic citations to these 12 articles constituted the file of titles (210) which was to

be searched. Each of the 12 titles constituted a query to which its associated set of bib-

liographic citations constituted an answer. An expert in the diabetic field selected the rel-

evant set of documents to each of the 12 queries by judging the relevancy of each member
of the file on a four-point scale with respect to each query. A computer also selected the

relevant sets of titles by means of a keyword from title search procedure. Chance outputs

were obtained based on a random search. Effectiveness was measured in accordance with

the methodology developed previously (cf. III-9). The actual and mean values for specif-

icity, sensitivity, and effectiveness were calculated. Results indicate that the expert is

most effective; the computer is more effective than chance; titles are not very sensitive,

since a random selection seems to provide as sensitive a response as the expert; the

computer seems to be at least as specific as the expert, although not as sensitive; and the

effectiveness measure seems to behave as predicted, since the mean effectiveness score
for chance is close to zero.

No extensive interpretation of these results can oe given because these are only the

preliminary observations of the study.
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11-40. Test Program for Evaluating Procedures for the Exploitation of Literature of

Interest to Metallurgists , by LaVahn Overmyer, American Documentation 13, 2 10-222
(April 1962).

A detailed breakdown has been made of actual costs incurred during I960 to provide
the input for the mechanical searching system for metallurgical literature established at

the Center for Documentation and Communication Research, Western Reserve University.
Conventional and telegraphic abstracts were prepared for about 39, 000 articles, of which
34, 000 were completely processed and put on tape. Costs for acquiring material and
readying it for abstracters were $0. 64 per abstract; abstracting by 2 full-time and 50 part-

time staff members cost an average of $1. 86 per abstract, varying according to whether a

full article or an abstract was examined. Editing and quality control cost $0. 90 per ab-
stract; clerical work of typing and filing cost $0. 59 per abstract; and preparation of new
codes for the semantic code dictionary cost $0. 42 per abstract. The automatic encoding of

the telegraphic abstracts, including keypunching, sorting, and card-to-tape conversion,
cost $1. 75 per abstract. Adding general managerial costs of about $0. 34 per abstract,

brought the total to $6. 50 per abstract.

11-41. An Analysis of Output Costs and Procedures for an Operational Searching Service
,

by LaVahn Overmyer, American Documentation 14, 123-142 (April 1963).

At the American Society for Metals -Western Reserve University Center for Doc-
umentation and Communication Research mechanized searching service, data have been
accumulated for the five output steps of analyzing and interpreting questions, structuring

them into Boolean algebraic form, automatic encoding and searching on the computer,
reviewing output, and transmitting answers. Combined costs (entirely personnel costs) for

analyzing and structuring a question depend on its complexity; the range is $2. 00 to $46. 88

per question. Currently there are 40 questions searched for the biweekly current aware-
ness service at a cost of $1.00 per question. Retrospective searches are handled upon receipt

and costs depend on how many can be processed at once. The range is $160. 00 to $276. 67

if one question only is searched; the figures drop to $32. 00 to $55. 33 if five questions are

handled simultaneously. Abstracts answering a question are scanned for their pertinency,

and the pertinent or peripheral answers are further reviewed. Assuming a "not-sent"

average of 25 percent, the cost of review (again entirely personnel costs) averages $7.81
per 100 abstracts. In summary, it is not possible to produce a single figure as the cost

for a search by the ASM service; ranges of $7. 90 to $53. 07 for biweekly and $105. 3 1 to

$150.48 for retrospective searches can serve only as examples.

11-42. The Dollars and Cents of Basic Operations in Inform .tion Retrieval, by LaVahn
Overmyer, in Information Retrieval in Action (papers presented at 1962 Conference at

Center for Documentation and Communication Research), Cleveland, Ohio, The Press of

Western Reserve University, 1963, p. 199-2 11.

Figures for input and output operation costs, reported in previous papers (cf. 11-40

and 11-41 respectively), have been brought up to date; comparison is made between the old

and new figures. Operating steps remained essentially the same so changes reflect

increased efficiencies and increased overhead, fringe benefits or salary charges. Where
the input cost per abstract was $6. 50 it is here computed at $6. 49. Output costs are

affected by a number of variables, including the degree of complexity of the question.

Where ranges were given of $7. 90 to $53. 07 for biweekly searches and $105. 31 to $150. 48

for retrospective searches, the spread is now $7. 90 to $52. 52 and $ 105. 31 to $ 149. 93
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respectively. Efforts are being made to reduce costs by running trial searches to test the

structure of a question, and by reducing the need for review of the machine output.

11-43. Relative Effectiveness of Document Titles and Abstracts for Determining Relevance
of Documents , by A. Resnick, Science 134, 1004- 1005 (October 6, 1961).

The Selective Dissemination of Information system in operation at IBM's Advanced
Systems Development Division notifies users of the availability of documents selected to be

of possible interest to them; the notifications usually consist of title of article, name of

author(s), abstract, source of document, and number of pages. For the test reported here,

400 documents, consisting of IBM reports and patent disclosures and Journal of Applied
Physics articles, were separated into two groups on a random basis; notifications for one

group contained title and abstract as usual, while those for the other group contained title

only (no abstract). Results showed no significant differences, at the .05 level, in rate of

ordering copies of desired documents or in rate of acceptance as relevant after reading the

documents so ordered, when the titles or titles plus abstracts are used for notifications.

11-44. The Use of Diary and Interview Techniques in Evaluating a System for Dissemina -

ting Technical Information, by A. Resnick and C. B. Hensley, American Documentation
14, 109-116 (April 1963).

Two tools, the diary and the interview, were used to study aspects of the SDI 1 system
and the environment in which it operated. The primary goal of this study was to determine
the major effects of the system on the selected user population; a secondary goal was the

gathering of information on the subjects and their general information environment; the

third goal was the exploration of the usefulness of diary and interview techniques in this

context.

In September 1959 the pilot system operation was started. Two experimental groups

of 15 persons received two different kinds of notification of incoming documents. One
group received the SDI notification card which contains the title, author, source, and an

abstract of the document. The second group received a hard copy of the document in addi-

tion to the card. Both groups were asked to respond to the notices. Prior to their in-

troduction to the SDI system the subjects were asked to keep diaries for a 2 -week period of

all documents they read of a professional nature. After the diary period, each of the sub-

jects was interviewed regarding his reading and information-gathering habits. After

completion of the diaries and interviews, the subjects were exposed to the system for a 10-

week period. On the last 14 days of this period, the subjects were again asked to keep
diaries of their professional readings. They were then interviewed again at the end of the

second diary period.

From the amount of data collected it is possible to formulate descriptive (after-the-

fact) hypotheses to explain apparent patterns in the data. The descriptive hypotheses

presented are arranged according to the goals listed above; those of interest to this bib-

liography include: Hypothesis HI, that SDI, at an average processing rate of 23 documents
per week, does not affect the amount of time users read or the number of reading acts;

Hypothesis H2, that SDI reallocates reading time toward SDI documents and away from
other sources of information; Hypothesis H3, that it is not the lack of time to read that hin-

ders users from keeping abreast of their area of work, but rather the lack of time to find

relevant documents; Hypothesis H4, that users prefer a two-stage system as opposed to a

single-stage system; Hypothesis H5, that users do not want to place a limit on the number
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of notifications received; and Hypothesis H6, that users want to be able to obtain personal
hard copies of documents.

This study points to the difficulty of obtaining valid measurements in the areas inves-
tigated with the techniques presently available, due either to lack of understanding of how
to use the techniques in this area or to some deficiencies in the techniques themselves.
This study has led to the conclusion that it is the combination of the two.

11-45. The Consistency of Human Judgments of Relevance , by A. Resnick and T. R.

Savage, American Documentation 15, 93-95 (April 1964).

Attempts are being made to evaluate information retrieval systems on the basis of

subjective human judgment of the relevance of documents either to a specific task or to

general interest. The consistency of these judgments was tested by having representative

personnel evaluate for relevancy a random sample of documents, citations to the doc-
uments, abstracts of the documents, and a set of index terms for the documents; the sub-

jects were asked to repeat their evaluations one month after the initial experiment.
Results showed humans are consistent in their judgments, independent of the material on
which the judgment is based, except in the case of abstracts; this anamoly remains
unexplained. The test leaves unexplored the problem of a procedure for the quantification

of the results of human judgment, i. e. , for the provision of a scale on which such evalua-

tions can be measured.

11-46. Final Report on the ROUT Document Retrieval System, by J. F. Rial, Tech. Doc.
Report No. ESD-TDR-64-96, Report to U.S. Air Force, Air Force Systems Command,
Bedford, Mass., The Mitre Corp., May 1964, 66 p.

ROUT (Retrieval of Unformatted Text) is a document retrieval system based on coor-
dinate indexing and programmed for the IBM 1410. The document file consists of NORAD
intelligence messages automatically indexed against a thesaurus of key words and phrases
grouped by synonym and subordinate relationships. Three query processing methods may
be used: the query may be processed without synonyms or subordinates (no expansion),

the query may be expanded by adding to each key word its synonyms (synonym expansion),

and the query may be expanded by adding both synonyms and subordinates (complete expan-
sion). The querist may modify his query by deleting any or all of the synonyms and sub-

ordinates (delete process) and can request a printout of the texts or indexing keywords of

the messages selected by the search (bibliography process). A document association

technique can be used to extend any of the expansion processes, in which a query is treated

by some combination of those processes to yield a set of messages. The five closest mes-
sages to each of these retrieved messages are obtained (metric search process) and the

process repeated on selected messages retrieved by an extension of the process (metric

search 2). ROUT can thus process any given query in 3(24) - 48 distinct ways.

One of the challenges in designing a retrieval experiment is to choose a class of ques-

tions which represents the kind of question typically put to the system. In the case of

ROUT there was no criterion for choosing representative questions so all kinds were
selected. The work of making up 90 questions was divided among three people, who rated

the messages as relevant or irrelevant to the questions. Each of the questions was
translated into two queries by the person originating the question. The queries were
treated by different combinations of the processes described above, yielding for a given

query and combination a set of messages called a computed reply. Evaluation data were
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collected under three conditions: (1) querying three samples of 100 messages each, one
drawn at random and the other two chosen by picking a message at random and taking it

plus the following 99 messages, in order to discover the effect of the uniqueness of the file

structure; (2) splitting the message file into eight mutually exclusive sets each dealing with

a particular area of the world, thus creating eight independent samples which could be

combined in many ways; and (3) rating each message in the modified message file against a

selected subset of the queries. The results of the three kinds of testing were compared
and a judgment made on how best to evaluate a retrieval system operating on a larger doc-
ument file.

Two basic types of errors generated by a document retrieval system are that the sys-
tem can retrieve irrelevant documents (E a ) and that it can fail to retrieve relevant doc-
uments (E 2). The performance measures chosen for studying the errors are (1) the

number of irrelevant messages retrieved per query = uu (direct measure of E x describing
efficiency), (2) the fraction per que,ry of relevant messages retrieved = p (the relevance
ratio measuring utility and efficiency and an indirect measure of E a ), and (3) the fraction

per query of retrieved messages that are relevant = T (another measure of efficiency

indirectly linking E x and E s ). Errors E x and E s were broken down for detailed study as:

irrelevant messages retrieved because of bad synonym or subordinate relations (Class A),

proper combination of query words in single topic message but message not relevant

(Class B), or combination of query words from different parts of multitopic message
(Class C); and relevant messages missed because of absence of one or more query words
in message (Class D), misspelled query word(s) in message (Class E), or incomplete syn-
onym group(s) (Class F). The primary reasons for retrieving irrelevant messages are in

Class B and C; the primary reason for missing relevant messages in Class D. The errors
are measured by"simply counting, for each query with respect to a fixed query-processing
method, the number of irrelevant messages retrieved or relevant messages missed that

fall into each class. The means of the query-processing times for the three expansion-
type operations were acquired and rough estimates given for additional processing time
involved in each of the other operations. Two auxiliary performance measures derived
were the probabilities of w and p exceeding or not exceeding certain values.

The basic tools used to study ROUT were statistical. Analysis of variance was applied

to some phases of the experiment. Means of performance measures were arranged in

rectangular tables and the hypothesis that there is no significant difference between row
(or column) means was examined at both the 1- and 5-percent significance levels. The
Mann-Whitney test was used to re-examine some of the inconclusive evidence derived from
analyses of variance and to study the probabilities that uu and p exceed or fail to exceed
certain values. The categories were combined in many ways to test tor anomalies and
conclusions were drawn at the 1- and 5-percent significance levels. The Chi-square test

was used to test for differences between the pairs of people who made up the queries and
evaluated the messages. Frequency of occurrence histograms were created for some of

the processes with respect to the three basic performance measures and some success was
achieved in obtaining generalized curves for the measures uu and p . Fisher's Z-test for

determining significant difference between variances was applied to the data acquired by
random sampling. A formula was derived for computing the probability that a random
selection of messages will yield a relevance ratio equal to, or greater than, a given value,

and the performance of several query processing methods are compared to the performance
of random selection as exhibited in plots of probabilities.

In discussing the results, Error A is seen to be less significant than the more inherent

Error B, and Error D.along with D and F, is overwhelmingly more important than Error F
by itself. Improvements in the thesaurus will have less influence on increasing the rel-

evance ratio than on reducing the number of irrelevant messages retrieved. The undesir-
able effect of having multitopic messages in the file is worth emphasizing. The
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multiplication of query words has the effect of reducing the number of irrelevant messages
generated because of any specific expansion term. The use of single -term queries consid-
erably increases U) for the no expansion process. The most important single fact that can
be derived here is that there is substantial improvement in the relevance ratio as query
expansion capability is added. The no expansion process appears to be hopelessly inad-
equate; on the other hand, the high value of w for the complete expansion process dictates

need for means to reduce the bulk of irrelevant material retrieved. Some caution is needed
in constructing a category-type evaluation of a retrieval system. Categorization of a mes-
sage file is a valid technique for studying relevance ratio provided that the number of que-
ries in each query factor group is more or less uniformly divided among the categories
used. It is indicated by the data that uu cannot be measured by categorization. There is

some doubt cast on the value of U) as a performance measure, although it appears to be a

desirable one to use in describing the characteristics of a retrieval system. The measure
T is better behaved and is, perhaps, just as useful in indicating the bulk of irrelevant

material retrieved. The frequency histograms exhibit much regularity in the improvement
of p as expansion capability is added, but no such regularity in the change of the distribu-

tion of the values of uu with the addition of expansion capability. The conclusion is drawn
that the subordinate expansion has a much greater effect on uu than on p. The importance
of studying the distributions of the quantities used to measure the performance of a retriev-

al system can be seen. With respect to the complete expansion process, for example, the

probability of achieving a relevance ratio exceeding 0. 9 for a given query is greater than

the probability of obtaining a relevance ratio of less than 0. 5 for the same query. This is

a significant fact about the performance of the system.

Several different effects were studied in the sampling phase of the evaluation. The
power of the bibliography process in reducing w was established, along with the relative

weakness of the delete process. The most interesting aspect of the sampling study is the

similarity of many of the results to those of the category testing. The variations due to

sampling in different ways is similar to the variations due to categorization, except that

the reasons for the categorization effects are known and the reasons for the sampling
effects are not. This is a matter which should be studied before the validity of sampling
as applied to the evaluation of retrieval systems is assumed.

The results of the last, phase of the evaluation can be accepted with the most con-

fidence. The only new process studied in this phase are the metric search and metric
search ^ processes. It is seen that the metric search is a fair substitute for the subor-

dinate expansion. Metric search ^ provides no significant increase in capability. The
metric process boosted the relevance ratio considerably and also increased uu considerably,

but there was much repeating of the messages retrieved. Metric searching must be studied

under more reasonable conditions before statements can be made about its effect on
retrieving irrelevant messages.

Basic findings of the ROUT evaluation can be summarized as: (1) categorization is

superior to sampling in the measurement of both retrieval errors and performance meas-
ures; (2) the number of irrelevant messages retrieved is not a satisfactory performance
measure, and the bulk of irrelevant material retrieved is best measured by the fraction of

retrieved material that is relevant; (3) the impact of the inherent syntactical defects of co-

ordinate indexing, which produce the most significant errors, is mitigated by a thesaurus

of synonyms and subordinates which provides an increase in basic performance; (4) use of

subordinate groupings which increase performance can be replaced by a generalized math-
ematical association technique without loss of performance; (5) deleting key words from
query word thesaurus groupings is an inefficient and undesirable way of reducing the bulk

of irrelevant material retrieved; (6) queries with a few multiplicative factors should be

used in preference to complex queries; and (7) mathematical association techniques provide

a sound starting point for constructing an improved replacement for the whole coordinate
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indexing process. The chief conclusion of the report is stated as: a generally acceptable

solution to the document retrieval problem must be achieved by either vastly extending the

power of the basic coordinate indexing process or by replacing this process by an
altogether different one.

11-47. Performance Indices for Document Retrieval Systems , by Joseph Rocchio, in

Information Storage and Retrieval, Scientific Report No. ISR-8 to National Science Founda-
tion, Cambridge, Mass., Harvard University, Computation Laboratory, December 1964,

p. Ill- 1 - III- 18.

A generalized model of SMART, a document retrieval system employing fully automat-
ic indexing, may be characterized by a set of reference documents in the natural language

(D); a set of retrieval requests in the natural language (Q); an index language (L); trans-

formations T and T (possibly the same) from the natural language to the index language,

which operate on D and Q respectively; and a search function S, basically characterized by

a correlation process involving a request image and the set of reference document images.

A retrieval operation consists in applying the search function S to the cardinal product

T(D) x T(q), q e Q. (q is a member of the set Q. )

To evaluate the effectiveness of a retrieval operation, let us assign to each request q
a subset Dq of D which is the set of documents "relevant" to q. Alternatively one may
consider that corresponding to each request q, an ordering of D is defined which reflects

the "degree of relevance" of each document to the request. The object of the system is to

produce a subset D which is identical to Dq. Evaluation then requires determination of

how each of the system elements affects the degree to which this objective is met for all

members of Q. The most commonly used performance indices of document retrieval sys-

tems are the recall and relevance ratios introduced by the ASLIB -Cranfield project (cf. I-Z).

It should be noted that the joint behavior of these parameters is required to judge perform-
ance intuitively. It must also be noted that the decision function C of the model is required
to specify the retrieved subset Da . This is undesirable because it introduces an additional

variable into the system. This suggests that one should deal directly with the search func-

tion S. Another justification for so doing is the fact that the decision function is determined
subjectively, in the sense that the needs of a particular user dictate its characteristics.

In practice, the search function can be used to induce a partial ordering on D; a user could

then request that the results of the retrieval be presented in this induced order. In view of

these considerations a set of performance indices has been developed which may be applied

directly to the ordering induced on D by a retrieval search S.

The objective of a retrieval operation may be recast in the following form: A retrieval

operation with respect to a request q is expected to produce an ordering on the reference
collection D, such that every member of the set Do is ranked above all members of the

complement of Dq with respect to D(Dq). (No emphasis is placed on any relative order
among the members of Dq . ) Two functions of the ordering induced on D may be defined

which are related to the recall and relevance (precision) of Cranfield. The function r(i)

is viewed as the number of relevant documents having rank order less than or equal to i

(the rank index induced on D) divided by the total number of relevant documents; it is

Cleverdon's recall as a function of the order induced on D by a retrieval operation. The
function p(i) is the number of relevant documents having rank order less than or equal to i

divided by i. For each query, rg(i) and p*(i) define a desired recall function and a desired
precision function. These functions are strictly defined only for discrete values of the

rank index i. The extension to functions of a real variable is accomplished by defining two
functions r*(x) and p*(x) such that r*(x) = r*(i) and p*(x) = p*(i) for x = i, i = 1, 2, . . ., N.
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At this point recall and precision functions may be defined for the results of a retrieval
operation with respect to a particular query. A recall error and a precision error may be

defined and their integrals computed. Then- recall error = - o , i.e., the integral of

the difference between the recall figure for perfect retrieval and the recall function which
results for an actual retrieval is the difference between the average rank induced on the

members of the set of relevant documents Dq by the retrieval operation, and the mean of

the ranks which a perfect retrieval would induce. Maximum recall error = N-n ; there-

fore , - ("a
+

, s a normalized index of over-all recall error.

N

If we reverse it, then 1

N

"1

- (% +
is the index of recall performance.

Again, an index of over-all precision performance is obtained by considering the

reverse of the normalized index of precision error, i.e., In „• • 0(i)In lT 0(i) - In n

In
N

The difference between these two over-all measures lies in the fact that the recall

index weights rank order uniformly, while the precision index weights initial ranks more
strongly.

A method for defining document rank is required in the case where a partial order

rather than a full order is induced on D by S. The objective of a retrieval operation would

need to be redefined to take account of this partial ordering. The development of the

indices for -this case is more cumbersome than the case previously considered and is not

presented here.

These indices have been used to evaluate the results of a variety of experiments
conducted with the SMART system. In practice one is forced to expand the scale of the

recall index; it has been defined as 1. - 5(1. 0-x), where x = the normalized recall index,

producing a range for the recall index similar to that of the precision index. Two related

performance indices may be derived from the two considered above, which are useful in

the case where a particular query is subjected to a set of retrieval operations to be

compared. Their advantage lies in the fact that they are simpler and easier to compute,

and the rank recall takes on a wider range for the results which have been observed.

Their disadvantage is their dependence on n , the number of relevant documents for the

query in question. This dependence limits the usefulness of these indices.
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11-48. Test Design and Detailed Retrieval Results, by Joseph Rocchio and Margaret Engel,

in Information Storage and Retrieval, Scientific Report No. ISR-8 to National Science

Foundation, Cambridge, Mass., Harvard University, Computation Laboratory, December
1964, p. X-l - X-25.

The SMART system operates as a document retrieval system in which requests are

matched against a reference collection of 405 abstracts taken from the IRE Transactions

on Electronic Computers (March, June, Sept. 1959). The semantic dictionaries are in

part tailored to this collection so that most content-bearing words in the abstracts are

included in the dictionary. Several important features of the thesaurus transformation,

originally constructed empirically, are summarized: The mapping is many-to-many from
word stems to concepts; variants of a given stem may be entered into the stem dictionary,

if warranted by semantic considerations; the thesaurus is designed so that the sum of the

weights of the images of an input term is constant, so as to give more weight to unambig-
uous concepts; and concepts may be images of phrases as well as of terms, the phrases

being defined by statistical or syntactic phrase-detection techniques.

An initial set of retrieval requests, not tied to any particular reference documents,

was generated by members of the research group, who were to some extent familiar with

the collection and the system. Relevance judgments were provided by the originators and
resulted from a full search of the total collection. The tests to date center around an
investigation of the influence of the thesaurus, of phrase identification, and of the structure

of the text image as well as the effect of modifying search requests with the concept hi-

erarchy. A group of 17 retrieval requests was used under a total of 10 conditions, includ-

ing concept classes derived from word stems on a one-to-one basis, thesaurus derived
concept classes alone and with phrase detection for queries only and for both requests and
documents, and thesaurus derived concept classes with request "altered" by terms from
the concept hierarchy. Query or document images are numerical (weighted) concept vectors

unless otherwise noted. A detailed summary of the results for each query and the proces-
sing schemes is given, as are the normalized evaluation parameters over specific requests,

general requests, and all requests.

To investigate the performance which might be obtained by using pairs or triples of

different analysis techniques for retrieval purposes, the retrieval lists for a given request

over a number of processing methods are merged and this treated as a standard retrieval

list. All of the evaluation measures developed for individual methods may be applied to

the merged list.

11-49. The Evaluation of Automatic Retrieval Procedures-Selected Test Results Using the

SMART System, by Gerard Salton, in Information Storage and Retrieval, Scientific Report
No. ISR-8 to National Science Foundation, Cambridge, Mass., Harvard University,

Computation Laboratory, December 1964, p. IV -1 - IV -36.

(The material in this report, and in the report by Joseph Rocchio (cf. II-47\ is included,

in less detailed form, in "The SMART Automatic Document Retrieval System-An Illustration",

by Gerard Salton and M. E. Lesk, Communications of the ACM 8_, 391-398 (June 1965). )

The evaluation of information retrieval systems has become of increasing importance
in recent years, because more retrieval systems are being designed and because evalua-

tion methods are of interest in themselves. This study differs from other reports on sys-
tems evaluation in that it deals with the evaluation of automatic information retrieval.

SMART is a fully automatic system operating on the IBM 7094. Documents as well as
requests are processed without any prior manual analysis. Facilities incorporated into

77



SMART include a system for separating words into stems and affixes, a thesaurus lookup
system, a hierarchical arrangement of concepts in the thesaurus, statistical procedures to

compute similarity coefficients based on co-occurrences of concepts, syntactic matching
and statistical phrase matching methods, and a dictionary updating system. At the present
time about 35 different processing options are available. The SMART system's organization
makes it possible to evaluate the effectiveness of the various methods by comparing the
outputs from a variety of different processing runs.

The data collection used consists of a set of 405 abstracts of documents in the

computer literature published during 1959 in IRE Transactions on Electronic Computers.
The results are based on about 20 search requests, each analyzed by 15 different indexing
procedures. The search requests are separated into "general" (at least 10 relevant doc-
uments) and "specific" (less than 10 relevant documents). The user population consists of

10 technical people with background in the computer field. Documents found in answer to

a request are listed in decreasing order of the correlation coefficient with the request.

The average number of index terms used to identify each document is difficult to present
and is at best an indication.

A large number of measures have been proposed for the evaluation of retrieval

performance. Perhaps the best known of these are recall and precision. Measures such
as these are particularly attractive for evaluating automatic retrieval procedures. Char-
acteristics of this system important in this connection include that input errors due to

faulty indexing or encoding are eliminated, conventional search errors are also excluded,

errors cannot be introduced between original search request and final machine query,

inconsistencies introduced by a large number of indexers cannot arise, and the role of

human memory as a disturbance is eliminated.

In order to calculate the standard recall and precision measures, relevance judgments
must be made by hand in order to decide for each document and each request whether the

given document is relevant to the given request, the judgments are usually made so that a

document is assumed either wholly relevant or wholly irrelevant, and a cutoff in the cor-
relation between documents and requests is chosen so that documents whose correlation

exceeds the cutoff value are retrieved while the others are not retrieved. The first task

may require the performance of hundreds of thousands of human relevance judgments for

document collections of reasonable size. Two solutions have been suggested: using sample
techniques to isolate a suitable document subset and formulating search requests based on

specific source documents included in the collection. Since the document collection used
in these experiments is small enough to permit exhaustive determination of relevance, pos-

sible pitfalls were avoided to a great extent. The cutoff problem introduces a new variable

extraneous to the task of measuring retrieval performance. In the SMART system a dif-

ferent cutoff would have to be picked for each of the many processing methods, if it were
desired to retrieve about the same number of documents in each case. It was felt that the

standard recall and precision measures should be redefined. A suitable criterion for these

measures would be the set of rank-orders of the relevant documents, when these doc-

uments are arranged in decreasing correlation order.

The derivative for the normalized recall measure is based on the area difference (the

integral) between an assumed ideal recall curve and the actual recall curve obtained by
plotting the standard recall against the document rank. This area difference is not normal-
ized and its maximum value may increase indefinitely with increasing size N of the doc-

ument collection. To generate a normalized measure it is necessary to divide by N-n
(where n = number of relevant documents) and subtract from 1 to furnish a measure rang-

ing from 1 for perfect recall to for the worst possible case:
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If these measures are to be evaluated automatically as part of the retrieval process,

it is necessary to introduce for each search request processed a list of the corresponding
relevant document identifications. The requestor is asked to list those documents which
he believes should be considered relevant to his request. Document ranks are used by the

program to produce a variety of measures reflecting recall and precision, including sim-
plified expressions called rank recall and log precision, defined respectively as:

i=l i=l

In i

\ r. and y In r. .

i=l i=l

Two composite measures are also produced, the first being the sum of rank recall plus

log precision, the other a weighted sum of the normalized measures, 1-5(R ) +
norm

P . The factor of 5 is so chosen as to give equal weight to the two component measures,
norm B H B ^

A number of conclusions become apparent when the recall and precision values are

averaged over many different search requests: the measures for the various methods
exhibit substantial differences, in proceeding from one method to another both measures
vary in the same direction, all the measures are larger for the specific requests than for

the general requests, use of the thesaurus seems more effective than use of the original

words in document and requests, and the most effective procedures seem to be those

which use combinations of concepts (phrases).

If full advantage is to be taken of the organization of the SMART system, search
requests are best processed by several different methods and their outputs combined.
Normalized recall and precision measures for combined methods are computed byautomat-
ically generating a combined rank list from the rank lists for the individual methods alone

and averaging the resulting measures over several search requests.

In order to furnish some indication of systems performance comparable with pre-
viously published data, the standard recall and precision measures are computed. To
generate these functions, threshold values which separate retrieved from not retrieved
information are chosen, to produce a curve in the form introduced by Cleverdon (cf. 1-2).
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The data confirm that the statistical phrase run seems to give the best performance, and
that both recall and precision measures are higher for specific requests than for general
requests.

Since the study is based on manipulation of a small collection of documents and on few
search requests and different processing methods, it is not possible to make claims of

general validity. But it is believed that the data can be used as indications of the kind of

performance to be expected of automatic retrieval systems. Of special interest are the

facts that certain processing methods exhibit both high recall and high precision and the

juxtaposition of a variety of processing methods provides improved performance over
individual methods.

11-50. A Computer Analysis of the Merck Sharp and Dohme Research Laboratories
Indexing System, by Claire K. Schultz and Clayton A. Shepherd, American Documentation
12, 83-92 (April 1961).

A sample of 9, 868 references from the Merck Sharp and Dohme punched card system,
consisting of references related to pharmaceutical research, was analyzed to determine
size of the indexing vocabulary (the system's dictionary contained 644 accepted descriptors

and 354 with notes indicating additional action; the sample used 629 unique descriptors);

number of cross-references (567); average number of descriptors used per document (10);

frequency of use of particular descriptors (if all had been used with equal frequency, they

would have been used 153 times; actually 77 percent were used less than 150 times and 23

percent used very frequently); and frequency of combinations of descriptors (given as num-
ber of documents in which singles, pairs, and triplets occurred). These data are inform-
ative but not sufficient to evaluate fully an information system; more must be known of

users' needs, questions asked, etc.

11-51. An Analysis of Factors Causing Irrelevant Answers to Machine Literature Searches
and Proposed Solutions to the Problem, by Barbara B. Shaffer, in Parameters of Informa-
tion Science (Proceedings of the American Documentation Institute, 1964 Annual Meeting,

Vol. 1, October 5-8, 1964, Philadelphia, Pa.), Washington, D.C., Spartan Books and

London, Cleaver-Hume Press, 1964, p. 433-436.

For every retrospective search conducted for the American Society for Metals Doc-
umentation Service during the period from September 1961 to January 1964 the date, num-
ber of responses, number of responses sent to subscribers and number rejected were
noted. In this test the notation of objective relevance is ignored, and all answers sent to

subscribers are regarded as good, all rejects as bad. Percent of total hits sent and per-

cent rejected were compiled for each search; total number of hits for all searches and
percent of responses sent were figured by the month and quarterly; searches were arranged
in 10 percentiles according to percent of responses sent; a histogram was constructed

showing number of answers sent or rejected quarterly; and percentiles for number rejected

were shown in graph form. The searches to be analyzed in the final study were selected

from the total population by the use of the Rand table of random numbers and were studied

in random order. The number of responses sent and responses rejected to be studied for

each search chosen for the sample was determined.

Observations regarding rejected search answers were recorded for each search.

First, factors causing rejected answers were divided broadly into input, output, and sys-

tem errors. Input errors fall into two groups, those associated with coding and those

caused by machine indexing. A code may be too broad and -will retrieve much unwanted
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material. Improper use of levels, improper use of role indicators, omission of terms and
ambiguities are error sources in the machine indexing area. Ouptut errors have two main
subdivisions: logical errors (incorrect expression of relationships) and choice of unnec-
essarily broad search concepts. The third area causing rejected responses is the system
itself: some concepts cannot be translated into system language on a one-to-one basis with

the user request; abstracts are retrieved which contain the proper terms but do not match
the interest of the subscriber; and the fact that all terms have equal weight causes retrieval

of documents which mention the subject but do not discuss it.

The findings from the 28 searches studied have been tabulated three ways. The
percentage of the total rejected responses caused by input procedures, output practice and
system features are calculated. Then input and output are combined and a joint figure for

the percentage of errors caused is calculated. In this second form, there is shown how
much error is attributable to improper use of the system and how much to the system itself.

For all of the searches in the time period studied, the average percentage of answers
sent out of total hits was only 23 percent. A great saving in man-hours and money will

result if the number of responses can be lowered and the percentage sent can be boosted.

Some practical solutions are: attack the unnecessarily broad search structure by using

the system correctly on the input level and instilling confidence that retrieval terms on a

level with user language will not miss good answers; solve difficulty in lack of one-to-one
correlation between user and system expression of concepts by insertion of generic links;

weighting of terms; and a thorough check of thesaural relationships. It is evident that poor
use of the system has accounted for the great majority of rejected answers. Major effort

needs to be expended in operation of the system, including education, rules to improve in-

put consistency, and increased quality control.

11-52. Training a Computer to Assign Descriptors to Documents: Experiments inAutomat -

ic Indexing, by Mary Elizabeth Stevens and Genevie H. Urban, in AFIPS Conference
Proceedings, Volume 25, 1964 Spring Joint Computer Conference, Baltimore, Md. ,

Spartan Books, 1964, p. 563-575.

For small-scale experiments in automatic assignment indexing at the National Bureau
of Standards, a sample was taken of approximately 100 items from a collection of about

10, 000 reports in the fields of information retrieval and potentially related research, pre-
viously indexed by analysts at the Defense Documentation Center (formerly ASTIA) in I960.

By the method programmed for trial on the IBM 7090-7094 computers, each word from
document title and abstract was associated with each of the descriptors previously assigned
to that document, and the word-descriptor association lists merged into a master vocab-
ulary list. Input material was processed against the master list to give for each word a

"descriptor-selection-score" value for each of the descriptors previously associated with

that word; the descriptor scores were summed and those with the highest scores were
assigned to the new item.

In advance of evaluations based on retrieval tests, comparisons were made with the

prior human indexing. Consistency-of -indexing criteria needed for assessment of machine
as compared to manual indexing of the same items are difficult to establish. In one exam-
ple, machine -assigned descriptors were compared with descriptors assigned to the same
document by two different DDC analysts. The machine assigned 12 descriptors, none of

which were entirely irrelevant; Indexer A assigned four descriptors; Indexer B assigned
six, two of which were inappropriate. The machine method "hit" score was 50 percent
with respect to Indexer A and only 33. 3 percent with respect to Indexer B; at the same
time, A's agreement with B was 33. 3 percent, and B's with A was 50 percent. In the light

of what little data are available on inter- or intra-indexer consistency, the automatic
assignment indexing techniques appear promising.

81



In addition, investigation was made of relevance judgments by subject matter spe-
cialists reviewing the full text of the test items. Twenty-five of the test items were
submitted to one or more NBS staff members, who were asked to choose 12 descriptors for

each item from the list of descriptors available to the machine. The percent of machine

-

assigned descriptors judged by human analysts to be relevant, and machine -indexer and
inter-indexer agreement when several people made independent evaluations, were comput-
ed. Taking both the "hit" accuracy and the human agreement data into account, the results

compare favorably with those reported by Maron as 51. 8 percent (see Maron, M. E.,

Automatic Indexing: An Experimental Inquiry, in Machine Indexing, Progress and Prob-
lems, Washington, D. C. , American University, 1961, p. 236-265) and by Borko as 46. 5

percent (see Borko, Harold, The Construction of an Empirically Based Mathematically
Derived Classification System, in AFIPS Conference Proceedings, Volume 21, 1962 Spring

Joint Computer Conference, Palo Alto, Calif., National Press, 1962, p. 279-289).

11-53. Searching Natural Language Text by Computer , by Don R. Swanson, Science 132,

1099-1104 (October 21, I960).

(The material presented in this paper appears in fuller detail in "Word Correlation and
Automatic Indexing. Phase I Final Report, An Experiment in Automatic Text Searching",

Report No. C82-OU4, Canoga Park, Calif., Thompson Ramo Wooldridge Inc., April 30,

I960, 36 p. plus appendix.
)

Formulating criteria for judging the relevance of any document to the need underlying

a request for information lies at the heart of the problem of evaluating information systems.
Since it is impractical for the requester to read all the literature and ascertain its rel-

evance, the historical answer has been to organize and index the library, then search only

a small amount of information. But a condensed representation is necessarily imperfect;

in addition, it is impossible to catalog in advance to serve all needs. The work reported

here involved the development of techniques for automatic full-text search and retrieval;

such techniques should serve as a prerequisite for automatic indexing since techniques for

the latter can be derived directly from a text -searching technique.

A collection of 100 articles in nuclear physics was selected from Physical Review
covering a 10-year period. Physicists with experience in the subject specialties of the

articles studied each one in the light of its possible relevance to each of 50 questions

inspired by the articles. Degrees of relevance were represented by weighting factors, and
all relevant responses to any subsequent retrieval question were thereby determined.

Two separate teams of physicists helped with the test: Group 1 determined the degrees
of relevance of each article, as described above; Group 2, a total of 10 persons,

transformed each question into search instructions for the computer. Three methods of

organization (see below) were used, so about 1, 000 retrieval experiments were carried out.

The full text of each article was recorded on tape; the computer program tested each ar-
ticle in the collection to determine the presence of a word or phrase, or of a group of

words or phrases. The collection was also cataloged by a subject heading index designed
for the field of nuclear physics; test questions were transformed into appropriate index

entries to search the catalog. Further, machine search was carried out with and without

the aid of a thesaurus compiled for the experiment from a library that did not contain any
of the search library documents. Thus the three methods referred to above were (1)

conventional retrieval based on a subject-heading index; (2) retrieval based on specification

of words or phrases in combinations (no aids); and (3) requests formulated as for method
(2) but with a thesaurus-like list and its index as aids.
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The retrieval score, which takes into account both the fraction of relevant material
retrieved and the amount of accompanying irrelevant material, is given as R-pI, where
R =sum of relevance weights of the retrieved documents divided by the total sum of

relevance weights (for the given question) of all documents in the library; I = effective

amount of irrelevant material (given by N-LR, where N = total number of documents
retrieved and L = total number of relevant documents in the library); and p is the irrel-

evance penalty and may take on arbitrarily assigned values. A conspicuous implication of

the results is that the proportion of relevant information retrieved under any circumstances
is rather low. For no question did the average amount of relevant material retrieved

exceed 42 percent of that which was judged to be present in the library. Another implica-

tion is the apparent superiority of machine retrieval over conventional retrieval in this

experiment. In terms of "percent of relevant material retrieved averaged over all

requesters and all questions", the conventional method showed 38 percent; unaided machine
text search, 68 percent; and thesaurus -aided machine text search, 86 percent.

Much detailed study must be carried out to determine why relevant information was
missed or irrelevant material retrieved; partial results show that (1) many failures were
caused by "engineering" problems easily corrected; (2) some information marked as irrel-

evant turned out not to be irrelevant at all; (3) there was some co-occurrence of words not

related in the manner intended by the requester (the substitution of proximity as a require-

ment rather than syntax is suggested); (4) problems arose of indirect implication or anal-

°gy» where a relevant article contained no words or phrases which would be designated
relevant on the basis of the question alone; (5) there were unforseen contexts of single

words (expansion of the thesaurus would probably help in this situation); and (6) near syn-

onyms need to be listed in the thesaurus as an aid to retrieval of relevant material.

In summary, the effectiveness of all techniques tested was found to be low; text search
by computer was better than the conventional method.

11-54. Effectiveness of a Pilot Information Service for Educational Research Materials, by
Jean Tague, Cooperative Research Project No. 1743, Cleveland, Ohio, Western Reserve
University, Center for Documentation and Communication Research, 1963, 56 p.

(Some of the material reported here also appeared in "Matching of Question and Answer
Terminology in an Educational Research File", by Jean Tague, American Documentation
_16, 26-32 (January 1965).)

This study investigates the effectiveness of a pilot information service for educational

research in satisfying the needs of a particular user group and suggests procedures for

system improvement. The file consisted of 4, 837 documents published in the years 1952 to

1962, for which two types of abstracts were written. The conventional abstract gives bib-

liographic data and the significant contents of the article and is designed to serve as a

guide to the questioner in deciding whether or not he wishes to consult the original article.

The telegraphic abstract analyzes the subject content of a document in a form amenable to

machine searching. Documents are also indexed by a faceted classification schedule.

Both indexes may be searched by the computer for answers to an information request.

Two aspects of information retrieval were considered to be of greatest significance in

evaluating the pilot system: determination of user needs and determination of the optimum
method within the present system of satisfying these needs. User requirements were
investigated by isolating the characteristics of documents judged relevant by the questioner,

and retrieval strategies were compared on the basis of relevance and recall factors for

each strategy.
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A set of 24 questions was selected from the more than 400 submitted during the initial

year of the project by educators and researchers. For comparative purposes the strategies
used in programming each question were narrow and broad semantic code programs and
faceted classification programs. The narrow semantic code programs (N programs) incor-
porated codes for the words of the question and words considered by the programmer to be
related to the search. Codes were organized by role indicators, levels, and the connec-
tives indicated by the logic of the question. Broader semantic code programs (B programs),
employing fewer of the discriminatory features of the system, were written by using one or
more of the following devices: eliminating role indicators, raising the level of required
combinations, omitting one or more of the conjuncts of a conjunction, adding alternate

codes as disjuncts, and omitting infixes. Programs using appropriate combinations from
the faceted classification schedule were also written (C programs), using the concepts
rather than the words of the question and being generally quite broad. Narrow and broad
semantic code programs were run against the entire test file; faceted classification pro-
grams were searched against that portion of the file (543 documents) to which the faceted
classifications had been assigned.

Answers retrieved by these programs were evaluated internally by staff members as

relevant (has direct bearing on the question), peripheral (of possible or partial bearing on
the question) or nonrelevant (has no bearing on the question). It was noticed that some of

the relevant answers retrieved by the C programs had been missed even by the B programs.
The latter were revised so that the missed answers would be retrieved, and these revised
programs (BR programs) run against the total file. Answers rated relevant or peripheral
by staff members were sent to the original questioners for evaluation, again as relevant,

peripheral or nonrelevant. Evaluations were received from 14 of the 24 questioners.

Their evaluations verified the conclusion that the C programs were retrieving a number of

relevant answers missed by the semantic code programs. The faceted classification codes
were applied to all the documents in the file, the entire file searched with the C programs,
and those results evaluated. Relevancy and recall factors for all the programs were
computed for each question, and the significance of the difference between programs was
tested by the Wilcoxon matched-pairs test. Relevant answers not retrieved by the original

N programs were examined to determine causes of non-retrieval, and non-relevant an-

swers retrieved were examined to determine causes of retrieval. These evaluations were
used in comparing the alternate retrieval strategies and in investigating the characteristics

of relevant as opposed to peripheral and non-relevant documents.

It appears that the narrow semantic code program is most efficient in producing a high

proportion of relevant documents among those which it retrieves. If one were guided by
relevancy considerations, such a program would always be preferable. However, in

considering the recall factor the situation is almost completely reversed. A less discrim-

inatory system, the broad semantic code programs, will have a higher recall figure but at

the cost of a decrease in relevance. If a question has been phrased in very specific terms,

it appears that there are better results when the indexing vocabulary has been very strictly

controlled as in the faceted classification. The mean relevance and recall factors are: N
program, . 35 mean relevance, . 48 mean recall; B, . 23 and . 73; BR, . 12 and . 83; and C,

.26 and . 54 respectively. The C programs appear to lie between the high relevance and

low recall of the N programs and the low relevance with high recall of the B programs.
As to whether the differences between relevance and recall factors of the programs may be

considered significant on the basis of a sample of 14 questions, the Wilcoxon matched-
pairs signed rank test was applied to the difference scores between each set of relevancy

and recall factors. The results are, for relevancy factors: N and B programs, no signif-

icant difference at . 01 level; N and C programs, and B and C programs, no significant dif-

ference at . 05 level. For recall factors, results are: N and B programs, significant

difference at . 01 level, i.e., B has greater recall factor; N and C programs, and B and C
programs, no significant difference at . 05 level. Apparently a larger sample is needed.
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In an attempt to raise the recall factor for the N programs, the relevant answers not

retrieved by the N programs were examined to determine how either the program or the

abstract might have been altered so that these answers would have been retrieved. Some
general causes of non-retrieval were (1) terminology: words in the telegraphic abstract

relating to the inquiry were not predicted by the programmer from the question words,

semantic code relationships, or intuitive knowledge of the file. The problem is more acute

in the social sciences than in the physical sciences because of "soft" terminology.

Modification of the semantic code to achieve more consistent terminological control is rec-

ommended; (Z) role indicators: those specified in the N program are not the ones which
appear in relevant telegraphic abstracts. The strictest control must be exercised in their

application in the abstracts; (3) combinations: some relevant answers are missed because
too many conjunctions of semantic code and role indicators are required. Many of these

problems can be eliminated by a closer working relationship between questioner and pro-
grammer; (4) levels: answers may be missed because a combination of terms occurs in

the telegraphic abstract at a level higher than that requested in the program. Increased
control over terminology and role indicators would go far in eliminating this program; (5)

abstracting errors; (6) infixes: a related term is coded with an infix different from that

specified in the program. Terminological control appears to be the answer here, as well

as care when writing programs that all infixes contained in relevant codes are specified;

(7) programming errors; and (8) obscurity: since no contact was made with the questioner,

some misunderstandings arose concerning the scope and meaning of the inquiry. The same
procedure was followed in determining the causes of retrieval of nonrelevant answers by
the N programs. General causes of retrieval of nonrelevant answers were (1) omission of

information in the conventional abstract which the questioner used for evaluation: with the

additional information in the telegraphic abstract the questioner might have considered the

answer relevant. User tests should aim at this point and the extent to which the conven-
tional abstract should be expanded to include all information indexed in the telegraphic

abstract should be tested and considered; (2) point of view: abstract considers the question

in a context not of interest to the questioner. In some cases, greater precision in defining

the question would have eliminated much of the non-relevant material; (3) role indicators:

not sufficiently selective to distinguish relevant and nonrelevant answers; (4) infixes: a

universal rather than a specific infix was used with some semantic factors. Result of infix

specification might be to eliminate one relevant answer while selecting many nonrelevant

answers. Use of infixes depends to some extent on user needs, i. e. , completeness vs.

relevancy; (5) false combinations of terms: generally reduced by use of levels and role

indicators; (6) semantic codes: when assigned to a group of terms are not sufficiently

selective to make distinctions of interest to the questioner; (7) additional terminology added
by the programmer: in some cases proved nonrelevant to the questioner; (8) minor ref-

erence to subject; (9) coding errors; and (10) abstracting errors.

It is recommended that the investigations be extended on a more discriminatory basis

to a larger set of questions and to a user group with whom there is a maximum of personal
contact and cooperation.

Objective criteria of relevance are usually based on a special situation, such as ques-
tions with predetermined answers or an intimate and detailed knowledge of user needs. It

seemed preferable in this study to obtain subjective assignments of relevance by the ques-
tioner and then attempt to determine the objective properties of these relevant documents.
In determining these objective criteria two questions were asked: (1) if answers are eval-

uated by two evaluators, how much will assignments of relevance vary; and (2) do the

properties which characterize relevant documents lie in the language of the document as

opposed to extra -linguistic factors and, if such linguistic properties can be isolated, to

what extent are they reflected in the indexing -searching apparatus?
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The sample contained a total of 1, 214 abstracts, answers to the 14 questions pre-
viously evaluated at the Center as relevant or peripheral, evaluated by the original ques-
tioners as relevant, peripheral, or nonrelevant. Four questions of the 14 with 320answers
were given two outside evaluations. In deciding whether to send out peripheral answers to

questioners, there are two possibilities for making a wrong decision: if the questioner
considers the peripheral answer sent as nonrelevant, or if the questioner would have
considered the peripheral answer not sent as relevant. One determination made in this

study was whether the number of wrong decisions would have been greater if answers
considered peripheral had not been sent.

By sending relevant and peripheral answers a wrong decision was made with 37 per-
cent of the answers: 13 percent of the relevant and 24 percent of the peripheral were called

nonrelevant by the questioner; if only the relevant had been sent, a wrong decision would
have been made 19 percent of the time: the 13 percent of the relevant judged nonrelevant
plus 6 percent of the peripheral considered relevant. With the four questions given two
evaluations, by sending both types of answers a wrong decision was made in 36 percent of

the answers: 8 percent of the relevant and 28 percent of the peripheral were rated nonrel-
evant by both questioners; had the peripheral answers not been sent, a wrong decision

would have been made in 20 percent of the answers: 8 percent rated nonrelevant as above
plus 12 percent of the peripheral rated relevant by at least one questioner. Applying the

Wilcoxon matched-pair signed ranks test to the difference scores for the sample of 14

questions, there is no difference at the . 05 level in percent wrong decisions made by send-
ing vs. those made by not sending peripheral answers.

Results indicate that fewer wrong decisions are made when peripheral are not sent (19

percent as compared with 37 percent), but these figures must be interpreted in terms of

relative cost to the customer of missing a relevant answer and receiving a nonrelevant
answer. The evaluations by two external evaluators would indicate that there is disagree-
ment, about the relevance of answers, amounting to 18 percent of the answers. In general,

these results indicate that one cannot say an answer is relevant or nonrelevant in any
absolute sense.

As a first hypothesis it was postulated that some linguistic property distinguishes the

relevant answers, and that it is the relative frequency of the question words and words
related to the question words in title, conventional abstract, and index (telegraphic ab-
stract) to a document which characterize relevant answers. The frequency of the three

types of words of search programs question words, semantic code references, and
program additions in relevant, peripheral, and nonrelevant answers was computed and
used to determine the effectiveness of each in locating relevant answers (i. e., as indexing

terms) and in indicating the relevance of answers (i.e., as evaluating terms). The effec-

tiveness of the types of words as indexing terms is rated by the ratio of number of relevant

answers indexed by the types to total number of relevant answers, not a single ratio but a

frequency function plotting number of one type against the observed probability of the num-
ber of that type occurring in relevant answers. If the mean number of words of one type is

greater than the mean for another, then the former are said to be more effective as index-

ing terms. The relevancy factor indicates the evaluating effectiveness of a single term; if

the graph for words of one type is everywhere above that for another type, then the former
are more effective in evaluating.

The three types of words were matched against the words in the telegraphic abstracts,

conventional abstracts, and titles of the 1, 214 answers (474 relevant, 285 peripheral and

455 nonrelevant as determined by the questioners). The ratios or probabilities were

computed for matches of each type of word in each type of answer, for the indexing effec-

tiveness, and for evaluation effectiveness. Functions indicating indexing effectiveness and

evaluating effectiveness of each type of word were obtained. The significance of

86



differences in distribution of the types of words in relevant vs. peripheral and peripheral

vs. nonrelevant answers, and of each type of word in the different answers, was tested by

Chi square.

The mean number of matches for each type indicates that question words are most
effective as indexing terms, followed by program additions. The probability of occurrence
of words of all types is greater for relevant answers than for peripheral or nonrelevant
answers. At the . 01 level the frequency of the three types of words was found to be greater

in relevant than in peripheral or nonrelevant answers. It appears that relevant answers
differ the most from peripheral and nonrelevant answers in total number of word matches
rather than particular type of word match.

Some general conclusions drawn from the data include that question words though most
useful in locating relevant answers cannot be employed exclusively if completeness is

desired, since 14 percent of the relevant questions contained no question word; the greatest

drop in percent relevant answers retrieved by words of all types is between combinations
of two and three words, since 87 percent of the relevant answers are retrieved when at

least two words are required and 60 percent when at least three words are required; how-
ever, the greatest drop in percent relevant answers retrieved by question words occurs
between combinations of one and two words, since 86 percent of the relevant answers are

retrieved if at least one word is required and 46 percent if two or more words are

required. It is apparent that words in the conventional abstract are the best indexes to

relevant answers and that title words have much lower indexing effectiveness. On the

other hand, title words are most effective as evaluating terms. A Chi square test of the

difference in distribution of words in relevant vs. peripheral and peripheral vs. nonrel-

evant at . 01 level shows that for all three indexes titles, telegraphic abstracts, and

conventional abstracts the probability of question words is greater in relevant than in

peripheral or nonrelevant answers. It may be concluded that frequency of question words
in titles, conventional abstracts, and telegraphic abstracts distinguishes relevant from
nonrelevant answers.

It is suggested that the method of quantitative assessment of indexing and evaluating

effectiveness of terminology be utilized in further studies.

11-55. Evaluation, in Automatic Abstracting, Report to Rome Air Development Center,

Report No. C107-3U1, Canoga Park, Calif., Thompson Ramo Wooldridge, Inc., February
2, 1963, p. 47-51.

The purpose of this investigation and study was to develop techniques for the automatic
abstracting of textual information, including development of external objective criteria to

evaluate the different abstracting routines relative to each other. The assumption was
made that as a minimum abstract content would to a large degree satisfy the function of

indicative -type abstracts in the screening of documents. Computer routines for automatic
abstracting were tested in a series of experimental cycles consisting of computer run,

analysis of output and program correction. Conclusions of the study include that a defini-

tion of an abstract has been developed which leads to a more uniform target abstract

prepared by humans and permits the creation of automatic abstracts based on machine

-

recognizable clues, and that a method of evaluation by judges' ratings of similarity was
developed showing that the machine abstracts have a 66 percent degree of similarity with

the target abstracts. Recommendation is made that further research and experimentation
be conducted on evaluation methods in order to increase their speed, simplicity and
discrimination.

87



A sample of 40 documents of the test library, not used in the abstracting experiments,
was selected for evaluation. (The corpus consisted of 200 documents dealing with the

chemistry of exotic fuels obtained from ASTIA by choosing documents whose length did not
exceed 4, 096 words, a condition imposed because of limited storage capacity in the

computer memory. ) The evaluation procedure was designed based on (1) the definition of

target abstract, and (Z) the rating of the degree of similarity between two abstracts. Ran-
dom extracts were used as controls. Instructions had been developed to create abstracts
satisfying the definition that a sequence of sentences of a document selected in text order is

said to be an abstract of the document if it contains only eligible, non-redundant sentences
and is coherent. Abstracts generated in accordance with these instructions serve as the

target abstract, containing a fixed (25) percent of the sentences of the original document.
During the preparation of these abstracts means was provided to record a random selection
of sentences, and this randomly generated abstract, so defined, serves as the control in

the evaluation procedure.

The machine abstract, target abstract, and random extract were typed in the same
format. The raters judged the similarity between the target abstract and each of the other
two, giving 4 points for complete similarity, 3 points for considerable similarity, down to

points for no similarity. By dividing the total score by the maximum possible a normal-
ized score was then obtained. This was interpreted as the degree of similarity between the

abstracts and was recorded as a percentage. Two raters were used, one familiar with the

40 documents and the other not associated with the project except for the evaluation test.

The high consistency of the raters is shown by the small variation of the mean scores in

three samples of 10 documents each. The scores of the two raters were averaged for a

single similarity, score. Thus for each document two calculations were made: the percent
similarity between target and machine, and percent similarity between target and random
abstracts. The documents were divided into four samples of 10 each, and for each sample
the mean similarity rating as well as the standard deviation of the mean were computed.
Overlap data (i.e., percent agreement between target and machine) for cumulative samples
1, 2, and 3 gives 44 percent agreement between them. The mean similarity rating between
the target and machine abstracts is 66 percent; the standard deviation of the mean is 3 per-

cent. The mean similarity between the target and the randomly generated abstract is 34

percent; the standard deviation of the mean is 3 percent.

Because no attempt was made to evaluate the utility of the target abstracts, the above
findings do not evaluate the utility of the machine abstracts. A sentence-by-sentence
analysis is valuable as a supplement to the similarity rating. There can also be represent-
ed the degree to which the machine process included the information of the target abstract.

In addition the total of abstract-worthy sentences may be taken to represent that part of the

machine abstract which conforms to the content aspect of the working definition of

"abstract". The average of 84 percent seems to represent a highly promising achievement
in the automation of the abstracting process.

II-56. A Survey of Users of the American Society for Metals -Western Reserve University

Searching Service , by Ivor Wayne, Report No. BSSR: 352 to National Science Foundation,

Washington, D. C, Bureau of Social Science Research, Inc., July 1962, 27 p. plus

appendix.

A questionnaire -based survey of 1 1 1 users of the metallurgical literature machine
searching operation revealed that 42 percent of the users rated the service satisfactory

while the rest were nearly equally divided between excellent, adequate, fair and poor

ratings; that coverage of material was ranked as the most important of performance char-

acteristics, with speed second in importance; that most (7 out of 8) persons said the



coverage of sources in metallurgy was satisfactory or better and 3/5 of the subscribers
found the service as fast as they had anticipated; that system characteristics of interme-
diate importance to users include ease of requesting a search, general quality of the ab-
stracts, and the proportion of relevant abstracts over total received; that characteristics

of minor importance include the number of abstracts supplied, their physical makeup, and
factors which reduce the utility of relevant abstracts; that 3/5 of retrospective searchers
and 46 percent of current awareness subscribers rated the cost of the service appropriate

to its value; and that almost all subscribers to both types of searches were planning to use

the service again.
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SECTION THREE

DISCUSSIONS

The reports in this section of the bibliography are concerned with the problems and
potential of testing and evaluation procedures rather than with the development of applica-
tion of such procedures. The subject matter of the reports is, in one sense, less concrete
than that of items in the previous sections. On the other hand, the questions raised and the

points made here are fundamental to the programs and studies covered before.

The discussion papers included here can be divided into three types: those which
review progress in the field, those which seek to clarify or define the concepts of the field,

and those which offer suggestions as to studies or programs needed for the field. These
three types are not, of course, mutually exclusive, for elements of review, definition and
suggestion intermingle in all. But the primary emphasis in each case can be seen to fall

into one of the three categories.

The review papers contribute to knowledge of the field by summarizing extensive

studies and programs, and by pointing out similarities or differences in the approaches
taken to the subject of evaluation of information systems. Often these reviews also point

out problems still to be faced (as for example in III-2 and -4), including problems in

specific areas such as in evaluation of automatic indexing methods (111-25). Other reviews
of work will be found in several of the reports in Section IV, preceding and leading up to

proposals for further work or differing approaches to the problems.

Papers which attempt to clarify or define concepts in the field are stimulated by
ambiguities in usage of such basic terms as relevance (III-6 and -8, for example), models
(III-3), and measurement (111-28). The need to define the problem first and to design tests

very carefully, with appropriate controls, is pointed out in the papers here. Sometimes
the authors have been actively working in the field; other times they are observers and
students of the active programs.

The suggestions offered in the third group of papers deal, on the one hand, with

general problems of design and conduct of evaluation studies; on the other hand, some
papers discuss specific problems associated with testing or offer specific lists of criteria

to be applied in testing. In the former category, of general discussions, appear five

papers covering the purpose and scope of the Comparative Systems Laboratory at Western
Reserve University (III-9, -10, -11, -19, and -24). In the other category, of specific

papers, are included lists of criteria to be considered (III- 15 and -20) and such specific

problems as those of automatic indexing (111-2 1, -22, and -31, for example).
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Ill - 1 . Evaluating the Effectiveness of Information Retrieval Systems , by Harold Borko,

SDC Report No. SP-909/OOO/OO, Santa Monica, Calif., System Development Corp.
,

August 2, ' 1962, 7 p.

Suggested methods for evaluating the performance of a given retrieval system include

determination of user satisfaction; comparison of one system with another, on the basis of

number and relevancy of their responses to the same inquiries; and comparison with an
ideal system. A system can be viewed as aproblem in sampling statistics: one must
select from a store of documents that set which provides information relevant to a given

search question, maximizing the amount of relevant information and minimizing the irrel-

evant. Cleverdon (cf. 1-2), Swanson (cf. 11-53), and Borko (cf. IV-9) have compared the

retrieval effectiveness of different indexing systems. Hertz (cf. IV-2) and Bourne (cf.

IV- 11) have discussed criteria and procedures for evaluation and comparison of entire

scientific information retrieval systems.

III-2. A Review of the Methodology of Information System Design, by Charles P. Bourne,

in Information Systems Workshop: The Designer's Responsibility and His Methodology,

(A publication of the American Documentation Institute), Washington, D.C., Spartan
Books, 1962, p. 11-35.

One of the steps in the process of designing an information system is evaluation, which
can be separated into performance evaluation and economic evaluation. The simplest
performance measurements are single -criterion evaluations of specified parameters; the

one used most commonly involves asking sample questions of one or more systems, then

observing the volume of references furnished. A more effective test is to compare the

performance of a system against some standard, such as a perfect or ideal system.
Cleverdon (cf. 1-2) has compared four indexing systems under controlled conditions; the

basic performance measure was the fraction of searches that were successful in locating

documents which had generated test questions. A secondary performance measure was
the relevance of the documents produced by the search.

Swanson, (cf. 11-53) has compared machine and manual searching. Determination was
made of all relevant responses, and their degree of relevance, in a collection of articles

and search questions; the retrieval results were scored as to the fraction of relevant

material retrieved and the amount of irrelevant material retrieved.

Borko (cf. IV-9) used similar criteria in studying the performance of machine indexing

techniques. Mooers (cf. IV-27) has suggested an evaluation technique similar toSwanson's
which purports to yield an absolute rather than a relative measure of performance. The
technique involves studying a sample of file items from which queries are formulated,

posing the queries to the file, and examining the results to see which of the sample items
were retrieved.

Composite figures of merit evaluations can be derived by describing both the require-
ments and performance of a system quantitatively, measuring numerically the agreement
between requirements and performance, and weighing this agreement according to the

importance of the requirement. Summing these figures gives a single merit figure for the

system's performance. Alternatively, a time-cost model may be used to describe the

system's performance in terms of time or cost penalties to the user.

There is practical value in determining the economic benefits of information systems,
even though it is a difficult task. Good cost accounting procedures may be used to make
accurate estimates for different parts of a system, which could then be compared to costs

for other types of systems or to standard costs for similar operations. Simulated operation
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of a proposed system can be done on a computer to estimate the system's operating costs
over wide variations of operating parameters. In comparing alternative systems, each can
be analyzed and simulated to find areas where one system is economically more attractive

than the others.

A simple cost-performance index, e.g., productivity and effectiveness ratios, may
also be developed to provide evaluation on a cost basis.

In summary, it seems that only some crude measures are available for the practical

evaluation of system performance. Much work needs to be done in this area to develop
better tools. (There are 54 references, of which 20 are pertinent to the discussion of

evaluation and are included in this bibliography. )

III - 3 . Measurement, Modeling, Experimentation, and Evaluation in Information Retrieval

Systems , by Edward C. Bryant, in Information Retrieval Among Examining Patent Offices

(Proceedings of Third Annual Meeting of the Committee for International Cooperation in

Information Retrieval Among Examining Patent Offices, Vienna, September 1963), Ed. by
H. Pfeffer, Baltimore, Md. , Spartan Books, 1964, p. 198-207.

(The elements of the discussion in this paper, plus an extensive discussion of the statis-

tical process, can be found in "Evaluation of Information Retrieval Systems in Patent

Office Environments, Part I, Statistical Concepts", by Edward C. Bryant, Denver, Colo.,

Westat Research Analysts, Inc., February 1965, 37 p.)

One must attempt to measure the characteristics of an existing system before trying tc

change it, in order to have some criteria against which to measure the effect of changes.

It is convenient to think of three areas of measurement: cost, quantity, and quality. The
measurement of operating costs alone raises no major problems, but in determining
"costs" in the larger, or decision-making, sense we would like to assign a cost to each
type of incorrect decision which the system can produce. All errors tend to undermine
confidence, and it seems reasonable to suppose that there is some minimum level of qual-

ity below which the system will become ineffective because of lack of confidence on the part

of the public. Quantity of output is clearly related to both costs and quality.

Measurement of the existing system implies judgment concerning what characteristics

to measure and their interrelationships. One approach to measurement being experimented
with in the Patent Office is to describe the operations of the Office in terms of a mathemat-
ical model, and then to measure the parameters necessary to describe the system. The
contemplated model views the examining system as a stochastic (probability) process in

which there is a network of operations (or work stations) and probability laws which govern
the flow of patent applications through the network. The model defines the system and
specifies the information to be gathered to describe the characteristics of the particular

system under study. The problem of what to measure is then determined by the model.

Experimentation contains two components: the generation of ideas which may prove

fruitful and the careful testing of those ideas. In terms of the Patent Office environment,

it is important to conduct experimentation under conditions as nearly like those in the real

world of patent examination as possible. To reduce the personality effects of the partic-

ipants in experiments, the statistical techniques used include randomization (use- of a

random process to assign experimental units to tests) and replication (repetition of the

same test on different experimental units). The statistician assists with the solution of

some of these experimental design problems.
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In considering evaluation of the experimental results, we assume that the subject of

the experimentation is some proposed modification of the system. We wish to draw conclu-

sions concerning the entire patent office under normal operating conditions. Experimental
results should either confirm or discredit the hypothesis under test and should lead either

to implementation of changes or to further experimentation or both.

In conclusion, preliminary models may be constructed on the basis of initial observa-
tion and measurements; study of the models will reveal need for experimentation; evalua-

tion of the experiments will lead to further experimentation or to modifications to the

system; modifications to the system lead to further observations and possible changes in

the model, and the cycle begins to repeat itself. The four operations are all components
of the systems development process, and none can be ignored without serious damage to

the entire effort.

Ill -4. Progress Toward Evaluation of Information Retrieval Systems , by Edward C.

Bryant, in Information Retrieval Among Examining Patent Offices (Proceedings of Fourth
Annual Meeting of the Committee for International Cooperation in Information Retrieval

Among Examining Patent Offices, Washington, D. C, October 1964), Ed. by H. Pfeffer,

Washington, D.C., Spartan Books, 1966, p. 362-377.

The persistence of problems concerning evaluation of information retrieval systems
seems to be related to such difficulties as lack of well-defined objectives and of meaningful
models, uncertainty as to measurement criteria and relevancy, problems of scale and of

design, and the like. There has been little progress toward development of retrieval

models upon which experimentation can be based, models which define the relationships

among system components. Giuliano and Jones have constructed a class of models for

associative retrieval broad enough to encompass traditional matching operations as well

as ranking by "relevance indexes" (see Vincent E. Giuliano and Paul E. Jones, "Linear
Associative Information Retrieval", in Vistas in Information Handling, Vol. 1, Ed. by Paul
Howerton and David Weeks, Washington, D. C, Spartan Books, 1963, p. 30-54). The
class of models also lends itself to a study of the effects of errors. In the Cranfield

ASLIB study (cf. 1-2) the synthetic nature of the searches must be recognized as one of the

principal weaknesses of the experiment. The analysis of failures to retrieve yielded the

most useful results. The failure to index a concept was a more frequent error than

overindexing. These results agree with experiments at the Patent Office (cf. 11-24).

Cleverdon proposed the "relevance ratio" and "recall ratio" as the two criteria by which to

compare systems. Much has been made of the "inevitability" of the inverse relationship

between these ratios. For some purposes one can tolerate a small relevance ratio if the

total retrieval is small (less than 50) and contains one or more good references. Exces-
sive concern about the inverse relationship has obscured some of the real issues, including

some important definitions. Thus, relevance is not an inherent property of a document,
but must be established as to what it is that documents are to be judged relevant to, and by
whom.

Nearly all evaluations of retrieval systems run a series of searches based upon a set

of sample questions. We have difficulty in defining what is a question and the population

of users. Cleverdon (cf. 1-2) had questions prepared from documents known to be in the

file. Mooers (cf. IV-27) suggested selecting a random subset of documents in the file to

be used as a test file; users prepare three questions for each document, one question for

which the document is crucial, one relevant, and one irrelevant. Fels (cf. 11-28), in

searching legal text, used a modified Mooers plan. Bornstein (cf. IV- 10) suggested four

classes of relevance and construction of questions by group interviews, without regard to
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what is known to be in the file. Rees (cf. 1-6) pointed out the importance of question
analysis. Borko (cf. IV-9) also suggested four classes of relevancy and groups of ques-
tions from the user population. The Patent Office (cf. 11-24) indexed a sample of chemical
patents in various ways to determine the effect of indexing errors on retrieval. Results
with real questions searched by examiners and synthetic questions composed by chemical
analysts were compared.

What to measure and how to measure it are ever present problems. Operating cost is

relatively easy to measure or estimate for operating systems, time comparisons can be
made, timeliness is also an important item, and quality must be assessed in some manner.
Some judgment must be made concerning the applicability of the references retrieved
under alternative systems. One of the areas which needs work has to do with the problem
of scale. A great deal also needs to be done with the problem of evaluating file subdivision,
whether by classification, clustering, or more conventional techniques.

It is suggested that model building and experimentation be considered together. Most
experiments should be designed to examine components of the model rather than the entire
model. We must study the failures of systems and judge whether the component that failed

can be improved. Probably no other issues are as controversial as the selection of test

questions and determination of documents relative to them. The basic problem of evalua-
tion is one of matching the output of the system against the need, the request (expression
of the need), the query (request in index vocabulary terms), or the encoded form of the

query. The proper comparison depends on the inadequacies of the system that are to be
revealed: the vocabulary, input errors, or errors in the search. If we compare output

against the query, we are checking on input errors or deficiencies. Failure to retrieve and
excess output should be analyzed. Judgment as to whether the output matches the query
can be made by an impartial observer.

If we compare output with request we are confounding errors of input with errors in

stating the query. The translation of request into query must be studied; if the request
cannot be encompassed by the query except at the cost of high unwanted retrieval, the

vocabulary is defective. Recall is related to errors in the system and relevance to

inherent deficiencies in the system.

No one but the user can compare output with need. This comparison confounds input

errors, errors of translating need into request, and errors in preparation of the query.

One thing we would like to measure is the proportion of time the system satisfies the

user's need. One technique is augmentation of the output with a small random sample of

the remaining documents in the file. The proportion of time the user satisfies his need by

a document in the random component, when averaged over a long sequence of trials, in-

dicates the adequacy of the system. The reasons for failure to provide these documents
should be analyzed.

There is no simple solution to the problem of obtaining a test corpus nor of defining a

test run. It is desirable to draw a random sample of documents from the file about which
generalizations are to be made. In the initial stages of development of a test file, artifi-

cial queries may be used to test the system; as quickly as possible, queries framed by

real users should be used. The point at which to start "real life" testing depends to some
extent on the results of preliminary testing, possibly when about one -quarter of the file or

1, 000 documents (whichever occurs first) have been encoded. It is important here to

analyze failures in view of restraints on user time, and to determine whether failures are

inherent to the system or can be eliminated by controlling indexing and/or searching

errors. The concept of "relevance" may be modified as the depth of testing changes; in

real life testing, the criteria are the number of documents looked at in order to reach a

conclusion and the probability of missing a better reference.
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Ill - 5 . The In-House Testing and Evaluation of the Operating Efficiency of the Intellectual

Stages of Information Retrieval Systems, by Cyril W. Cleverdon, Cranfield, England,

College of Aeronautics, September 1964, 13 p.

(This is a slightly amended version of the paper prepared for the F. I. D. Conference on

Classification Research and appears in Classification Research (Proceedings of the Second
International Study Conference, Elsinore, Denmark, September 14-18, 1964), Copenhagen,
Munksgaard, 1965.

)

Terms used in the title are defined as follows: "intellectual stages of information
retrieval systems" refers to the decisions made in the indexing of a document as to con-
cepts recognized, the decisions made at the search stage as to programs used, and the

decisions involved in the design and maintenance of an index language (the set of indexing

terms used in the system, the rules for their use, and aids such as cross-references or

classification schedules); "operating efficiency" refers to the ability of the system to

retrieve references to all relevant documents and not retrieve non-relevant documents
(recall ratio and relevance ratio, respectively); "testing" provides data for "evaluation",

which covers the analysis of test results and decision as to actions for improving the opera-
ting efficiency or, while maintaining the operating efficiency, improving the economic
efficiency; "in-house" implies the testing of an actual operating system rather than one
specially prepared for testing purposes.

There are a number of basic statements to be made: (1) there is an inevitable inverse
relationship between recall and relevance; (2) the optimum performance curve of an in-

formation retrieval system depends on the set of documents included in the system (the

more precise their language, the nearer will the curve come to the ideal of 100 percent

recall and 100 percent relevance), the set of questions put to the system, and the level of

relevance demanded (these two are interrelated, because the generality or specificity of

the question can be expressed as a variation in the level of relevance demanded); (3) the

maximum possible recall figure is determined by the level of exhaustivity of indexing (the

highest level of exhaustivity implies the recognition and inclusion in the index of every
concept); and (4) the maximum possible relevance ratio is dependent on the degree of

specificity of the index language (the index term is co-extensive with the concept and
covers nothing else besides the concept).

The factors to be investigated in an information retrieval system include the normal
operating performance: One needs first to know the general indexing strategy and the

particular indexing decisions for each document; a set of search questions is required, and
a user group to analyze the search outputs for relevance; the actual programs used in the

searches, with complete records of all documents retrieved, must be available; finally,

the test must be designed. An ideal test situation hypothesizes a system where indexing is

done at two levels of exhaustivity at a low level for production of a printed index and at

a higher level for entry into a computerized index. The index language is a strictly

controlled list of descriptors. The entries are arranged serially in the computer, and the

system covers some 100, 000 documents indexed over the past three years. A supply of

actual search questions is available, and the subject field of the collection is not too diffuse.

Having the results of actual searches analyzed by the user group will give the relevance

ratio, probably in the range of 10 percent to 20 percent. To establish the recall figure by

finding how many relevant documents were not retrieved, three alternatives are possible:

one can add to the actual output for each search a number of documents selected at random
from the whole collection (but this method will not provide sufficient data without giving the

questioners an inordinate number of documents to assess); one can take a sample block of

the collection and have each document in the block assessed against each question (but this

method would involve a very large number of individual assessments, too time-consuming
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a task to do efficiently); or one can make searches using questions that have been based on
documents known to be in the collection (prepared questions based on source documents,
which give reliable results).

A major criticism, the assessment of relevance, asks how one can validly produce
precise performance figures based on imprecise subjective assessment. It must always
be assessment by the person asking the question, for systems have to meet the require-
ments of individual users. It is desirable to equate the different overall judgments which
individuals might make in relation to different questions. To do this we must specify the

environment of the system being tested, in relation to the number of documents in the

collection and the number that are relevant to a question. It would seem appropriate to

express this factor as 1, 000 C/N, where C equals the number of documents of an agreed
standard of relevance to a question and N equals the number of documents in the collection.

This is called the generality ratio and evidence shows that at a given recall ratio there is

nearly a straight correlation between the relevance ratio and the generality ratio. The
difficulty arises as to how one calculates the figure for N. It is tentatively suggested that

N be taken as the number of documents in the smallest classes in which a collection can be

divided whilst still being certain of obtaining 100 percent recall.

Testing is the first stage of evaluation, and provides the necessary data for analysis.

The first job of analysis must be to discover why relevant documents have not been
retrieved, and to decide whether the failures were due to bad indexing, bad search pro-
gramming, or weakness in the index language. The next stage in analysis is to find why
non-relevant documents are being retrieved; the same principles of analysis apply here
and similar reasons will be shown. It was originally hypothesized that the test was being

made of two indexes, permitting comparison of the results. From this it is possible to

make an evaluation of the whole system and estimate the effect that changes would have on
the operating efficinecy of the system.

To determine whether a system meets the requirements of the users would demand a

"field" evaluation to show in what percentage of cases a quick but possibly incomplete

search in a published index met the requirements, and how often some delay in having a

complete search made by a computer would be acceptable.

The weaknesses of the test proposed here include the matter of relevance assessment
discussed above and the difficulty of finding two separate indexes which can be strictly

compared. The nearer one comes to research testing (as for example at Western Reserve
University (cf. 1-1), or the ASLIB Cranfield project (cf. 1-2), the more certain one can be

regarding the reliability of the results. We are left with a compromise between absolute

reliability of results, amount of information required, and amount of time and money spent

on the test. Experience suggests that the actual test results are relatively unimportant

compared with the evaluation which the testing permits.

Ill- 6. On the Utility of the Relevance Concept, by Carlos A. Cuadra, SDC Report No.

SP-1595, Santa Monica, Calif., System Development Corp. , March 18, 1964, 9 p.

A key concept in evaluation of information retrieval systems is "relevance", the num-
ber of relevant items retrieved in relation to total number of items retrieved, or to num-
ber of non-relevant items retrieved, or to number of relevant items not retrieved. Some
argue that the concept is not adequate, that distinction must be made between relevance to

a searcher's need and relevance to his request. However, we must distinguish between

relevance as a "construct" (i.e., an intellectual synthesis) and the means (e.g., judges'

ratings) which have been used to measure it. We also need to examine the results of using
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certain measures of relevance before we decide to discard the concept or the measures.
The only level of correspondence open to measurement is that between the expression of an
information need (rather than the need itself) and the system's response. The question of

choosing the best form of judgment, i. e., who should evaluate relevance at this level is

still open, and needs research attention.

III-7. Is Relevance an Adequate Criterion in Retrieval System Evaluation ?, by Lauren B.

Doyle, in Automation and Scientific Communication, Short Papers, Part 2 (papers contrib-

uted to the 26th Annual Meeting of the American Documentation Institute, Chicago, 111.,

October 1963), Ed. by H. P. Luhn, Washington, D. C, American Documentation Institute,

1963, p. 199-200.

In evaluation one compares system performance to some ideal or standard; in the case
of document retrieval the ideal of performance has been to retrieve all and only those doc-
uments relevant to a particular need. For this purpose, judges inspect documents and
agree as to which ones should be retrieved in response to a given request. But there may
be a great difference between relevance to a given request statement and relevance to a

real information need. If several persons ask the same question and receive the same doc-
uments in return, each person will pick out a different subset of the total package as being
relevant to his question. This reflects the general inability of searchers to ask the right

questions of the system. Feedback must be provided so that the searcher can redefine his

need in a series of iterations. But exploratory capability is not always provided by modern
machine literature searching systems. The concept of relevance allows suboptimization on

the machine side of the man-machine interface. But the human side must also be studied,

as well as both sides in interaction. The concept of relevance might be replaced by the

concept of "sharpness of separation of the exploratory regions in which the searcher finds

documents of interest from those in which he does not find such documents. " The individ-

ual information need is so complex that it cannot be stated accurately in a simple request

for which relevance of documents can be measured.

III-8. Implications of Test Procedures , by Robert A. Fairthorne, in Information Retrieval

in Action (Papers presented at 1962 Conference at Center for Documentation and Commu-
nication Research, Western Reserve University), Cleveland, Ohio, The Press of Western
Reserve University, 1963,

An information retrieval system can claim only to provide, at given cost and within

given time and with given completeness, documents that assist the user more than other

documents would, within the limitation of providing only what the user requests. If one can

compare a given system with an ideal system ideally invoked, then one has an absolute test

of efficiency under given circumstances. Mooers (cf. IV-27) envisages someone who knows
the entire collection and can state what documents are relevant to what requests; he sets

up procedures for estimating, in the statistical sense, the performance of such an ideal in

retrieval and for comparing an actual system performance with this. With relatively small
specialized collections this idealization corresponds to reality. However, the ideal retriev-

er must be considered as knowing only the contents of the collection and the documentation
habits of his colleagues. He must not make inferences about relevance of documents to

requests, based on understanding of the subject matter. The only relevance that can be

tested or measured is that based on correspondence between the words of the request and
the words of the collection. A measure of relevance must apply only to what can be

measured.
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Artificial requests are put to the system not to retrieve information but to recall
certain expressions known to be in the collection. Such requests could be achieved by
actual users only by iteration of a request according to the documents retrieved by the
previous request. Iteration is a procedure for improving the language, not the basic think-
ing of the request. Tests using requests based on known documents tend to favor systems
based on the actual words used in a document; however, they are legitimate and useful
inasmuch as they approximate the "ideal user. " The utility of these recall tests might be
increased if queries were expressed so as to be satisfied by more than one document. This
would reduce the bias in favor of textword indexing. In whatever way "relevance" is

defined to give a measure to some aspects of a retrieval system, it refers to a type of

request rather than to a user; it can persist usefully only within the field of public agree-
ment. If a homogeneous group of users examines the total response to all their individual
questions, each user can find the response best for his own request. Group response to a

group request shows how well the system supplies all pertinent documents, but not only
such documents; it also shows how well the system supplies only pertinent documents, but

not all such documents. The important point is that retrieval of any kind must be within

the scope of public agreement; the individual user is too small a public.

Ill- 9. Methodology for Test and Evaluation of Information Retrieval Systems, by William
Goffman and Vaun A. Newill, Report No. CSL:TR-2, Cleveland, Ohio, Western Reserve
University, Center for Documentation and Communication Research, July 1964, 19 p.

Experimental studies of the performance of information retrieval systems, with the

exception of the work of Cleverdon (cf. 1-2), have been rare. Few of the abstract theories

proposed have been derived from experience with operational systems and fewer still have
been tested against real user needs. The Comparative Systems Laboratory (CSL) has been
established to obtain quantitative experimental results in this area. A system is defined

as an integrated assembly of components that interact cooperatively to perform a predeter-
mined function for a specific purpose. The information retrieval process requires match-
ing a query against a collection of documents called a file. That subset of the file matched
with the query is called the answer, and the property which assigns members of the file to

the answer is relevance.

Performance of systems might be compared in two ways: a single system's perform-
ance of several different tasks may be compared, or several systems' performances of a

single task may be compared. In the CSL components are defined and evaluated in a man-
ner that permits their assembly into a system. Evaluation will be accomplished by
measuring the variability in the system performance caused by alteration of the components
contained therein. The major components of an information retrieval system related to

function, the ones required to carry out the process of providing an answer to a query, are

acquisitions, source of input, indexing language, coding, organization of the file, question

analysis, searching strategy, and format of output. The main concern of the work in the

CSL is with these eight major function components.

The performance of a system is measured in terms of a function of two variables, the

effectiveness and efficiency. Effectiveness is defined as the measure of the system's

ability to perform the task for which it was designed, while efficiency is a measure of the

cost of performing this task. The effectiveness measure must be an evaluation function

that behaves in accordance with requirements imposed on the system's performance.

Effectiveness is defined as a function of sensitivity and specificity, where sensitivity

measures the system's ability to provide the user with relevant members of the file and

specificity measures the system's ability not to provide him with nonrelevant members.
A uniquely defined subset of the file, which serves as a basis for measuring variations in
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systems performance, is called the ideal set or relevant set, and will be represented by

that subset of the file the user would have selected as a response to his query had he

searched the file himself. Since the query is formal representation of some need, it fol-

lows that documents relevant to the query may not necessarily be appropriate to the need.

A subset of the file appropriate to the need is called a pertinent set. Thus the difference

between relevance and pertinence is that relevant documents answer the user's query and
pertinent documents answer his need. Study of the relationship between the two is needed.

The measure of sensitivity is the conditional probability that a member of the file will

be retrieved by the system given that it is relevant or pertinent. The measure of spec-
ificity is the conditional probability that a member of the file will not be retrieved by the

system given that it is not relevant or pertinent. Effectiveness (u) as a function of these

measures is expressed as their sum. The effectiveness will be if the conditional prob-
ability of a document being retrieved given that it is relevant or pertinent is equal to the

conditional probability of its being retrieved given that it is nonrelevant or nonpertinent.

Positive values of u indicate that the chances of the system yielding useful members of the

file are better than its chances of yielding non-useful members, while negative values of u

indicate the opposite.

Sensivity and specificity are equally weighted in this effectiveness measure, but it

would be more realistic to assign coefficients of value representing the worth of a success-
ful retrieval and the nuisance of a spurious response. Such coefficients can only be deter-

mined in a specific situation and would vary with the situation.

The conditional probability, which is a proportion, evaluates the extent to which a

given event is contained in some other event. We can approximate sensitivity by the

intersection of the documents in the answer and those in the ideal set divided by the ideal

set, and specificity by the intersection of the documents not in the answer and those not in

the ideal set divided by the not ideal set. Evaluation of the system output, determination

of the ideal set, can only be made by the user who must be presented with a set from which
to make his evaluation (the universal set). Where the experimental file is very large, sub-

systems are defined and the union of their outputs is the universal set. If the measure of

sensitivity or specificity of one subsystem is less than the measure of sensitivity or spec-

ificity in another subsystem relative to the union of their outputs, the inequalities also hold

with respect to the total file. This indicates that if the evaluation of the output is based on
an approximation of the file, the analysis cannot be based solely on the effectiveness

measure but must be examined with respect to the sensitivity and specificity measures.

Ill- 10. The Place of Indexing in the Design of Information Systems Tests , by Alvin J.

Goldwyn, in Automation and Scientific Communication, Short Papers, Part 2 (Papers
contributed to 26th Annual Meeting of the American Documentation Institute, Chicago, 111.,

October 1963), Ed. by H. P. Luhn, Washington, D. C, American Documentation Institute,

1963, p. 321-322.

(This paper is also available as Report No. CSL:TR-3, Cleveland, Ohio, Western Reserve
University, Center for Documentation and Communication Research, August 1964, 9 p. )

Because of difficulties in measuring the effectiveness of an information retrieval sys-
tem, attention has been turned to testing one or another aspect of a total system. Indexing
procedures have been tested, for example, but with only moderately interesting results in

assigning ratings to indexes. In testing one aspect of a system it is difficult to neutralize
all the other variables. The Center for Documentation and Communication Research is

setting up a Comparative Systems Laboratory, with support from the National Institutes of

Health. Resources include pilot files in several medical subject areas and an
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accumulation of data and experience relating to the general theory of documentation. But
an important question with regard to the comparison of separate information systems is

how different must the systems be? A system covers the whole flow of information, includ-
ing acquisition, storage, search and dissemination. It is not clear that varying the method
of indexing creates another system. Five "systems" for handling a collection of documents
in the communicable disease literature, for example, vary only in their indexing techniques
and, as a result, in their methods of storage (conventional manual index, permuted key-
word bibliography, telegraphic abstracts with semantic codes on tape, etc. ). To answer
the question of how different the systems should be, the Center will attempt to define the

components of an information retrieval system, to identify the variables affecting the sys-
tem's performance, to design techniques for testing systems, and to test the tests. At
least effectiveness and efficiency need to be measured, as suggested by Swets (cf. IV-31).
But only total systems can be compared by today's test methods; a single operation such as
indexing has not been isolated for testing. Those who have had real experience with meth-
odological issues and who can design experiments to test the variables that exist must
design meaningful tests of information retrieval systems or of their parts.

Ill- 11. Purpose and Objectives of the Comparative Systems Laboratory , by Alvin J.

Goldwyn, Report No. CSL:TR-1, Cleveland, Ohio, Western Reserve University, Center
for Documentation and Communication Research, August 1964, 2 1 p.

Documentalists today are giving their attention to a number of activities which include

evaluating systems which they have built and studying their own techniques from the sys-
tems point of view. The Comparative Systems Laboratory (CSL) at the Center for Doc-
umentation and Communication Research (CDCR), which approximates in its design these

various activities, has as its primary purpose: (1) to define the essential components of

an information retrieval "system"; (2) to identify the variables affecting the performance
of a "system"; (3) to design techniques for testing "systems"; and (4) to test the tests. A
system may be defined as the structuring of the whole complex flow of information, includ-

ing acquisition procedures, storage techniques, question analysis and searching techniques,

and dissemination processes. The purpose of the CSL will permit the CDCR to exploit its

files of biomedical literature, to enlarge the experience gained in the collection of these

files, to explore the interaction between the files and the users for whom they were intend-

ed, and to provide for teaching and training of biomedical documentation.

Certain other documentation research is being coordinated within the framework of the

CSL: fundamental study of the nature of relevance, study of medical vocabulary, coor-

dinated action between a stored-program computer and a mechanized dictionary, and
reprocessing of previously processed materials into machine-searchable form.

The principal tasks of the Laboratory are to determine at what point, and under what
conditions, the performance of a retrieval system is optimized and to establish the

comparative performance of a number of systems under controlled conditions. The in-

fluence of a number of variables is to be tested, including indexing quality, relevance,

other factors affecting retrieval quality, effectiveness of the source, and comparative
costs. The first set of experiments will test whether alterations in methods or subject

make an important difference in the documents retrieved as evaluated by sensitivity (ability

to provide members of the ideal set), specificity (ability not to provide members not

belonging to the ideal set), and effectiveness (a function of the first two). Details of meth-
odology are described by Goffman and Newill (cf. III-9).
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Preparation of files and planning of experimental design have been the chief areas of

current operation. Unwanted variables are to be reduced to the minimum so that testing

would indicate significant results. Contact has been made and cooperation received from
two user- groups, to provide "real" questions and evaluation for the actual testing phase.

Ill - 12 . Measuring the Value of Information Services , by James Hillier, Journal of

Chemical Documentation 2, 31-34 (January 1962).

(Essentially the same information in this paper is contained also in "Management's Evalua-
tion of Information Services", by James Hillier, in Information Retrieval Management, Ed.

by L. Hattery and E. McCormick, Detroit, Mich., American Data Processing, Inc.,

1962, p. 54-60.)

An information service is considered to be an organization with a responsibility to take

positive action toward satisfying the information needs of the technical staff it serves.

The first task is to establish the nature of the needs. Effective information flow in an
industrial research laboratory doing exploratory research in a number of different sci-

entific disciplines must satisfy several types of needs for information: it must prevent
excessive duplication of research, provide specific information needed by the technical

staff, provide "catching -up" information for the individual who finds it necessary to

become familiar with a new field, provide an efficient means for enabling the member of

the technical staff to "keep current" in his project and his field, and provide an informa-
tion flow which will stimulate creative thought in a way which will maximize the probability

of occurrence of creative ideas that are valuable to the company. But the individual in a

creative pursuit will have learned from experience the channels through which he has the

highest probability of obtaining a useful piece of information and will tend to select those

channels whenever a choice is involved. An information service will have to be able to

demonstrate by actual performance that it provides a more profitable input channel to the

creative individual. Moreover, it is the judgment of the individual rather than that of

management that will prevail. Management's responsibility is to find means of increasing

the probability of creative action by the technical staff by increasing the individual

probabilities involved.

Management's considerations must go beyond the simple provisions of extra brains to

perform a function that has grown to exceed the capability of the individual. The addi-

tional brainpower must operate in conjunction with the individual's experience -based op-

timization of his information input. A further consideration is the balance between a

centralized information service and a dispersed system. Here too the effects on the prob-
ability of creative action of the two approaches must be a most important factor in the

evaluation. A qualitative understanding of the role of an information service activity can

be developed on a rather general fundamental basis. There is not yet nearly enough
detailed and quantitative data to enable management to make a reliable evaluation of an
information service activity in a specific laboratory.

101



Ill- 13. The Notion of Relevance (1 ), by Donald J. Hillman, American Documentation 15,

26-34 (January 1964).

The importance of having a clear notion of the concept of relevance, or connectivity,

cannot be doubted, for retrieval outputs consisting of citations to documents either unrelat-
ed to each other or irrelevant to the prescription are unserviceable for the user. It is

imperative that the concept of relevance be adequately defined and a suitable place found for

it in the theory of information storage and retrieval systems. The problem is to describe a
concept of relevance independent of, and logically prior to, any notion of relevance as

determined by, and thus restricted to, a particular system of storage and retrieval. More
basically, the problem is one of characterizing the relatedness of concepts so as to make
such characterization independent and logically prior to any notion of relevance determined
by a given system. It is to be presumed that any characterization of the relatedness of

concepts will, if adequate, serve as the basis for all relevance judgments expressed by
explicit operations on symbols denoting concepts in any system whatsoever of information
storage and retrieval.

Even though the problem of relevance is susceptible of a reasonably clear formulation,

there exists an abundant variety of opinion concerning its method of solution, ranging from
absolute pessimism to a cautious offer of promise. This paper examines the possibility of

constructing a formal theory of relatedness or relevance satisfying the conditions of

independence and logical priority described above. The working hypothesis is that the

most desirable retrieval output for a prescription requesting all documents relevant to a

given topic will consist of citations to all those items that are conceptually related to the

topic in question. Consider the interpretation of "concept" as a property of, or relation

between, objects of one kind or another. Properties may be regarded as properties in

extension or properties in intension. It can be said that the extension of a dyadic pred-

icator is the class of ordered pairs for which the predicate in question holds and that its

intension is the relation which it expresses. The empirical data for which the theory of

relevance must account take the form of similarity judgments which differ from one ques-

tioner to another, and are regarded as description pairs of like and unlike documents
supplied by the questioner in any way he chooses. The function of the theory is then to

provide the appropriate formal structure accommodating the questioner's similarity judg-

ments. One and the same theory will suffice for all different user requirements; no

matter what preferences the questioner lists, the theory will always be able to account for

them.

In order to secure such generality, it is plain that the theory must always provide the

means for constructing classes of conceptually similar documents on the basis of

relevance -judgments supplied by any user. The theory must solve two major problems,

that of defining classes corresponding to concepts in their extensional interpretation, given

only a list of similarity pairs provided by some user, and that of the definition of the

relatedness of concepts thus construed. In the theory concepts are regarded as classes.

One of the advantages of theory for retrieval purposes is that it permits the association of

a concept with a class of documents possessing the property expressed by the concept.

Instead of considering relations between classes, formation of those (larger) classes whose

members belong to the field of a partial similarity relation might be attempted. Classes

thus formed will have as members all documents that are conceptually related as defined

by some partial similarity relation.

Now the problem is one of defining concepts via properties on the basis of similarity

judgments, and defining conceptual relatedness on the basis of pairs of partial similarity

judgments. The first part is essentially the problem of abstraction, i.e., the separation

of a property or quality from the document (object) to which it belongs. We deal only with

certain lists of pairs belonging to the field of the relation "is similar to". A method
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already exists for dealing with this problem of abstraction (cf. Carnap, R.,Der Logische
Aufbau der Welt, Berlin, 1928), applicable to the problem of defining the concepts
contained in the documents of a collection, given only a questioner's list of pairs of

document descriptions which he affirms to be similar. Yet this whole process of concept
formation suffers from a weakness that limits the successful application of the method to

those cases where concepts are independent of each other. Since there would be no a

priori information concerning the independence of concepts expressed by the documents of

a collection, there is no initial guarantee that the method of concept-formation will always
work. Another difficulty is that where circumstances are such that every pair of a set of

documents has a concept in common, yet no concept in common to all elements of the set.

It is apparent that too many dubious assumptions of a preanalytic nature are needed to

insure the applicability of this method of abstraction, or indeed of any method which
purports to form concepts on the basis of recognizing "clumps" of similar objects.

It might be thought that once these purely accidental deficiencies of the definitions and
measures are overcome, a successful method will be forthcoming. Unfortunately there are
good reasons for attributing the failure of these methods to shortcomings in the general
method of constructing similarity-classes to define concepts, independent of any particular

way in which the classes in question are arrived at. It might be objected that failure to

define concepts in the ways considered show neither that no method resembling Carnap's
can be discovered, nor that the further project of defining conceptual similarity is impos-
sible of fulfillment. Although we have no explicit proof of failure for all methods resem-
bling those considered, we have good evidence for believing in their essential sterility.

The point of the second objection is that it may be possible to define similarity of concepts
without first having to define concept. If the definition we seek is of an extensional nature,

it will obviously not be identical with that of class similarity, that two classes will be

similar if they are equivalent classes. The similarity of concepts, even if the latter are

to be regarded as classes of documents, is quite different from class equivalence.

Confronted by this overwhelming array of difficulties, it must now be admitted that the

attempt to define document relatedness on the basis of some similarity relation has not

been successful, nor will it be without recourse to highly dubious and quite unverifiable

assumptions governing the patterns of concept co-occurrence. A more promising approach
is to consider the grounds on which users themselves form similarity judgments, and
perhaps profitably turn to an analysis of similarity judgments in order to determine what
it is that forms their basis. This problem can be treated as one of providing a formal
theory of conceptual similarity, except that in this case similarity judgments will not be

taken as unanalyzed, primitive assertions. Instead there will be chosen a new primitive

relation in terms of which similarity judgments will be desirable. This new primitive

will not be entirely independent of human judgment, which will guarantee the primacy of

human judgment in the assessment of relevance, although the theory based on the new
primitive will be unaffected by any of its interpretations.

This problem will form the topic of Part II of this paper (to be published).

Ill- 14. Techniques for Relating Personnel Performance to System Effectiveness Criteria :

A Critical Review of the Literature , by A. J. Hoisman and A. M. Daitch, Report to

Bureau of Naval Personnel, Santa Monica, Calif., Dunlap and Associates, Inc.,

September 1964, 45 p.

Of some 50 reports judged to have relevance to the subject (from over 400 reports

reviewed), those of particular interest to this bibliography are the reports from Magnavox
Research Laboratories and ARINC Research Corp. , and the paper by White, Scott and
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Schulz. The Magnavox report (see Magnavox Research Laboratories, "Mathematical
Models for Information Systems Design and a Calculus of Operations", Report No. RADC
TR-61-96, Final Report to Rome Air Development Center, Torrance, Calif., Magnavox
Research Lab., October 27, 1961, 178 p. ) is addressed to the problem of development of a
mathematical model that could be used in the design of information storage and retrieval
systems. Elements of a system are considered to be "jobs and components. " Models are
constructed using linear algebra (e.g., matrices and eigenvalues). Some specific models
developed describe the efficiency with which a given component performs a given operation,
and an efficiency matrix for a system composed of a specific set of components. The lat-

ter model represents a system by a matrix of efficiency values of the individual components.
The efficiencies are functions of cost, time, and size of an operation. The result of math-
ematical manipulations is a deterministic efficiency matrix for any given system config-
uration. The efficiency matrix is predicted on an index of efficiency whose probability-
distribution is unknown. As an analytic tool the model emphasizes the relations among
cost per unit time, time, and size of the operation.

In ARINC's proposed method for system evaluation (see ARINC Research Corporation,

"System Effectiveness Concepts and Analytical Techniques", ARINC Pub. No. 267-01-7-419,
Washington, D. C, January 1964), the major purpose is to provide an initial step in cat-

egorizing and describing inputs and methods required for formal quantification of system
effectiveness. The effectiveness model framework is introduced by discussing various
figures of merit for system effectiveness; the probabilistic figure of merit is the probabil-

ity that the system can meet an operational demand within a given time when operated
under specified conditions. Even though the basic model of system effectiveness appears
to have simplicity, it is stated that quantification of the various elements makes analysis a

problem. Further analysis treats optimization of system effectiveness in terms of cost,

and this requires representing effectiveness as some function of cost. Possible optimiza-
tion methods include mathematical, statistical, programming, and operations research
techniques. The model developed has potential ramifications in several areas of systems
research; its principal design emphasis is as a method for performing evaluations.

The paper by White, Scott, and Schulz (see White, D. R. J. , D. L. Scott and R.N.
Schulz, "POED - A Method of Evaluating System Performance", IEEE Transactions on
Engineering Management, EM: 10, December 1963, p. 177-182) describes the development
of POED, the Performance Organization for Evaluation and Decision. The POED method
is a system performance evaluation technique using a figure of merit representing a

performance of effectiveness assessment in terms of the user's requirements. An overall

system figure of merit may be fractionated to lower echelons, e.g., mission, system,

subsystem, and facet echelons in decreasing order. Lower order figures of merit are

related to a higher order figure by means of weighting factors that correspond to relative

importance and/or relative applicability for each lower order element. The POED
technique contains three principal compor°nts: the figure of merit mathematical model, a

sensitivity model, and a confidence factor. The sensitivity model defines a change in the

overall figure of merit for a given change in a lower echelon figure of merit. The con-

fidence factor is defined as the ratio of the mean to the standard deviation for a population

of figure of merit data; the higher the value of the ratio, the higher the confidence in

making a decision based on variability of the input data. This method should not be a can-

didate for general system analysis use; the figure of merit measure is rather weak, the

sensitivity model is not unique, and the confidence factor is of questionable meaning.
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Ill- 15. Minimum Criteria for a Coordinated Information System, (Letter to the Editor) by-

Allen Kent, American Documentation 11, 84-87 (January I960).

A suggested statement of criteria for a coordinated information service, prepared by
the Documentation Committee of the American Society for Metals, includes factors such as
scope of subject matter covered by the system, variety of services to be provided, expand-
ability into other subject areas, timeliness, and costs of operating the system, including

costs of inputting information, extracting information, and using the information so

extracted. Technical criteria that must be considered in evaluating these factors include

file size, amount of activity, penetration (depth of indexing, representation of relationships,

etc.), ability to control (synonyms, special meanings, generic or specific aspects), and
quality (including "noise" level the amount of irrelevant material selected or relevant

material not selected). To evaluate a particular system in terms of particular require-
ments, these criteria should be considered and a set of standards should be established for

each of them. A list is given of these various factors as they applied to the pilot machine
searching system at Western Reserve University.

Ill- 16. Methodology for the Comparative Analysis of Information Storage and Retrieval

Systems: A Critical Review, by Irving M. Klempner, American Documentation 15, 2 10-

216 (July 1964).

A comprehensive search of library and documentation literature shows how few studies

seek to establish through comparative analysis the superiority of one system of information

storage and retrieval over another. This paper examines these studies, the framework
within which they were carried out, and particularly the methodologies employed.

Using historical analysis, Jonker attempted to synthesize a "generalized" theory of

indexing and sought to discover differences and similarities among various indexing sys-

tems (see "The Descriptive Continuum: A 'Generalized' Theory of Indexing", by Frederick
Jonker, in Proceedings of International Conference on Scientific Information, Washington,

D. C, National Academy of Sciences-National Research Council, 1958, p. 1291). He traced

the development of indexing methods from the earliest hierarchical classification to the

present combinatory systems. The various indexing systems, rather than being contrasting

systems, were found to be merely an outgrowth of one another and not at all in conflict.

With normative survey methodology, Jahoda attempted to find out whether correlative

indexing had any advantages over traditional indexing (see Correlative Indexing Systems for

the Control of Research Records, by Gerald Jahoda, unpublished DLS Dissertation, New
York, Columbia University School of Library Service, 1960). By analyzing replies to a

questionnaire and information gained from interviews he compiled the fundamental ingre-

dients of an index to research records. He sought to establish reasons for traditional in-

dexing failures and to analyze reference questions which allegedly could not be handled with

traditional systems. Jahoda concluded that such systems were as effective as correlative

indexes, and that correlative indexes were interchangeable with one another. No exper-

iments were undertaken to determine effectiveness of the respective systems or superiority

of one over another.

In finding an efficient system for the storage and retrieval of Defense Documentation

Center (formerly ASTIA) documents, Documentation, Inc., developed the Uniterm system
of coordinate indexing. A reference test was carried out (cf. 1-14) in which 15, 000 ASTIA
documents were indexed by the Uniterm system and by the ASTIA conventional system with

descriptive cataloging and alphabetical subject analysis. Approximately 100 reference

questions were selected from routine requests received by ASTIA, and were searched
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under both systems by, respectively, Documentation, Inc., and ASTIA personnel. Relevance
or non-relevance of documents was determined for each group by its respective personnel.
Since relevancy was interpreted differently by each group, and since other variables were
not tested under comparable conditions, the results of the test were inconclusive.

More refined methods for testing were used by Stevens in his investigation of three

systems a punched card file, a handbook reproduced from that file, and a conven-
tional technical library catalog (cf. 1-30). The investigation included study of the back-
ground of the three systems; of the use made of them; and of their operation in terms of

time, cost, and comparative retrieval efficiency. Conclusions were that manual searching
of the handbook was more efficient than machine searching of the punched cards, and that

for the general question the reference library approach proved most satisfactory. The
methodology employed by Stevens takes into account both internal factors of the system
itself and external factors such as consumer satisfaction.

The ASLIB Cranfield Project represents yet a more sophisticated approach to the

comparative analysis of information systems (cf. I-Z). Primary variables tested were in-

dexers with different educational and experience backgrounds, different systems, and
different indexing times. The four systems selected for comparison were the Universal
Decimal Classification, an alphabetical subject catalog, a faceted classification scheme,
and the Uniterm system of coordinate indexing. To test retrieval efficiency, 1, 600 ques-
tions were selected from documents known to be in the collection and to provide a satisfac-

tory answer; this method tackled the relevancy problem. One realization emerges from the

investigation: the study represents significant studies in the application of experimental
methodology for the evaluation of information retrieval systems. However, the factors

investigated relate to internal efficiencies of the systems: external criteria are yet to be

analyzed. Other methodology would have to be applied before a composite and represent-

ative constant could be obtained as a measure of the overall efficiency of the systems.

Ill- 17. Toward Document Retrieval Theory: Relevance -Recall Ratio for Text Containing

One Specified Query Term , by Manfred Kochen, in Automation and Scientific Communica-
tion, Proceedings, Part 3 (papers presented at the 26th Annual Meeting of American
Documentation Institute, Chicago, 111., October 1963), Ed. by Paul C. Janaske,

Washington,' D.C., American Documentation Institute, 1963, p. 439-442.

The performance of a document retrieval system is sometimes measured by the extent

to which it attains the desired goals of missing only very few documents highly relevant to

a given query, and retrieving only few documents of no or only moderate relevance. These
variables are called "hit rate" and "acceptance rate" here. A trade-off relation between
the two is derived, based on certain assumptions about the likelihood with which authors

use words when they are relevant to a topic and when they are not. That is, mathematical
explanation is given for an increase of acceptance rate involving a decrease of precision

in document retrieval. To this end three assumptions are made: (1) about the use and

frequency of words in requests, (2) about the use and frequency of words in the text ( a

Zipf - Mandelbrot relation), and (3) that texts are retrieved only if they contain words used

in the request. When the acceptance rate is plotted against the hit rate for various values

of the parameters, certain properties of the curve can be discussed: when the hit rate is

maximum, the greatest attainable acceptance rate is the same as the a priori probability

that a randomly chosen document will be judged relevant. When the hit rate is minimal,

the acceptance rate is high; as the hit rate increases slightly, the acceptance rate drops

rapidly to a minimum. A topic with many different keywords and a limited vocabulary

could give the largest hit rate but the associated acceptance rate will be small. The shape

and location of the curves suggest that retrieval based on a small sample of the text and

title is perhaps almost as effective as retrieval based on the entire text.
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The two measures of performance of a document retrieval system bear a significant

analogy to concepts in statistical -decision theory: errors of type I (analogous to hit rate)

and errors of type II (analogous to acceptance rate). The mathematical analysis reported

here should be regarded as the first in a series of steps toward document retrieval theory.

Ill- 18. On Relevance, Probabilistic Indexing and Information Retrieval , by M. E. Maron
and J. L. Kuhns, Journal of the Association for Computing Machinery 7, 2 16-244 (July

I960).

The major difficulties associated with the problem of information search and retrieval

are the identification of content, determination of which of two items of data is "closer" in

meaning to a third item, and determination of whether or not (or to what degree) some doc-
ument is relevant to a given request. The fundamental notion here is that of the relevance

number, a measure of the probable relevance of a document for a hypothetical requestor,

which provides a means of ranking documents according to their probable relevance to a

particular request. For proper selection of those documents which are to be ranked, it is

necessary to establish various measures of closeness of probable meaning, via statistics.

The notion of weighting the index terms that are assigned to documents and using these

weights to compute relevance numbers is basic to the technique called Probabilistic In-

dexing. If a strictly quantitative measure for relevance is not possible, a comparative
measure would make ranking of documents by relevance possible.

By P(A, B) is meant the (conditional) probability of an event of Class B occurring with

reference to an event of Class A. Thus if P(A • I., D.) = the probability that if a library
J 1

user requests information on I., he will be satisfied with document D., then by the use of
J i

Bayes' theorem one can treat P(A • I., D.) as proportional to the product P(A, D.) •

J i i

P(A • D., I.), where P(A«D.) is the a priori probability of document D. satisfying a request,

and P(A • D., I.) is the probability that if a user wants information of the kind contained in

document D. he will formulate a request by using I..

Library statistics provide the P(A, D.); the weights coordinated with the index terms,

when properly scaled, give estimates of P(A • D., I.); consequently the value of the rel-

evance number P(A • I., D.) can be computed, by means of which documents can be ranked
J

i

according to their probable relevance to the requestor.

In the technique of Probabilistic Indexing, the result of a search is an ordered list of

those documents which satisfy the request, ranked according to their relevance numbers.
The request is considered as a clue which the user gives to the library to indicate the

nature of his information needs, and which may be used by the library system to generate

a best class of documents (to be ranked subsequently by their relevance numbers).

A machine strategy can elaborate upon the basic selection process in order to improve
the search in one of two different ways- The first is to establish a measure for

"closeness" in request space so as to formulate R', a request similar in meaning to the

given request R. The other way is to use the class of documents C, obtained by the initial

request R, to define a new class C .

107



The cross-indexing ("see/see also") aspect of a library indicates some of the rela-
tionships that index terms have for one another; i. e., indicates some of the relationships
between points in index space. Numerical evaluation of relationships between index terms
can be made explicit by formulating probabilistic weighting factors between them. Once
numerical weighting factors are coordinated with the distances, the cross -indexing aspect
of a library can be mechanized so that, given a request involving one (or many) index
terms, a machine could compute other terms for which searches should be made. The
elaboration of a request on the basis of a probabilistic "association of ideas" could be
executed automatically.

Once the various "connections" between the points of index space have been estab-
lished, rules must be formulated which describe how one should move in the maze of

connected points. Such rules, called "heuristics", would enable a machine to decide, for

a given set of request terms, which index terms to "see" and "see also", and how deep
this search should be and when to stop, etc.

Besides the two possible measures of closeness, the conditional probability and the

inverse condition probability, a third statistical measure, which appears to be the most
promising of the three, is one of several possible coefficients of association between
predicates.

By "extension heuristics" an initially retrieved class of documents is extended by
considerations concerning this class itself. It is preferable not only to extend this class

by measures of distance between documents but also to introduce such measures into a

"generalized"' relevance number computation. In addition the requestor is permitted to

assign numerical weights to index terms according to how important a role he wishes them
to play in the processing of his request.

In an over-all search strategy the variables involved are: (1) Input: the request R and
the request weights; (2) the Probabilistic Matrix [w..]: dissimilarity measures between

documents, significance measures for index terms related to the number of documents
tagged with the term (the smaller this number the greater the significance of the index

term), and closeness measures between index terms; (3) the a priori Probability Distribu-

tion; (4) Output: the class of retrieved documents (C), the number of documents in C (n),

and relevance numbers; (5) Control Numbers: the maximum number of documents to be

retrieved (n ), relevance number control, generalized relevance number control, request

weight control, and significance number of index term control; and (6) Operations: basic

selection process, elaboration of the request by using "closeness" in the request space,

adjoining new documents to the class of retrieved documents by using "distance" in the

document space, and merge.

Two basic hypotheses to be verified are, first, that the relevance number computed
for each document, given a request, is in fact a measure of the probable relevance of the

document; and second, that the automatic elaboration of a search does, in fact, produce

relevant documents which are not retrieved by the original request. A collection of 110

articles from Science News Letter formed the experimental library. Keywords were
sorted into categories on the basis of their meanings. Documents coordinated with each

category were indexed by assigning to each the names of the corresponding categories,

and the degree with which each tag holds for the document was indicated by assigning

weights to the index terms.
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The problem now considered is: How well does the relevance number perform in

ranking documents according to relevance? To relate documents to information need, a

bridge is provided between request language and information need through statistical data

relating library users with the utility they derive from documents. Such statistical data is

given by the _a priori probability distribution. It is a probabilistic estimate of the relevance
of a document for the information need of the requestor, and is called the "relevance to

information need" or "probable relevance".

The goal may be formulated as that of attempting to confirm that the value w^(R)

computed for each document selected by a given request is, in fact, a measure of rel-

evance with respect to the request formulation. If the basic notion is correct, it implies
the following hypothesis, H^: If a document is relevant to a request, then a high number
wj(R) will be derived for it. A number of documents from the experimental library were
selected at random and for each document a question was formulated which could be an-
swered by reading the corresponding document. Several persons who acted as test subjects

were asked to formulate a library request for information on the basis of which, hopefully,

relevant documents would be retrieved. The accession numbers of those documents sat-

isfying the logic of the request were searched and selected. Documents in the lists were
ranked according to the number w^(R) that was computed for each. Each list was exam-
ined to determine whether or not the so-called "answer" document was on the list, and if

it was its relative position on the list was recorded. The number of times that the correct
answer document retrieved was associated with a high number wi(R) was determined. In

summary, 40 library requests were made, and in 27 cases the answer document was
retrieved. The number of documents on the output lists ranged from a minimum of one (in

four cases) to a maximum of 41. In the majority of the 23 cases which contained more than

a single document, the answer document appeared towards the top of the list. Thus, the

question arises: "If a document has a high number w^(R), is it relevant to the request?"

This represents the converse of hypothesis H]^ and is formed as H^'- If a- document has a

high number wj(R), then it is relevant to the corresponding request.

If H2 as well as Hj can be confirmed, an hypothesis H which is stronger than each
will, in fact, have been confirmed: The methods of Probabilistic Indexing will derive a

high number wj(R) for an arbitrary document if and only if the document in question is

relevant to the request. Four test subjects were given the actual documents corresponding

to the retrieval lists, and they were asked to read each document and decide whether they

considered it to be Very Relevant, Relevant, Somewhat Relevant, Only Slightly Relevant or

Irrelevant. In turn their judgments were compared with the numbers w^(R) which had been
computed for each document. The results show quite definitely that if a document had a

high number w^(R) that document was judged by the evaluator as Very Relevant or Relevant,

in most cases.

The relevance number, as is seen, provides a means of ranking documents according

to their probable relevance. However, the solution to the problem of retrieval effec-

tiveness involves more than ranking by relevance it involves the proper selection of

those documents which are to be ranked. Two methods have been described for automat-
ically elaborating upon the selection process which is involved in information searching.

One method establishes a measure of distance in document space and the other method
involves measures of closeness in request space. For closeness in request space there

were described three different statistical measures, viz., forward conditional probabil-

ities, inverse conditional probabilities, and coefficients of association. It would be

desirable to be able to establish the following: that the elaborated request catches relevant

documents which are not selected by the original (unelaborated) request, and that, although

the elaborated request catches more documents, the relevance number can be used as a

guide for eliminating the ones with low probable relevance.
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A substitute type of evaluation consists in using the answer documents as a measure of

retrieval effectiveness. Those original requests which did not catch the answer document
can be automatically elaborated upon in order to see whether the elaborated request
succeeds in retrieving it, thereby establishing some measure of the retrieval effectiveness
of the automatic elaboration procedures. Of the 40 requests that were made, the document
was retrieved in 27 cases and it was not retrieved in 13 cases. Using the method of

request elaboration via forward conditional probabilities between index tags, the correct
answer document was retrieved in 32 cases out of the 40. Elaborating the requests via the

inverse conditional probability heuristic, the correct document was retrieved in 33 of the

40 cases. Using the coefficient of association to obtain the elaborated request, success
was obtained in 33 cases of the 40.

Could the number of answer documents have been improved? In looking at the seven
cases for which the answer document was not retrieved when elaborating via the coefficient

of association, in three cases the indexing was at fault, that is, the answer document was
poorly indexed. In one case the request formulation was very poor and no reasonable
elaboration would help. In one case the answer document was caught by a different heu-
ristic and in the remaining two cases, again, the requests suffered by being poorly
formulated. Although the automatic elaboration of a request does catch relevant documents
that would not otherwise have been selected, it also increases the total number of retrieved
documents. The relevance numbers then are used to separate out the highly- relevant from
the less relevant documents.

In conclusion it can be observed that to a very large degree the procedures for

automatically elaborating upon a request are empirical; i. e., their development and
refinement must rest on further empirical testing and experimentation. Hopefully the

results of further tests will shed light on and provide new insights into the difficult and
intriguing problems of information identification, search and retrieval.

Ill- 19. A Use for the Techniques of Structural Linguistics in Documentation Research , by
JessicaS. Melton, Report No. CSL:TR-4, Cleveland, Ohio, Western Reserve University,

Center for Documentation and Communication Research, September 1964, 20 p.

(This paper was presented at the F. I. D. Conference on Classification Research and
appears in Classification Research (Proceedings of the Second International Study Con-
ference, Elsinore, Denmark, September 14-18, 1964), Copenhagen, Munksgaard, 1965,

p. 466-480.
)

In order to test the classification or index scheme as a separate component and as a

variable, a method must be first found to describe the scheme in isolation from other

closely related variables. This paper discusses the feasibility and possible advantages of

analyzing and describing various classification and index schemes along the lines of struc-

tural linguistics for application to research situations in which the formal characteristics

of the schemes must be reckoned with. The term index language is used here to refer to

the language of classification and indexing schemes, i.e., their systems of signs and sym-
bols and the rules governing their organization.

Documentalists describe index language either in terms of its logic, or in terms of

its performance. Neither of these modes of description, however, focuses on the formal

characteristics of the language as language. It would not seem unreasonable that linguistic

techniques of analysis and description might yield meaningful insight into the form and

structure of index language.
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All index languages which combine terms to express various aspects of subject content

involve a dictionary and a grammar, i. e. , selection of terms from a lexicon and combina-
tion of the selected terms according to rules. On this level of description various index

languages are structured quite differently. This difference is referred to as pre-
coordination or post-coordination of terms. The dictionary of an index language usually

orders relationships, makes only certain possible relations explicit, and in most instances

does not permit "unauthorized" associations. The present discussion is restricted to the

purely structural relations of index language, continuing on to a more detailed description

of index language according to the precepts of structural linguistics. A structural model
of language appropriate for illustration and consideration of the feasibility of such a

description is Garvin's "Definitional Model of Language", in Natural Language and the

Computer, Ed. by Paul L. Garvin, New York, 1963, p. 3-22. He defines language as a

"system of signs, the structure of which is specified in terms of three sets of levels

namely two levels of structuring, two levels of organization, and more than one level of

integration". The two lower levels, those of structuring, are concerned with elements
that constitute the signs of language, and as such have both form and meaning, i. e., the

graphic and the morphemic level. The set of levels of integration is concerned with the

order of complexity of a linguistic unit. Recognition of the levels of integration would
appear to be very important in describing index languages because of their seemingly wide
variation on this level. The highest levels, those of organization, are explained in terms
of selection and arrangement of units. The relation to analytico -synthetic indexing has
been mentioned in terms of pre -coordination and post -coordination of index terms.

A full description of the structure of an index language according to this or any other

linguistic model would involve detailed analysis by proper linguistic techniques. If such
analyses could be made, the structure of the language system of each index language could

be evaluated and various index languages could be compared on a common, well-defined

basis. Also, data resulting from such analyses would be useful in studies of inter-

convertibility or automation. Index languages suggest a significant difference from natural

language on the phonemic and graphemic level, using as they do mixtures of alphabetic,

numeric, and special characters many of which have no ready phonemic basis. Accepting
such a statement as a linguistic expression amenable to structural analysis would permit
its formal structure to be described and compared to that of other index languages. Index

languages operate on the remaining levels of structure, integration and organization.

Their manner of operation on these levels, however, differs markedly, and this variation

may significantly affect the performance of the information retrieval systems of which
each may form a part. On the morphemic level an index language which uses a semantic

code exhibits a vastly different structure from one which uses numeric hierarchical nota-

tion. The elements of a semantic code would seem to measure up to the linguistic criteria

for morphemes (i. e., minimal units which convey meaning). But if one looks at a hierar-

chical classification language in this formal way, an entire notation may be a single

morpheme, inseparable and minimal.

A few comments on two index languages on levels higher than the morphemic will il-

lustrate how this type of analysis could indicate similarities and differences in structure.

Two index languages have been applied to a portion of an information system for research-

ers in the field of education, namely, a faceted classification scheme and a telegraphic -

abstracting scheme. Concerning the structural effect of order and arrangement in the

faceted classification, changing the order of the whole terms changes neither their meaning
nor their relationships. Therefore the "grammatical" relationships of this expression are
not dependent on the order in which the terms are presented. Changing the characters

within the terms, however, would change the meaning of the terms, hence the order of

characters representing a particular term must remain fixed. On the other hand> in the

telegraphic abstract, changing the order of terms within each interfix would not change the

meaning of the expression. Interfixes operate on the level of integration, creating fused-

111



units of various degrees of complexity. The "grammatical" class of these fused-units is

indicated by the role indicator within the unit. In the telegraphic abstract there are anal-
ogies also to the grammatical concept, of agreement and dependency. For example, the

role indicator-term combination set off by a lower order interfix agrees "grammatically"
with the role indicator -term combination set off by a higher order interfix. In the tel-

egraphic abstract the higher order interfix and the role indicator following it designate a

"facet" which then relates to other such facets in the same manner as do the facets in

faceted classification.

The important point to make here is that description of these index language expres-
sions according to their linguistic structure revealed a similarity which is difficult to

describe on another basis. At a certain level of integration the telegraphic abstract
becomes a "true" faceted classification. The difference between the two occurs at a lower
level where the traditional faceted classification is entirely fixed, or pre-coordinated; the

telegraphic abstract is not fixed, not pre-coordinated.

The preceding comments are, of course, not intended to reflect the results of thorough
analysis of any of these index languages, but are intended only to demonstrate the types of

structure that might be revealed by such analysis. Describing index language from the

point of view of structural linguistics would, for one thing, permit description of index lan-

guage on a common basis regardless of the manner of physical storage. Such description

would be restricted to the formal characteristics of index language. Because of these

limitations, a structural description of index language would not of itself solve the commu-
nication problems between the stored file and the user in an information system, but does
seem to offer a technique whereby the entire range of index languages could be described
and compared on a definable, consistent basis. A formal self-contained description of

index language which would permit this component of an information system to be given a

precise numerical evaluation as a variable in an information system is presently being

attempted at the Center for Documentation and Communication Research.

111-20. Indexing Criteria , by L. L. Mitnick, Technical Memo No. 64-75, Washington,

D. C, General Electric Co., August 12, 1964, 14 p.

There does not seem to be major concern with the criterion problem in the informa-
tion storage and retrieval area. The lack of explicit criteria by which research can be

evaluated may hinder attempts to perform such research. It is time that specialists in

storage and retrieval include in their system design activities a comprehensive evaluation

program. Criterion as used in this memorandum will signify the variable by which
performance may be measured, the dependent variable which is used to demonstrate the

effects of manipulating the independent variables.

The ultimate criterion for an information storage and retrieval system is to produce

the best possible system. But such criteria cannot be obtained or measured, so related

criteria must be specified. Intermediate criteria may include such variables as cost of

retrieval, speed of retrieval, etc. Immediate criteria are easier to obtain; they are

criteria associated with particular subsystems such as inter- and intra-indexer reliability,

indexing rate, etc. , for the indexing subsystem of an information storage and retrieval

system. One method of initiating research in this area is the identification of the imme-
diate and intermediate criteria mentioned in the literature. For control purposes,

attention was focused on a single subsystem, indexing, and, it was decided to search for

immediate criteria of indexing and intermediate criteria identified in documents concerned

with indexing. The purpose of this preliminary study was to characterize a small sample

of published articles in terms of the type of criteria utilized.
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From the 10 most recent issues of American Documentation 22 articles on indexing

were obtained, and an additional 18 documents from the Indexing Aids Procedures and
Devices Contract file were selected. For each article, the criteria were identified without

regard to classification in terms and context used by the author. Of the 40 articles exam-
ined, only 8 could be considered experimental, and contained some kind of quantitative

data. These articles had an average of 2 criteria each. The 40 articles were divided into

three groups: 8 articles concerned with immediate criteria only, 16 using intermediate
criteria only, and 16 using both criteria. Articles which used immediate criteria only

specified fewer criteria than those using intermediate only; articles which mentioned both

types of criteria contained the largest number of criteria per paper.

Intermediate criteria include retrieval effectiveness, relating to the ability of the sys-
tem to perform retrieval in some manner and suggesting that indexing performance may be

assessed in terms of how well a system recovers the documents that have been indexed;

relevance, referring to the value of the documents retrieved for the particular request and
to "false drops" or documents retrieved that have no relevance to the search question;user
needs and evaluation, suggesting that a system can be evaluated in terms of ability to sat-

isfy the users or searchers and including searchers' ratings of the system in terms of the

index, degree of specificity of access points, convenience of use for searching and number
of useless entries; speed of retrieval, the time necessary to perform whatever authors
consider retrieval to be, including time spent in formulating a request, in the retrieval

process, and in identifying documents with or without delivering the material to the user;

cost, as the total system cost; number of steps to locate documents, which may be highly

correlated with both cost criterion and user needs criterion, but which is objective and not

dependent upon the opinion of the users; searching flexibility, the various ways in which a

search may be performed; browsability, permitting searchers to look through the index;

and accessibility of documents, the manner in which documents are stored physically.

Immediate criteria include cost, the cost of indexing itself, in terms of a specific por-

tion of the indexing process or the total subsystem; redundancy with a standard, comparing
a new classification with the one set up as the standard, measured in terms of numbers of

subject headings omitted or percent match between title words and indexing headings or

similar methods; indexing rate, documents indexed per unit time; reliability of indexers,

consistency of indexers in assigning terms to documents, including both inter -indexer reli-

ability and intra-indexer reliability; ratio of indexing terms and documents, the number of

terms associated with each document or the depth of indexing, and the number of entries

(documents) related to each indexing term; size of index or dictionary, the number of words
produced by an indexing approach; scattering of like information, whereby different entries

may carry the same information or documents; and opinion of indexers, which may be used
to evaluate an indexing approach.

If frequency of use of criteria is in itself a criterion then retrieval effectiveness men-
tioned in 42 percent of the articles, user needs and evaluation in 30 percent of the articles,

and relevance mentioned in 30 percent are the most important intermediate criteria. The
most important immediate criteria and percent of time used are cost, 18 percent; redun-
dancy with a standard, 15 percent; and indexing rate, 15 percent.

None of the authors of the 40 indexing articles appeared to exhibit concern with the

criterion problem. While many of the criteria used appear to measure what they are

supposed to measure, it is necessary to develop criteria which possess true validity.
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Ill - Z 1 . Mechanized Indexing Methods and Their Testing, by John O'Connor, Journal of

Association for Computing Machinery 11, 437-449 (October 1964).

Mechanized indexing methods which have been proposed and are being studied require
some document preparation, followed by application of indexing rules. Comprehensive
text preparation includes input of full text marked for document place of words and symbols,
sentence and paragraph divisions, replacement of pronouns with antecedents, and syntactic

information for text words; kernelization of sentences; and addition of thesaurus headings,
position numbering for words and symbols, frequencies of expressions, closely associated
expressions, importance measures of expressions, and reference information. Indexing
rules may call for selection of expressions from the original text or added during document
preparation, or assignment of terms from a standard indexing list.

The quality of such indexing can seemingly be determined by measuring the quality of

retrieval it permits, although retrieval quality is also affected by such factors as cross-
references provided, user-searcher consultation, searcher's background, and the like.

However, one way to measure retrieval quality in order to determine indexing quality is to

have the user decide whether documents presented to him in answer to his query are what
he wants and as many as he wants, or are related to his needs. Problems in this connec-
tion include the observation that a user cannot always judge immediately the value of a

retrieved document. In any case, a retrieval system can be compared with other systems
or against a standard. But always the key question is how should the document set

retrieved for a question be graded and how should the non-retrieval of the rest of the

collection be scored?

An alternative way of investigating mechanized indexing methods might be to duplicate

by computer rules the human subject indexing done in a well-reputed retrieval system (cf.

111-22). This however is a kind of empirical study rather than a test of mechanized index-

ing methods.

Ill -22. Some Suggested Mechanized Indexing Investigations Which Require No Machines
,

by John O'Connor, American Documentation 12, 198-203 (July 1961).

(Another discussion of the work reported here is contained in ''Some Remarks on Mech-
anized Indexing and Some Small-Scale Empirical Results", by John O'Connor, in Machine
Indexing, Progress and Problems, Washington, D. C. , American University, February
1961, p. 266-277. )

This brief paper describes some simple explorations concerning the possibilities of

mechanized indexing and makes a few comments on their possible outcome. The "equip-

ment" required for the investigations suggested here is a vocabulary of indexing terms,

and a document collection to which they have been applied and are being used for retrieval.

To begin the investigations, select a term T from the indexing vocabulary of the

retrieval system to be used. Try to think of a simple rule to guide a computer in assigning

T to documents. A very simple rule is that the computer should assign T as an indexing

term to just those documents in which the word T occurs. The difference is between a

term's meaning occurring in a document and a word's physical presence. Distinguish the

two cases by speaking of "the term T" when concerned with term T's meaning occurring in

a document and speaking of "the word T" when concerned with term T's physical form, its

sequence of letters, occurring in the document. The simple computer indexing rule

suggested above can now be expressed in the following way: Assign term T to just those

documents which contain word T. This rule might over-assign term T. Over-assigning

can increase input costs and storage but mechanizing indexing might be worth the added
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cost. Over-assigning might also increase the number of irrelevant documents retrieved,

but the increase might be insignificant. By such considerations try to make a rough deci-

sion about how much over-assigning is acceptable from a mechanized indexing rule for

assigning a term.

The computer rule might under-assign, but perhaps the same degree of under-
assigning as people indexing documents might be acceptable from a computer rule. If the

alternative to mechanized indexing is no indexing at all then a considerable amount of under-

assigning might be acceptable. By such considerations try to make a rough decision about

how much under-assigning is acceptable from a computer rule for assigning terms to doc-

uments. Specifications of limits on acceptable over-assigning and under -as signing may be

called the "precision requirements" for a mechanized indexing rule.

Now ask of the simple indexing rule suggested earlier, does it meet the precision

requirements? Consider over -assigning. Imagine kinds of documents which might exist

in the collection which contain the word T but should not be indexed by term T: the paper
might use the word T only to say something like "T will not be considered in this paper";

a paper may contain only conjectures about the subject T; a paper may contain no new
information about the subject T; the subject T may only occur in the paper in a subsidiary

or incidental way; or aspects of subject T dealt with in the paper are not important for the

retrieval system. The number of over-assigned documents found will indicate a lower lim-
it on the amount of over-assigning resulting from the rule.

The frequent word approach suggests a change of the rule to the following: Assign
term T to a document if the document contains word T at least f times. Examine the over-
assigned documents found in testing the first rule, and see how many remain over-assigned
under the new rule for various values of f. This will roughly indicate lower bounds on
over-assigning for various values of f.

By making f large enough, one can eliminate all over-assigning. But then to anticipate

a bit, the rule might under-assign too much. Thus try to think of a rule of the form,

"Term T when word T and X- " The question here is, what should X be? In trying to think

of modified rules, see if there are any words, or patterns of words, or frequencies of

particular patterns of words, which distinguish the documents which have been over-
assigned and those which have been correctly indexed. Any rules which look plausible

should be tested on the over-assigned documents found earlier to see if they appear to

decrease over-assigning sufficiently.

This paper suggests the trying out of relatively simple possible rules for mechanized
indexing. It is possible to get useful information about the effectiveness of such rules of

the kind described in this paper. It is well to remember that we have been talking about

mechanizing the assignment of terms of an existing indexing system, not the development
of a new indexing system which would both permit mechanized assignment of terms and
would work well for retrieval.

Now consider under-assigning. For the study of under -as signing think of some kinds

of T -documents which might not contain the word T: a paper contains a synonym or near-
synonym of word T; a document is about a scientific phase of the subject T; the paper is

about a subject related to subject T, though not a specific phase of it. Try to find among
the T -documents some which do not contain the word T, the "under -assigned documents"
for the rule "Term T when word T. " Think of some possible modifications of the rule

which will decrease the under -assigning sufficiently. One familiar idea which seems nat-

ural is to make a list of synonyms and near synonyms of word T. Then a natural rule to

consider is, "Term T when any T -synonym. " It will not decrease the number of over-
assigned documents, and, more important, it may increase them. If the T -synonym rule

115



does not under-assign too much but does over-assign too much, rules to be considered will

be of the forms, "Term T when T-synonyms at least f times, " and "Term T when T-
synonyms at least f times and X. " Suppose the T -synonym rule does not over -assign
excessively, but does under-assign too much. Then examine the T -documents which are
not assigned term T by the rule, and try to modify the rule to allow for them. With a list

of words and phrases, "term-T-indicators, " which indicate specific phases of T or sub-
jects related to T, consider the rule, "Term T when term-T indicators at least f times. "

The form of the term-T -indicator rule is that of rules for mechanized indexing by
"thesaurus notions. "

Suppose a rule being considered is found to both over-assign and under-assign too

much. Then it may have to be modified in several different ways, for a single change can-
not decrease both under-assigning and over-assigning. Either several such changes
together are needed or more complex word patterns must be tried. If no satisfactory rules

are found for assigning term T mechanically, then a few other terms might be tried.

Various useful compromises between human and mechanized indexing might be

suggested by the results of the investigations. Such results and knowledge of the retrieval

system might suggest ways in which the vocabulary, or the procedures for using it, can be
changed to make mechanized indexing possible without making retrieval poorer.

III-Z3. Defining the Query Spectrum The Basis for Developing and Evaluating Informa -

tion Retrieval Methods , by James W. Perry, IEEE Transactions on Engineering Writing

and Speech EWS-6, 20-27 (September 1963).

Methods of information retrieval (IR), regardless both of their design and of types of

equipment used, serve the general purpose of directing attention to certain documents in

extensive files and in libraries. Human effort or machine operations or various combina-
tions of the two may be used to bring about selective interaction of some query (which may
be denoted by Q) with the total file of documents (denoted by [ D] N for a file of N doc-

uments) or with some set of representations (denoted generically by [S]) for individual

documents or for groups of documents. The IR system can be considered to respond to a

given query, Q, by selecting a subset, T, of documents from the total file [D]N, The
degree of capability of an IR system to provide satisfactory service for the queries that

constitute a given query spectrum (denoted by [S]^) is, of course, essential in evaluating

benefits. It is essential that the query spectrum, [S]E, shall be defined in terms of prac-
tical information requirements rather than derived from logical principles. Accordingly,

before initiating the design of IR methods for application in a given practical situation, the

latter should be studied carefully for the purpose of understanding what kind of query spec-

trum is to be serviced. This paper discusses the role of recorded factual information in

the general area of scientific research, and concludes that there are a number of important

factors whose qualitative importance is undeniable but whose precise definition and quan-

titative measurement present severe difficulties. Corresponding factors are identified in

Patent Office operations which offer the possibility of more explicit statement and more
precise measurement of such factors. Study of IR methods in these operations could be

helpful not only in optimizing Patent Office novelty searches but also in optimizing IR

methods for technological development and for scientific research in general.

This paper is concerned with the question of arriving at a set of queries which would

generate responses of optimum value assuming, of course, that it is possible for some IR

system to provide such responses at reasonable cost. An IR system can provide maximum
value of responses only if two conditions are met. The queries must be such that responses

provide information of maximum usefulness in dealing with practical problems and
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situations, and the IR system must be able to respond to such queries by appropriate selec-

tion of information. These two conditions suggest kinds of value rating of the different

costs incurred when different information systems are used to select information from a

given file. Under the cost ceiling imposed by the value of information provided, the best

system is the one that provides as much useful information as possible at minimum cost.

In considering the specialized knowledge that a professional man applies to his problems,

let us note that different sources may be involved. In competitive situations, the extra ef-

fort required for better or optimum solutions may result in gratifying rewards.
Information retrieval methods serve the purpose of making information available to profes-

sional mem when they need it. Research assignments of broad scope involve a sequence of

phases: exploratory research, preliminary investigation of different possible solutions,

detailed investigation of the approach selected as most promising, transition from lab-

oratory stage to pilot plant to full scale manufacturing, customer service, product and
process improvement. In each of these stages, diversity of queries may be generated.

This diversity is of prime importance to the designer of an IR system, whose ability to

respond to a broad spectrum of queries is decisive in determining its practical utility. A
professional man generates a query to obtain additional information which he brings into

interaction with his previous knowledge to arrive at a decision. The problem posed to the

professional man is not of itself the source of the query. Rather, it is the need for in-

formation on the part of the professional man, and his previous knowledge is a most
important factor in determining this need.

An IR system that functions with a library or with a file of documents is not the only

possible source of needed information. It is a problem of research management to make
the best use of these various sources of information, in such combination and coordination

that the most useful solutions to research assignments may be achieved with minimum
expenditure of funds budgeted for research. In dealing with an assignment, information

may be needed from some specialized field concerning which a given professional man may
be informed to such a slight degree that he scarcely knows what information to ask for.

His first query may have the purpose of acquiring general background information. Even-
tual queries will, of course, resemble those that an expert in the given specialty would
have asked in the first place. There is a further factor that is of importance in deter-

mining what may be an optimum query to address to a given file of documents. It is often

the case that directly pertinent information is not contained in the document file or library

to which queries may be addressed. The best available information may be of less direct

nature. Considerable imagination and intuition may be required to work out useful queries
based on analogies. These considerations tend to broaden the spectrum of queries with

which an IR system may have to deal.

The total spectrum of useful queries actual and also potential should be taken

into account when designing and evaluating IR methods and systems. The novelty searches

as made in the Patent Office generate a wide variety of queries that are similar, in a num-
ber of important respects, to those of practical importance in Research and Development
activities. The provisions of patent law permit the scope of claims to vary tremendously,
with the consequence that the investigation of the novelty of the subject content of patent

claims generates queries of corresponding variation in scope. The Patent Office IR sys-
tem must respond by directing attention to a certain set of documents. An IR system, set

up to serve Patent Office requirements, may be highly useful in a practical sense even if

the subsets of documents as provided in response to queries include some documents that

are of no interest to the examiner in arriving at a decision as to the patentable novelty of

the various claims of an application. The question: "Just what documents should be
provided in responding to a given query so that the examiner will spend no time at all in

reviewing documents of no interest with respect to a given application or more
specifically a given claim in some application?" may be approached from two different

points of view: (1) What was the reliability with which pertinent documents were included
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among the actually selected subset T? and (2) What proportion of nonpertinent documents
were included in the subset T? A key consideration is the distinction between pertinent and
nonpertinent, here virtual synonyms to "useful" and "not useful" in resolving a given prob-
lem. The subject of allowable patent claims must not only be novel, in the strict sense of
the term, but must also constitute a significant advance above the level of previously known,
related developments. In order to decide whether the subject matter of a patent application
meets this "inventive level" requirement, a patent examiner must take into account addi-
tional subject matter that is outside the strict scope of the claims yet sufficiently closely
related to require consideration in deciding on the inventive level and hence the patent-
ability of one or another of the claims in an application. There is considerable
similarity between the query or queries that a patent examiner must formulate to

retrieve information relevant to novelty and inventive level and the query or queries
that would be optimum to obtain information useful when carrying through a technical
development.

It is not intended to imply that the Patent Office IR systems are ideally perfect sources
of experience and data for developing a comprehensive mathematical model for IR methods
in general. Perhaps the single most serious defect is a consequence of the fact that scien-
tific theories are not patentable. It would be necessary to extend the Patent Office range of

queries in order to arrive at a spectrum covering both the purer forms of research as well

as technological development and applied research. Another limitation inherent in Patent
Office queries is that the application describing an invention as well as documents that are
of interest in deciding questions of patentable novelty and inventive level will indeed
must provide substantially complete descriptions of the subject matter. This limits

the extent to which the Patent Office IR system as a system may serve as a pro-
totype for systems that must deal with fragmentary information.

111-24. The Evaluation of Retrieval Systems , by Alan M. Rees, Report No. CSL:TR-5,
Cleveland, Ohio, Western Reserve University, Center for Documentation and Communica-
tion Research, July 1965, 2 1 p.

The rapidly growing interest in testing and evaluation is doubtless inspired in part by
the belief that the provision of data concerning the efficiency and effectiveness of retrieval

systems is essential to progress in system design and operation. The subject holds consid-

erable appeal to the many persons charged with the management of operational systems,

for it is still most difficult to select the optimum system for any situation or to know how
to improve an existing system. Despite the amount of literature on the subject published

the significance of work accomplished to date is far from clear. The essential issues

-

continue to worry us and cannot be adequately answered at the present time. Some of them
will be discussed in this paper.

Effectiveness of systems, which we may define as the system's ability to perform the

task for which it was designed, is usually measured in terms of relevance. Yet the subjec-

tive assessment of relevance on the part of individual users may have nothing to do with the

stated objectives or purpose of the system. Relevance is an unstable and dynamic phenom-
enon which reflects subjective responses on the part of individuals. We are faced with a

low level of consistency in assessments among and between relevance judges. The use of

relevance as a criterion of the effectiveness of systems is open to considerable criticism.

For example, it has been stressed that there is a distinction between relevance to a request

statement and relevance to an individual's information need. However, research to develop

a methodology for assessing the impact of a retrieval system upon the cognitive processes

of users has yet to be performed. No practical alternative to the use of relevance exists

at the present time. Various measures of effectiveness with relevance as the criterion
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have been proposed. Recall ratio, precision ratio, sensitivity, specificity are examples
of measures. The best known are recall ratio and precision ratio used by Cleverdon in the

Cranfield Project (cf. 1-2). Alternative measures proposed by Goffman and Newill and
being applied in the Western Reserve University Comparative Systems Laboratory (cf.

Ill- 9) are sensitivity (equivalent to Cleverdon's recall ratio) and specificity. Specificity

takes into account one of the vital parameters in a retrieval system size of file. Effec-

tiveness is a combined measure of sensitivity and specificity.

It is to be noted that all of these measures presuppose that a dichotomy between rel-

evant and non-relevant can be adequately achieved. A distinction must therefore be made
between the process of relevance assessment and the measures employed to compute such
assessments

.

The experimental design of tests constitutes another area of considerable difficulty.

There has been a deplorable lack of definition accompanied by deficiencies in experimental
design and control. It is often difficult to determine what has in fact been tested and under
what conditions. Experimental design is of great significance considering that an informa-
tion retrieval system is a complex assembly of interacting components (sub-systems) each
of which in turn contains a set of interacting variables. Sloppiness in experimental design
to the extent that variables are not identified and controlled vitiates the value of tests. In

the same manner that variables must be controlled within a sub-system, the variables

operating within the total retrieval system must be identified and held constant. Any of the

variables identified in any of the sub-systems may be subjected to experimental observation

and measurement. In this case all other variables must be held constant. Meaningful
comparison between systems or sub-systems or a test of a particular system or sub-system
necessitates similar control to isolate the sources of variation in performance.

This discussion is intended to emphasize the considerable difficulties involved in

providing valid quantification. Experimentation in information science is becoming a spe-

cialty in itself. Researchers work with models, construct hypotheses, design and execute

experiments, refine models, formulate further hypotheses and so on. Such research will

eventually furnish useful tools for those providing information services. Application of the

findings of retrieval systems tests, up to the present time based almost exclusively upon
simulation under research conditions, is limited. More consideration should be given to

perfecting a methodology for testing and less to the attempt to generalize performance data

beyond simulated experimental contexts. We do know that there are no intrinsic properties

of systems which determine their performance in all situations at all times for all users.

Their performance must be determined within a total system in relation to a specified pur-

pose, with an identified group of users with known information needs in a given environment
at any one time. Those entrusted with the management of operating systems must assess

the effectiveness and efficiency of systems as ingeniously as they can. The use of a variety

of testing techniques is advocated. There is no short-cut to the achievement of adequate

evaluation.

In the next few years research will become deeply concerned with experimentation
with the result that experimental tools and methods will be created. The research in

testing and evaluation will steer away from investigation of the operating mechanics of

retrieval systems and concentrate more on the psychological and sociological factors

involved in the communication process. Relevance will be studied and measured in relation

to these tasks along a continuum instead of as a dichotomous decision. Such research will

hopefully provide data on the impact of information services on the research productivity

of scientists and engineers. This insight will in turn provide superior criteria and meas-
urements than those based on present conceptions of relevance.
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HI-25. Problems of Evaluation, in Automatic Indexing: A State -of-the -Art Report, by
Mary Elizabeth Stevens, NBS Monograph 9 1, Washington, D.C, U.S. Department of
Commerce, National Bureau of Standards, March 30, 1965, p. 143-163.

If automatic indexing procedures are to be based upon previous human indexing or if

their results are to be compared with human results, then the questions of the quality, the

reliability and the consistency of human indexing are crucial ones indeed. The most gen-
erally accepted criterion for appraising the effectiveness of indexing is that of retrieval
effectiveness. But, in general, this is merely the substitution of one intangible for another.
We shall try to distinguish here between the core problems that make the evaluation of in-

dexing as such an extremely difficult task, the available data on human indexer reliability,

and the possible advantages and disadvantages of automatic indexing techniques.

First and foremost of the core problems implicit in the question of evaluation of any
indexing scheme are those of interpersonal communication itself: first, the problems of

language as a means of communicating and secondly, the question of language representa-
tions of real transactions and events. A second core problem is the heterogeneous and
somewhat arbitrary development of natural languages themselves. The problems are
aggravated if men themselves must know enough about language and its conveyances of

message content to specify precisely to a machine what is is to look for and to use. A
third core problem is the proper choice of appropriate selection criteria if condensed rep-
resentations of document content must be used for scanning, search, and relevance
decisions. The substitution of machine -compiled or machine -produced condensation alter-

natives may make the problem of how adequate the user judges the selection and
condensation to be that much worse. A fourth problem in evaluation, therefore, is the

question of whether or not the benefit to users is worth the cost. At least some data on the

use made by scientists of various sources of information on material which might be of

interest to them suggests that subject indexes are not the most important source, nor even
a major source. These data suggest that KWIC type indexes may be adequate for many
purposes. The problem here involves the lack of information on indexing costs, user
needs, and the matter of defining "interest" for different users with differing purposes and
requirements. A final core problem, then, is that of the question of relevancy itself. The
problems of how to measure relevancy remain largely unresolved.

Since the evaluation of quality of indexing per se raises such fundamental and elusive

questions, obvious bases for evaluation are those of time, cost, availability of alternative

possibilities, and customer acceptance. The Cranfield project (cf. 1-2) has attempted to

compare different indexing systems against proposed measures of "retrieval effectiveness"

and the relevance ratio. In spite of the fact that the Cranfield tests have so far been

directed principally to indexing systems applied manually, certain findings and conclusions

reached by Cleverdon and his associates are pertinent to the questions of evaluating au-

tomatic indexing procedures. O'Connor has cogently observed that the problem is whether

or not indexing by machine is capable of producing results that are "good enough" for

retrieval purposes, raising in its turn the still more basic question of how "good retrieval"

can be evaluated (cf. 111-21 and 111-22). Typical points made by O'Connor include the pos-

sibilities that the use of automatic indexing techniques might free trained technical people

for other work, that it might permit more indexing than is now possible with available

resources, that it might cost less, and that it might produce a better or more consistent

indexing product. The paucity of objective data on the effectiveness of indexing systems

generally extends to even such obvious questions as costs of indexing and time required to

index. Insofar as such meagre data is indicative, there does not appear to be any partic-

ular cost-advantage for machine -compiled and machine -generated indexing other than the

title -only KWIC indexes.
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In view of the difficulties the question of evaluation of automatic indexing procedures
largely reduces to the weighing of potential advantages and disadvantages. Suggested bases

for evaluation may be summarized as speed and timeliness, relative economy, consistency

and reliability, elimination of the need for further human intellectual effort after initial

planning and programming have been done, providing a product that could not otherwise be

obtained, ease of updating and revision of indexes so produced. Thus we may determine
that an automatic indexing procedure produces a product at least as rapidly, at least as in-

expensively, at least as consistently as human indexing operations would, and with substan-

tially less investment of manpower resources. However, will this product be as useful or

as "good" as the human product? It is important to recognize that we should compare the

products of automatic indexing methods with the average, the routine output of any other

indexing system, including the critical question of how well and how consistently the system,

whatever it is, is applied in practice by the human analysts.

Very few objective studies have as yet been made of inter-indexer and intra-indexer

consistency. There can be little doubt that the quality and consistency of most human in-

dexing is not good. On the other hand, today's indexing, whether accomplished by man or

machine, is probably no better and no worse than any other classificatory or indexing

procedures. The only excuse, therefore, for choice between man and machine is the cost/

benefit ratio.

The difficulties and problems of evaluation so far considered are generally applicable

to any indexing system, whether manual or automatic. Certain special factors arise,

however, when we consider some of the proposed automatic assignment and automatic clas-

sification techniques. These factors include the question of the amount of computation
required in the inversion and other manipulations of large matrices and the problems of how
large a vocabulary of clue words can be used effectively and of whether some documents
cannot be indexed at all because they contain none of these words. There are serious ques-
tions of whether groupings can be conveniently named or displayed for the benefit of the

user.

Suggested bases for evaluation made possible by machine processing include proposals

(cf. Ill- 7) that substitution for the elusive concept of "relevance" of criteria be based on

"sharpness of separation of exploratory regions. " Edmundson, however, points out (cf.

11-2 7) that while there is in general only one translation of a document, there may be as

many abstracts as there are users. Thus we are back again at the questions of purpose

and relevance.

111-26. Interrogating a Computer in Natural Language , by Don R. Swanson, in Information

Processing 1962, Ed. by Cicely M. Popplewell, Amsterdam, North-Holland Publishing Co. ,

1963, p. 288-293.

The purpose of this study is to investigate the problems of fully automatic indexing and

retrieval of information. Two essential aspects, full text input and evaluation of retrieval

effectiveness, are incorporated into the experiments. Success in retrieving information

depends on the human ingenuity exercised in formulating a search instruction. It was
concluded, after studying such search instructions to determine their intellectual content,

that the process of translating the original question into an instruction could have been done
better by a machine following a systematic and consistent procedure and taking into account
synonyms and approximate equivalents. If the task of transforming the question into an

instruction could be mechanized successfully, one could interrogate a computer in natural

language and cause the computer to search natural-language text for information. The
significance of this study lies in the insight into fundamental problems of indexing and
information retrieval which one can gain.
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In. an extremely simple version of the process of natural-language interrogation, the

computer is instructed to search for those words in the text of a document identical to the

words of a question; the search can be carried out by a simple matching procedure. The
technique could be improved by providing the machine with a synonym dictionary, or
thesaurus, and with some kind of capability for distinguishing between words which are
potentially important for retrieval purposes and those which are not. Unfortunately these
techniques involve hidden problems difficult in concept. Relationship of synonymity between
two given words cannot necessarily be specified in the absolute sense independently of con-
text. Similarly words can be important for retrieval purposes in some contexts and
unimportant in others. Quite distinct are problems of syntax. Co-occurrence is the

weakest form of syntactic specification and can. lead to irrelevant retrieval. Earlier
studies led to interesting empirical results on the usefulness of proximity as a stronger
substitute for syntax than simple co-occurrence within an entire article.

The experiments which were carried out tested the following hypotheses: for a partic-

ular type of collection, a thesaurus of nearly equivalent words can be constructed such that

equivalence is largely independent of context; these thesaurus groups can be coded to reflect

varying degrees of importance independently of context; and syntactic relationships can be

approximated by specifying proximity of terms within certain spans. The thesaurus for

machine use was so constructed. In the machine procedure for processing the question and
search instruction, each document searched was assigned a relevance score dependent on

the number of terms present and on their weights. In addition, the computer was pro-
grammed to assign a premium to the final relevance score of a document for each pair of

terms in the search instruction that occurred contiguously in the document. The output

from the search procedure consisted of a list of article numbers sequenced according to

relevance score; with each number was a list of those words in the search instruction which
were found within that article. A second list of article numbers was also printed out to

indicate the relevance scores based on human judgment. The experimental library of

articles on nuclear physics was searched for each of 60 questions, of which 50 had been
used in earlier experiments (cf. 11-53). For the same amount of irrelevant data, the

percentage of relevant information retrieved in the fully mechanized procedure was some-
what higher than with the manually formulated search instructions. The results were also

compared with those using a revised subject index for conventional retrieval; the conven-
tional subject heading method was less successful than fully automatic text interrogation.

III-Z7. Cost as the Measure of Efficiency of Storage and Retrieval Systems , by Mortimer
Taube and Associates, in Studies in Coordinate Indexing, VoL II, Washington, D.C.,
Documentation, Inc., 1956, p. 18-33.

The physical form of diverse systems does not affect their basic potentialities for

handling different types of searches. If all systems have comparable indexing possibilities,

then all systems can exhibit the same degree of reference adequacy. Criteria which then

distinguish one system from another are input costs and output costs measured in labor,

time, and equipment. This is a basic notion that cost factors must enter into the meas-
urement of reference adequacy. Thorne (cf. 1-33) measures the efficiency of an informa-

tion system by the cost of handsorting an entire collection when the system fails to disclose

an answer to any given question. His formula assumes that input and searching costs are

identical or nearly so in all systems. If however we assume that systems will respond

equally well to any reference question but that input and search costs are higher in one than

in the others, then we could measure efficiency in unambiguous dollars rather than in sub-

jective assessment of reference adequacy. The measurement of the efficiency of a system
in terms of cost requires the assumption that all systems can be made equal in reference

adequacy. This assumption is in accordance with the general statement that all physical
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systems are alike with respect to indexing possibilities, searching possibilities, or ref-

erence adequacy. It is simpler to compare the costs of indexing each document by an
equivalent number of desirable access points in various systems. We must deal with input

costs and output costs, fairly definite operations which can be reduced to dollars per unit

of time or equipment. We can go on to measure hypothetical costs, the cost of answering
any hypothetical question put to the system. The only hypothetical questions we should

consider are those in the mind of the indexer as he indexes an item. But if the indexer is

not constrained, by economic considerations or limitations in coding space or such, then

the cost of answering hypothetical questions is not a basic factor in evaluating different

storage and retrieval systems.

111-28. A Note on the Pseudo -Mathematics of Relevance , by Mortimer Taube, American
Documentation 16, 69-72 (April 1965).

There seems to be little agreement on what relevance means. There is, nevertheless,

a growing agreement that a fixed and formal relationship exists between the "relevance"

and the "recall" performance of any system. We will find in the literature the phenomenon
of shifting back and forth from an admittedly subjective and non-mathematical term to

equations in which the same term is given a mathematical value or a mathematical defini-

tion. Use of a single term in the same document to cover two or more distinct meanings
represents a more serious situation than merely careless ambiguity.

In this paper the demonstration of the shift from subjective relevance as a reaction of

a user to mathematical relevance as a property of systems will be restricted mainly to the

work of the Cranfield Studies (cf. 1-2) and the Arthur D. Little "Report on Centralization

and Documentation" (cf. IV-3). Criticism of the former may be directed to the point that

relevance as defined by the studies is not measurable. The Cranfield studies not only

recognized the difficulty of measuring relevance, but also indicated that there was a very
real question concerning the ability to recognize a relevant document. The studies nev-
ertheless concluded that it was possible to test each index language device to get precise

figures for their effect on recall and relevance. A vague, hardly recognizable and
admittedly difficult notion turned out to be precisely measurable.

In the Arthur D. Little work discussion of relevance and recall is introduced by a

statement to the effect that ". . . 'relevance' is at best a hazy notion. " But this hazy notion

turns up later in the report carried out to the third decimal place.

Having established that the shift does take place in the Cranfield work and the Arthur
D. Little report, the next task is to analyze how it takes place. The axioms of set theory

are falsely applied to subjective judgments of relevance. The Cranfield studies used the

term "relevance". This usage implies that there is in a particular collection, a single

relevant document so characterized in advance of the search. Such a measure has no rela-

tionship to the presumed desires of a searcher for items other than the initially char-
acterized document; nor is there any question of the percentage of relevant documents in

the collection since, by definition, there is precisely only one relevant document for each

question. Discussion now concerns not a known relevant document but any relevant doc-
R

ument. This being the case, the expression - x 100 does not have a fixed mathematical

result because the new meaning of relevance, R, has not been defined. Further, if R has

no mathematical value in the expression which gives the recall ratio, then it has no math-
p

ematical value in the expression - x 100 (where L is the number retrieved in a search)

which gives the relevance ratio.
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If an attempt is made to determine exactly what is characterized by the term "rel-
evance", it becomes very clear that at least two meanings of relevance are being used and
that only one of them has been defined. When relevance is used to characterize a document
or characterize the relation between a document and the subjective requirements of a
searcher, we may accept the supposition that the searcher uses the term relevance with
fair consistency in referring to his own responses. When it comes to asserting a consist-
ency of usage for all searchers, we are on much shakier ground.

When, on the other hand, discussion shifts to the "relevance-recall" ratio, relevance
is assuming to characterize or describe systems as a whole. It is supposedly an indexing
or I-R system as a total complex which is characterized or ranked according to its rel-

evance and recall performance. A subjective response may be trusted to determine that a

certain percentage of items retrieved are not "relevant", but such a response cannot estab-
lish a percentage of recall because the subject does not know what other documents there

are in the collection which might be relevant to his question. Hence "recall" performance
of a system must be defined without reference to the subject, as a characteristic of the sys-

tem itself. Psychological variation of subjective responses is not regarded as important
because of a presumed relevance -recall ratio which is presented as an objective property
of systems and not an empirical measure of subjective response.

This phenomena of the almost universal acceptance of an undefined ratio and the

conclusion that there has finally been achieved a measurable objective property which
enables the precise comparative evaluation of systems, as we have said, arises from a

confusion between certain axioms of set theory with these demonstrably vague concepts of

recall and relevance. In general, the larger the set retrieved the more likely it is that

the answer will contain irrelevant material, and the smaller the set retrieved the more
likely it is that relevant material will not be recalled. The art of searching is to formulate
a specific question which isn't too specific, and the art of indexing is to use class designa-
tions consistently so that the searcher can have confidence in his art.

The mathematical results of the Cranfield studies and the Little report must be consid-

ered as pseudo -mathematics. The conclusions of these reports, namely, the claim of the

Cranfield studies to have discovered a mathematical ratio which will permit the precise

evaluation of systems, and the Little conclusion that large coordinate indexing systems
must inevitably break down, are alike without substance or merit.

111-29. On Criteria for Evaluating Information Retrieval Systems , by Bjorn V. Tell, et al. ,

Trend Report (submitted by Swedish Classification Research Group to the 29th FID Confer-

ence in Stockholm, 1963), Bromma, Sweden, Tekniska Litteratursallskapet, 1963, p. TI-
TS.

Evaluation criteria need to be established for total information retrieval systems rather

than for components of systems. Study of evaluation criteria can be restricted to an op-

timization of the performance of a system between the two bounds of retrieving all pertinent

but some irrelevant documents and retrieving only but not all pertinent documents. Time
and costs alone do not constitute the decisive criteria for evaluating a system. A statis-

tical description of a system performance may be obtained by subjecting to statistical

analysis the reliability of performance of some components of the system. However, it is

difficult to specify the components which can be so treated. Alternatively, a useful

approach would be to establish a comprehensive list of parameters of an information

retrieval system; Mooers (cf. IV-27) and the Andersen Co. (cf. IV-2) suggest some. The
parameters could be fixed in a matrix and allowed to vary with the aid of a computer. Or,

using game theory, chance events can be allowed to creep in to the matrix, as suggested by
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Hillier (cf. Ill- 12); the aim is to raise the probability that the user will get the right pieces

of information. Supplying right information to the user suggests a criterion of user sat-

isfaction. Models have been used for cost analysis programs as developed by Bourne (cf.

IV- 11). An approach to evaluation has also been made in the Cranfield study comparing
four different systems (cf. 1-2). A sound basis for judgment has to be provided in the

form of a set of criteria for evaluation of information retrieval systems.

Ill - 30. Inefficiency of the Use of Boolean Functions for Information Retrieval Systems , by
Jacobus Verhoeff, William Goffman and Jack Belzer, Communications of the ACM 4,

557-558, 594 (December 1961).

A retrieval system's problem of optimizing its average performance is difficult,

because to give the same answer to different people as a response to the same request
provokes different reactions; the system cannot make all its customers happy, but must try

to do as well as possible. Consider one customer asking for a reference list of documents,
P x , which he considers relevant to his question. Let A be the list actually given by the

system as its answer. The intersection of A and P x is the relevant part of A. If different

customers submit the same question, they consider lists P2 . . . P^ to be relevant. Then if

these lists are not identical, the system will yield different values for a measure of merit
M (A, P^) on the different occasions. The problem is to select A in such a way that M(APj)
+ M (AP2 ) + . . . + M (APk) is maximal. This can be done by defining a critical probability

for each document relevant to each question. All documents with a probability above the

critical one should be included in the answer. If documents with probabilities below the

critical one are given, they will on the average be more of a nuisance than a help.

But if the system responds to a request for "a" and "b" by giving the intersection of

responses it would have given to requests for "a" and "b" separately, it risks giving too

much irrelevant material. If in response to a request for "a" or "b", it gives the union of

the responses to requests for "a" and "b" separately, it risks leaving out relevant material.

In both cases a decrease in efficiency results.

Ill- 31. A Discriminant Method for Automatically Classifying Documents , by John H.

Williams, Jr., in AFIPS Conference Proceedings, Volume 24, 1963 Fall Joint Computer
Conference, Baltimore, Md. , Spartan Books, 1963, p. 161-166.

The objective of a classification technique is to classify a document into one or more
subject headings, to connect related subject headings into a tree structure. Classification

of incoming documents is then performed at each level of the structure. The purpose of the

present study has been to examine alternative techniques and accumulate empirical evidence

with which the techniques can be evaluated. The study has revealed many parameters
affecting the automatic classification of documents. A few of the problems that arise imme-
diately are: the non-normal distribution of word frequencies, the fact that many documents
cannot be categorized into mutually exclusive classes, the varying depth of detail in doc-
uments, the homogeneity of subject headings, and the imprecise definition of word popula-

tions. The discriminant method consists of starting with a hierarchical classification

structure and a small set of reference documents previously classified into each category
by human indexers. All the words are counted in each of the reference documents, and
theoretical frequencies for each word type are computed for each category. The most
significant words in each group of categories are selected statistically. Each subject is

represented by the theoretical frequencies of its most significant words. An incoming doc-
ument can then be classified by comparing the observed frequencies of each word type in

the document with the set of frequencies representing each subject. This statistic, the Rel-
evance Value, is computed for the document with respect to each category.
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For the experiment 400 computer abstracts, classified by professional indexers for

the purpose of actual retrieval, were selected. The classification structure consisted of

fifteen categories at the major level. Each of these major categories was divided into 10

subcategories. For the actual experiment a truncated structure was generated based on the

criterion that each subcategory must comprise at least Z0 documents. Each of four major
categories was subdivided into five minor categories. Then 300 of the 400 abstracts were
used as reference documents, and were equally divided among the twenty subcategories.
The remaining 100 were used as the test documents. The objective of the experiment was
to classify the 100 test documents into their correct categories. The key problems in all

statistical approaches to classification and indexing center on the selection of the set of

most significant words. In the present approach a statistical technique is developed for

identifying the insignificant words. Because words change in their discrimination power
with the context, it is necessary to compute a discriminant coefficient at each level and
within each group. Once the discriminant coefficient has been computed, it is used to set

up discriminant thresholds determining which words will be used in the classification equa-
tion and to assign a weighting factor to the word itself. The computer program classifies

documents by comparing the observed with the theoretical word frequencies and computing
a Relevance Value (RV) for each document with respect to each category.

Of the 100 test documents initially selected, 17 were not completely indexed within the

experimental structure. Therefore, complete results are available on only 83 of the orig-

inal 100 documents. Type I documents were classified into only one category at both the

major and minor levels. Type II documents were classified into one category at the major
level, and two categories at the minor level.

An additional series of experiments were conducted to investigate the value of the

discriminant coefficient in the classification process. Different uses of the discriminant

coefficient may facilitate the classification decision by causing a greater dispersion of RV's.

In all these experiments essentially the same number of correctly classified documents was
maintained while the confidence with which the assignment can be made was increased.

Two of the major reasons for misclassification were heterogeneous categories and the

small sample sizes.

The present approach considers the problem of definition of a category. In an opera-
tional situation the categories are determined by the total subject content of the documents.

A group of documents is selected by the user as representative of what should be contained

in a category. Each document would be entered into the classification program and a Rel-

evance Value (RV) computed for it. Those having an RV outside the standard deviation lim-

its would be returned to the user for a re -evaluation. The user also specifies the rela-

tionship in which the subjects are to be connected, eliminating the fixed viewpoint of certain

classification schemes. A classification structure in connection with the discriminant

method can also be used to advantage in the query phase of an information system. The
user has the option of requesting all documents within a subject heading or writing a nar-

rative description of his request, which would be input as though it were an incoming doc-

ument to be classified. Relevance Values would then be output with respect to each

category in the system. The user can choose the categories in which a search is to be

performed on the basis of the highest Relevance Values.
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SECTION FOUR

PROPOSALS

Many suggestions for methods and techniques of evaluation were made in the papers
included in Sections 1 and 2. Such suggestions were applied in testing programs, and
results reported, or were developed as a consequence of testing programs, in which meth-
odological needs became apparent. In Section 3 there appeared discussions of criteria that

should be applied in testing and of system parameters that should be studied for evaluation

purposes. Such discussions were mainly abstract and did not include test details or

results.

In this section further suggestions are made for evaluation methods and techniques,

more concrete than those found in Section 3 but usually not applied as fully as in Sections

1 and 2. That is, proposals are made for methods of evaluation which have been developed
in detail and which are suggested as broadly applicable to operating or experimental sys-

tems. These proposals range from relatively simple processes to highly complex models
of performance. In some cases the methods have been applied, via computer programs, to

simulations of operating systems.

In most cases the proposals are for techniques for the evaluation of total system
performance. However, some suggestions apply to subsystems or components. Thus,

methods for organizing files to improve retrieval performance are proposed and tested

(IV -7 and -30, for example). Languages used in framing requests to information systems
are the subject of other proposals (IV- 17 and -18, and -24). Again, aspects of the indexing

process are considered in IV-21.

Many of the techniques for assessing total performance include equations by which to

calculate a measure of effectiveness. Such quantitative measures are proposed as means
for evaluating one system's performance or comparing the effectiveness of several

systems.
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IV- 1. Proposed Scope of Area 5 , in Proceedings of International Conference on Scientific

Information, Vol. II, Washington, D.C., National Academy of Sciences -National Research
Council, 1959, p. 817-821.

This area of the Conference was concerned with the design of effective systems, with
the problems encountered in processing recorded information for subsequent search, and
with the possibilities of using machines or devices in the processing, storage and search
operations. The processing of information for retrospective searching must take into

account the purpose to be served, the capabilities of equipment, and the costs involved in

applying the various methods of processing. Not only the effectiveness of traditional proce-
dures but also of recent experimental work directed toward the development of new or

modified methods of organizing material should be considered. The principal subjects for

discussion in the area might include comparative evaluation of experimental systems.
Persons and groups engaged in the development of systems embodying new principles for

organizing subject matter could compare their systems by applying them to a common set

of documents. Use of the same sample would make comparison and evaluation easier. The
systems should be discussed in terms of size of the file to be covered, rate of growth of

file, purposes to be served, range of subject matter, kinds of concepts to be represented,
specificity and type of analysis, personnel required, cost of processing information and
conducting searches, reliability of results, and form of system.

IV -2. Research Study of Criteria and Procedures for Evaluating Scientific Information

Retrieval Systems, by Arthur Andersen and Company, Report to the National Science
Foundation, New York, Arthur Andersen and Co., March 1962, 103 p., plus appendices.

(The National Academy of Sciences -National Research Council ad hoc Committee, charged
with evaluating the American Society for Metals -Western Reserve University Metallurgical

Searching Service, recommended that operations research studies be made on criteria for

evaluating information retrieval systems. Two limited, exploratory studies directed toward
the development of measures of effectiveness were prepared by Arthur Andersen and
Company, reported here, and Stanford Research Institute (cf. IV- 11). )

Evaluation of scientific information retrieval systems depends upon knowledge of the

objectives of such systems, identification of the mechanics of the systems, and a method of

making common performance measurements on various systems. All scientific informa-

tion retrieval systems consist of four stages: coding and indexing objects for storage,

coding inquiries in the same language as that applied to objects, matching inquiries with

objects, and appraising retrieved objects. Criteria for evaluation should be objective and
should include cost, time to process an inquiry, and volume of usage; in addition means to

simulate performance should permit critical examination of competing systems.

To these ends, a cost-time-volume model was developed and tested. Two distinct

operations were represented: the input cycle and the inquiry cycle. An operating statement

of a system records cost, time, and volume data associated with each element of the sys-

tem, under nine headings: encoding objects, inserting them in storage, encoding the

inquiry, preparing it for search, searching the store, identifying retrieved objects,

appraisal of search results, obtaining source objects, reformulation or withdrawal of the

inquiry. Data were shown on a monthly basis although they can be shown on a per inquiry

basis. The operating statement can be useful for comparing a system against an absolute

standard or against another system. The conclusion is drawn that it is a fundamental

requirement that cost, time, and volume criteria be included in measures of effectiveness

of information retrieval systems; the model proposed here seems practical for a rough

evaluation at the present time.
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In addition to this model, a mathematical performance simulation model was devel-

oped; it demonstrated that performance simulation is a potentially important tool for

learning about information retrieval systems. The objective of the simulation is to re-

produce the input, search, and output characteristics of a system, so that the system's
performance can be monitored without having to use the actual system. All objects in a

system may be coded through a binary description, which becomes a row in a storage

matrix. A column of this matrix identifies all stored descriptions on objects with a com-
mon feature; search process differences are reduced to questions of how rows or columns
are scanned sequentially or in parallel. The requirements of a set of users may be thought

of either as a specific combination of column feature references or a set of specified ob-
jects or both. This performance simulation model was programmed for test on an IBM
1401 computer and a number of runs were made to test the feasibility of the program.

It is suggested that these two tools for evaluation have potential use, for example, for

resolving questions in design, conducting competitive selection evaluations, familiarizing

users with specific systems, and running error and reliability studies. Recommendations
for further research include a detailed operating study of specific information retrieval

systems, application of the performance simulation model to specific systems, and further

development and elaboration of the simulation model.

IV-3. A Model for Study and Evaluation of Coordinate Retrieval Systems , in Centralization

and Documentation, Second Edition, by Arthur D. Little, Inc., Report No. C-64469, Final
Report to the National Science Foundation, Cambridge, Mass., Arthur D. Little, Inc.,

June 1964, p. 19-31.

An empirical description in mathematical terms has been made of the performance of

coordinate -type systems, using searches made in an industrial engineering library contain-

ing 70, 000 documents as the major source of data for the study. The first portion of the

development predicts the number of documents that would be expected from an n-term
search with and without an intermediary between user and system; the second portion

examines the performance of precision and recall ratios with and without intermediaries.

The model for predicting the number of documents was derived from the pattern of

frequency of use of index terms assigned to documents. In coordinate indexed collections

approximately 10 percent of all index terms are responsible for 80 percent of all term
usage. This pattern of usage conforms closely to the Zipf distribution for frequency of

usage of words in natural language text. The expected number of documents to be retrieved

in a single search depends on the following factors: (1) the number of index terms simulta-

neously searched on; (2) the number of documents in the collection; (3) the average number
of terms used to index a document; (4) the distribution of usage of terms for indexing; (5)

the pattern of usage of individual terms for search purposes (the assumption is made that

the number of times an index term is used in search requests is roughly proportional to

the term's frequency of usage for indexing purposes); (6) the correlation in usage among
index terms in formulating search requests and in indexing documents (the computed prob-
ability that any given pair, triplet, quadruplet, etc. , of index terms will be used in in-

dexing a document is compared with the actual probabilities computed from the numbers of

documents retrieved during searches for pairs, triplets, etc. ; since about three times as

many documents (per term used after the first) are produced as would be expected, this

number is called the term usage correlation factor for the system); and (7) the effect of the

intermediary in limiting or encouraging specific types of searches (he can estimate the

number of documents from the frequencies of the terms used, and adjust the request to

yield reasonable results; when the search involves more than three terms the intermediary
does not significantly alter the number of documents to be retrieved and his influence can
be ignored).*
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An equation providing a simple geometric relationship between expected number of
documents and the seven factors indicates that the expected number of documents is reduced
by l/lO - 1/12 each time a new index term is added to those simultaneously sought (after

the first two). The results of applying this model are compatible with those observed in

practice, although they do not furnish strong proof of its validity. The model does provide
two ingredients to the analysis: a method for estimating number of documents retrieved
for various levels of depth of search requests, and a process by means of which the in-

termediary could control depth of search for one-, two-, and three -term requests.

To determine how much the recall ratio is decreased when depth of search is

increased, the relative importance of nearly synonymous index terms to a specific request
is considered. If the documents relevant to some given concept are inspected and the use
of terms which best characterize the concept and also of near synonyms of those terms is

examined, then the partially synonymous terms can be ranked according to how many of the

documents they indexed and the fraction indexed can be plotted as a function of the rank of

the synonym. Although only limited data were available, the analysis suggests that a ge-
ometric relationship is appropriate to describe the shape of the curve. In general, the

term best representing a concept will contribute at least l/3 but probably no more than l/2

of the total indexing applicable to that concept. The next best term will probably contribute

l/3 - l/2 of the remaining indexing for the concept, etc. So if the intermediary selects the

best term for search, only 30-50 percent of the relevant documents will be retrieved; if he

selects a term other than the best one, there will be an even greater loss. A relationship

between precision and recall ratios can be established and shows that the precision ratio on
the average tends to increase by a factor of about 2. 5 when a new concept and index term
are incorporated into the search, while the recall ratio simultaneously tends to drop by a

factor of about 4.

One search strategy available for coordinate -type systems is to multiply the number of

searches conducted each time the depth of search is increased, with each new search using

a different combination of near-synonyms (Method I). Another technique consists of spec-
ifying index terms for k concepts but accepting documents which have k and k-1 terms
(Method II). Improvements in recall can be effected by using Method I although greater

effort is required in the design of the search, usually done by the intermediary. Method II

yields higher recall and slightly lower precision than Method I, at a price of a large

increase in the expected number of retrieved documents and increased effort in the search-

ing process, in the machine processing stage rather than in the search formulation stage.

Regardless of the exact search techniques employed, it seems unlikely that a drastic

improvement over the general preformance reported herein can be expected within the

basic framework of coordinate searching. It will be extremely difficult to obtain high

precision and high recall ratios simultaneously whenever near -synonyms are employed in

an indexing system.

This method for analyzing the performance of a coordinate retrieval system has been
applied to one specific automated system now in operation. In three areas the analysis is

dependent on assumptions: pattern of index term usage for search requests, relative

importance of nearly synonymous index terms to different concepts, and effects of the

intermediary. Exhaustive search is apt to be a most difficult operation even with a rel-

atively small concentrated collection like the one studied here. If such a collection were
to be drastically enlarged, in depth of coverage or breadth and scope, exhaustive searches

would be even more difficult, and the cost and effort required to secure a given level of

performance would be increased.
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IV -4. Models of Performance of Coordinate Search Systems, Appendix II, in Centraliza-

tion and Documentation, Appendices to a Final Report to the National Science Foundation,

by Arthur D. Little, Inc., Cambridge, Mass.,' Arthur D. Little, Inc., July 1963, p. 29-69.

Details are given of the development of the mathematical description for performance
of coordinate retrieval systems, which was presented in the main body of this report (cf.

IV-3). The study is restricted to the number of documents retrieved without regard to r

evance, and gives attention first to the use of index terms and their rank according to

frequency of use. The expected number of documents retrieved in a singlet (single term)
search is calculated, as are the numbers for doublet and triplet searches. These expected
numbers are compared with the numbers retrieved by actual searches in the industrial li-

brary system studied. By assuming that the probability of any of these types of searches
is proportional to the number of documents likely to be retrieved provided this number is

less than 50 documents, reasonable agreement is obtained between computer and actual

number of documents retrieved. The expected fraction of searches that will be singlet

searches is also computed and compared with the observed value. Under the assumptions
made 6.2 percent of all searches should be singlet; it was found that 10 percent actually

were.

Attention is also given to the influence of relative importance of terms on performance
of a coordinate retrieval system. If a request is considered as consisting of the intersec-

tion of some concepts, translated into several intersections of index terms, then searches
are made on all possible n-tuplets formed by taking one term from each concept. The doc-
uments retrieved can be assigned relevance measures by the user. The hypothesis is

made, and supported by the data available, that terms can be ranked in order of their

importance to a concept. To determine how much more important is one term than anoth-

er, the number of relevant documents indexed under a given n-tuplet is related quan-
titatively to the number of relevant documents retrieved by the most important n-tuplet

(i.e., the one which yields the largest number of relevant documents). Comparison is

made of computed values and those obtained from actual searches in the test collection;

agreement is good.

The quantitative description of the relative importance of terms is related to the recall

that can be achieved by a retrieval system, and to the precision ratio. System parameters
of interest can be measured, except for the ratio of total number of relevant documents to

total number of documents in the collection. But in general it can be said that for any
given request this ratio is large for a collection specializing in the field of the request, of

intermediate value for a general collection, and small for a collection specializing in a

field outside that of the request.

IV - 5 . Evaluation of Performance of Large Information Retrieval Systems, Appendix III ,

in Centralization and Documentation, Appendices to a Final Report to the National Science

Foundation, by Arthur D. Little, Inc., Cambridge, Mass., Arthur D. Little, Inc., July

1963, p. 70-109.

Techniques for measuring the actual performance of retrieval systems in their opera-

tion, and for comparing the performance of different retrieval systems, are suggested in

this appendix to the main body of the report (cf. IV-3). Retrieval systems are understood

to handle documents either indexed by a coordinate system or stored as entire text; to

obtain listings of documents relevant to the purposes of an inquirer, exhaustive either to a

degree of relevance, to a certain number of documents of highest relevance, or to all doc-

uments found with a certain amount of effort; to classify documents either as relevant or

non-relevant in mutually exclusive relevance classifications, or according to a continuous

scale of relevance; to serve inquirers who request documents which contain information
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relevant to a given problem which they state, as well as inquirers who request a specific

document whose contents they describe; and to be mechanized to the extent that their

performance is reproducible.

Two major areas of characteristics of such systems are quality characteristics and
"cost" to the user; these areas may be interdependent. Quality characteristics include:

(1) completeness, measured absolutely or relatively; (2) precision, also measured either

absolutely or relatively; (3) uniformity of these characteristics; (4) learning ability of the

system, using the results of past inquiries to improve; (5) teaching ability of the machine,
for man-machine or man-man exchange to sharpen the inquiry; (6) compatibility with other
systems; and (7) variability of these characteristics, i.e., the distribution of the measure
of performance about the mean. Cost characteristics include: (1) monetary cost by user,

per search or as subscription to a service; (2) cost in terms of time lag, either absolute or
relative; (3) accessibility, in terms of geography, time, or procedural effort; and (4)

convenience of form of search product.

The objectives of the pragmatic evaluations developed here, which are considered to

be tools for measuring and comparing systems in actual operation on an empirical basis,

include testing performance or cost of a system relative to performance of another sys-
tem; testing performance of another system; testing performance of a system relative to

needs of its customers or determining degree to which a system satisfies its customers;
and testing general design of a system or of modified versions of a system. Most meas-
ures of performance to be proposed can be based on objective quantities, but the notion of

relevance of a document to an inquiry is subjective, and attempts to make the concept

objective have not been very successful. What is needed perhaps is not so much an ab-
solutely objective measure as one determined by the individual inquirers for the documents
in the search product or in the collection. The measures for the various system char-
acteristics listed above should have the following properties: expressible in quantitative

terms (even if the measure cannot be expressed in quantitative terms, its effects may be);

universality, applicable to all types of systems; reproducibility and objectivity, being

measures either independent of the judgment of the measurer or dependent to such a small
extent that different measurers will arrive at the same measure; and uniformity, with

respect to all parts of the collection and to all inquiries.

The amount of effort required for obtaining these measures constitutes the greatest

limitations in their construction and use. Thus, obtaining an absolute recall ratio requires

examination of the entire collection or of a sizable portion of it by one or more individuals;

it is impractical. Again, comparison of different coordinate indexing systems requires in-

dexing the same collection by the different systems, a costly procedure. These difficulties

may be partially overcome by replacing the measures by statistical estimates of them,

based on samples from the total population of documents, users, and inquiries.

Proposed measures for the system characteristics listedabove are: ( 1) completeness

measured by recall ratios. Documents can be divided by individual or collective users of

the system into three major classes of relevance non-relevant, relevant, and crucial.

Absolute measures of completeness for an entire system can be determined by use of sam-

pling techniques. Relative recall ratios for comparison of different systems operating on

the same documents can be determined, as can relative recall ratios measuring, the

completeness of a search in relation to the emphasis placed on completeness by the users;

(2) precision measured by precision ratios, in the case of absolute measures, for

individual inquiries against all the documents in the collection or against the total search

product. Relative precision may be determined for time spent to discard irrelevant items

or for cost in effort to word inquiries more sharply; (3) uniformity of performance and

in responses to queries, tested by comparing recall ratios and precision ratios for a subset

of documents with those for the entire system. Lack of such uniformity may be caused by
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differences in degrees of completeness or competency at indexing or by lack of up-dating
in systems where indexing depends on time. If the lack of uniformity depends on formula-
tion of the inquiry to the system, it may be measured by comparing recall and precision
ratios produced by different formulations of the same questions; (4) learning ability to

what extent the feedback mechanism actually improves the performance of the system, and
how fast the improvement proceeds in time or in number of inquiries received, measured
by recording questions and search products from the system and re -asking the questions
later in order to compare the results with earlier results; and (5) teaching ability

measured by comparing the search product of the system before any man-machine or man-
man exchange with the search product in answer to the same question after such an
exchange. Measures of cost, mostly straightforward, include the time cost to the user,

measured by the average lead time. Lead time (It) is the time elapsed between the original

inquiry and obtaining the desired information. Average It is the value of It over the popula-
tion of all inquirers and users, and may be determined from a representative sample of

actual inquiries.

Detailed procedures for obtaining the measures defined above are proposed: (1) the

user-inquiry samples (samples over the population of inquirer-inquiry pairs rather than

only of inquiries because different types of users may place different emphasis on the

same inquiries) may be obtained by selecting all inquiries requesting an exhaustive search
received by the system during a fixed period; (2) samples from the collection of documents
can be made by selecting a random sample from the collection of a size (5-10 documents)
such that scrutiny to determine relevancy does not impose too great a burden on the user.

The number of such samples had to be quite large, or the collection has to be divided into

broad subject categories and the random sample drawn from the category appropriate to

the inquiry. It is shown that if the number of users and number of documents is large

enough so that the total number of relevant documents found by users exceeds 27 1, then
overall ratio of the system can be estimated with 90 percent confidence within + 5 percent;

and (3) uniformity with respect to certain subsets of either the collection or the types of

inquiry, testing whether the recall ratios of the subset differ from the recall ratio of the

entire system, can be measured by forming a hypothesis about the relation between the

numbers of actually retrieved documents and the expected number, and testing it for

significance. A small probability indicates a lack of uniformity.

IV -6. Quantitative Relations Useful for the Evaluation of Information Retrieval Systems ,

in Appendix to Centralization and Documentation, Second Edition, by Arthur D. Little, Inc.,

Report No. C-64469, Final Report to the National Science Foundation, Cambridge, Mass.,

Arthur D. Little, Inc., June 1964, 18 p.

Algebraic expressions which describe the performance characteristics of three

specific schemes of coordinate document information retrieval are formulated in terms of

probabilities which can be measured through observation of a given retrieval system. The

collection is assumed to consist of a large number of documents each containing a large

number of concepts. We assume that the degree of correlation of concepts in documents

and requests is the same; and that if k concepts are present, their joint probability is

yk-1 times the product of their individual probabilities; y is approximately 3. Each con-

cept in a document is assumed to be represented by an index term, and we shall assume
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that there are no errors of commission. The user is assumed to want to retrieve all doc-
uments that have a specific set of concepts; a document is assumed to be pertinent only if

it contains all the concepts he specifies. The fundamental retrieval measures are the
recall and precision ratios; another convenient measure that summarizes the behavior of a

system in one number is the correlation coefficient, p, between retrieval and pertinence.
This measure has several interesting properties that may be readily verified. If a doc-
ument is retrieved only if it is pertinent, p = + 1. If no retrieved document is pertinent,

P = - 1. If retrieved + documents are selected by extracting documents from the

collection at random, p - 0. Only systems with positive p's are interesting.

We shall consider three retrieval schemes: in Scheme I]_ a document is retrieved only

if its index set contains acceptable synonyms for all concepts in the search sub-set; under
Scheme I 2 a document is retrieved only if its index set contains acceptable synonyms for at

least all but one of the concepts in the search sub-set; in Scheme I3 a document is retrieved
only if its index set contains acceptable synonyms for at least all but two of the concepts in

the search sub-set.

We begin by computing the probability that a document chosen at random is retrieved

by Scheme I x , then compute that a document picked at random is pertinent, derive the

joint probability of retrieval and pertinence, and thus derive the recall and precisionmeas

-

ures for I x . We compute the probability of retrieval for I2 ; the probability of pertinence

is the same as for I a , because it is a property only of the collection and the definition of

pertinence. Then we compute the joint probabilities of retrieval and pertinence and the

recall and precision ratios. We follow the same computations for I 3 .

An interesting measure of a retrieval scheme is the number of searches that must be

made using the scheme. We compute this for each scheme under the assumption that there

are r acceptable synonyms for each concept. For Scheme l lt we must conduct a search for

each synonym for every concept; for Scheme I 2 , we must search each of the subsets gen-

erated by leaving out one concept; and Scheme I 3 requires searching each of the subsets

generated by leaving out two concepts . In comparing the various measures, including cor-

relation coefficient, for I x and I2 ,
the system I I is found to be preferable. The general

results on measures specialize when concepts are independent; the recall ratio is higher

for I3 than for I2 and higher for I 2 that I x . On the other hand, the precision ratio will be

lowest for I 3 and highest for I x .

The notation and arguments of this Appendix are brought into correspondence with

those in the First Edition of Centralization and Documentation, July 1963 (cf. IV-3).

IV-7. An Experiment with File Ordering for Information Retrieval, by George Badger, Jr.,

and William Goffman, in Parameters of Information Science (Proceedings of the American
Documentation Institute, 1964 Annual Meeting, Vol. 1, October 5-8, 1964, Philadelphia, Pa.),

Washington, D. C. , Spartan Books and London, Cleaver-Hume Press, 1964, p. 379-381.

These experiments were conducted at the Center for Documentation and Communica-
tions Research (CDCR), Western Reserve University, on a file of approximately 100, 000

items accumulated for the American Society for Metals Documentation Service. Questions

were provided by paying customers and searches were carried out by a computer. In the

first experiment the file was partitioned in three disjoint classes based on the experience

of ZOO questions posed to the system in the past. Each document was assigned a rank

which was equal to the number of times it had been sent to a customer as a response to a

query. The three files were interrogated by a set of 26 questions; the test statistic was
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the number of responses by the system divided by the number of documents searched. The
next step was to repartition the file into six subfiles on the basis of the experience obtained

from searching the 26 questions and repeating the process with a set of new requests. A
two factor analysis of variance was applied to the data in each case; both variations due to

question and due to file ordering were significant. Results indicated that the system was
able to retrieve in the first case 33 percent of the documents by searching 19 percent of the

file. In the second test this was improved to 44 percent of the documents in 25 percent of

the file.

This method of file ordering by ranking was tested to see whether an increase in rank
indicated an increase in the probability of relevance as assessed by the evaluator. An
analysis of variance on the ratio of relevant to non-relevant evaluations was applied to the

data. In both cases the ranking factor was not significant. This result lead to the consid-
eration of the decision processes of the evaluators. Two preliminary studies were
conducted. The first of these attempted to assess agreement among a set of evaluators.

Each of three evaluators was asked to dissect the computer output to a question into rel-

evant and non-relevant subsets. A Chi-square test was applied to the observed evaluations

as compared to those expected if the three evaluators were in complete agreement. The
Chi-square of 81. 57 was very significant, indicating an absence of agreement.

In the second study the outputs to each of three questions which were dissected into

relevant and non-relevant parts were selected, and the non-relevant part was submitted to

evaluators to dissect each set into relevant and non-relevant parts. The results showed
that a higher percentage of relevant documents was obtained from the non-relevant part of

the first dissection than had been obtained in the original dissection. These studies raise

fundamental questions concerning factors other than the relationship between the document
and the question which influence relevance. Experiments designed to isolate some of these

factors are being conducted at the CDCR.

IV-8. Theoretical Considerations in Information Retrieval Systems , by Jack Belzer and
William Goffman, Communications of the ACM 7, 439-442 (July 1964).

When a user of a system seeking information poses a question to the system, he must
be assured that the system will interpret his question the way he would if he were scanning

the file. The documents he would select with the question in mind are designated as rel-

evant; those which he would select to satisfy his need are referred to as pertinent. The
difference between his interpretation of the question and the system's interpretation

accounts for false drops in the system's output. However, the difference between his need
and his ability to express that need will produce false drops in the relevant set. The con-

cept of relevance is an elusive one. It would be useful to develop an evaluation function for

the performance of the system, constructed so as to reward the system for retrieving

relevant documents and not retrieving the nonrelevant, and to penalize the system for false

drops and escaped relevant documents. An evaluation function is going to depend on the

purpose of the system: if it were to provide scientists with reading material, the function

would be linear and would depend on the relevant part only. (The linearity of the function

may hold for a limited range; however, an output of 10, 000 documents is not necessarily

twice as good as an output of 5, 000).
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The evaluation function D(A) should read: a [relevant part] - 3 [irrelevant part]
- Y [escaped part] and 6 [rest of file], a, 3, Y and & are nonnegative constants, a +

measure the value of successful retrieval and 3 + 5 measure the nuisance of spurious
retrieval. This model has shortcomings, including that not all documents have an equal
probability of being relevant to a particular question, and it is not realistic to consider
relevant documents without considering their ratio to escaped documents. These short-
comings will be considered in subsequent models. Based on this simple model, however,
it is profitable to include a document in the answer if a f (x) - 3 [ 1-f (x)] > - Y f (x) + 6

[ 1-f (x)], or if f (x) > (6 + 3)/(a + 3 + y + 6 ), where f (x) is the probability function. Eval-
uation of the coefficients, and the weights of each, depends on the purpose of the system.
Having determined the coefficients, the last inequality presents a clear cut evaluation
function for establishing relevance of a document relative to a question.

Identification of information is a function of effectiveness of a system, and file or-
ganization is a function of efficiency. Documents will have probabilities of relevance,
relative to questions. Operationally, this may be difficult to attain. However, a probabil-
ity for a tag relative to the total document may be obtained. If for each document in the

file a set of tags or terms characterizing the document d be obtained, each tag or term
would not have the same probability of being relevant to that particular document. Since
questions posed to the system use the same terms as those in the file, the term in the

question q_ would similarly possess probabilities relevant to q. The sum of the products of

the coefficients of q matched with those of d would determine a relevance probability of the

document relative to the question. A critical probability D(A) would determine whether the

document would be included into the set of answers or rejected. This approach has a

significant effect on the file structure, because the system does not want to scan the entire

file for each question posed to it. It would rather generate a subset of the total file, which
has a chance of being relevant, and compute the relevancy probabilities for this subset

only.

Alternatively, it is possible to obtain a frequency distribution of the documents in the

file appearing as answers to questions and assume that they are the most likely to continue

appearing as answers (if the system in general caters to a group of users with similar

interests). Such a file would be dynamically self-organizing and a user would have the

opportunity of probing a subset of the file where the most likely results would be.

IV -9- A Research Plan for Evaluating the Effectiveness of Various Indexing Systems , by
Harold Borko, Report No. FN5649/000/01, Santa Monica, Calif., System Development
Corp., July 1961, 23 p.

The plan proposed here is divided into three phases: comparison of effectiveness of

three indexing systems, study of common characteristics o: the systems, and a factor

analysis of significant descriptor terms from the sample documents. For Phase I, a sam-
ple of 612 abstracts was obtained from the Vol. 32, No. 1, 1958 issue of Psychological

Abstracts; these abstracts would then be indexed by the American Psychological Associa-

tion (APA) subject heading index, by permutation index of their titles, and by application of

descriptor terms automatically derived by computer analysis of titles and abstracts. The
APA subject headings were selected from the annual index to Psychological Abstracts in

which the sample articles were originally indexed. The automatic indexing technique would

make a frequency count of words, derive' a score for each word, and then determine which

words to include in the index. If fully automatic selection should prove impossible, human
judgments would be made in selecting index terms.
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The major difficulty in evaluating the effectiveness of the different system deals with

defining an acceptable criterion of effectiveness. Several suggestions have been made:
Mooers (cf. IV-27) lists user satisfaction, comparison of one system with another, and
comparison with an ideal system, as possible methods; Bornstein (cf. IV- 10) suggests
comparison as to the amount of relevant, partially relevant, peripherally relevant, and
nonrelevant information given in response to a request, and the amount of time spent in

examining these responses; Cleverdon reports that measures of efficiency should be based
on measurements of economic costs. For this study, costs and time are not the main
concern, so the criterion selected for use is the ideal system suggested by Mooers, with

slight modifications. A procedure approaching this method was also used by Swanson (cf.

H-53).

In this project each index system is evaluated independently against an absolute crite-

rion as measured by an equal internal scale of retrieval effectiveness. For this it is

necessary to evaluate every document in the sample for relevance to every question

each of 612 documents rated as to whether it contains information relevant to each of 45

questions. Degree of relevance will be judged on a four-point scale; very relevant, rel-

evant, slightly relevant, and not relevant. The judgments obtained by this method will be

made on a rating scale of successive intervals or rank order. The raters' judgments of the

relevancy of documents will be checked for reliability.

The formula proposed for measuring the retrieval effectiveness of any index system in

response to every question is R = r - pi, in which R = retrieval score; r = relevancy

s
score or —

, where S = sum of the relevancy weights of retrieved documents and T = total

sum of relevancy weights (for a given question) of all documents; i = irrelevancy score or

M—
, where M = number of irrelevant documents retrieved and N = total number of doc-

uments retrieved; and p = penalty factor by which the system is charged for retrieving

irrelevant documents. That is, the retrieval score for a given question is determined by

the relevancy weight of documents retrieved, relevancy weight of documents in the library

but not retrieved, and number of irrelevant documents retrieved.

The number of questions needed (45 plus three practice questions) is determined by the

fact that analysis of variance design will be used to interpret the data; this number of ques-
tions will insure that the numbers in each cell will be large enough to provide stability.

Representative questions will be provided by asking members of APA to submit questions

for which they tried to find answers in Psychological Abstracts indexes, and having those

questions screened to select only those which could be answered by the experimental lib-

rary. Ratings of relevancy will be made by graduate students in psychology, and the

ratings converted to an equal interval scale using Likert's Scaling Procedure. Then 30

different students will use each of the indexes to locate all documents relevant to the test

questions, keeping a record of terms used and number of documents retrieved for each
question.

Retrieval scores will be computed on the basis of number and relevancy of documents
retrieved. The analysis of variance design will enable determining whether differences

are statistically significant and due to the system, variations among questions, etc. The
hypotheses to be tested include that there will be a significant difference among retrieval

scores and that the highest score will be obtained by the Permutation Index; and that there

will be no significant differences among scores obtained by the three groups of subjects, in

response to the three groups of questions, or on the basis of increased experience in

searching the index.
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For Phase II, the indexing terms used to describe an article in all three systems will
be determined, as well as the average number of terms used. The degree of similarity or
overlap between the index terms of the systems will be expressed as a percentage. Hypoth-
eses to be tested include that the subject heading index will contain the least number of
headings to a given article, and that the terms selected automatically will include a signif-
icant proportion of the terms selected by the human indexers.

Phase III proposes a procedure for determining subject categories which is based on
the properties of content words in the documents. Such a procedure will help to provide a
mathematical basis for subject heading indexing and will likely improve the efficiency of

automatic indexing procedures. Methods of procedure include factor analysis to organize
content terms into a smaller number of categories, and statistical operations to obtain a

symmetrical matrix of interrelationships between descriptor terms.

It is felt that the results and research procedures used in the study should be generally
transferable to similar studies in related fields.

IV- 10. A Paradigm for a Retrieval Effectiveness Experiment , by Harry Bornstein,

American Documentation 12, 254-259 (October 1961).

The criteria established to evaluate indexing systems are the most important aspect of

the problem oi comparing several indexing systems. The paradigm presented here is

based on pragmatic criteria of evaluation the user of the information and his judgment
of the relevance of the information retrieved. The relative efficiency of different informa-
tion handling systems can be compared as to: (1) the amount of relevant, partially relevant,

peripherally relevant, or non-relevant information obtained in answer to a request; and (2)

the amount of time spent in examining the responses. For the suggested experiment a

collection of 20, 000 documents is indexed by each of three different indexing systems. A
cluster of three analysts (representing users of such systems) from each of 10 classes of

analysts is asked to compose search questions designed to solve typical problems in their

work; each cluster produces 30 questions, for a total of 300. These questions, phrased to

secure the needed information independently of any of the indexing systems, are sorted into

three groups of 100 each. Each group is translated into the search criteria for one of the

systems; the 300 questions are addressed to half the document collection. The 30 questions

with the largest number of responses in each system are retained, and these 90 then

translated into search criteria for all three systems. The analysts' reactions to the

information supplied are recorded: the time he takes to examine each question, and the

hard copy retrieved for it, from each system; his judgment of degree of relevance of each
item presented; and whether or not the unit record is a satisfactory substitute for the actual

hard copy. For each information system the variables of (1) amount of information and (2)

time spent in examining responses, as mentioned above, are determined; in addition, (3)

the proportion of acceptable substitutes for hard copy for the responses and (4) the actual

coincidence and uniqueness of responses on the scale of relevance are obtained. Statistical

analyses of the variances in the first three variables, and simple analysis of the data for

variable 4, should result in knowledge of the advantages and limitations of the indexing

systems.

In the Technical Appendix to the report the following suggestions and comments are

made: that indexing in the paradigm be as thorough as possible; that an ancillary series of

small experiments be conducted to yield estimates of several aspects of indexing proces-

sing; that a known store of information not be generated (it would affect the comparisons

basic to the experiment) and that measures of absolute efficiency not be used (they would

require excessive effort to compensate for loss of statistical power); that a much larger
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library than the one suggested here must be generated, to determine relationship between
retrieval effectiveness and size of store; that the two indices of retrieval effectiveness

(relevant and irrelevant documents received, and time spent in examining these documents)
are important and both should be included in the experiment; that categories of questions

that analysts use in their work need to be developed; and that retrieval effectiveness cannot
be inferred from measures of indexer or requestor inconsistency.

IV - 1 1 . Requirements, Criteria, and Measures of Performance of Information Storage and
Retrieval Systems , by Charles P. Bourne et al, Report to the National Science Foundation,

SRI Project No. 3741, Menlo Park, Calif., Stanford Research Institute, December 1961,

132 p.

(The National Academy of Sciences -National Research Council ad hoc Committee, charged
with evaluating the American Society for Metals -Western Reserve University Metallurgical

Searching Service, recommended that operations research studies be made on criteria for

evaluating information retrieval systems. Two limited, exploratory studies directed

toward the development of measures of effectiveness were prepared, by Arthur Andersen
and Co. (cf. IV-2), and Stanford Research Institute, reported here.)

User requirements need to be measured and described in quantative terms, if possible,

before any evaluation procedures are implemented. This study attempted to devise a

methodology by which some of the requirements can be so measured; attention was directed

to needs for specific information to help with current project work and for exhaustive

searches usually performed as a prelude to project work. The evaluation procedures were
developed to assess the degree to which storage and retrieval systems satisfied these types

of requirements.

After interviewing 92 applied electronics researchers and 11 metallurgists, it was
found that a composite agreement was provided on the relative importance of seven dif-

ferent factors; the most important was agreed to be response time, time between request

and receipt of the major group of relevant references. There was no strong agreement on

the relative importance of the other six factors: relevant material overlooked by the

search, irrelevant material produced by the search, form in which references are given,

assurance that documents on a given subject do not exist, effort necessary to communicate
request, and certainty that specified sources over a certain time period were searched.

It was difficult to measure some of the requirements quantitatively; however, some useful

results were obtained.

Three separate and complementary tools were developed for the analysis and evalua-

tion of information retrieval systems. The first, a coarse screening procedure, arranged
empirical data to show the ranges of parameter values that are likely to be encountered by
candidate systems. The second, a performance evaluation procedure, relates system
performance to user requirements to arrive at a single figure of merit for each system
applied to each user population. This tool can be implemented either by direct meas-
urement and correlation of performance and requirements, with weighting for the relative

importance of each requirement; or by reduction of all requirements and performance to a

common denominator of time or cost. The third tool, two cost analysis procedures,

utilized a specially developed general functional model of a storage and retrieval system
and computer simulation programs to determine operating costs over wide ranges in op-

erating conditions such as file size, accession rate, and volume of search requests. Both
cost analysis procedures were successfully applied to three representative systems. The
computer programs were written in ALGOL so they can be used by any interested group.
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The study concluded with suggestions for further research in the following problem
areas: (a) development of methodology for determining user requirements; (b) determina-
tion of elemental times and costs of the basic operations in retrieval systems; (c) devel-
opment and use of modelling for analysis of operating costs; (d) development and use of

modelling for performance evaluation; (e) pilot tests or evaluations of representative sys-
tems; and (f) additional basic studies on such problems as how the user's productivity is

related to the type and amount of information services provided, and how search needs are
related to the tasks required of the individual.

IV- 1Z. Cost Analysis and Simulation Procedures for the Evaluation of Large Information
Systems , by Charles P. Bourne and Donald F. Ford, American Documentation 15, 142-

149 (April 1964).

Techniques have been developed for economic analysis or evaluation of large informa-
tion systems; they should be of value in comparing several different alternative systems,
or in determining sensitivity of a given system to changes in its different parts. A
computer program, which was written in standard ALGOL language and run on a Burroughs
220 computer, accepts detailed descriptions of operating performance, costs, and inter-

relationship of all components in a proposed system, then simulates the operation of the

system over a 5-year span to compute estimates of operating costs, and equipment and
personnel required, during that period. The description of performance includes the

equipment used and all the operations performed, as well as operating speeds and basic

times to perform manual operations; costs for equipment, supplies, and wages; and state-

ments about file size, input rate, and number of search requests. Using these data the

program determines for a one -month period total labor costs, required numbers of each

type of equipment, and material costs, obtaining a dollar total for the operation of the

entire system for one month. To be realistic, the 5-year costs are computed on a monthly
basis using a continuously increasing file size and attendant increasing costs. Where one

alternative system is less expensive part of the time only, two methods of comparison use-

ful in making a choice are the "present worth" and "equivalent annual cost" methods; the

program can compute these amounts for the candidate systems.

IV- 13. Design and Evaluation of a Literature Retrieval Scheme, by Heinrich A. Ernst, in

Quarterly Progress Report No. 55, Cambridge, Mass., Massachusetts Institute of

Technology, October 15, 1959, p. 130-131.

(This report is an abstract of the author's thesis, Design and Evaluation of a Literature

Retrieval Scheme, submitted to the Department of Electrical Engineering, MIT, in partial

fulfillment of the requirements for the degree of Master of Science, June 1959. )

In a hypothetical information retrieval system, a machine presents documents, then

choice of pertinent ones directs the machine to point out other pertinent information. The
system makes use of the reference lists contained in documents which define a relation

network among the documents. The machine is guided along the branches of this network

to make its selection of pertinent information, determining the next set of possibly per-

tinent documents by topological procedures in the relation network. Two manual imitations

of the system were made to evaluate the design. Using Stumper's Bibliography on Informa-

tion Theory, Part I, retrieval loss and efficiency were determined: less than 5 percent

retrieval loss with an efficiency of 5-15 percent, less than 30 percent retrieval loss with

an efficiency of 20-30 percent. No procedures for improving these figures were found

when the relation network was used.
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IV- 14. Basic Parameters of Retrieval Tests
, by Robert A. Fairthorne, in Parameters of

Information Science (Proceedings of the American Documentation Institute, 1964 Annual
Meeting, Vol. 1, October 5-8, 1964, Philadelphia, Pa.), Washington, D. C, Spartan
Books and London, Cleaver-Hume Press, 1964, p. 343-345.

Numerical comparisons of system performance depend upon parameters of a two-by-
two table in which the row sums are the numbers of acceptable (C) and unacceptable items;

the column sums are the numbers of items selected (L) and rejected by the system. The
four cells thus contain the numbers of items selected and acceptable (R), acceptable and
rejected (C-R), unacceptable and selected (L-R), and unacceptable and rejected (N + R-C-
L, where N = total number of distinct items in the test collection). This paper attempts to

derive from documentary, rather than mathematical, considerations those parameters that

display fundamental retrieval functions.

In conventional retrieval tests, R and L are observed test results, C is asserted, and
N is known. The parameters derived from these are usually R/L (precision ratio) and
R/C (recall ratio). In addition we need C/N (concentration) and N (size of collection). The
precision and recall ratios describe adequately only the properties of systems designed to

retrieve all but not only (ABNO) of a few items, not those designed to establish non-
existence of items, to supply only but not all (OBNA) items, or to deal with common items
in either the ABNO or OBNA mode. We need four parameters (or three, if ratios are
adequate) to cover all retrieval situations. The basic retrieval functions are distillation or

discrimination, i. e. , under suitable invocation to separate the collection into two parts;

and identification, i.e., to specify which part has the higher concentration of acceptable
items. Discrimination must be numerically independent of how we label the portions. Its

value must be unchanged, except for sign, if we interchange the columns of the two-by-two
table. Also parameters must be unchanged, except for sign, if we interchange the rows.

Whether we specify acceptable items or unacceptable items, our separation of the collec-

tion is the same. Thus our parameters are N, C(N-C), L(N-L), RN-LC The first is the

number of distinct items in the collection. The second and third measure the balance of

acceptable and unacceptable, selected and rejected, items respectively. The last expres-
sion indicates how well the collection has been distilled. Its maximum value of C(N-C)
occurs when all the acceptable items are in one part and all the unacceptable in the other.

If the absolute size of the collection is not a primary influence three ratios suffice to

describe the test: C(N-C)/i N^ , L(N-L)/?N2, (RN-CL)/L(N-L) or RN-CL/C(N-C). When
C and L are small relative to N, the expressions become numerically indistinguishable

from C/N, L/N, R/L or R/C. In general, only when all three of these ratios are
comparable are the tests or the systems comparable.

The first two expressions above represent the relative balance of acceptable and
unacceptable items, and of selected and rejected items, respectively. The first of the two

dependent alternatives is called distillation, because it is the difference between the con-

centration of acceptable items in the selected portion and acceptable items in the rejected

portion. The second of the two is called discrimination because it is the difference between
the proportion of acceptable items selected and unacceptable items selected. One cannot

distill the collection without some discrimination nor discriminate without some potential

distillation. Thus the dependence of these parameters has documentary as well as math-
ematical interpretation. The "trading relation" between recall and precision, whatever it

may be, is a pragmatic phenomenon apart from this dependence.

The parameters derived here, if used correctly, describe the test completely. They
hold good for all test conditions, including tests of non-existence, and for both ABNO and
OBNA systems. They are unchanged, except for sign, by changes of label. They have

fundamental retrieval interpretations.
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IV- 15. Data File Size and Its Relation to the Bayesian Effectiveness of an Information
Retrieval System , by Ugo O. Gagliardi, Dunlap and Associates, Inc., Report No. ESD-TR-
65-Z75, Report to U.S. Air Force, Electronic Systems Division, April 1965, 80 p.

A model for evaluating the effectiveness of information retrieval systems which is

based on Bayesian statistical theory relates the effectiveness of a retrieval system to the

statistical characteristics of the retrieval process and the value structure of the requestor.
The model identifies the operational conditions under which one cannot expect to obtain
sufficient system performance to justify the development of a system. The approach taken
is to characterize the overall error process by two parameters, the recall and precision
ratios. These give, respectively, an indication of the average degree of completeness and
the average degree of purity of the search. These two parameters are used to express a

model of the error process of the retrieval system.

The scalar measure of effectiveness for information systems which has been derived

is given by e(Q) = [ UD Q] '

I -
[ Urr]

'

, where Q = { P Y
1

| X J

JJ
, the Information System

Model; U = j U(A |X JY, the utility structure of the decision maker; it = * P ' X Jr, the

prior distribution; D = diagonal form of tt ; Z = vector of all ones; and
[

= operation

which takes the largest component of the column(s) inside.

A model for the evaluation of a retrieval system using this measure is obtained by
introducing recall ratio and precision ratio. The simplest model which is consistent with

a Bayesian statistical viewpoint is represented by:

MQ) =
r(qY - P) (1 - q) qY(l - r) - ( 1 - q) ( 1 - r 8

)

- CCqr - dq( 1 - r)

Yq - (1 - q)

- aq

where r = recall ratio, p = precision ratio, q = density of relevant material, a = loss

ratio of misses vs. false drops, and Y = utility ratio of hits vs. false drops.

This model was programmed for computational experiments which show that the

behavior of the model is determined by the two parameters, 9 = aq and X = Yq. The num-
ber a represents the number of irrelevant documents which a user is willing to examine to

avoid missing a relevant document; the number Y represents the number of irrelevant doc-

uments which a user is willing to examine to find a relevant document.

Thus 6 = represents the greatest number of irrelevant documents the user is willing

to examine for one positive outcome. Upper and lower bounds for the value of q can be

established. Systems which fall above the upper bound correspond to files which are inter-

rogated just as effectively by examination of all the items in the file; systems which fall

below the lower bound correspond to systems which are never utilized since elimination of

non-relevant material retrieved requires an effort greater than the value of the relevant

material retrieved.

It is not possible, using present state-of-the-art indexing, to have effective systems
with file sizes much in excess of 100, 000 documents. There is critical need for research
directed to developing superior indexing and retrieval techniques in order to broaden the

size "range".
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IV- 16. Information Retrieval System Evaluation Technique (Termination Report ), by J. L.

Garland and Kenneth W. Webb, Task No. 0355, Rockville, Md. , International Business
Machines Corp., Federal Systems Division, March 1, 1962, 23 p.

The program reported here was undertaken to develop a series of mathematical
techniques for evaluating cost and effectiveness of information retrieval systems. The
tasks included a review of the literature in the field (25 references are given), development
of a detailed characterization of the problem and a method for gathering data, selection of

an evaluation strategy applicable to a wide range of systems, and establishment of a set of

criteria for evaluating system performance. Library-type systems were examined, partic-

ularly those in government agencies. Measures for evaluation of user satisfaction were
deferred for later investigation.

The methodology for gathering data places the elements of a system in a matrix that

identifies the operations of men, machines, units of information, materials and facilities

along the vertical axis and values (identified by code) for these elements in time, dollar

costs, and quantity along the horizontal axis. The technique of ratio analysis is used to

reduce the data in volume, correlate them, and present them in numerical form as

quantitative values which can be evaluated.

The evaluation strategy makes use of the payoff matrix, composed of rows called

"strategies" and columns called "states of nature". A strategy is a particular configura-

tion of hardware, software and people to produce a system. A state of nature is a partic-

ular set of demands on the system in terms of quality and quantity. The payoff values are
calculations which indicate the relative utility of the system under a particular estimate of

demands. In calculating payoff measures, the state of nature equal to having no system at

all (i. e. , no logic to the flow or to organization of the information) must be considered, as

well as the possibility of a negative utility in which some system will be worse than no sys-

tem. Costs of input processing, file maintenance, output processing, and various perform-
ance ratios are reflected in the calculations, as are searching time costs and costs of

waiting in queue. When the payoff matrices have been calculated it is possible to select the

best strategies and therefore the best systems.

The criteria against which library performance can be measured were not completely
developed. The parameters estimated in the study are primarily derived from quantitative

analysis. Quantitative data are less expensive to collect and were selected on the assump-
tion that much valuable information can be inferred about performance of a system by
detailed analysis of its input and output. The technique can provide an indication of

expected cost/payoff for each of a series of selected strategies. Overall evaluation,

however, will require qualitative judgment by the decision-maker.

IV. 17. The User Approach to Information Systems , by F. Loyal Greer, Bethesda, Md. ,

General Electric Company, Military Communications Department, May 1963, 41 p.

In the design of information storage and retrieval systems, too little attention has been
paid to the problems associated with natural word usages in request behavior. Analysis of

the words of users in information systems in stating their requirements should be prof-

itable. This paper deals with problems of the user's communication with the inanimate
library or mechanized storage and retrieval system. Problems of request formulation are
critical both for manual and mechanized systems and for classificatory and search word
procedures. This paper focuses on the problems and solution for identifying useful search
words for indexing pruposes, but should have implications for information classification

also.
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The development of the User Approach to storage and retrieval was preceded by
empirical investigation of the consistency of human indexers (cf. 11-13 and 11-14). Even
though human indexing consistency were to reach perfection or a highly reliable machine
indexing approach is employed, one could not guarantee similarity between the words of the

indexing and of the users. Additional investigations focused on word usage responses (cf.

IV- 18). The User Approach reflects results reported in this latter study and also combines
the word response technique with simulation procedures, to evaluate design prior to system
implementation. Such evaluation is part of the model for the User Approach, where sim-
ulation is used without involving actual documents. In addition, the program suggested
here follows a pattern of solution resembling that used in a communications project, in

which hypothetical problem situations were delineated and ideas for the achievement of

these situations were provided by knowledgeable consultants. It was crucial here that the

"consultants" be representative members of the relevant target audience. Potential system
users provide through simulation words they will use to search for answers to specific

questions. The number of people giving a word is one determinant of its significance. The
11 -step model provides a basis for maximizing the probability that the words used for

storage will be the words found in the request formulations of system users.

The steps in the model include definition of informational area, enumeration of in-

formation subdivisions, listing of problems in each division, description of clientele,

selection of clientele sample, listing questions for the problems, sifting questions, search
word listing for questions, and application of criteria for search words. Step 10 tests the

products of previous steps by repeating them with some differences, such as using a sep-

arate but comparable group of subjects. Step 10 provides a general test of the adequacy of

the search words so far identified, measures the extent to which the same questions are

repeated and the same words evolved, and also measures the degree to which search words
already determined cover the words used for new questions. Step 11 is integration of

results for final concordance.

The user's concordance may be compared with other concordances. For example, it

is proposed that in subject-indexing (as contrasted to word-indexing) the subject terms will

be much more directly related to user requirements than the author's terms. The User
Approach includes a method for implementation and consequently the possibility for testing

this thesis. Also the User Approach incorporates provision for varied indexing as appro-

priate to particular information systems. Use of the model stated here, with enumeration
of pertinent questions and search words, offers a basis for criteria for indexers in

selecting significant words in a text. The user concordance may very likely lead to

greater indexer consistency.

IV- 18. Word Usage and Implications for Storage and Retrieval , by F. Loyal Greer,

Washington, D.C, General Electric Company, Information Systems Operation, July 1962,

74 p.

It is believed that attention needs to be paid to the problems of retrieval associated

with word usage in the request behavior of the user of information systems. The em-
phasis here is on search words which a user employs in seeking information. The "User
Approach" is contrasted with the "Expert Approach", using judges to determine the impor-

tant words for storage, and the "Statistical Approach", representing analyses of anauthor's

written terms for use as storage and retrieval vehicles. The approaches are in danger of

failing to employ terms which will match the user's expression of his needs. But the

user's request formulations must match the storage subsystem in a way that maximizes the

probability of retrieving relevant material. This paper reports on two preliminary studies

assessing word usage behavior. The problem under study is the user's communication
with an inanimate library or automated storage and retrieval system. The approach
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developed can provide leads for exploring a series of potentially profitable requests in

retrieving information for any particular question. Various systems embodying elaborate

encoding procedures or even total text of documents in storage have been proposed; their

effectiveness will be largely contingent on the human's ability to communicate with them.

In the Topic Response Study words given in free recall to topic categories were exam-
ined in relationship to interest. The words were analyzed as a function of degree of usage

in the literature and rate or number of emissions. Eight graduate students were asked to

write as many relevant words as possible in the time limit (seven 30-second intervals) for

each of five topics presented in random order business, communism, religion, science,

and sports. In the second part, the subjects rank ordered the topics according to their

interest in them. Each word recalled was assigned a value representing its frequency of

usage in the literature according to the Thorndike-Lorge word count study, with the high

values representing words infrequently used. The number of words given was determined
for each topic; additionally the mean usage value for the words was determined. Results

include that there were more words given for areas of high and low interest than moderate
interest and that rare words were given at the beginning and again at the end of the time

periods. No attempt was made to evaluate the appropriateness of the words given. The
study suggests that the more knowledge one has in an area the more words he will

reproduce for that area.

The Search Word Study sought to ascertain the feasibility of research on word usage in

the retrieval context and to derive some hypotheses about differences in the use of search
words. Two technical papers by Rodgers (cf. 11-13 and 11-14) gave added impetus to the

research. Twelve individuals with some background in storage and retrieval served as

subjects. The study was conducted concurrently with the Inter -Indexer Study referred to

above. The subjects were asked to list in columns all the words they thought might be used
as search words in the general area of information storage and retrieval, within a 15-

minute time limit. The words given by the subjects were used to provide an index for the

usage values for the words. The number of words, of common words, and of rare words
were counted; the rare word and common word percentages were calculated, as well as

these percentages within the first and last third of a subject's words. Combined Mean
Word Percentage Consistency attempted to assess the agreement among subjects in the use
of words and was based on comparison of one individual with each of the others. In addi-

tion the mean percentage of a subject's words given by others and of other words agreeing
with the subject's were calculated.

The results of the Search Word and Inter-Indexer studies were compared for overlap

in words designated as significant and for similarity of subject performance. Results of

the former include that 633 words were written down, of which 32 1 were different. Approx-
imately 69 percent of the total were given by two or more individuals. The combined mean
word percentage of inter -subject agreement for all 12 subjects was 14. 4; the other two

inter -subject consistency indexes yielded a mean percentage consistency agreement of 26. 1

among subjects. There was a 59 percent overlap between search words in free response
and the words judged significant in the text of the "first" article in the Inter-Indexer Study;

for the 20th article there was still a 20 percent overlap in words. Overlap between search
words and the 10 most frequently mentioned words for the Inter-Indexer Study was 7. 7

words on the average.

The studies reported here attest to the complexity of variables which can influence a

requestor's choice of words. These variables must be considered if there is to be a max-
imum articulation between search words employed by a requestor and the manner in which
information has been stored.

The paper concludes with a discussion of the User Approach to Information Systems,
reported elsewhere by the author (cf. IV- 18).
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IV- 19. A Proposed Pilot Project , byC. Dake Gull, in Annual Report, 1956-1957, Division
of Engineering and Industrial Research, National Academy of Sciences-National Research
Council, Washington, D. C. , National Academy of Sciences-National Research Council,
February 18, 1958, p. 54-61.

The American Society for Metals sponsored a classification for metallurgical lit-

erature which can be used with punched cards. It also supported a pilot-plant project at

Western Reserve University (WRU) for machine methods of searching and retrieving coded
metallurgical literature. The pilot project proposed here would expand the revised sched-
ules prepared for the second edition of the classification scheme into three products: a

list of terms suitable for coordinate indexing; a systematic classification based on those
terms; and another listing acceptable as a conventional authority list of subject headings,
also based on the same terms. The methods when developed would be applied to the same
2 5, 000 abstracts which were then being put into machine language at WRU. This would
afford an opportunity to obtain some statistics on how long it took to prepare the four dif-

ferent methods and how much it cost. It would then be desirable to put the four methods in

four different metallurgical libraries and to interchange among the libraries all questions

recorded at all of them. At the end of a testing period of a year or two all of the four lib-

raries would have answered all of the questions. The questions and answers would then be

turned over to an independent group of metallurgists and information specialists to study

the effectiveness of retrieval under the four methods. By comparing this information with

the cost of introducing the information into the system and maintaining and operating the

service, it should be possible to have a reasonable indication of the relative effectiveness

of these four methods for the storage and retrieval of information.

IV -20. Measurement of File Operating Effectiveness Time, Cost, and Information, by
Robert M. Hayes, Part 6 of the Final Report on the Organization of Large Files, NSF
Contract No. C-280, Sherman Oaks, Calif., Hughes Dynamics, Inc., Advanced Informa-
tion Systems Division, April 30, 1964, 50 p.

The design of an information system represents the attempt to provide balance among
the factors of required response time, degree of required reliability, and cost and value.

All other considerations are a result of the compromise between time and reliability on the

one hand, and cost and value on the other. This report demonstrates the importance of the

compromise. The relationship between decisions and their value is a function of the time
at which they are made and of the information entering into them. As a function of .the

amount of information, the value may be characterized by a normal growth curve; as a

function of time, by a normal decay curve. The problem in the former case is that of

providing a consistent measure for information. In the latter case the overwhelming role

of time becomes evident. If the operation of an information system can be characterized

as a function of both time and information, the relationship between the size, F, of data

base on which a decision is based, the two parameters, I and T, of information and actual

response time, and the cost, C, of the system must be defined.

Consider a file F of bits consisting of items, x, each of N bits. If a request is matched
against each item in the file over a specified n bits of the N, the information from the file

in response to the set of requests is measured as a function of F, N, and n, considered in

three parts: noiseless, significant, and noisy communication. In noiseless communication
there is an apparent contradiction to the feeling that information should increase as the

size of the file increases. Balance is sought between the new information provided by the

file and the extent of agreement with known information input to the file by the request.

Problems in combatting noise, on the one hand, and maintaining the agreement with the

requested information, on the other, must be reconciled. As n or F/N is increased, the
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likelihood of finding a good match is increased but the new information obtained is

decreased. The usual entropy measure for information is extended to include, as an
equally significant feature, the relevancy of the information received determined, for

example, by the degree of similarity to a request. The standard approach to noise is to

assume a binomially distributed error based on the probability that an error might occur at

any one bit of the n over which the match is made. The effect of this type of error source

on file operation is best combatted by responding with a set of items rather than a single

one.

Error in file operation can arise when any indexing structure is imposed on the file.

An index can be constructed by establishing a "sequence of significance" on the bits and
using successive bits as index criteria; by establishing class numbers, encompassing
groups of bits, by factor analysis or a priori classification of terms; or by establishing

groups of items, on the basis of similarity, and using a representative item as a group
identifier. In the first method the process of searching can be interpreted as one of

successively screening items from the file on the basis of matching the request with

successive portions identifying the index term. It should be relatively simple to screen out

the potentially relevant items for further analysis or to eliminate most items from detailed

consideration. Concentration upon selecting the set of most probable items, by discarding
all improbable items, is the key concept in the decoding strategy discussed, extending the

methods of sequential decoding to file operation.

To reduce the expected average number of computations in such an index searching
process, the methods of activity organizing the file can be used. The aim is to produce a

hierarchical arrangement of levels of grouping which will represent a compromise among
the various distribution measures so as to optimize the selected measure of efficiency.

These levels of grouping are analogous to the structure of a normal classification scheme
although their method of derivation is dependent upon the character of usage rather than a

priori decision. The number of levels open at any time is dependent upon the distribution

of probable activity and the aim is that the probable activity will be equal for all groupings
which can be seen at any time. The sequence of scanning may be organized so as to look at

the groupings in their order of probable relevancy, that is, given a measure of the probable

activity, arrange the groups in order according to that measure so that the ones of interest

will be seen sooner than under an organization which ignores this distribution.

IV - 2 1 . Mathematical Theories of Relevance with Respect to Systems of Automatic and
Manual Indexing , by Donald J. Hillman, in Automation and Scientific Communication, Short
Papers, Part 2 (papers contributed to the 26th Annual Meeting of the American Documenta-
tion Institute, Chicago, 111., October 1963), Ed. by H. P. Luhn, Washington, D. C. ,

American Documentation Institute, 1963, p. 323-324.

A program of research is underway to provide a theory of query-to-document rel-

evancies in connection with problems of indexing. Several reasonable alternatives are
needed so that experimental trials can help in deciding which alternative theory is most
adequate. The problem of relevance is essentially that of characterizing the relatedness of

concepts so as to make the characterizations independent of any notion of relevance deter-

mined by a given system. In one promising theory similarity-judgments are described in

terms of a principle of conceptual matching. This theory results in a topology of concepts.

Certain metrics can be defined on the basis of this theory to provide formulas expressing
query-to-document relevancies.
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Theories of Farradane, Maron and Kuhns (cf. Ill- 18), and Baker fall within the scope
of this study. All these theories are being examined from the standpoint of greater general-
ity. Since their adequacy depends upon the results of experimental validation, testing
procedures have been set up in a number of ways. For example, the mutual relevancies
predicted by a theory are checked against such relevancies provided by expert human judg-
ment. When these relevancies differ, a basis is offered for comparison and modification
to be incorporated into new theories.

In another example, a theory of relevancy can be incorporated into a set of indexing
instructions. Sets of such instructions have been set up and index terms have been assigned
to individual documents. Results of searches based on these different indexing methods
are being submitted to various specialists and users for comment as to the accuracy of the

methods in retrieving relevant items.

These indexing methods are being programmed for the GE 225 computer for a small
collection of documents. Retrieved documents will be judged by each theory of relevance
incorporated in a set of indexing instructions for that collection. Results obtained by these
methods will be compared with results obtained from human assignment of index terms for

the same documents, to provide a realistic basis for discussion of automatic indexing.

The crucial problem of indexing is to assign symbols to documents so as to be able to

find documents related to a request. Since the documents may not be indexed by the exact
terms of the request, relevancy criteria must be used to retrieve documents in order of

their relatedness to the request. For this part of the study a more extensive list of

prescription-terms will be generated by the computer to retrieve more documents. To
each term in the collection there will be assigned an "Association Factor", expressing its

conceptual relation to prescription-terms. Relevance measures are then assigned to doc-
uments and accession numbers compiled with respect to these measures. The possible

mechanization of this total process is being investigated.

IV-22. Criteria for Total Information System Evaluation, by Paul W. Howerton, in

Information Handling: First Principles, Ed. by Paul W. Howerton, Washington, D.C,
Spartan Books, and London, Cleaver-Hume Press, 1963, p. 195-207.

Any process now carried on by humans which is routine in nature or can be made
routine can be automated, whenever it can be shown that automatic handling would save

time, achieve greater efficiency, conserve space, or show financial economy. Studies

which set forth conclusive comparisons of the effectiveness and cost of operating a going

system with those of proposed systems may be prepared against criteria developed

empirically.

General criteria are concerned with identification of those subsystems within the total

information system which would be affected by adoption of the proposed system; and iden-

tification of records and statistical data needed to make an evaluation including descriptions

of document holdings, intellectual processing techniques, coding schemes, servicing of

document files and indexes, equipment used and personnel requirements. Preliminary

steps can be summarized as: determining the points of similarity between the present and

proposed system at each stage of the processing cycle; identifying the first point in the

processing cycle to be affected by the change; summarizing all changes in the present sys-

tem necessitated by adoption of the new system; setting forth advantages of the present

system and of the proposed system; and making comparative tables of cost factors,

showing requirements for manpower, space, time, and equipment.
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As an integral part of the process for evaluation of proposed systems, a list of ques-

tions has been accumulated for use during the preparation of the preliminary study. The
questions are grouped according to stages of processing and include: physical handling of

documents, intellectual problems, such as to what extent the proposed system provides for

recovery of relevant material, reduces redundancy and prevents false drops, and what

effect the proposed system will have on indexing procedures and training of indexers; crea-

tion, maintenance and servicing of machine indexes, as to whether the proposed system
advocates one arrangement of all inputs or a series of subsystems for special purposes,

and whether manual retrieval of known documents will be possible; establishment, main-
tenance and servicing of document holdings, such as the structure of the document store

and correction of existing files with new equipment; space requirements; conversion prob-
lems; human factors of manpower requirements and retraining of present staff; and
flexibility.

Any proposal for a new system must not be so general and lacking in details as to

prevent such tabulated comparison with a going system.

Systems for data processing, meaning the logical manipulation of information for

analytical purposes, can be analyzed by most of these criteria. The definition of the

desired end product is the first order of business with economic evaluations as the

concluding step in the routine.

IV-23. Methodologies for System Design, by Hughes Dynamics, Report No. RADC-TDR-
63-486, Final Report to U.S. Air Force, Rome Air Development Center, Los Angeles,

Calif. , Hughes Dynamics, February 24, 1964, 98 p.

This report presents the results of work on development, programming, and testing of

methodologies for aiding information system design and evaluation. The approach has been
the formalization of well-defined methodologies and associated general purpose computer
programs; the aim has been to allow communication of the characteristics of file tasks and
equipment in familiar terms with subsequent automatic derivation of quantitative evaluations

of effectiveness. The work includes the complete programs for an "evaluation and assign-

ment model" which provide for mechanized determination of the "optimum" assignment of

components and functions to points in a hierarchical reporting structure; and test results

on the relative effectiveness (in terms of quality of results and time and cost for the design
process) of the measure of system efficiency, the system design model, and the evaluation

and assignment programs.

The evaluational model relates the cost and effectiveness of the component parts and
functions of a system to provide a single measure of its efficiency. The model is based on
the following set of definitions: a job consists of a set of defined operations and a volume
for each operation; a component is a defined means of performing some parts of some of

these operations; the efficiency, a, with which a given component performs in the execution

of a given operation is measured as a function of cost, time, and the size of the operation

(i.e., a = CT/N, where C = units of dollars per time, T = time, and N = bits); and a total

system, consisting of a set of components required to perform the set of operations, is

represented by a matrix of their respective efficiencies (the "efficiency matrix" for the sys-

tem). The problem is to find a reasonable measure of "total system efficiency" in terms
of the relevant parameters a^j, v;, x^, and ci (efficiencies, volume, required costs and
actual costs respectively). One approach is to use the normalized quadratic cost as the

measure. A more interesting variant is to consider the generalization of the classical

eigen value theory to handle a nonpositive-definite, nonsquare matrix A directly. A third

and fourth measure of efficiency are provided by the reciprocals of one and the other of the
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first two, corresponding to the reciprocal eigen value problems. Chebyshev-type measures
can also be considered. None of these measures provides any consideration of actual cost,

and may therefore be considered as theoretical efficiencies. In the relationship between
theoretical efficiency and operating efficiency, three values are of interest: theoretical
efficiency, (Av • Av)/(v • v); operating efficiency, (c . Av)/(v • v); and rms cost per unit of

rms volume, (c • c)/(v • v). In effect, operating efficiency attempts to compromise
between actual and theoretical costs.

There are a number of problem areas in the model as defined. The first relates to

determining the efficiency values in the matrix and more fundamentally to measuring the

concept of "complexity", to provide some consistent measure among functions. This prob-
lem is discussed somewhat more deeply below. A second class of problems relates to the

variability in the basic volume data. Any average value is only one of the statistics

describing a variable distribution and provides no reflection of the effects of peak load

activity. It is felt that the model can be extended to accommodate these considerations by
describing the volume vector in terms of the fundamental parameters of the distributions of

its components. The third area of difficulty lies in the definition and selection of the func-

tions and components to be considered in the systems design; they are assumed, in the

model, to have been prespecified. The purpose of the development of a calculus of opera-
tions is to provide a tool for making these selections.

In the evaluation model, as it was developed and programmed, the measure of compo-
nent efficiency was CT/N. Testing of such a measure has the purpose of demonstrating the

degree of intuitive validity which the results of the measure provide when used for compar-
ison of alternative devices. The approach here in testing the measure has been to apply it

to various classes of searching methods and file storage components. The various methods
of file searching include linear scan, indexing, and as a special case of indexing, logarith-

mic search. The efficiency of the first type appears to be characterized by the rate of data

transfer; the efficiency of the second by the relationship between available access time and
the capacity of the storage unit. A unified measure which provides a method for compar-
ison among devices which are either linear scan or random access, or both, requires

definition of a measure of file storage unit efficiency, in terms of C, T, and N: the num-
ber of "active characters" is defined as N = (ejr) (e 2 R) = (e x e s ) F = eF, where F =

capacity of file, r = size of each record, R = number of records, e x = percentage of each

active record which is of interest, and e 2 = percentage of active records. The transfer

rate per active character = t, the average access time to an active record = Ta , and the

total time to process the specified activity = T. Then for sequential access devices

CT 1 . , C(e 2 RTa ) (CT a ) 1

a = , and for random access devices a = — — = ,

F e ie2
( ei e 3 F) (F/R) ei

The number of active characters involved in a search can be calculated if the address

position is known, if the address is not known but the file is sequential, and if the file is

random. For files with total size F greater than the capacity of a file unit F , multiple

units (for random access) or sequential replacement (for sequential access) are used. The

C, T, and R are recalculated, and linear access efficiency becomes a (e) = — a and
(F) 1

6

random access efficiency Ct(e 2 )
= a • If CI (e, F) is plotted for various devices,

(i o) e a

efficiency curves can be obtained. These show, for example, that disks are competitive

over an apparently narrow range. The following are apparently valid: e F > 105 is a

reasonable range of batch size for economic utilization of linear access, and random
access is economic for e F < 10->; present tape speeds begin to fail, for time reasons, to

search a file F > lO^ in a day; disk memories begin to fail, for capacity reasons, with a

file F >109.
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The characteristics of various storage devices, both sequential and random access,

have been tabulated, including the resulting efficiency values; the two types of devices have
been consolidated for particular parameters of a problem, F = 3 x 109 , e = 10-3.

One major question in the use of the measure CT/N is how to measure complexity
consistently among functions. It is proposed to define the complexity of a function over all

devices capable of performing the function. Several alternative methods for approximating
the complexity from characteristics of a searching problem are possible: program it and
use the number of decision instructions as the normalizing factor; number of "NOR" cir-

cuits in a special purpose device designed for the function; or Turing machine decomposi-
tion. Finally, the complexity of a device is defined as the most complex operation which it

is capable of performing.

IV-24. Language Structure and Interpersonal Commonality , by Robert V. Katter, Report
No. SP- 1185/000/01, Santa Monica, Calif., System Development Corp. , June 17, 1963,

30 p.

(The last 11 pages of this report are designated SP- 1 185/000/0 1A and dated September 17,

1963.)

Meta-theories of grammar consist of ideas about the nature of language behavior and
communication, coupled with corresponding methods for analyzing language behavior to

arrive at a structural theory. This paper takes a descriptive normative viewpoint toward
meta-theoretical problems and develops empirical measures of the degree of interpersonal

commonality of responses made by members of a language community to various language

stimuli. One of these measures is of the commonality of predictive judgments made to

pairs of elements in a long string (a corpus) without regard to successional effects.

In the field of extracting segments from a text to serve as representations for it, the

procedure for extraction must (eventually) be fast and inexpensive but a criterion procedure
for evaluating extraction results need not be; once segments of a corpus of text have been
assigned criterion values, they can be used to validate many different extraction proce-
dures. It is possible that no criterion measure currently in use is satisfactory because too

much emphasis has been placed on obtaining inexpensive criterion measures. Among the

procedures that have been proposed or employed, some as a method of extraction in one

context and a criterion method for evaluating extraction results in another, are: (a) holistic

valuative judgments, in which text segments (words, phrases, sentences) are selected and
sometimes rank ordered in terms of their being judged representative of or relevant to

specific texts; (b) quantitative valuative judgments, in which text segments are rank
ordered or rated on a scale of relevance, or on a scale of probability of relevance to

specific texts; (c) analytic descriptive judgments, in which text segments are judged as

belonging (or not belonging) to predefined desired content rubrics of text, such as purpose,

procedures, findings, recommendations, and in which a set of segments judged desirable

from a single text are also judged and filtered for redundancy and coherence; (d) frequency

based formulas, in which the absolute or relative frequencies of occurrence, co-

occurrences, or contingent co-occurrences of segments are tallied for a text, and the deci-

sion to extract certain segments is a function of these frequencies; and (e) position based
formulas, in which segments such as the title, section headings, and first and last sen-

tences in paragraphs are designated for extraction. Historically, the most common
evidence of validation has been for an investigator to present a procedure as an extraction

method and then to note that the results appear to him to correlate well with his own crite-

rion judgments : Baxendale, Borko, Doyle, Maron and Kuhns (cf. Ill- 18), and Montgomery
and Swanson (cf. 11-36). A few investigators have used extended programs of interaction

among members of a research team to produce high intersubjective agreement and then
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used these group judgments to select text representations: Cleverdon (cf. 1-2). A natural
step was to try to use judgments of typical users as criteria, but studies of the degree of

intersubjective agreement of judgments of typical users found it to be low: Rath, Resnick
and Savage (cf. , for example, 11-45).

One source of this low intersubjective agreement among users may be that it is often

not clear what is intended by the words relevant and representative. Considerations such
as the validity of the material, its usefulness, style, under standability, etc., can all enter

the judgments in unknown amounts. None of these considerations are the right ones for

selecting text segments for indexing, classification, or abstracting purposes. It is impor-
tant not to confuse valuation with representation. Descriptive analytic procedures
overcome some of these difficulties but have two apparent shortcomings: none specify the

relationship between the extracted segments and the remainder, and none measure the

degree of intersubjective agreement of typical users on such a relationship. The concept
and measure proposed here attempt to take account of these shortcomings.

The concept of mean commonality of predictive certainties poses a single retrieval-

relevant question: when an extracted segment is presented to typical users, what does this

cue do to their pattern of predictions regarding what other content segments would be

contained in that document? A predictive pair (cue segment with predicted segment) has
high commonality of predictive certainties when there is a high degree of inter subjective

agreement on the predicted presence (or absence) of the predicted segment, and the average
degree of subjective certainty is high regarding that prediction.

A format for eliciting responses from a sample of subjects (S) would include: Given
sentence A from some article, check whether a sentence with a meaning close to sentence

B would more likely be present or absent in the same article; check degree of certainty

(from six choices) of that guess. The commonality of predictive certainties of a sample of

2 X
S's to a single predictive pair is given by C =

, where X = response value from a
5N r

single S with any value from + 5 to - 5, and N r
= number of S's giving one response each.

C takes values ranging between + 1 and - 1. A particular cue segment may be paired with

many different predicted segments, and C values obtained for these pairings. The mean
commonality of predictive certainties associated with that cue segment is given by

s/c/
C = —^

—

*—
, where /C/ = absolute C value and N = number of predictive pairs.

p
^

On the average, factually correct predictions should have significantly higher C values

than factually incorrect ones; this hypothesis can be tested experimentally.

IV -2 5. Statistical Decision Criteria in the Evaluation of Information System Performance ,

by Charles H. Kriebel, ONR Research Memorandum No. 131, Pittsburgh, Pa., Carnegie

Institute of Technology, Graduate School of Industrial Administration, August 1964, 33 p.

An information system is a service facility to the management of an organization: a

"better" system will furnish "better" information, facilitating the execution of "better"

decisions to improve performance overall. Aspects of statistical decision theory deal with

the mathematical analysis of decisions when the outcome is uncertain. It is possible within

this framework to evaluate explicitly the relative worth of different information in terms of

a decision objective. The purpose of this paper is to indicate how comparable criteria can

be developed which may be used to evaluate the performance of information and decision

systems in modern organizations.
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In a linear team situation the possibility for interaction between decisions by members
is omitted and the requirements for an information system, as such, are nonexistent. If

the payoff functional is quadratic in the action and state variables, the information system
is distinguished as a component of "information structure" in the team decision model.
Employing the prior-to-posterior framework of Bayes analysis, a measure of the economic
performance capability of two simple information systems is illustrated. The first system
(A), complete informational decentralization, corresponds to the case where each team
member specializes his operating information to his own observations on a particular state

variable and no communication takes place between team members. The second system
(B), limited dissemination of information, corresponds to the case where members have
the opportunity to revise their a priori knowledge about the state variables in subsequent
periods on the basis of individual observations and messages received from other members.

For the team payoff expressed in terms of cost, the relative worth to the firm of

employing a system A is the cost reductions that can be realized by including consideration
for the variance in the state variables a posteriori . The system A exhibits constant

returns to scale relative to the posterior variance of the first order component. The
distinction between this system and the null information system is that in the null case no

observations are made on the information processes, and hence there is no formal basis on
which to revise the a priori distribution. Under the system A the decision makers possess
the option of obtaining additional information by observing the state variables over time.

Thus the a priori probability distribution can be revised at each stage of the process in

light of the new observations.

In systerruB, each member communicates some function of his observations to a cen-
tral staff which compiles all such information received and periodically disseminates this

compilation to each member. Under this system, the posterior distribution is obtained

with respect to the pooled observations for each period and the system exhibits constant

returns to scale in both the variance and covariance terms of the posterior distribution.

In summary, information to the decision maker will be more valuable or "better" if it

provides a correspondingly larger reduction in the relative amount of uncertainty present,

where reductions in uncertainty are expressed relative to the certainty counterpart, perfect

information. Ability to evaluate the performance of different information systems relative

to a particular organization is limited only by the ability to describe formally the expecta-

tion computations conditioned on the information provided by these systems.

IV-26. System Effectiveness Study , by J. L. Kuhns, Section 7 of Research on anAdvanced
NASA Information System, Report No. NASw-538, Canoga Park, Calif., The Bunker Ramo
Corp., October 11, 1963, 16 p.

We shall regard an information system as a three -term relation between (1) an input

consisting of a user's information requirement, (2) a collection of information "packages"
(e.g., documents, abstracts, titles of documents, photographs, tabular data, etc.), and

(3) an output consisting of a certain selection of the collection. Within the scope of the

present study, time will be omitted as a variable. We equate the information requirement
with the communication of the requirement to the system and we assume that this commu-
nication is in natural language. This allows us to treat the input and output of the system
as entities of the same logical type. To complete the model, we next assume that there is

a referee who can decide for any item in the collection not only whether it is relevant to the

information requirement or not, but also decide between any two relevant items whether
one is more relevant than another. These comparative evaluations are reflected in a

numerical scale of degree of relevance . Similarly, it is appropriate to regard the
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selection procedure as a procedure for assigning numbers to items. (These numbers can
be regarded as the system-calculated strength-of-match between collection item and
information requirement.

)

Development of a measure of retrieval effectiveness must take into account both the

proportion of relevant material retrieved and the proportion of retrieved material relevant.

We look for ways of comparing a result with the perfect retrieval. The measurement of

this effectiveness requires the specification of the values of a certain function of these

variables: f(n, x). We define f(n, x) = — :— . where n = number of items retrieved,
m(k - m)

m = number of relevant items, x = number of items relevant and retrieved, and k = value
of n at which retrieval is deemed worthless, based on the user's personal estimate of the

utility of the information required.

Let us now look at the problem from a completely different viewpoint. We will exam-
ine a hypothetical situation of system usage and define our measure of retrieval effec-

tiveness to depend on the actual cost to the user of a single search. Thus

r, , V net gain , . , , ,
f(n, x) = — = ;

s —
;— . It is easy to show that the quantity

V maximum possible net gainmax r s

l/V max can be interpreted as a penalty coefficient for irrelevant retrieval. We rewrite

f(n, x) in the simple form f(n, x) = R - pi. The quantity R is the proportion of relevant

material retrieved, I is the effective amount of irrelevant material retrieved (in the

unweighted case I is simply the number of irrelevant documents), and p is the irrelevance

penalty and may take on arbitrarily assigned values. The use of this measure of retrieval

effectiveness has been reported elsewhere (cf. 11-53).

The measure appears to be a complete solution for the retrieval effectiveness of a sys-

tem acting on a single query. The problem now is to extend this to an evaluation for an
entire set of queries. It is quite plausible to assume that in the entire set of queries the

sets of numbers are independent. The definition of independence that appears appropriate

here is that the coefficient of linear correlation between the number sets is zero. This
will be the case, for instance, if the queries are sufficiently uniform in value so that p is

constant; or that the file content and retrieval procedure is sufficiently stable to yield

constant I. This allows the computation of the mean-value score: f = R - pi

To compare two systems, a decision must be made based on an estimate of the mag-
nitude of p. Recall that p is the cost to the user of processing a single retrieved item
relative to the maximum net gain possible from the search. Exact values are not nec-

essary, but only gross estimates. For example, in a bibliographic search which produces

abstracts the value of p can be taken as rather small. Another consideration is that es-

timates can be obtained by an intuitive evaluation of the equivalence of search outputs in

particular situations. Such considerations will allow estimates of the range of value of p.

Although subjective, it is plausible to assume that there will be some uniformity among
different evaluators.

In the case of a ranked retrieval the first step is the interpretation of what constitutes

the output. Recall that we have been compelling the user to process all output items; we
now permit the user to process the output items successively, and choose at each step

whether or not he will proceed. Then we can define the output to consist of the processed

items, and the effectiveness can be measured by the same graphical scheme as before.

This seems reasonable as it certainly incorporates the ranking data. However, new
complexity is introduced into the implementation of the method; namely, test participants

are required to process the output.
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A second approach is to correlate the two rankings given by perfect retrieval and by
the selection procedure. We must "weight" the rankings, however. The decision to

continue processing will be based on the information already obtained, and the gain to be

obtained by continuing will be reduced accordingly. Thus p will be a non-decreasing step

function, which increases after each relevant item is processed.

The steps in implementation are to select an appropriate sample of user information
requirements, a test "library", and judgments of perfect retrieval.

It is recommended that this tool be given consideration as part of a systematic
procedure for system improvement and quality control.

IV-27. Some Approaches to the Theory of Information Systems , by Borje Langefors,

BIT 3, 229-254 (1963).

A systematic technique for establishing the real needs for information within an or-
ganization has to define the information needed, its volume, the time intervals at which it

is required and at which it is available, the data from which it can be produced, the proc-
ess needed for its production and the form for presentation of the results. This analysis,

basic to any rational design of an information system, must be hardware independent. Only
after such an analysis has been made it is timely to consider the common characteristics

of hardware systems in general and then the suitability of specific hardware systems. At
this phase of the analysis it is appropriate to consider the impact of the organization of

information on the total work load and on the data processing system and try to find an

optimal or at least efficient solution.

One problem of organizing data is concerned with the data transport needed to bring

data from the storage place to the processor. Another is to organize data in a way that is

meaningful for people. It seems appropriate to consider such data as are stored in the

main memory of the processor to be used for processing as being available without trans-

port work. The problem of data organization then is how to store data in mass storage so

as to minimize the work needed to transport these data to the main store when needed or to

make them available within the time required.

When basic functions and information sets required for these functions have been
found, the sets must be defined in terms of more elementary concepts. Thus when a set

of information sets b, c, and d is needed in order to produce an information set a, then b,

c, d constitute the precedence set for a. Or p (a) - b, c, d; a is the succedence set of P(a).

It is always supposed that the precedence relations include updated versions of the informa-
tion sets and that precedence relations are grouped by subset relations. Precedence
relations can be specified by a precedence matrix, where precedents are listed to the left

of the matrix and succedents are listed above their associated columns. Some information
sets are terminal, some are initial, and the rest have an intermediate position and can be

ordered by levels. If the precedence matrix is rewritten to reflect this ordering, it can be

used to draw a corresponding graph of the relations of information sets.

The set of all feasible operations which uses p(a) to produce some approximation to a

is called computation, written Comp (a). To each precedence relation there is associated
a computation, for the implementation of which there may be different systems of actual

procedures. If the computations are all taken as separate computer runs, there will be a

multiplicity of data input transport for all files. Some computations may call for multiple

scanning of some files. If the (relative) volume or scan time for each file is indicated

along with the precedence matrix, it will be possible to see how much transport is saved
by taking together two or more computations into the same process. The system so
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described is called the basic topological system. The computations system implies a

(relative) transport volume for input against the volume for single input, giving a topolog-
ical transport factor. The multiple transport can be reduced by taking some computations
into the same computer process, if the computer memory is sufficient to store the pro-
grams. Grouping computations corresponds to grouping columns of the precedence matrix,
and it is easy to see how much transport is saved by grouping any computation with any
other one.

Grouping of computations may call for shorter data blocks in the files in order to leave
memory space for the group programs. This will then lead to an increase of transport
volume which will also have to be considered. In general it will be desirable (and possible)
to group more than two computations. One will have to test for different combinations of

computations where the memory space and the space requirements for the different pro-
grams have to be considered. The subset relations give valuable aid in suggesting
efficient grouping.

The precedence matrix also gives information about the input and output (transport)

requirements. The amount of transport equipment with a computer has to be small for

cost reasons. Several of the elementary files will have to be consolidated to larger files,

corresponding to grouping of rows of the precedence matrix. Consolidation of files may
cause excessive data transport; grouping of computations on the other hand may eliminate

such excessive transport. When we consider consolidation of files, the picture of exces-
sive data transport becomes somewhat complicated, being composed of duplicated input of

some files to several processes and of deadweight transport of some data in these files.

The precedence relations and precedence matrix are suitable to describe some of the

relations in this study, but cannot specify the number of file passes in a process for both

input and output files and do not offer a convenient description of how computations are
grouped to composite processes. To remedy this, the concept of incidence between proc-
ess and input and output is introduced, and the precedence matrix is replaced by the

incidence matrix. One row is taken for each process (or computation) and one column for

each data set. The number of scans that a file is treated by a process is used as the

incidence number between the file and the process.

A change in the graphical representation may be introduced which is analogous to the

change in passing from precedence matrix to incidence matrix.

In designing the information system we have to consider limitations imposed by hard-
ware cost. Filed data, in a storage much slower than the main memory of the computer,

are transported to and from the main memory. Limited memory space may make it

uneconomic to group too many computations together, because all necessary programs
cannot be kept in the main memory simultaneously and have to be transported to and from
the memory. This may be a larger transport volume than the data transport it saves.

Again, the number of file storage (or data transport) units cannot be chosen large enough to

transport all data sets separately, which may be a reason for not grouping some computa-
tions although this might have saved data transport. Finally, using memory space to group
computations and thereby reduce the number of file scans may necessitate shorter data

blocks, which will increase data transport by increasing the number of interblock gaps

which are a source of deadweight transport.

Optimum design of the data structure for a system requires establishing different

feasible solutions and finding one among them which corresponds to minimum transport.

In trying to find a feasible solution it appears that a lot of programming for earlier proce-

dures will have been done before it becomes clear that a restart will be necessary.

Therefore the manner of analyzing for feasible solutions using the incidence matrix or

graph may save man years of programming. In order to estimate the quality of a solution
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reached this way the resulting data transport volume is compared with that of the system
without transport limitation and with the basic topological system as well as with the

theoretical minimum.

An example, using fairly realistic data volumes and size relations between input data,

programs and memory space, illustrates the nature of the problem when small memories
are used.

IV-28. Information System Design Computations using Generalized Matrix Algebra , by

Borje Langefors, BIT 5, 96-121 (1965).

Information system design implies two main problems: deciding on capacity level and
designing the most economic system which realizes this capacity level. The common way
of designing systems is to choose a capacity level, then do an ad hoc design job, involving

much programming and reprogramming. This paper is concerned with some methods for

designing the system by using analysis and design methods which minimize the cost for

reprogramming and restructuring during the design phase. The methods, contained in an

earlier paper (cf. IV-27), can be described as generalized matrix operations. The matrix
operations involve the incidence matrix, or modified versions of it, which resulted through

earlier operations, and also the vector defining file transport volumes as well as matrices
which specify the process groupings and the file consolidations wanted.

The matrix routines can easily be performed on a computer if a suitable generalized

matrix program system is available. This is a convenient method for comparing different

design alternatives. To choose those design alternatives to be tested, system properties

which reduce the number of processes or files that would profit from being joined are

utilized. Thus the "manual" choice of design alternatives becomes tractable. In that case

the possibility of automating the calculations made necessary by the matrix operations

becomes a great advantage.

A complete formalization (and hence possible automatization) is established of the

computation of transport saving or resulting transport amount for any specified

process grouping (if also specification is given of how possible multiple file scans of a

process are to be interpreted). In order to develop this procedure into a fully automatic
routine an algorithm for selecting the set of different groupings to be tested must be estab-

lished. In many practical systems the number of feasible groupings is fairly small.

Therefore, a formalization of the selection of feasible groupings may make possible a

complete analysis of such combinations. In such cases a fully automatic solution of this

design problem would have been achieved. For more complex systems, full automatization

may not be reached. Then such a procedure would still be useful, for it will reduce the

amount of intuitive or "manual" choice of the different designs to be tested. It also

seems useful to test a random selection of the set of feasible groupings to define the best of

them which, while not exactly optimal, may well be a better solution than would be obtained

from a few intuitive choices.

The result of the recommended analysis can be displayed in a matrix with one column
and one row for each process and where each element in a column measures the transport

saved by grouping the process for the column with that associated with the row position of

the element. The procedure reduces the choice for system design to an extent which is

dependent on the topological properties of the basic information system (or of the incidence

matrix). Another procedure for further reduction of the choice problem, a logically nec-
essary operation, is related to what conditions must be satisfied in order that two proc-
esses may at all be grouped together. The precedence matrix described earlier (cf. IV-27)

should be sufficient for testing such conditions.
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In addition to those properties of an information system which have been used so far to

reduce the number of design configurations to be tested, one significant property remains
the different sorting sequences used with different files. It appears realistic at the

present state of the art to regard file sequence to have been specified before the analysis
starts. The sorting sequence of the different files will also define a partitioning of the set
of processes into one subset for each set of file sequences. In most practical systems this

sorting condition will bring about a very significant subdivision of the system into much
smaller subsystems, which are separated with respect to the process grouping analysis
and with respect to file consolidation problems.

To keep input-output equipment requirements within economic bounds it is necessary
to consolidate small elementary files into larger and fewer ones. The problem of efficient

file consolidations is a problem of general importance for information system design,

whether it is built on serial access memories, random access memories, or both. The
incidence matrices for a system and its modification after file consolidation can be

compared to find rules of general validity for a prescribed consolidation of two standing

files. In general, file consolidation increases the amount of file transport but most or all

of the increase in transport time can be eliminated by suitable process grouping. Thus the

potential for file consolidation that a certain grouping carries with it has to be considered
in combination with the reduction in transport it brings. A procedure for aiding design in

this stage would compute equipment reduction. Assistance in selecting candidate groups of

files to be tested for possible consolidation can be obtained from the computer, in analogy
with the grouping phase. Such consolidations can be found by scanning the incidence

matrix similarity of columns in the matrix indicates feasibility for consolidation and
can be printed out by simple algorithms analyzing the matrix.

IV - 2 9 • The Intensive Sample Test for the Objective Evaluation of the Performance of

Information Retrieval Systems , by Calvin N. Mooers, Report No. ZTB-132, Report to

Rome Air Development Center, Cambridge, Mass. , Zator Company, August 1959, 20 p.

The method of retrieval system testing proposed here has the following features: it

can give an absolute determination of retrieval system performance rather than a relative

determination, since it does not depend upon comparison with the performance of some
other retrieval system; performance is measured against information known to be in the

file prior to the retrieval experiment; and relevance of all the citations taking part in the

test procedure is settled before the test begins. In an ideal situation, we should like to

test the performance of a retrieval system against a hypothetically perfect system. A per-

fect system can be defined as that one which would produce for each customer and his

inquiry the exact set of documents (no. more and no less) which the customer himself would
select if he were able thoroughly to read the entire library and then were to pick out the

documents of relevance to him and his inquiry. It should be emphasized that the perfect

retrieval system is defined only for the population of documents and for the population of

customers -with-inquiries that are settled on beforehand. It is clear that we shall never be

able to achieve such a system for any reasonably large collection and group of customers.

But we should consider methods of approximating a perfect system, and some kind of

approximation to the performance of a perfect system for an actual retrieval system to be

tested.

A sampling method is suggested as a device for these approximations. Samples are

chosen from the population of documents, a sample size not too large, as the time, effort

and trouble in administering the test will increase with sample size; samples are also

chosen from the population of customers, with care, since the value of the test depends

upon the intelligence of these people. Each sample customer is given a few of the samples
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of documents, and asked to read them carefully and formulate a set of inquiries such that

at least one document provides relevant information for each of his inquiries. The question
should not be framed in such a way that the document alone will provide the entire answer
to the problem; also, the question should not be tailored closely to the peculiarities of the

document. This procedure leads to a set of document-to-inquiry associations that is a

small but perfect retrieval system. To make possible the analysis of test results, a scale

of relevance is provided for each of the question-document pairs: not relevant, relevant

(this document could be omitted in the search without too great loss), and crucial (the

omission of this document would be a serious loss).

The set of inquiries is now given to the operators of the actual retrieval system, who
do not know what samples have been drawn. They may process the questions in any way
but must of necessity process their entire file for each question. Termination of the test

shall be at the option of the system operators. The documents retrieved are checked to

find which of the sample documents have been retrieved and in response to which of the

questions. The following three test ratios are computed: crucial documents ratio (number
of crucially relevant documents cited to the number in the sample), relevant documents
ratio (number of relevant or crucially relevant documents cited to the number in the sam-
ple), and not-relevant documents ratio (the number of not-relevant documents cited to the

number in the sample).

Excellence of performance is indicated by a high crucial documents ratio, very close

to the value of one, along with a low not-relevant documents ratio, which should be less

than 0. 01. The relevant documents ratio should be close to one in almost all cases. Only
a sample of the performance of the actual system is taken, but the sample matches
completely the coverage of the approximating -perfect system and makes the analysis of the

test simpler.

IV-30. Evaluation of Science Communication Systems , by Lawrence S. Papier, CRDL
Special Publication 4-65, Edgewood Arsenal, Md. , U.S. Army Edgewood Arsenal,

Chemical Research and Development Laboratories, February 1965, 49 p.

All appropriate factors within specific systems, as well as external factors and their

relations, must be identified in order to evaluate information systems. Evaluation is part

of the process of analysis and design; the fact of multiple criteria and complexity must be

recognized and accepted. Primary emphasis in the general method proposed here is on

storage and retrieval aspects; specialized technical and intellectual problems, as well as

detailed operating problems, are excluded. Criteria for evaluation are derived from
consideration of management objectives, user requirements, system properties, system
efficiency, and technical and operating aspects.

Primary organizational objectives include the growth and increase of efficiency and

effectiveness of the organization. More specifically, the organization needs to attract and
retain productive scientific personnel, to improve the quality of information supplied to

those personnel, to cut costs, to develop new products, and to meet competition. These
objectives can be translated into specific and useful criteria for evaluation of scientific

communication systems. Management must specify objectives and requirements of its sys-

tem in order to be clear as to what constitutes improvement in quality of information

furnished. In cutting costs the issues of system requirements, user requirements, long

and short range effects, and the interrelationship of objectives must be considered. The
organization of a system designed to aid in the development of new products will be dif-

ferent from one designed to raise general skill levels or to meet competitive challenge.

Again, management must clearly specify the aims of the system in order to simplify

evaluation.
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The direct goal of a science communication system is to fulfill the requirements of its

users or, more accurately, the wants of its users. There have been several attempts at

expressing user requirements from various standpoints, but efforts to determine general
significance of the factors is difficult. Significance and weight vary in individual cases.
However the items can be grouped into several major categories: form of material and
oral contacts (books, reports, meetings, etc.), control tools (reference works), types of

communication (for example, data and information), and properties of system response
(accuracy, currency, completeness, etc. ). The listings can be summed and combined into

a coordinate grid simplified into a study of the properties of system response for the var-
ious types of communication. The grid may be detailed to any degree necessary. The
nature of properties and communication must, of course, be understood before their ability

to fulfill user requirements can be determined.

The evaluation of a system must include not only its effectiveness in meeting organiza-
tional objectives and user requirements but also its efficiency in so doing. Evaluation of

efficiency relates to cost, time and volume studies. System properties of compatibility,

adaptability, and capability of self -improvement must be studied, as well as operating

characteristics and feasibility. In the proposed analysis, areas of evaluation include abil-

ity to meet management objectives (discussed above), dealing with external relations,

ability to fill user requirements (discussed above), system properties, and system effi-

ciency. The area of external relations works with questions of services, cooperation, and
geographical proximity; it also includes relations with, for example, purchasing, the patent

department and computation center, as well as problems of interlibrary loans and compat-
ibility factors. The system properties to be considered are adaptability, vitality,

improvement and self-correction, and multi-purpose capability (browsability and accurate

retrieval, for example). For system efficiency the total system is divided into parts and
each one analyzed for the factors mentioned above. Cost, time and volume figures are

collected; material, personnel and equipment are examined; and linkage and flow of mate-
rial are detailed. The analysis may proceed until unit operations are reached.

Science communication systems are complex; evaluation should be neither strictly

intuitive nor over-simplified. The analysis suggested here begins with an investigation of

the objectives of the total system, broadens into the seven areas, divides into an analysis

of subsystems, and proceeds in increasing depth. The final evaluation includes a deter-

mination of vital considerations and performance for each area, between areas, and for the

total system.

IV- 31. Operational Criteria for Designing Information Retriev" 1 Systems , in Machine
Literature Searching, by James W. Perry, Allen Kent and Madeline M, Berry, New York,
Interscience Publishers, Inc., 1956, p. * * -48.

It may be said that an information retrieval system embracing a totality of "n" doc-

uments will direct our attention to a smaller number of "m" documents as being of possible

pertinent interest. Personal inspection will, in general, reveal that a still smaller number
of "w" documents are of actual pertinent interest. We thus define the following quantities:

n = number of documents embraced by a given system, m = number of documents which
use of the system indicates to be of possible pertinent interest, and w = number of doc-
uments that are found to be of actual pertinent interest by personal inspection of the m
selected documents. Definition of these quantities leads immediately to consideration of

certain relationships between them: — = fraction of total documents to which attention is
n

directed, the "resolution factor" which may be expected to have a different value when a

given system is used to direct attention to documents of possible pertinent interest for dif-
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ferent information requirements; = fraction of total documents from which attention is
n

diverted, the "elimination factor" which obviously becomes larger as m/n becomes smaller
w

and vice versa; — = fraction of documents to which attention is directed that are found onm
inspection to be pertinent, the "pertinency factor" which becomes larger as the proportion

of pertinent documents increases among those to which attention has been directed by the

m -w
system; = fraction of documents to which attention is directed that are found, onm
inspection, not to be pertinent, the "noise factor" which may be used advantageously in

estimating time lost in reviewing documents not even of marginal interest to which the

system has directed attention; and x = number of documents of pertinent interest which are

among the totality n embraced by a given system, important in evaluating the reliability

with which a system directs attention to documents of pertinent interest. In determining x,

considerable time may often be saved by applying statistical analysis to properly selected

representative samples of the totality of n documents.

Relationships between x, w, and m lead immediately to definition of additional opera-

w
tional criteria: — = fraction of pertinent documents to which the system directed attention,

x

the "recall factor" which measures the proportion of pertinent documents to which the

information retrieval system directed attention when a given search was conducted; and

x-w
= fraction of pertinent documents to which the system failed to direct attention, the

x
"omission factor" which measures the proportion of pertinent documents from which the

system diverted attention when a given search was conducted.

Effectiveness and efficiency of an information retrieval system as an aid in meeting an
information requirement cannot be measured solely in terms of either the recall factor,

w/x, or the pertinency factor, w/m. Both factors must be taken into account. Proving
over-all effectiveness must be based on evaluation of the performance of the system for a

statistically significant sample of varying information requirements. Each of the informa-
tion requirements, by virtue of its being different, would require that a corresponding
search be made. The scope, both of each information requirement and of the corresponding
search, would be defined in terms of different criteria, taken singly or in combination.
For each search, the values for m, w, and x would be determined and the corresponding
values for w/m and w/x would be calculated. Examination of the data so obtained would
reveal that a certain percentage of searches would have values for w/m within various
ranges of values of w/m. A corresponding plot of data for w/x would be the same. The
percentage of searches corresponding to each of the selected increments in the value of

w/x would be determined. In general, it may be said that high average values of w/x (the

recall factor) will characterize an information retrieval system that functions with high

reliability. With such a system there is high probability that attention will be directed to

all documents of pertinent interest. Correspondingly, consistent high values for w/m (the

pertinency factor) indicate that attention is not being misdirected to documents of no per-
tinent interest. The selectivity of such a documentation system may be said to be excellent.

In accord with well-known statistical methods the data may be used to plot frequency
distribution curves. Such curves may be characterized by various parameters, e.g.,

arithmetic mean, standard deviation, skewness, kurtosis. These parameters may then be

used to characterize the performance characteristics of the information retrieval system
under investigation.

161



IV-32. A Technique for the Organization of Large Files , by Ralph M. Shoffner, American
Documentation 1_3, 95-103 (January 1962).

The technique presented here relates the indexing function and the physical system
characteristics to the time and cost of retrieval. An important feature is that the technique,
being quantitative, focuses attention on some of the system characteristics which must be
measured and related before the system operation can be considered satisfactory on the

basis of a technical, as well as conceptual, knowledge of information retrieval.

A retrieval file consists of a set of basic file elements, R, and additional elements
used to refer to the R elements for search purposes. The individual elements can be
brought together in groups and then be retrieved through their group membership. Thus
the file may be represented by a tree structure, the terminal nodes representing the el-

ements of R while the non-terminal (or reference) nodes represent the groups. A search
provides one of the elements of R as a response. The process of searching the file is

repetitive and the three basic operations are: acquire, process and select. When a ter-

minal node is selected, the search terminates with this R element as the search result.

An efficient system is one which accomplishes a task with minimum expenditure of

effort measured in terms of the cost incurred. The task will be taken as a single search
on the file. The cost of a search, CT/N, is defined as the product of the time per search,

T/N, and the system cost per unit time, C. The cost and time are each defined as func-

tions of the system characteristics: facility costs and operating rates, personnel costs and
operating rates, and the sequence of operations. The average time for a search as a func-

tion of the defined search tree is expressed as
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level i; g. = number of groups on level i; and L = number of file levels.

Those parts of the system which may be changed are varied to obtain the minimum
value of CT/N, which defines the most efficient system obtainable within the given

constraints of the problem. Given an estimate of the file activity, the tree structure may
be modified to reduce the average time required for a search. The order in which the

nodes within a group are processed may be revised, allowing a reduction in either or both

of the access and process times (activity organization). Alternatively, terminal nodes may
be moved higher in the search tree, to allow the possibility of terminating search without

processing all levels of the file (hierarchical organization). Activity organization does not

affect the tree structure. The cost function, C, has a constant value and in CT/N occurs

when T/N is minimum. For a given structure, min (T/N) occurs when the elements with

the highest probability are highest in the tree. For hierarchical organization, the highest

probability elements are considered first. Where one is attempting to determine the file

structure, min CT/N does not necessarily occur at min T/N. The criterion for moving the

kth element from level n to n-1 is CT/N(k, n-l)<CT/N(k, n). All elements are first

assigned to the lowest level of the file and a minimum CT/N is obtained. Moves of the

elements to the next higher level are evaluated in order of their probability. When the

criterion is violated, no other items on that level need be evaluated due to their lower

probability. Evaluation is then carried out for the next higher level. After the moves to a

new level are made, the evaluation starts again at the lowest level and moves up through

the levels. The procedure terminates when the element with the highest probability violates

the criterion, or when no more file levels are available.
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To demonstrate the effect of the tree structure upon an explicit equation for CT/N, a

model file is considered, file relations are derived from assumptions about the file, and an
equation obtained using those relations:

CT
N

L i-1 J

E (a + mn.) ( 1 - S Pr.J . (dR + eS + Z P.) where a = constant accessing
i=l j = l

J
' j = l

jy

time; m = accessing time per node; n = nodes per group, level i; r = processing time per

node; Pr . = probability of search termination on level j; d = storage cost per element per

unit time; R = number of terminal elements; e = storage cost per non-terminal element per

J

unit time; S = number of non-terminal elements; and 2 F. = other facility costs per unit

5=1
J

time.

Interpreted as an expected value, the equation is a basic model of information

retrieval. Then values a, mn^ , and rnj are the probability weighted average of the opera-
ting times experienced on level i of the file. The equation allows both activity and hierar-
chical organizations. The function is minimized to provide the least cost search. Systems
with different equipment are then compared on the basis of their respective minima. In

such systems, with specified equipment, the file organization (n^ , a, m, kj , Pr , and r)

determines the minimum cost.

The technique is demonstrated on a sample system, a rotary card file, and some
comments are made concerning computer files. In application of this model to a specific

system, two problems are of potential importance. Two assumptions of the model were:

that a search produced one and only one file element, R, and that the retrieval system was
integral and independent of any larger system. In systems where either assumption is

inapplicable, the functions will have to be modified.

IV-33. Information Retrieval Systems , by John A. Swets, Science 141, 245-250 (July 19,

1963).

(The material presented in this paper appears in fuller detail in Measures of Effectiveness

of Information Retrieval Systems A Review and a Proposal, by John A. Swets, Report
No. 982, Report to Council on Library Resources, Cambridge, Mass. , Bolt Beranek and
Newman, March 1963, 23 p. )

Various measures for evaluating the performance of information retrieval systems
have been suggested. Bourne et al (cf. IV-11) recommend determining a measure of agree-
ment between an aspect of system performance and a related user requirement for each of

10-12 requirements, weighting the measures according to the relative importance of the

requirements, and summing the figures to obtain a single figure of merit. Bornstein (cf.

IV- 10) proposes consideration of four variables: number of pertinent, partially pertinent,

peripherally pertinent, and non-pertinent responses to each question; time spent in exam-
ining materials in each category of pertinence; proportion of acceptable substitutes for

hard copy in each category; and coincidence and uniqueness of responses on the scale of

pertinence. Analyses of variance for the first three variables will show relative measures
of efficiency and effectiveness in the retrieval systems being compared. Wyllys (cf. IV-34)

derives a single figure of merit by obtaining the product of four variables: the "restriction

ratio" or reduction in potentially pertinent items effected by the search tool; the cost of

using the tool, weighting such factors as time, money, inconvenience, and indexing costs;
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the number of pertinent documents eliminated from further consideration; and a loss
function incorporating the degree of pertinence of the pertinent documents eliminated.

Verhoeff et al (cf. Ill- 30) would maximize the measure for a given system by defining
a critical probability for each item relative to each query, and by retrieving those items
having a probability of pertinence greater than the critical probability (pertinence is defined
by each system user). Swanson (cf. 11-53) proposed a measure M - R-pI, where R is the
sum of relevance weights of retrieved items divided by the sum of relevance weights of all

items; I is the effective amount of irrelevant material, defined as N-RL, where N = the
total number of items retrieved and L = the total number of pertinent items in the store;
and p is a penalty which takes on arbitrary values. Borko (cf. IV -9) modified Swanson's
measure by redefining the irrelevancy score I, as the number of nonpertinent items
retrieved, without the arbitrary penalty on non-pertinent retrievals. Mooers (cf. IV-29)
proposes three ratios: the number of crucially pertinent items retrieved to the number of

crucially pertinent in the store; the number of pertinent or crucially pertinent retrieved to

the number of pertinent or crucially pertinent in the store; and the number of non-pertinent
items retrieved to the number of non-pertinent in the store. That is, Mooers proposes
consideration of three conditional probabilities: an important hit, a hit, and a false drop.
Perry and Kent (cf. IV -31) focus on two quantities, the conditional hit probability and the

inverse hit probability. Cleverdon (cf. 1-2) considers the same two variables, which he

calls recall ratio and relevance ratio respectively. He emphasizes the relationship between
the two (as the relevance ratio increases the recall ratio can be expected to drop) and
speculates that a highly restrictive query would lead to a high relevance ratio and a low
recall ratio, and a less restrictive query would increase the recall ratio at the expense of

the relevance ratio. Swanson's second proposal plots the percentage of pertinent items
retrieved against the number of non-pertinent items retrieved.

The measure proposed here is supplied by statistical-decision theory, and provides an
index of effectiveness that is invariant over changes in the breadth of the search query or

in the total number of items retrieved. (The technique has the drawback, at present, that

the model on which it is based has not been validated in information retrieval problems.
)

As an analogy to decision theory, a retrieval system takes a measure of a given item in the

store, relative to a specific query, and assigns the item to one of two categories the

retrieval system rejects the item as not being pertinent, or it retrieves the item. It is

assumed that the retrieval system assigns a fallible index of pertinence to items, that the

values of the index assigned to non-pertinent items vary about a mean and the values

assigned to pertinent items vary about a higher mean, and that the two distributions, which
overlap, are normal and of equal variance. Complete description of the retrieval system's

performance can be obtained from an operating characteristic curve (as used in statistics)

calculated on the basis of these assumptions. A family of theoretical operating char-

acteristic curves can be drawn, and the parameter of this family of curves will serve as a

measure of effectiveness. The slope of the curve at any point serves as an index of the

particular acceptance criterion, and of the breadth of the search query, at that point; the

difference in slopes of two points is a measure of the effective change in the breadth of the

search query. The validity of this technique can be tested by determining the operating

characteristic curve experimentally. A large amount of data is needed but there is no

substitute for adequate data to evaluate retrieval systems empirically.
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IV-34. Document Searches and Condensed Representations , by Ronald E. Wyllys, in Joint

Man-Computer Indexing and Abstracting, Report No. Mitre SS-13, Bedford, Mass., The
Mitre Corp. , 1962, p. 37-60.

This paper will attempt to touch upon certain problems involved in both the theory and
the implementation of semi-automated document-retrieval systems. We shall view
condensed representations as running the gamut from a one -word subject-heading at one

extreme to a book condensation at the other, with such document representations as tradi-

tional library tools and coordinate indexes falling in between these extremes. We begin by

asking a question: What are the purposes, or the functions, to be served by various kinds

of condensed representations of documents? There are at least two functions: the function

of serving as a search tool, and the function of revealing the essential content of the rep-

resented document. In the present state-of-the-art of computers and of information storage

and retrieval, it is more practical to try to automate the first function than the second.

Document-retrieval will, in general, be a multi-stage process. The theoretical generation

solution to the document-retrieval problem is expressed as the discovery and use of that

sequence of search tools which, under the constraints of the given document-retrieval sys-

tem, most rapidly restricts the set of potentially pertinent documents while still retaining

all actually pertinent documents within the set. This theoretical solution is immeasurably
easier to state in words than to achieve in practice. Practical solutions will have to take

other factors into account, e.g., the search time, the search cost, the initial indexing

cost, the desired level of accuracy, and the feasible level of accuracy.

It would be desirable to be able to talk about the "effectiveness" of a search tool in

terms of how much it cuts down the size of the set of potentially pertinent documents, how
much it costs in time or money to use, and its accuracy in not eliminating actually per-

tinent documents. A possible measure E^^) of the effectiveness of search tool t^ is

E(t ) = (n[D(t )] /n[D(t )] ) C(t )L(p[ D(t )-D(t )]), where t = the search tool used at
K. xC .K.

— 1 iC AC — 1 K. AC

the k-th stage in a search process; D( • ) = the set of documents remaining after the tool

" • " is applied; n( • ) = a function whose value is the number of documents in the set " • ";

p( • ) = a function whose value is the number of actually pertinent documents in the set " • ";

C( • ) = a function whose value is the cost of using the tool " • "; and L( . ) = a loss function.

This measure is so defined that a low effectiveness number corresponds to an effective

search tool and a high effectiveness number to an ineffective tool.

The cost function could be thought of as a function of time, money, inconvenience, or

other similar factors. Costs will be specific to the peculiar requirements of a given sys-
tem. Here is a general framework within which to deal with individual cases. With regard
to the loss function, consideration should be given to the relative pertinence of the retained

documents as opposed to that of the eliminated documents. In other words, the degree of

pertinence of the eliminated documents should be a factor in the definition of the loss func-

tion. It is interesting to note that both Swanson (cf. 11-53) and Borko (cf. IV-9) include an
unspecified irrelevance penalty factor in their retrieval scores. Unfortunately, the per-

tinence of a document to a request cannot be strictly and accurately defined, which leads us

to the observation that the actual degree of relevance of a document to a given question can
never be measured by anything other than the questioner's judgment. Verhoeff, Goffman,
and Belzer (cf. 111-30) on the one hand, and Maron and Kuhns (cf. Ill- 18) on the other,

propose statistical estimators that seem intuitively related to the degree of relevance and
are useful concepts.

If several tools are to be compared for use at the k-th search stage, the factor

n[D(ti._^)] will be the same for all of them, and it will be necessary only to compare the

modified effectiveness measures. Since we are mainly interested in comparing sequences
that are applied to the same initial set of documents and yield identical sets as thi

results, we shall find it convenient to define a sequence T- to be coextensive with a sequence
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Tj, when T^ and T- are both coinitial and coterminal. We can define an effectiveness
measure for coextensive sequences of search tool and an optimal sequence can then be
defined.

The concept of coextensiveness enables us to compare search-tool sequences that take,

so to speak, different paths through a set of documents to reach the same final set. But
there are three cases to be considered in comparing sequences that are coinitial but not

coterminal. Case I is that in which we can add a suitable additional search tool to yield a

new sequence. Then T^ and T- are coterminal, and we can compare their effectiveness.

Case II is that in which sequences T^ and T; yield different resultant sets of documents such
that neither of the resultant sets contains the other but both contain the same group of ac-
tually pertinent documents. Thus we can again add search tools to form new sequences
such that T| and Tj are coterminal, and hence coextensive. Case III is that in which again
sequences T^ and T; yield different resultant sets of documents; however, one contains

some actually pertinent documents that are not contained in the other. How to handle this

case remains an open question.

In a typical manner of using a conventional library to seek books that might be per-
tinent to one's interest of the moment, the set of documents under consideration is succes-
sively restricted from the class of all literature down to a few pages. If one is searching

for pertinent articles in journals, the process still has several successively more restric-

tive stages. Now let us speculate about a document-retrieval system that includes an
effective semi -automated searching system. What form should the search process take in

such a system? Complete scanning may be possible for small collections of documents but

is hardly likely to be economically feasible for large ones; and the only substitute for

complete scanning is the use of some form of condensed representations of the documents
in the system. We should probably be well advised to seek guidance for semi -automated
document-retrieval systems from existing systems. We observe that the search tools used
at each successive stage above are successively longer, and successively more costly, for

the length of a tool is an allowable measure of its cost. We observe also that, in general,

at the same time as the successive search tools are growing longer, the number of doc-
uments eliminated by each successive search tool is successively smaller. Thus itappears
that the costs of the successive tools are increasing while the corresponding restriction

ratios are decreasing, with the result that successive tools would appear to be less effec-

tive. This conclusion, however, overlooks the effect of the loss function. In designing

automated document-retrieval systems to follow the existent practice, the first search

stage might consist in the restriction to a particular reel of magnetic tape; the second
search stage might be the computer's scanning of sets of descriptors for the presence of

certain descriptors in certain specified Boolean combinations; and the third stage might
consist in the display of automatic abstracts.

One must not overlook the fact that in designing automated systems we shall not nec-

essarily be restricted to analogs of the traditional library search tools. We are free to

develop new tools that will take advantage of the speed of computers in performing routine

tasks, and we can utilize the communication between the user and the system to make both

the old and the new tools more effective. A possible search method might be to have the

computer scan automatic indexes and compare the index terms therein with the request,

then obtain the possibly pertinent documents and display their association maps for the

user to examine, and finally after his examination and further rejection of documents,
provide the user with automatic abstracts for the remaining documents. It might be pos-

sible to select by various methods a small set of documents possibly pertinent to a user's

interest and then, as the final stage in the search process, to prepare what might be called

"ad hoc" or "tailor-made" automatic abstracts that would reflect (a) the pertinence of each

document to the request, and (b) the distinctions among the documents in the set. The con-

cept of preparing "ad hoc" abstracts could be extended to other types of condensed
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representations as well. We re-emphasize the absence of and need for an adequate theory

of the search process.

We have been talking about the search process in a document-retrieval system and
about tools for the search process. For theoretical purposes all the search tools that we
have used as examples can be viewed as condensed representations of the contents of some
document or set of documents. Recall the notion that all types of condensed representations

serve two functions to a great or lesser degree: the search-tool function, and the content-

revealing function. It is possible to list a variety of types of condensed representations in

the order of their decreasing service to the search-tool function and their simultaneously
increasing service to the content-revealing function.

We can distinguish two basic kinds of human-produced types of condensed representa-
tions: on the one hand, representations during whose formation a human other than the

author exercises some degree of critical judgment about the content of the document; on the

other hand, representations in whose formation such judgment is not exercised. For along
time to come, document -content analysis by automatic means will not be able to simulate

or in any way replace those condensed representation types that fall into the critical-

judgment category. All available and prospective techniques for automatic document-
content analysis produce only representations in the non-critical-judgment category. Lists

of the critical-judgment and non-critical-judgment categories of condensed representations

are essentially in the previously suggested order of decreasing service to the search tool

function and increasing service to the content revealing function. Also, the condensed-
representation types in the two lists are listed in order of increasing cost, if we interpret

our cost function C( •) in terms of the length of the search tool.

Individual examples of the different types of condensed representations of documents
will vary in the degree to which they serve the search tool and the contnet-revealing

functions. Criteria for representations that are to be used primarily as search tools

include accuracy, discrimination, inter pretability, and brevity. Unfortunately, it is a fact

of nature that these criteria are impossible to satisfy simultaneously. A variety of search
tools is needed, each designed for a specific stage of the search process, in order to em-
phasize the criterion most important at that stage. The number of search tools employed
in traditional document-retrieval systems is a reflection of this need; but the advent of

semi-automated document-retrieval systems will make possible a hitherto unknown
flexibility and variety in search tools.
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SUBJECT GUIDE

The section designation in abstract numbers may serve to categorize the entries under a
subject. Thus, costs: in I are costs of systems being compared, in II are costs of one
system being described, in III are discussions of cost criteria, and in IV are proposed
methods to measure and record costs.

Abstract

Abstracts, utility of 1-2 1, -25, -29, IV-34

Accuracy see relevance ratio

Alphabetic subject index see subject heading index

Automatic abstracting 1-21, 11-27, -32, -55, IV -24

Automatic classification 11-26, -35

Automatic indexing 1-24, 11-18, -32, -34, -36, -46,

-47, -48, -49, -52, -53, 111-21,

-22, -25, -26, IV-9, -21

see also titles, relation of index entries to

Bibliographic coupling method 1-12, -18

Chemical literature files II-4, -5, -11, -19. -23, -24,

-25, -31, -32, -38, -50, -55

Citation index 1-12

Classification systems 1-2, -32, 11-11, IV- 19

see also facet classification and Universal Decimal Classification

Coordinate index system, computer-based II -5, -9, -11, -15, -30, -46

Coordinate index system with edge -notch cards 1-19

Coordinate index system with machine -sort cards 1-19, II-2, -24

Coordinate index system with peek-a-boo cards 1-16, -27, 11-33

Coordinate indexing systems 1-2, -23, 11-11, -13, -14, -23,

-29, IV-3, -4, -6, -19

see also Uniterm system of coordinate indexing

Costs 1-23, -30, -33, 11-11, -17, -18,

-20, -27, -31, -33, -35, -40,

-41, -42, III-2, -3, -25, -27,
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Criteria, descriptive 1-11, -32, III- 15, -20, -29,
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Descriptor index system 1-15

Efficiency of systems, computation of 1-16, -33, 11-15, III- 5, -8, -9,

-14, -27, -30, IV-13, -23, -32

see also retrieval effectiveness, computation of

Facet classification 1-1, -2, II-8, -54, III- 19

see also Classification systems
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Indexing aids, use of
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see also efficiency of systems, computation of
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Search strategies 1-19, IV-3

Selective dissemination of information (SDI) 1-29, 11-22, -43, -44

Simulation, as evaluation tool IV-2, -11, -12, -13, -17
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-24
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Titles, relation of index entries to 1-22, -24, 11-36, -39, -54

see also permuted -title index and automatic indexing

Uniterm system of coordinate indexing 1-2, -14, -17, -27, -32, -33,
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see also coordinate indexing systems
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User requirements or satisfaction 1-29, -30, -32, 11-37, -54, -56,
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BIBLIOGRAPHY ON EVALUATION OF INFORMATION SYSTEMS

INTRODUCTION

The citations listed in this bibliography include references to the literature on evalua-

tion of information systems through 1966. Selected items have been annotated and appear

in the main body of this publication; others were reviewed but not annotated, because they

were deemed to be outside the scope of the annotated bibliography; still others were noted

but not reviewed, mainly due to pressures of time. Those items that have been annotated

are identified with the designation of the corresponding abstract.

Several valuable sources were consulted in preliminary collection of material for the

annotated bibliography. In particular, the bibliography by Pronko in his report, Compar-
ative Studies of Retrieval Systems: Problems and Prospects; the bibliography by Newman
in the National Academy of Sciences -National Research Council report, The Metallurgical

Searching Service of the American Society for Metals -Western Reserve University: An
Evaluation; and that by Taulbee, Bibliography on the Evaluation of Information Storage and
Retrieval Systems, all were of great help. In addition, C. P. Bourne's Bibliography on the

Performance Evaluation of Information Systems (unpublished, prepared January 30, 1964)

was a helpful source of references. As work on the bibliography progressed, personal

reading and communication with co-workers added to the list of references. This bibliog-

raphy is the result of such activities.
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