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This paper is a collection of the author's study on two-phase, choking flow. Although all sections are related to this area, specific parts of the report may be read without reference to the other sections.

Section 2.0 presents a rather detailed description of reported work, divided with respect to theoretical models and experimental flow systems.

Section 3.0 presents most of the data of Section 2 in graphical form, and these results may be used as a design guide, separately, or with the idealized solutions of Section 6.

Sections 4.0 and 5.0 present the author's discussion and evaluation of the reported work.

Section 6.0 presents idealized solutions recommended by the author for use as a design guide. For specific design recommendations, without the detailed development of the equations, the designer may make use of Section 6.4 only.

Section 7.0 presents a discussion of proper mathematical expressions for the choking phenomena.
CHOKING TWO-PHASE FLOW LITERATURE SUMMARY AND IDEALIZED DESIGN SOLUTIONS FOR HYDROGEN, NITROGEN, OXYGEN, AND REFRIGERANTS TWELVE AND ELEVEN

R. V. Smith

The literature summary presents a brief description and discussion of papers on choking, two-phase flow. These papers are arranged with respect to analysis methods and experimental systems. The idealized solutions utilize models intended to provide upper and lower limits for the actual flow cases. Charts are presented to provide for rapid determination of choking flow for the choking point condition and for Fanno and isentropic flow for the fluids H₂, N₂, O₂, CCl₂F₂, and CCl₃F. A discussion of choking flow and relaxation phenomena is included.

1.0 INTRODUCTION

Choked flow refers to the Mach one condition, or, flow at the discharge of a constant area or converging area device such that a further reduction in downstream pressure will not increase the mass rate of flow. This is often called critical or mass-limiting flow. Choking flow can occur in any fluid generally regarded as compressible, so choking flow occurs in the gas phase and in the liquid-gas mixtures considered in this paper.

Mass-limiting flow for the gas phase is well understood for some ideal flow cases and has been treated in many texts [60, 11]. For one dimensional, steady, adiabatic, horizontal flow one may write:

Momentum equation

\[ \frac{\partial p}{\partial t} + \frac{\partial}{\partial x} \left( \frac{u^2}{2} \right) = 0 \] (1)

Continuity equation

\[ \dot{m} = A \frac{u}{v} = \text{constant} \]

or

\[ G = \frac{\dot{m}}{A} = \frac{u}{v} \] (2)

Energy equation

\[ h = h + \frac{u^2}{2} = \text{constant}. \] (3)

In developing equations to predict choking flow, one may assume that the acoustic or small pressure wave velocity is equal to the choking velocity or, from the initial definition, that when choking occurs, \( \frac{dG}{dp} = 0 \). Both treatments result in the same final expressions, which are:

\[ a^2 = \left( \frac{\partial p}{\partial p} \right)_s. \] (4)
and

\[ \frac{G_c^2}{p_o} = \left( \frac{\partial p}{\partial v} \right)_s \]  

(5)

For the designer, it is usually desirable to be able to determine choking flow conditions from upstream conditions. For isentropic flow, a ratio between the choking, or critical, pressure and the stagnation pressure is usually developed. This ratio is generally known as the critical pressure ratio which is

\[ \frac{P_c}{P_o} = \left( \frac{2}{\gamma + 1} \right)^{\frac{\gamma}{\gamma - 1}} \]  

(6)

for an ideal gas. Similar relationships may be developed for fluids which do not follow the ideal gas relationship, if the equation of state is known. Experimental data, however, do not indicate that isentropic flow relationships can be extended to all variable-area, adiabatic flow. For example, Ducoffe, et al. [17], used a general relationship that

\[ \frac{G_c}{P_o} = \text{constant}, \]  

(7)

for a specific ideal gas, isentropic flow using (1) through (5). They compared their data for air flow through typical variable area flow devices by plotting

\[ \frac{G_c}{P_o} \text{ vs } \frac{P_f}{P_o}. \]  

(See figure 1).

Their data indicate slightly less than ideal-mass critical flow for an AN straight-through fitting and tee, with the critical pressure ratio \( \left( \frac{P_c}{P_o} \right) \) occurring somewhat lower than 0.53 as predicted by (6) for air assumed to be an ideal gas. These data are much as would be expected for this case where the difference may be accounted for by deviations from the ideal gas and isentropic flow assumption. However, for an orifice and an elbow, the mass rate of flow continues to increase at downstream pressures far below the predicted choking pressures. This behavior cannot be explained as a small deviation from the theory. The author suggests the differences between the ideal and the actual data may be attributed to deviations from the ideal nozzle assumption of uniform flow properties across any cross section, that is, the assumption of one dimensional flow.

For the Fanno flow (adiabatic, constant area, one dimensional flow with the equation of state known) case, the stagnation pressure does not remain constant, so a general expression for the critical pressure ratio cannot be developed. However, it may be shown that for a given system, flow will proceed to the mass limiting case (which is the maximum entropy case) if the term \((fL/D)\) is equal to a predictable value for a chosen value of \(G_c\) (see figure 2). In the
Figure 1: Flow rate studies of air through standard fittings compared to ideal theoretical nozzle predictions, from Ducoffe et al.
Figure 2: Choking predictions for Fanno flow of air, from Shapiro
choking region, if the inlet and discharge pressures are held constant, and the length increased, the maximum flow will be reduced. Also, holding the inlet pressure constant and reducing the discharge pressure will not increase the mass rate of flow per unit area. Equations have been developed for other cases of one dimensional flow (for example, isothermal flow) and are treated in many papers and texts [60, 11].

For the two-phase, single-component flow, several additional degrees of freedom exist to further complicate the problem. These degrees of freedom occur as a result of the possibilities of mass, momentum and energy transport at the liquid-vapor interface. In order to write a flow equation including these additional degrees of freedom, one must have an accurate flow model. Here, to approximate the actual flow pattern, one is faced with a variable density model because of variable quality in the flow section and with the possibilities of different phase velocities (slip velocity).

Some limited success has been achieved in correlating relationships for two-phase flow patterns, for example the work of Baker [5], but reliable and general predictive relationships are almost entirely lacking. Essentially no work has been done for the case where flow patterns are changing, which is the probable case for some mass-limiting flow systems.

As for mass, momentum, and energy transport, at the liquid-vapor interface, all these are rate processes which require time to reach a steady or equilibrium state. Even if an accurate flow pattern is known, process rates and times are necessary for correct predictive solutions. Very little has been reported regarding these transport rates, however, data do indicate their importance. For example, in the case of mass transfer, many instances of metastable (vapor and liquid not in thermal equilibrium) flow have been observed and reported. So the assumption of liquid-vapor equilibrium is not always correct, and one must consider the mass transfer rate process.

In view of these two-phase complexities and knowledge limitations, one would not expect to find general and reliable mass limiting flow relationships. One finds, instead, theoretical solutions similar to single phase solutions with assumptions of rather simple flow patterns, such as homogeneous mixtures or separated phases. These solutions are obviously limited in accuracy by deviations of the actual case from the assumptions. There are also many reported empirical and semi-empirical approaches to the problem, again, often related to simplified or single phase solutions. As usual, these approaches are essentially limited to systems and ranges of variables similar to the system and range of variables for the experimental work.

It is the purpose of this report to bring all these works together and to examine the state and reliability of knowledge for various flow cases, particularly those cases nearest to engineering application. Areas requiring further investigation will then be indicated. Finally, some idealized solutions intended to provide upper and lower limits for choking flow will be presented.
2.0 A SUMMARY OF REPORTED WORK

The work reported generally divides itself into theoretical analyses and empirical and semi-empirical approaches to the problem. These two approaches represent the major divisions of this section. Further subdivisions will be made and discussed at the time of introduction of the topic subdivision. Papers that cover more than one subject area will be discussed in each subject area with which they are concerned.

2.1 Theoretical Analyses

A major division in the theoretical models is whether critical flow is predicted with reference to a point in the flow system (for example, critical pressure ratio) or if critical flow is predicted at the choking point. Further divisions in treatment are in the choice of flow models and whether the critical flow is represented by (5) for the mixture or by some other flow condition.

If the homogeneous model is chosen, assuming thermal equilibrium, then the additional degrees of freedom mentioned in the introduction may be considered because, when the liquid and vapor are completely mixed, the momentum transport at the interface is zero and energy transport at the interface may be generally considered sufficient to produce essentially the same temperature throughout the fluid. In addition, if thermal equilibrium is assumed, the energy conservation equation may be used to determine the required mass transport at the liquid-vapor interface. Then, solutions may be obtained which predict choking in the same general way critical flow is predicted for the single phase case, either from upstream conditions or at the choking point. Similar solutions are also possible for some separated flow models if certain transport relationships and a choking condition are assumed. The remainder of the solutions predict choking flow at the choking point only.

2.1.1 Theoretical Analyses which Predict Choking from Initial Flow Conditions, Homogeneous, Thermal Equilibrium Model

Bridge [9], in 1949, wrote a paper primarily for the purpose of guiding designers of steam-water systems, using a homogeneous, thermal equilibrium model. For pressure drop computations he develops from (1)

\[- dp = \frac{fu^2}{2vD} \, df + \frac{udu}{v} \]

* Friction factor, \( f \), is defined by (1). Bridge used a friction factor, \( f_{Bridge} = f/4 \) in his paper.
Figure 3: Steam-water choking flow predictions from Bridge (isentropic flow) (HO(TH)
Then, substituting the $G$ from (2), he produces

\[
\frac{1}{G^2} \int \frac{dp}{v} = \frac{fl}{2D} + \ln \frac{v}{v_1}.
\]  

(8)

To aid the computation, he plotted a series of solutions for \[\int \frac{dp}{v} \text{ and } \ln \frac{v}{v_1}\], assuming an isenthalpic process. To predict critical flow, he plotted a series of curves, each with a constant $G$ for $P$ versus $L/D$ to determine $L_{\text{max}}$, or the necessary length to achieve critical flow. From these curves he produced further curves which predicted the critical pressure ratio as a function of inlet pressure and $L_c/D$. These results are shown as figure 3.

Allen\[2\], in 1951, also used the homogeneous, thermal equilibrium model, the conservation equations (1, 2, 3) and (5), and assumed isenthalpic expansion to predict pressure drop for a steam-water mixture flow through constant area pipes. For a critical pressure ratio, he derived the expression

\[
P_c = G_c C_{A1} P_1,
\]

where $C_{A1}$ is a function of saturation enthalpy and specific volume and the inlet and exit pressures. For mass flow through a variable area, flow-control device, he assumed isentropic rather than isenthalpic expansion and the general assumptions as above, and wrote an expression for mass-limiting flow per unit area as a function of the same variables as for the critical pressure ratio. Using average values of the thermodynamic properties at saturation, which are functions of pressure only, allows trial and error solutions for critical mass flow.

Allen found his solutions for maximum mass flow rate and critical pressures to be in generally good agreement with experimental data of Benjamin and Miller\[6\] and Bottomley\[8\], which involved actual drain piping arrangements. He also found his predictions to be reasonably accurate for data on a two-inch regulating valve in a steam plant. His prediction equations were not in agreement with the data of Burnell\[10\] for short, straight pipes. He explained this discrepancy by the increased probability of large values for slip velocity in the Burnell experimental system.

Using the general model for this section, Love\[39\], in 1960, developed critical flow relationships for the isentropic flow of steam-water mixtures using (1, 2, 3, and 5), and a previously formulated equation of state for steam-water mixtures. A typical solution of his treatment is shown in figure 4. His values of $G_c$ versus stagnation enthalpy with pressure and quality as parameters are similar to those shown in figure 4. Love does not compare his critical flow solutions with experimental data.
Figure 4: Steam-water choking flow predictions from Love (isentropic flow) \( \text{HO}(\text{TH} \rightarrow) \)
A computer solution for isentropic flow of superheated steam and steam and water mixtures entering a flow system and expanding, which used the general model of this section, was obtained by Steltz [67] in 1961. He made further simplifying assumptions that the fluid behaves as an ideal gas in the single-phase and two-phase regions and checked his results at several points using tabular properties of steam. His predictive critical flow results are shown in figure 5.

Sajben [57], in 1961, reported a computer solution for steam-water, Fanno flow, assuming a homogeneous and thermal equilibrium model. He applied (1, 2, 3, and 5) and developed relationships for predictions of mass flow rate, critical flow rate, and outlet quality, if the saturation pressure and point of zero quality flow and two-phase friction factor are known. A critical flow predictive plot for Fanno flow is shown in figure 6. By Sajben’s definition, \( G_{o}(Sa) \) is the zero quality mass-limiting flow rate evaluated at \( P_{s}(Sa) \), the zero quality flow pressure.

2.1.2 Theoretical Analyses which Predict Choking from Initial Flow Conditions: Separated-Phase, Thermal Equilibrium Model

Using the general model of this section, Linning [37], in 1952, developed expressions for predictive critical flow for annular and parallel-separated flow models [5]. His solution considered slip velocity between the phases. The treatment was somewhat empirical as the solution of his equations was dependent on the interface velocity ratio which was determined by experimental measurements of the outlet momentum. He also assumed that the ratio of phase velocities varies linearly from the point of incipient vaporization. Linning predicted critical flow when \( \frac{\delta G}{\delta (u_{g}/u_{l})} = 0 \), rather than by the use of (5). In his final solution, he used a single term for the equivalent specific volume for the separated-phase mixture. His predictive results for critical temperature ratios (which are a function of critical pressure ratios for the thermal equilibrium model in the two-phase region) agreed reasonably well with his and Burnell’s [10] experimental data, but did not agree with the data of Bottomley [8]. Linning’s [37] predictive critical mass flows at the critical point are shown in figure 8b.

Stuart and Murphy [68] in 1958, developed a critical pressure prediction using thermodynamic reasoning. First, they developed a correlating relationship between Reynolds’s and Euler’s numbers for the critical flow state using the data of Benjamin and Miller, Burnell and Linning. They used this relationship to conclude that the vapor velocity is at, or near, the velocity of sound at the critical point and that the kinetic energy of the liquid phase does not change appreciably from the zero quality point to the critical point. These conclusions, along with the conservation of energy equation, allowed them to draw isenthalpic and sonic gas velocity curves on a pressure-versus-quality plot for any incipient vaporization (saturation) pressure.
Figure 5: Steam-water, choking-flow predictions from Steltz (isentropic flow) (HO)(TH)
Figure 6: Steam-water, choking-flow predictions from Sajben (Fanno flow) (HO/TH)
They then further concluded that the critical point must lie near the intersection of the isentropic expansion curve and the vapor acoustic velocity curve on the previously mentioned plot. Using this system, they predicted a critical pressure as a function of incipient evaporation pressure. While their predictions of critical pressure showed fair agreement with Benjamin and Miller, Burnell and Linning, the agreement with the experimental data of Faletti[19] was poor, as shown in Table 38, p. 149, of the Faletti dissertation.

2.1.3 Theoretical Analyses which Predict Choking from Initial Flow Conditions; Separated Phase, Metastable Model

Silver and Mitchell[61], 1945, and Silver[62], 1948, approached the problem of predicting mass flow and critical mass flow for a saturated liquid entering a nozzle. They proposed that thermal equilibrium would not be present in the flow in the nozzle but that the amount of vapor formed would be limited by the rate of heat transfer to and at the liquid-vapor interface. They assumed an annular flow model with no slip velocity, and applied the conservation equations and a form of (5). They were then able to develop predictive equations to compute critical pressures and critical mass flows as a function of nozzle length. For the longer nozzles, the vaporization process occurred over a greater length of time and the fluid tends toward a state of thermal equilibrium. Their results show reasonably good agreement with their experimental data, and their experimental critical mass flows are much greater for the shorter nozzles than predicted by equations which used the thermal equilibrium (Clausius-Clapeyron) relationships and the assumption of no-slip flow. Figure 8 shows some mass flow rate data, from Silver, at the critical point. Two other points were of interest regarding the experimental test results. One was the fact that introduction of very small amounts of steam at the entrance drastically reduced the maximum mass flow rate. The other was that $G_c$ was affected appreciably by the addition of a small pressure tap at the exit of the nozzle.

Bailey[4], in 1951, studied the flow of subcooled and saturated water entering a nozzle. He developed a predictive theory based on the assumptions that vaporization will occur around a liquid core at saturation pressure and that the vaporization rate may be computed by the use of an experimentally determined coefficient of evaporation rather than by using the thermal equilibrium assumption. He predicted critical flow when his proposed annulus around the liquid core is completely filled with moving vapor. When the vaporization rate is sufficient to fill this annulus, critical flow is reached and the predicted critical pressure may be computed for this point. Since the annulus to be filled with vapor is large and the vaporization time is short for orifices and short nozzles, the theory predicted flow essentially as though liquid were flowing with no vaporization for the short flow sections, and, therefore, agreed with previous investigators. His theory predicted his experimental nozzle flow rate within 10 percent.
2.1.4 Theoretical Analyses which Predict Critical Flow at the Point of Choking: Homogeneous Model

Most authors who worked with a homogeneous, thermal equilibrium model extended their solutions to predict critical flow from some point upstream in the flow system, and have been reported in an earlier section. The flow-rate values at the choking point for the homogeneous, thermal equilibrium model have significance, however, as many authors used this model as a basis for correlations and comparisons. Designers, too, may find these data and solutions a useful guide because \( G_{c(HO)}(TH) \) is a part of a correlating parameter, often used, which is shown in figure 8 of this report. For this reason, some of the treatments to obtain values of \( G_{c(HO)}(TH) \) are reported here.

The solutions all involve some assumptions or approximations in the solution of (5). All, or nearly all, of the solutions reported in the last few years have been programmed for solution on the computer. Faletti\(^{[19]}\) found he could approximate

\[
G_c = -\left(\frac{\partial p}{\partial v}\right)_{s}^{1/2} 
\]

by

\[
G_c = 96.2604 \left[ 6.1602p^{-1.974} x_c + 17.198p^{-1.684} \right]^{-1/2} \frac{lbm}{ft^2\cdot sec}
\]

for water-steam systems for a pressure range from 28 to 100 psia.

Sajben\(^{[57]}\) suggests a solution which uses the approximation of \( \frac{dn}{dp} \) and \( \frac{d\theta}{dp} \) as finite differentials.

Love\(^{[39]}\) and Steltz\(^{[67]}\) used an approximate equation of state to provide a relationship between the variables in (5). Other investigators\(^{[1, 20, 29, 75]}\) also showed solutions for this case. All solutions for steam-water systems show reasonably good agreement with each other. Figure 7 from Zaludek\(^{[75]}\) shows numerical solutions presented in a very usable chart form.

Another type of homogeneous solution for two components was reported by Holtzman\(^{[27]}\) and Tangren, et al.\(^{[70]}\). Both of these solutions used (1) through (5) and considered the gas phase an ideal gas. From this they developed a relationship for

\[
\left(\frac{\Gamma - 1}{\Gamma}\right) \frac{P}{T} = \text{Constant,}
\]

for the isentropic process, where
Figure 7: $G_{c}(HO)(TH)$ values from Zaludek as a function of $p_{c}$ and $x$. 

Homogeneous Model Critical Flow Correlation.
\[
\Gamma = \frac{m_g}{m_f} \left( \frac{C_{pg}}{C_f} + \frac{C_{vg}}{C_f} \right)
\]

and is obviously similar to the specific heat ratio \((C_p/C_v)\) used, for example, in the isentropic critical pressure ratio equation for the single phase, single component studies (equation 6).

Holtzmann\(^{[27]}\) showed that neglecting the compressibility of the liquid, which was another assumption of Tangren, may introduce a considerable error for high-pressure, low-vapor-to-liquid-ratio, air-water systems.

These equations represent the extreme case for metastability (no phase change) for the single-component fluid. The results of this solution are shown in figure 8b, for water at a reduced pressure of 0.01. The results using this model show some pressure and fluid dependence when plotted on the correlation shown in figure 8.

2.1.5 Theoretical Analyses which Predict Critical Flow at the Point of Choking; Separated, Thermal Equilibrium Model

Ryley\(^{[56]}\), in 1952, worked with an isentropic model and the conservation equations. He developed an expression for the mass flow rate in terms of the slip ratio, stagnation properties, and critical properties. He then showed that \(G\) will be a maximum when

\[
\frac{u_f}{u_g} = 3 \sqrt{\frac{v_f}{v_g}}
\]

The theory showed reasonably good agreement with his own experimental data with steam-water flowing in nozzles.

Isbin, et al.\(^{[29]}\), in 1957, employed the momentum balance of Linning with some simplifying assumptions. They also used the Martinelli\(^{[41]}\) correlation in the analysis. Agreement with their experimental constant-flow area, steam-water data was good only at higher qualities. Further comparisons with this theory are shown in figure 8b. In a later study, Isbin, et al.\(^{[29]}\), found that slight changes in the void fraction curves from the Martinelli values would improve the predictions of maximum mass flow rates considerably. These void fraction relationships based on critical flow data are shown in their paper.

Massena\(^{[42]}\), in 1960, showed an expression for density in terms of the quality and the vapor flow-section-area fraction. Figure 8b shows the comparative results of his expression.
Several investigators assumed that the vapor velocity was at the velocity of sound. Some void fraction or vapor velocity relationship must be assumed to allow predictive solution of maximum mass flow rate. Using the void fraction prediction of Martinelli, Firey computed values of $G_c$ which were reported by Faletti $^{19}$, p. 150.

In further work, Firey and Collingham $^{14}$ measured the velocity of a pulse created by a ruptured diaphragm in a steam-water flow system. They found the pressure wave travelled at a velocity very near the velocity of sound in dry steam in flow with "core qualities" as low as 26.6 percent. Core qualities were measured with a probe and calorimeter device. They then proposed the calculation of a critical mass velocity by the vapor choking model. This model assumes complete metastability for the pressure wave in the gas and also assumes slip velocity is zero. They then compared this critical mass velocity with the work of Faletti. They found reasonably good agreement at higher qualities.

To correct for the deviation of the Faletti experimental data from the homogeneous, thermal equilibrium model at 100 percent quality, the authors proposed a "metastability of the third kind" which involves a molecular combination in a supersaturated vapor which involves molecular groups of sufficient size to change the vapor density but not sufficient in size to sustain growth of a liquid droplet to provide a net condensation. If this deviation is assumed constant, then this correction may be made to the proposed model results and a further correction assuming a slip velocity may be computed. The authors used the data of Faletti to compute a slip velocity $(u_g/u_f)$ correction. This slip velocity value increased somewhat parabolically with decreasing quality to a value of 61.5 at 20 percent quality.

Zaloudek $^{75}$ also showed a simple vapor-choking model curve for comparison. The agreement is fairly good at high qualities, but the method markedly overpredicts at lower qualities. This predictive curve is shown on figure 8b for further comparison. The flow rate versus quality shown by this curve is essentially independent of fluid pressure or fluid material for a reduced pressure range of $0.6 > P_R > 0.01$ for $H_2O$, $CCl_2F_2$, $CCl_3F$, $H_2$, $N_2$, and $O_2$.

Fauske $^{20}$, in 1961, used the separated model of this section with the added assumptions that the pressure gradient $(\partial p/\partial l)$ attained a maximum, finite value at the critical point and that this maximization was achieved by variation in the slip ratio. The latter assumption followed the same general reasoning as Linning and Ryley.

Neglecting frictional forces, Fauske wrote a force balance across a differential element, which finally produced an expression for density as

$$\frac{1}{\rho} = \frac{x^2}{\rho_f R g} + \frac{(1 - x)^2}{\rho_f (1 - R_f g)} \cdot$$

(11)
Then, differentiating the terms with respect to the slip ratio, and setting this expression equal to zero (initial assumption), he arrived at

$$\frac{u_g}{u_f} = \sqrt{\frac{\rho_f}{\rho_g}}$$

and

$$R_g = \left[ \left( \frac{1-x}{x} \right) \left( \frac{\rho_g}{\rho_f} \right) + 1 \right]^{-1}.$$  

The maximum mass flow rate was found from manipulation of his initial force-balance equation to be:

$$G = \left[ \frac{g_c}{d(1/\rho)} \right]^{1/2}$$

which is the same form as (5). However, this $\rho$ is an equivalent density for the separated-phase case, determined by the previously developed relationships.

This predictive expression showed reasonably good agreement with his own higher pressure, lower quality, steam-water experimental data and the experimental data of Faletti [19], and Isbin, et al. [29] Further comparisons are shown in figure 8b.

2.2 Semi-Empirical Relationships

The lack of basic knowledge with respect to the two-phase systems regarding slip velocity, flow patterns, and mass and heat transfer between the phases would not appear to allow general and reliable predictions of the flow model necessary for an optimum theoretical treatment. Therefore, many semi-empirical relationships have been developed to predict critical flow. The predictive treatments are arranged with respect to the experimental systems.

Although the assumption of thermal equilibrium may not be immediately apparent in the data or relationships developed, this assumption was often used in two parts of the studies. The thermal equilibrium assumption was usually used in computing quality, and, often, the homogeneous model was used with this assumption to compute kinetic energy. These assumptions are examined in detail in the section on discussion of reported work.

There are three major divisions of flow systems in this section which represent somewhat idealized engineering situations. These systems are: constant-area adiabatic flow, variable-area adiabatic flow, and constant-area flow with heat added or removed.
2.2.1 Semi-Empirical Relationships for Adiabatic, Constant-Area Flow Systems

Benjamin and Miller \^[6], in 1942, made a study of saturated water entering a heater drain line with elbows and valves in the system. Treating the fluid as homogeneous, they arrived at a relationship predicting critical flow when the energy made available by a pressure drop is equal to the change in kinetic and frictional energy terms which from (1) is,

\[
G^2/2g_c \ln \left( \frac{\rho_1}{\rho_c} \right) + G^2/2g_c \left( \frac{FL}{D} \right) = \int_{P_1}^{P_c} \rho dp. \tag{13}
\]

For a solution of this equation an experimental evaluation of the two-phase friction factor was required. The authors found "f" to vary from 0.0116 to 0.0131 which is in general agreement with Bottomley\^[8] and represents values which have been used by several subsequent investigators. The process for the integral of \( dp \) was considered isentropic. Their equation was found to predict critical pressures in their system reasonably well. Further comparisons of the Benjamin and Miller data may be found in figure 8a. Burnell\^[10], in 1947, found that in experimental runs of steam and water in straight pipes, his critical mass flow exceeded the values predicted by Benjamin and Miller by a factor of 1.5 to 2.0. Burnell suggested that a slip velocity between the phases may explain this deviation from the homogeneous model.

Several authors have chosen to express critical flow at the critical point as an empirical function of the homogeneous prediction for constant area, steam-water systems. The results are a correlating plot of the observed value \( G_c \) divided by \( G_{c(HO)(TH)} \) versus the quality as shown in figure 8. The relationship shows reasonably good agreement and a lack of pressure dependence, at least for lower pressures. The first to suggest this general relationship was Isbin, et al.\^[29]

Later, in an extensive test program and with a thorough analysis of his flow system, Faletti\^[19], in 1960, reported his data in a plot of \( G/G_{c(HO)(TH)} \) versus \( x \). His data were for a constant area, steam-water system with relatively low pressures. Also, Zaloudek\^[75], in 1961, made another thorough constant-area, steam-water experimental study at lower pressures. He reported his data as comparative to many others' experimental data and theoretical predictions on a \( G/G_{c(HO)(TH)} \) versus \( x \) plot. In general, the Zaloudek and Faletti data were in good agreement. Further comparisons of Isbin, et al., Faletti, and Zaloudek may be found in figure 8a.

Agnostinelli and Salemann\^[1], 1957, studying steam-water flow in a fine annulus, computed and plotted values of \( G \) versus the downstream and upstream pressure ratio, \( P_2/P_1 \), for water subcooled and saturated entering a constant-area test section. They chose two rather extreme cases: one for thermal equilibrium and a homogeneous fluid with a two-phase friction factor and another case of extreme metastability with no vaporization in the flow. Then, by use of (5), a plot of critical points was placed on the chart intersecting both \( G \) versus...
\( P_2/P_1 \) curves. The authors recommended the use of the average of the intersection values to predict the critical flow. Their results showed relatively good agreement for lower entering water temperatures (400 - 450°F) and somewhat poorer agreement for higher entering water temperatures (500 - 600°F). Entering water pressure was varied but was not reported as a factor influencing this error of prediction. The test section was 1" O.D. with the annulus thickness varying from 0.006 to 0.017 in.

2. 2. 2 Semi-Empirical Relationships for Adiabatic, Variable-Area Flow Systems

Studies in these systems differ from those in the constant-area flow section, primarily, because the tendency for metastability is increased. The probability of the metastable state is increased because the short sections and steep pressure gradients allow less time for the vaporization, or condensation, processes to occur, which are necessary to produce thermal equilibrium. Metastability is even more likely when a single phase enters the variable area section because of the additional time required for the formation of initial vapor bubbles or condensation droplets.

2. 2. 2. 1 Semi-Empirical, Adiabatic, Variable-Area Flow Systems with Superheated or Saturated Vapor or High Quality Fluid Entering

Mellanby and Kerr [43], 1922, Goodenough [23], 1927, Yellot [74], 1934, Retalliatta [51], 1936, and Binnie and Woods [7], 1938, did studies, each of which extended knowledge beyond that previously reported.

From the first papers it was recognized that the isentropic, thermal equilibrium model underpredicted the critical mass flow for superheated steam entering a nozzle or Venturi tube and expanding into the two-phase region. The explanation for the flow being greater than the "ideal" model flow was postulated and later proven to be resulting from metastability. It was found condensation did not occur at the point of the crossing of the saturation line as indicated by an assumed flow process shown on an h-s diagram.

The papers established the Wilson line or Wilson zone at about three to four percent moisture on a thermal-equilibrium, h versus s plot for steam-water systems, which represented the region where condensation would first occur. This concept will generally explain experimental data by treating the gas and two-phase fluids as ideal gases with different specific heat ratios. Finally, the concept of a condensation shock was advanced and shown to further explain some erratic pressure behavior. Thus, critical flow for superheated steam expanding into the two-phase zone has been predicted within most engineering requirements for some time.

Goglia and Van Wylen [22], in 1961, found the behavior of expanding gaseous nitrogen in a nozzle was similar to that found in the water studies.
2.2.2.2 Adiabatic, Variable-Area Flow Systems with Subcooled or Saturated Liquid or Low Quality Fluid Entering

The development of reliable predictions for maximum flow for liquid and low quality fluid entering a variable-area flow system has not been as orderly as for the vapor. Very early investigators recognized that an orifice flow could exceed the maximum flow predicted by the homogeneous, thermal equilibrium model by, at least, a factor of 4 or 5. Many authors reported that, for entering liquid flow in a short variable area flow system such as an orifice, the flow was free of vaporization in the system even though the discharge pressure was considerably below the saturation pressure. Thus, it was reported that a critical pressure does not exist for such a system. For this reason, several papers which do not find choking flow, but which are variable-area, adiabatic-flow, pressure-drop studies for mass flow rates where some models may predict choking, are summarized in this section also.

Metastability and slip velocity have been advanced as the explanation for the deviation from the homogeneous, thermal equilibrium flow model prediction. Most authors, however, considered only one of the deviations as producing the major effect and regarded the other as negligible.

In one of the earlier papers, Bottomley [8], in 1937, suggested metastability as the prominent factor in explaining his measured discharge coefficients (ratio of maximum flow to the homogeneous, thermal equilibrium model prediction) which had values up to five. He further stated his belief that the metastability resulted from the surface tension effects of small bubbles. He presented a theory for critical flow, based on the assumption that critical pressure is reached when the work available balances the kinetic energy increase. This treatment was suggested as a design guide for typical steam plant units. He also proposed the use of orifice plates instead of ball-float traps in feed-water heater drains. In a later discussion of the paper by Kinderman and Wales [34], he reported that these installations have operated satisfactorily. Finally, he presented some experimental data and design recommendations for constant-area flow systems.

Benjamin and Miller [6], in 1941, presented a paper on the flow of saturated water through orifices, and found results comparable to that of Bottomley [8]. They also reported that when very small steam fractions entered the orifice with the saturated liquid a marked drop in the maximum flow was noted. As in the case of Bottomley, the authors suggest the use of an orifice plate as a drain trap.

Stuart and Yarnall [69], in 1944, studied the flow of water and steam through two orifices in series. They reported metastable flow in the jet of the second orifice which was indicated, in one case, by a measured water temperature of 314.4°F when the saturation temperature was 213.0°F. Also, they observed the jets discharging into the atmosphere. Up to a liquid inlet temperature of 280°F, only surface vaporization occurred. Above 280°F, explosive
boiling occurred three inches downstream from the orifice plate. As the entrance temperature was raised further, the explosive boiling point moved upstream, closer to the orifice. When saturated water was supplied to the orifice at 327.8°F, the "explosion" occurred very near the orifice discharge. Flow through rounded entrance orifices showed metastability when the orifices were thin, but approached thermal equilibrium, homogeneous predictions for thicker orifices. Kennan questioned some of the metastable measurements in a discussion of the paper; however, he agreed metastability did exist in the tests.

Burnell [10], in 1947, studied flow in nozzles and orifices and presented a theory similar to Bottomley. His nozzle and orifice flow predictions for entering saturated water were based on flow with no vaporization, modified by a correction factor which is a function of the surface tension of the liquid and experimentally determined values for $C(Bu)$. His equation was

$$G_c = \sqrt{2g_c C_{Bu} P_1 P_1}.$$  

(14)

Burnell also suggested that slip velocity may affect the results in a constant area flow section. In a later paper, published in 1955, Burnell [10] studied the flow of boiling water entering and flowing through a Venturi tube. He found he could predict flow quite well with a conventional Venturi tube equation for single-phase flow and his experimentally determined critical pressure ratio. He found that both a Venturi tube and a nozzle reached a critical pressure at $P_c/P_1 = 0.663$ for $H_2O$ flow. The nozzle, however, showed a lower mass flow than the Venturi tube at discharge pressures higher than the critical. Burnell's explanation for this was that the Venturi tube flashed further downstream. He found that a throat tap in the Venturi tube reduced the maximum flow rate which was similar to Silver's [50] previous findings with rounded orifices. Burnell's explanation for this reduced mass flow was that the throat tap caused flashing in the throat. Burnell's theoretical and experimental results are shown in figures 8a and 8b.

Pasqua [49], in 1953, studied the flow of saturated and subcooled $CCl_2F_2$ through orifices, short tubes, and nozzles. He found that, while the predictions from the work of Bailey and Silver agreed with the flow more closely than the homogeneous, thermal equilibrium model, these predictions were considerably in error for nozzles with large length-to-diameter ratios. By observing the pressure-gradient behavior, he concluded that, for the subcooled liquid entering a short tube, the flow was full-tube flow until saturation pressure was reached, and then an orifice-type flow developed followed by a mass-limiting flow. For an entering saturated liquid, the flow was an orifice-type of flow to the mass limiting point. His empirical, critical-pressure ratio equation,

$$P_c/P_s = 0.37 (L/D)^{0.2},$$  

(15)
indicated a very low critical pressure for short nozzles and orifices. Therefore, for almost all cases, the short flow sections would behave as single phase liquid flow, which would be in agreement with previous investigators using water. His proposed mass flow equations were of the form for incompressible liquid flow, modified by a coefficient of contraction to account for the vaporization effect, $C_{c(\text{Pa})}$ and the single phase discharge coefficient $C_{d(\text{Pa})}$. His equation was

$$G = C_{c(\text{Pa})}C_{d(\text{Pa})} = \sqrt{\frac{2g\rho(P_s - P_c)}{c}}.$$  \hspace{1cm} (16)

Monroe\[45\], in 1956, studied the flow of saturated water through one to four, knife-edge orifices arranged in series. He correlated the data of his work, together with that of Benjamin and Miller, Stuart and Yarnall, and Bottomley and Burnell, with a dimensional-analysis type of approach. He did not discuss the critical flow case, but did conclude that the effects of the type of orifice or of solids in solution in the flowing fluid were not significant.

Kinderman and Wales\[34\], in 1957, studied the flow of subcooled water entering a system of two orifices in series. Their critical pressure and mass flow predictions were from the use of equations proposed by Burnell, but they suggested the use of surface tension values reported by Zemansky, rather than those of Hall which were used by Burnell. There is a significant difference in these values.

Hoopes\[28\], in 1957, studied the flow of two-phase water through orifices. He found no critical flow or critical pressure ratio with flow rates up to four times the predictions of the homogeneous, thermal equilibrium models, in agreement with previous investigators. For his study to predict the pressure drop in the system, he used a separated-phase, thermal equilibrium model with slip velocities as indicated by the Martinelli-Nelson\[41\] correlation. Measured and predicted pressure drops were considerably less than homogeneous model calculations for pressure drops.

Chisholm\[12\], in 1958, developed a flow parameter relating single-phase orifice flow to two-phase orifice flow for steam-water systems. His final predictive equation, based on no mass interchange between the phases and ideal gas behavior of the vapor and (1) through (5), was

$$\frac{m_{f(\text{Ch})}}{m_{tp(\text{Ch})}} = \frac{1}{C_{f(\text{Ch})}} = 2.1 Y^{0.825}.$$  \hspace{1cm} (17)

where

$$\frac{m_{f(\text{Ch})}}{m_{tp(\text{Ch})}}$$
is the ratio of the mass ratios of flow of liquid predicted with a discharge coefficient of one to the two-phase mass flow rate. \( C_{f(Ch)} \) is the liquid contraction coefficient for the orifice, experimentally determined. \( Y_{Ch} \) may also be determined by

\[
Y_{Ch} = \left( \frac{x}{1 - x} \right) \left( \frac{\dot{m}_{f(Ch)}}{\dot{m}_{g(Ch)}} \right)
\]

where \( \dot{m}_{g(Ch)} \) is the predicted vapor flow with a coefficient of contraction of one and with the same pressure drop as \( \dot{m}_{f(Ch)} \). Chisholm also related his parameter \( Y_{Ch} \) to the Martinelli parameter \( \chi_{tt} \), so that

\[
Y_{Ch} = \chi_{tt} \frac{2}{2 - m(Ch)}
\]

where \( m(Ch) \) is the exponent for Reynolds Number in the Blausius form of the friction factor equation,

\[
f = \frac{C}{(N_{Re})(Ch)}^{m(Ch)}
\]

His equation shows good predictive (±10%) agreement with the experimental data of Benjamin and Miller and Monroe.

Hesson and Peck, in 1958, studied the flow of two-phase CO\(_2\) through orifices and nozzles. They found they could develop equations to predict the flow rate and choking flow, based on liquid and vapor expansion according to \( pV^n(HP) = \text{constant} \). The basic form of their predictive flow equation was (2) and, since for isentropic flow,

\[
u^2 = \int_{P_0}^P v dp, \quad \text{then} \quad \dot{m} = A/v \left[ \int_{P_0}^P v dp \right]^{1/2}
\]

The exponent \( n(HP) \) for each phase was determined experimentally with the two-phase fluid considered homogeneous. Heat and mass interchanges between the fluids were considered negligible. They also found a choking flow to exist for saturated liquid entering the nozzle and orifice. This mass-limiting flow was not found by previous investigators in similar systems where saturated water entered orifices. Their results are shown in figure 8a.

Murdock, in 1961, found that he could compute two-phase flow rates through a sharp edged orifice from an equation using fluid properties and coefficients from the ASME Fluid Meter Guide. Data from many tests were reported with steam-water, air-water,
natural gas-water, natural gas-distillate, and natural gas-salt water systems and the data agreed with the predictive equation within an accuracy of ±1.5 percent. The author recommended rather wide limits of flow rates and orifice dimensions for his equation, but suggested further experimental work be done for high orifice-to-pipe diameter ratios and for lower expansion-factor ratios.

Linge\[36\] presented analytical and experimental work on the mass-limiting flow of NH$_3$ and CC$_2$F$_2$ through throttling valves. His theory predicted mass-limiting flow using, apparently, a homogeneous, thermal equilibrium model and the velocity of sound as the choking velocity. If the total valve opening was used for the flow area, then the analytical value exceeded the experimentally measured value by a factor of approximately two. These data are reasonable in that they indicate a coefficient of discharge in the valve of about 0.5, and also tend to agree with the conclusions of Pasqua\[49\]. The author mentioned that tests with water often gave higher mass-limiting flow values (relative to the G$_c$(HO)(TH) predictions) than the refrigerating fluids he tested.

2. 2. 3 Semi-Empirical Relationships for Constant-Area Flow Systems
with Heat Added or Removed

This case is treated separately from the adiabatic case because the addition or removal of heat would probably affect the degree of metastability and the density distribution and/or slip velocity in the flowing fluid. At this time it does not appear to have been finally determined whether or not critical mass flow predictions for the adiabatic case can be used for the non-adiabatic case.

Although only a few studies have been made for this case, both Schweppe and Faust\[58\], in 1953, and Leppert\[35\], in 1955, have reported very low mass limiting velocities relative to the homogeneous, thermal equilibrium model predictions for high heat flux, steam-water systems. Leppert’s data are shown in figure 8a.

Schweppe and Faust\[58\] reported studies of steam-water flow in short vertical tubes. They used the homogeneous, thermal equilibrium model with (5) to predict critical pressures and maximum mass flow. The authors interpreted the case where $\Delta p/\dot{V}$ = a maximum, in a plot of $\Delta p/\dot{V}$ versus $G$, as being a point of maximum or critical velocity. They did not have a good measure of the outlet pressure of their experimental section but they reported fairly good agreement of their experimental data and their theoretical model predictions. They found, empirically, that the critical pressure ratio was a function of mass flow rate and tube diameter. Isbin, in a discussion of this paper, suggested that although critical flow was present in the author’s work, the humping of the pressure-drop flow curve was not necessarily an indication of critical flow.

25
Harvey and Faust\textsuperscript{[25]}, in 1953, studied steam and water flow in evaporator tubes. They predicted pressure drop by use of their revision of the Martinelli\textsuperscript{[41]} correlation. They also assumed the fluid was homogeneous and in thermal equilibrium. They then developed flow equations using the conservation equations. Critical flow was predicted when $\frac{df}{dp} = 0$ for these flow equations.

Stein, et al.\textsuperscript{[66]}, in 1954, reported studies of steam and water flow in a heated annulus. Uniform and cosine distribution of heat fluxes were used. Many measured values of $G$ exceeded the predicted values of $G_{c(HO)(TH)}$. The authors stated some of these may not have been critical flows even though $G_{c(HO)(TH)}$ values were exceeded.

Rogers\textsuperscript{[53]}, in 1956, reported an analytical study of heat addition to hydrogen in two-phase flow in horizontal tubes. He developed his predictive equations for pressure drop and critical flow, following the general method of Harvey and Faust\textsuperscript{[25]}.

Hoopes\textsuperscript{[28]}, in 1957, studied the flow of water entering and vaporizing in a $1''$ I. D. by $1.5''$ O. D. heated annulus with a uniform and cosine distribution of heat flux, over a range of mass flow rates and pressures. He found that the Martinelli\textsuperscript{[41]} correlation predicted the frictional pressure drop (total pressure drop minus momentum pressure drop) within approximately $\pm 30$ percent. In calculating the momentum pressure drop, he found the homogeneous model overpredicts the momentum pressure drop computed using the Martinelli correlation. He took motion pictures of the flow patterns and found the Baker\textsuperscript{[15]} plot predictions generally agreed with the motion picture study. At the exit of the tube the flow was in the dispersed region. He found very steep pressure gradients near the outlet of his section but no evidence of mass limiting flow. As indicated in Section 2.2.2.2, summarizing his orifice flow studies, his mass flow rates were up to four times that predicted by $G_{c(HO)(TH)}$. The measured pressure drops were from $1/3$ to $1/10$ of those predicted by the homogeneous, thermal equilibrium model.

Mendler\textsuperscript{[44]}, in 1960, in an analysis of a natural circulation water loop, used several methods to predict his two-phase, heated-test-section, exit-flange pressure drops. He used the equation of the general form

$$\Delta p = \frac{C_{(Me)} m^2}{2 \rho A^2}$$ \hspace{1cm} (18)

with various density predictions. $C_{(Me)}$ was taken from Kays and London\textsuperscript{[33]}. He found, using the Martinelli-Nelson density, the predicted pressure drop was too low. Using Lottes\textsuperscript{[38]} two-phase friction multiplier (a modification of the Martinelli-Nelson method), the predicted pressure drop was too high. The fog flow (homogeneous) model predicted $\Delta p$ values which were higher but close to the experimental values. Critical flows did not occur in these tests. However, this study does indicate that the use of a homogeneous model may be reasonably appropriate in sections where there are flow disturbances.
3.0 GRAPHICAL COMPARISONS OF REPORTED THEORETICAL AND EXPERIMENTAL DATA

Most of the experimental and analytical data are shown in figures 8a and 8b. Tables 1 and 2, which follow, are summaries of the data presented.
Figure 8b: A summary of theoretical, two-phase, choking flow studies
<table>
<thead>
<tr>
<th>Name</th>
<th>Date</th>
<th>Fluid</th>
<th>Two-Phase Developed by</th>
<th>Test Section</th>
<th>Flow Process</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benjamin &amp; Miller [6]</td>
<td>1942</td>
<td>H₂O</td>
<td>Expansion flashing</td>
<td>Four-inch, constant-area sections. Also sharp-edged orifices.</td>
<td>Adiabatic</td>
</tr>
<tr>
<td>Hesson &amp; Peck [26]</td>
<td>1958</td>
<td>CO₂</td>
<td>Expansion</td>
<td>Square-edged orifice and short nozzle (0.062&quot; long) both with 0.0357&quot; hole and d/D = 0.192&quot;.</td>
<td>Adiabatic</td>
</tr>
<tr>
<td>Linning [37]</td>
<td>1953</td>
<td>H₂O</td>
<td>Expansion</td>
<td>Two constant area sections: I.D. = .128 &amp; .060&quot;.</td>
<td>Adiabatic</td>
</tr>
<tr>
<td>Zaloudek [75]</td>
<td>1961</td>
<td>H₂O</td>
<td>Mixing</td>
<td>Two constant area sections: I.D. = .520&quot; &amp; .523&quot;.</td>
<td>Adiabatic</td>
</tr>
<tr>
<td>Name</td>
<td>Date</td>
<td>Fluid</td>
<td>Model &amp; Flow Process</td>
<td>Equation Development</td>
<td></td>
</tr>
<tr>
<td>---------------------------</td>
<td>-------</td>
<td>-------</td>
<td>----------------------------------------------------------</td>
<td>-------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>Burnell</td>
<td>1947</td>
<td>H₂O</td>
<td>Homogeneous with metastability. Isentropic flow.</td>
<td>G_c = f(p_1, \rho_1, \sigma, discharge coefficient)</td>
<td></td>
</tr>
<tr>
<td>&quot;Vapor Choking Model&quot;</td>
<td>1960</td>
<td>H₂O</td>
<td>Separated-Choking when ( u = a ); u g g g from Martinelli-Nelson. Fanno or isentropic flow.</td>
<td>G_c = \frac{R a \rho}{g g g \gamma}</td>
<td></td>
</tr>
<tr>
<td>Zaludek</td>
<td>1961</td>
<td>H₂, N₂</td>
<td>Annular; Fanno flow.</td>
<td>G_c = f(p_c, \gamma, u / u_f)</td>
<td></td>
</tr>
<tr>
<td>Smith</td>
<td>1962</td>
<td>O₂</td>
<td>Separate phases. Separate phase behavior. Isentropic flow.</td>
<td>G_c = f(p_c, \gamma, u / u_f)</td>
<td></td>
</tr>
<tr>
<td>Fauske</td>
<td>1961</td>
<td>H₂O</td>
<td>Separated phases. Separated-Choking. Fanno flow.</td>
<td>G_c = f(p_c, \gamma, u / u_f)</td>
<td></td>
</tr>
<tr>
<td>Hesson &amp; Peck</td>
<td>1957</td>
<td>CO₂</td>
<td>Separate phases. Separate phase behavior. Isentropic flow.</td>
<td>G_c = f(p_c, \gamma, u / u_f)</td>
<td></td>
</tr>
<tr>
<td>&quot;Metastable Model&quot;</td>
<td>1961</td>
<td>H₂O</td>
<td>Separate phase using developments of Linning [31] and Martinelli [35]</td>
<td>G_c = f(R_g, \gamma, p_c)</td>
<td></td>
</tr>
<tr>
<td>Holtzman</td>
<td>1949</td>
<td>CCl_2F_2</td>
<td>Homogeneous. Metastable. Isentropic flow.</td>
<td>G_c = f(p_c, \gamma, u / u_f)</td>
<td></td>
</tr>
<tr>
<td>Tangren</td>
<td>1962</td>
<td>CCl_2F_2</td>
<td>Homogeneous with thermal equilibrium. Fanno flow.</td>
<td>G_c = f(p_c, \gamma, u / u_f)</td>
<td></td>
</tr>
<tr>
<td>Smith</td>
<td>1961</td>
<td>H₂O</td>
<td>Homogeneous with thermal equilibrium. Fanno flow.</td>
<td>G_c = f(p_c, \gamma, u / u_f)</td>
<td></td>
</tr>
<tr>
<td>Isbin, et al.</td>
<td>1957</td>
<td>H₂O</td>
<td>Separated phase using developments of Linning [31] and Martinelli [35]</td>
<td>G_c = f(R_g, \gamma, p_c)</td>
<td></td>
</tr>
<tr>
<td>Linning</td>
<td>1953</td>
<td>H₂O</td>
<td>Separated phases. Fanno flow.</td>
<td>G_c = f(p_c, \gamma, u / u_f)</td>
<td></td>
</tr>
<tr>
<td>Sajben</td>
<td>1961</td>
<td>H₂O</td>
<td>Homogeneous with thermal equilibrium. Fanno flow.</td>
<td>G_c = f(p_c, \gamma, u / u_f)</td>
<td></td>
</tr>
<tr>
<td>Silver &amp; Mitchell</td>
<td>1945</td>
<td>H₂O</td>
<td>Separated phases u_f = u_g, quality determined from an annular-flow model.</td>
<td>G_c = f(x, \gamma, \gamma, \gamma, \gamma, \gamma, \gamma, \gamma, interface p &amp; T, cold water rate for same nozzle and nozzle length).</td>
<td></td>
</tr>
</tbody>
</table>

* Includes conventional thermodynamic table properties which are a function of p and their derivatives with respect to p.
4.0 DISCUSSION OF REPORTED WORK

This section is divided into two parts. The first part is a discussion of the experimental data. The second part presents general evaluation of the predictive equations and correlations.

4.1 Discussion of Reported Experimental Data

4.1.1 Instrumentation and Data Reduction

In reference to figure 8a, which reports much of the available experimental data, there are two major possibilities of error in all reported data. They are in the measurement of critical pressure and in the computation of quality.

4.1.1.1 Pressure Measurements

Most investigators report difficulties in pressure measurement of two-phase flow, because there are pressure fluctuations. In Faletti's [19] careful work, for example, he reported most of his pressure measurements as plus or minus roughly one psi with some higher, upstream pressure measurements shown as plus or minus 8 to 10 psi. Almost all investigators report that it is necessary to read "damped" pressures because of the pressure fluctuations. Also, in two-phase flow, liquid and vapor in varying proportions are often present in the lead lines to the pressure sensing device, so that the pressure correction for lead lines may be inaccurate.

The special case of measuring the critical pressure presents some additional problems. Critical flow may be determined experimentally in two ways. One experimental procedure would be to produce a curve as shown in figure 2. This is a slow procedure, as many runs are required to establish the curve shown. Also the critical pressure, which is at the point of tangency of the curve, is often difficult to determine. This was the method used to determine critical pressure by most investigators who used variable area flow cross sections [4, 26, 49, 61]. Another method to determine critical pressure is to discharge the test section into a variable-pressure receiver. When receiver pressure changes do not affect pressure profiles in the test section, the critical pressure exists at the exit of the test section. This choking pressure is determined from an extrapolation of the pressure profile to the choking point. This method was used by most investigators using constant area test sections [19, 20, 29, 75]. It has the advantage that the critical data can be taken in one run, and it avoids the point of tangency determination mentioned earlier. The extrapolation method has the disadvantage that the pressure cannot be measured at the choking point and the pressure gradients are very steep near the exit of a critical flow section as shown in figure 9. Of course, the steep pressure gradients make extrapolation errors more probable.
Figure 9: Typical, pressure-versus-length curves from Faletti.
Also, with respect to the pressure measurement, Burnell\textsuperscript{[10]} and Silver\textsuperscript{[62]} both reported that the presence of a pressure tap near the exit decreases the critical mass flow rate even though one would expect the flow disturbance of a pressure tap to be very small. Earlier investigators were perhaps less careful with respect to this measurement. Linning\textsuperscript{[37]}, for example, measured temperatures which can be translated into pressure measurements only if thermal equilibrium is additionally assumed. Some investigations\textsuperscript{[19,75]}, mentioned previously reported choking pressures may be in error because of relatively long extrapolations of the pressure curve from the last measured pressure to the exit of the test section. In some examples, Faletti\textsuperscript{[19]} indicated the critical pressure may be in error by approximately 10 psi when determined by the extrapolation method.

4.1.1.2 Critical Quality Determinations

No investigation reported in this summary has directly measured the quality at the point of choking. Therefore, the reported qualities have been determined by computations making various assumptions.

The stagnation enthalpy can usually be determined fairly easily, and for thermal equilibrium,

\[ h_o = h_f + \times c h_f \]

and

\[ v_c = v_f + \times c v_g . \]

Then, if \( p_c \) is known, \( h_f, h_g, v_f, \) and \( v_g \) may be determined and \( x_c \) evaluated from the above equations. Except as noted, all investigators who have reported work in figure 8a have used this method of quality determination.

This solution involves two major sources of error: one is the assumption of a homogeneous model in computing the kinetic energy term of (3) and the other is the assumption of thermal equilibrium in the flow. The homogeneous model assumption will produce a value for the kinetic energy which will be too high if the model assumption is in error and a slip velocity actually exists between the separated or partially separated phases. Thus, the quality determination using the homogeneous model will be too low. This will affect the value used for \( G_c(HO)(TH) \) in the correlating plot shown in figure 8a, and the correction will move the point upward and to the right. Zaludek reported that with steam-water systems this quality error will reach a maximum of about 6 percent for "middle range" quality flows. If the extrapolation procedure, mentioned earlier, produces an error in the choking pressure, the more likely error will be to report a choking pressure higher than the actual pressure. Again, for the correlation of figure 8a, the correction to the lower choking pressure (which will change both the pressure and quality used in the determination of \( G_c(HO)(TH) \)) will move the reported point upward and to the right.
In variable area systems, particularly, the assumption of thermal equilibrium must place many quality calculations in error. Perhaps this is best illustrated by examining the data of Silver[61, 62] in figure 8a. The higher qualities were determined by the homogeneous, thermal equilibrium model and the lower qualities determined by Silver's annular flow model.

It would appear rather simple to determine whether or not the fluid is in thermal equilibrium by a comparison of pressure and temperature measurements. Temperature measurements in two-phase, single-component flow, however, are difficult to evaluate. A liquid film on the temperature sensor may tend to provide a temperature near the sensor considerably different from the "bulk" temperature of the fluid. Many papers record metastability in variable area systems. Stuart and Yarnall[69] reported a temperature of 107°F above the saturation temperature in water flow through an orifice, which indicates large deviations from thermal equilibrium are possible.

4.1.2 Discussion of Experimental Data as Related to Systems and Fluid Properties

It would appear that some general conclusions can be drawn with respect to the effect of flow system and fluid properties on choking by examining experimental results related to the homogeneous, thermal equilibrium model, as shown in figure 8a, and theoretical results related to this model, shown in figure 8b.

One can see that most systems deviate markedly from the homogeneous, thermal equilibrium model at very low qualities. It is possible to explain this behavior if one assumes that the major factor is that metastability exists in the fluid which will produce values of Gc quite different from those predicted from a thermal equilibrium model. At low qualities, deviations from the homogeneous model assumption may not be too significant for many flow systems, as evidenced by the flow pattern correlation of Baker[5] and several successful low quality, homogeneous model studies, for example, that of Tangren[70]. Also, it may be postulated that metastability will exist to a high degree in flow of very low quality fluids regardless of the choice of the flow pattern because, in all flow pattern possibilities, the interface area may be too small to produce the vaporization necessary for thermal equilibrium. The studies of Silver[62] and Bailey[4] would tend to support this premise. If thermal equilibrium is to be maintained during a pressure drop in the fluid, there must be heat transfer from the warmer liquid to the liquid-vapor interface and mass transfer at the interface sufficient to continuously reduce the liquid temperature to the equilibrium value for the fluid pressure. These heat and mass transfer processes are rate processes. The rate of the processes will be dependent on the system resistance to the processes. So, beginning with the point in the liquid furthest from an interface, the heat transfer will be a function of the fluid conductance and the length of the path to the interface. In general, lower qualities would be expected to produce longer paths. For the heat and mass transfer at the interface,
these rates would be primarily dependent on the molar heat of vaporization of the fluid (deduced from simple rate theory), the "true" interface vapor pressure, and the total interface area. Again, lower qualities will tend to produce smaller interface areas and, probably, higher interface vapor pressures. Thus, the degree of metastability may be concluded to be a function of the fluid properties and the quality with a greater degree of metastability predicted at lower qualities which is in agreement with reported experimental data.

In figure 8a, as the quality is increased, the experimental data divides itself into two general groups. One group of data \( [1, 6, 10, 26, 37] \) is from systems in which a good deal of mixing would be expected, such as systems with fine clearances and systems employing valves and elbows and in which all vapor was produced by pressure reduction in the fluid. The other group of data \( [19, 20, 27, 75] \) is from systems which were constant-area systems, employing smooth tubes, and, in which the entrance vapor condition was produced by mixing the vapor and the liquid.

The inherent mixing in the experimental systems of the first group would be expected to produce a more homogeneous flow pattern, as evidenced, for example, by the pressure drop study of Mendler \( [44] \), mentioned earlier. Thus, by creating a larger interface these disturbances will produce a more nearly thermal equilibrium model. This assumption is borne out by the small deviations of these data from the homogeneous, thermal equilibrium model values at quality ranges from approximately 0.005 to 0.10 in figure 8a. This behavior is also indicated in the work of other investigators not shown in figure 8a such as Allen \( [2] \), who found the homogeneous, thermal equilibrium model reasonably accurate in determining valve capacities for liquid-vapor flow. Further indications that flow disturbances bring the flow behavior closer to the homogeneous, thermal equilibrium model predicted behavior are in the work of Silver \( [62] \) and Burnell \( [10] \) who found that pressure taps at the throat of a converging-flow device reduced the \( G_c \) value making that value closer to that of \( G_{c(HO)(TH)} \).

Also, from figure 8b, it is seen that the homogeneous, metastable model curve forms a general upper limit for experimental values of \( G_c \) for these systems, indicating, again, that metastability is the major factor at very low qualities and that these systems approach thermal equilibrium behavior at higher qualities.

For the constant-area systems with smooth walls, phase separation and, therefore, a higher degree of metastability would be expected than in systems with flow disturbances. The separation would be expected as a consequence of the relatively undisturbed flow. This separation would provide a smaller interface area for the heat and mass transfer processes mentioned previously and thus make metastability more likely. Separation and metastability are indicated by Silver \( [62] \) and Bailey \( [4] \) with their separated-flow models. The pressure-wave velocity determinations of Collingham \( [14] \), discussed in section 2.1.5, also indicate metastable behavior for higher quality and partially separated phase systems. Further, the
reasonably good agreement between $G_c$ values from the vapor choking model and the experimental data at higher qualities, shown in figure 8b, indicates metastability and separated phases play a large part in the behavior of these systems.

The effect of fluid properties is inconclusive, primarily because so few experiments have been performed with fluids other than water. The preceding reasoning would indicate that one of the liquid properties affecting the degree of metastability would be liquid-phase conductivity for the heat transfer path to the interface. At the interface, heat and mass transfer parameters such as Reynolds, Grashof, Prandtl and Schmidt Numbers would appear to be the controlling factors, along with the surface tension of the fluid, which will affect the interface vapor pressure if the interface curvative radius is small, as indicated by Burnell and others. Also, the molar heat of vaporization of the fluid may affect the mass transfer rate at the interface, as deduced from simple rate theory. Fluid properties may also affect the flow pattern. The effect may be observed in the flow pattern fluid corrections of Baker which employed surface tension and the phase-density ratio as the necessary correcting terms for fluids other than air-water systems on which the correlation is primarily based. One may also reach this conclusion from pressure drop studies, which are flow pattern dependent, such as the Martinelli-Nelson correlating parameter which employs the properties of viscosity, and again, the phase-density ratio. The Martinelli-Nelson parameter has also been a successful correlating parameter in entrainment studies, indicating the fluid property effect on the flow patterns.

From the preceding discussion of fluid property effects, one might conclude that the experimental data of water may represent the data of a fluid which will have $G_c$ values which will produce the highest $G_c/G_c(\text{HO})(\text{TH})$ ratio. This conclusion may be reached by considering the high phase density ratio and the high heat of vaporization of water relative to most fluids, which tend to produce separated, metastable flow. Perhaps the only experimental data to support this conclusion is the work of Hesson and Peck which shows lower $G_c/G_c(\text{HO})(\text{TH})$ values than the work of investigators who employed water in similar systems, for example, those of Silver and Bailey. Obviously, further experimental data work with other fluids is required before any reliable conclusions may be reached with regard to the effect of fluid properties on choking flow.

4.2 Discussion of Predictive Equations and Correlations

Previously discussed works indicate that two-phase, mass-limiting flow may be correlated reasonably well with respect to homogeneous model behavior or separated phase behavior. In either treatment, the general, single-phase approach is used. In all the cases, the treatment suffers from the lack of an accurate model. Models may be assumed and constants or functions determined from experimental data with respect to these models;
however, one should be very cautious in making final conclusions from such an analysis. Studies reported in this summary indicate that reasonably good predictions can be made on the basis of quite different and sometimes directly opposed models. For example, for the flow of saturated and low quality water entering short, variable-area sections, Benjamin and Miller [6] matched experimental data with a homogeneous metastable model, where the metastable effect on the flow rate was expressed as a function of surface tension. This general model was also successfully used by several other investigators. Hoopes [28], however, for the same system, was able to match experimental data with a thermal equilibrium model assuming separated phases with a slip velocity. Although the metastable assumption seems more likely to be correct at this time, no final conclusion can be reached as to whether the metastability or the slip velocity represents the primary deviation from the simple model.

The search for the "true" model has proved to be very difficult. Although quantitative conclusions cannot be made, one may make some general observations. From the most often referred to correlations, such as that of Baker [5], and from the entrainment studies, such as those of Collier [13] and Dukler, et al. [18], one would conclude that the separated model cannot be physically correct for mixtures of low and middle-range qualities. However, the time rate of entrainment may be such that entrainment in a choking flow system might be less than that predicted by the more nearly "entrainment in equilibrium" studies which allowed a larger time for the entrainment process. One may also conclude that the homogeneous model is not valid except at very low qualities, and for systems which involve "stirring", that is, where flow separations are continually disturbed. As previously discussed, the thermal equilibrium model appears to be incorrect for many systems, particularly for the low-quality, separated-phase case.

The author of this report offers the following conclusions with respect to analytical models:

1. No single model appears adequate for all qualities and all systems.

2. Semi-empirical correlations to predict mass limiting flow would appear reasonably effective but should be limited to specific ranges and specific systems. Most of these treatments are related to some form of a single phase analysis using an idealized separated phase or homogeneous model.

3. The model used for a specific system should be in reasonable agreement with flow pattern data for that system. This would not appear to be the case in some analytical works.
4.2.1 Predictive Equations and Correlations for Adiabatic, Constant-Area Systems

The predictive systems for this analysis, shown in figure 8b, which most generally fit experimental data, all involve a form of a thermal-equilibrium, separated-phase flow model or the correlating relationship with the homogeneous model.

In the separated-phase model group there are the Isbin, et al. [29], modified momentum model, Massena's [42] separated flow model, the work of Fauske [20], the vapor choking model (see section 6.1.2), and modifications of this vapor choking model suggested by Collingham [14]. The separated-phase system that appears most generally and reliably predictive is that of Fauske [20]. Fauske's predictive system does have the disadvantages of being difficult for use by a designer because the pressure-drop analysis for the flow as it approaches the mass-limiting condition is based on a variable friction factor, the value of which would be difficult to determine. Also, his assumption of thermal equilibrium and separated phases for lower quality fluid flows is not in agreement with reported flow pattern correlations and the results of entrainment experiments. The Isbin, et al. [29], modified momentum model and the Massena [42] separated flow model appear less reliably predictive and quite complex for use by a designer.

The vapor choking model is simple and reasonably reliable at high qualities. The modifications suggested by Collingham [14] involve slip velocity data which are difficult to measure. Also, the slip velocities which he calculated are not in general agreement with slip velocity and void volume studies reported elsewhere in the literature. Johnson and Abou-Sabe [30] and others reported that slip velocity ratios increase as the quality increases. The Collingham modifications to the vapor choking model indicate that the slip velocities increase as the quality is decreased.

The vapor choking model is recommended in this report for use for higher quality fluid flow because of its simplicity and general reliability. The more complex models raise questions which have not yet been answered, and, although some may be reasonably correct, none appears to have its validity completely proved.

The correlation of \( \frac{G}{G_c} \) versus quality, shown in figures 8a and 8b and used by Isbin, et al. [29], Faletti [19], and Zaloudek [75], offers a very useful way to make an empirical prediction for two-phase, mass limiting flow. The major advantage of this correlation is that it appears to have little pressure dependence. This lack of pressure dependence has been shown for the water systems and also appears to be generally the case for the data of the Hesson and Peck [26] studies of CO\(_2\) flow. This lack of pressure dependence of the correlation would indicate that the effect of pressure variations is satisfactorily accounted for in the homogeneous, thermal equilibrium model prediction which is in the denominator of the empirical correlating term. There are insufficient data at this time to indicate whether
or not this correlating curve may be extended to fluids other than water. Even if the specific curve developed for water cannot be used for other fluids, the method is a valuable means of developing an empirical curve for a system involving any specific fluid.

4.2.2 Predictive Equations and Correlations for Adiabatic, Variable-Area Systems

Most of the comparative experimental data are either for rather low quality runs or for high quality runs. For the high quality fluid, rather minor modifications of the homogeneous, thermal equilibrium model involving the Wilson [60] line are well established. Details of these modifications may be found in the papers reported in the previous summary in this section and in many textbooks on thermodynamics and fluid mechanics. Most of the analyses of low quality systems have been either general studies which are incomplete or unproved, or studies which are largely empirical and limited to rather specific systems. For studies of flow through short sections where the flow is not disturbed, such as nozzles, the works of Silver [62] and Bailey [4] appear to have the proper, general approach to the problem. Both studies used a separated-phase model and indicated that the amount of vaporization will be a function of the heat and mass transfer rates. They both found these rates to be far too small to produce thermal equilibrium (see figure 8a). Both works also suffer from the lack of a reliable method to determine the heat and mass transfer rates. Also, Silver's assumption of $u_g = u_f$ and Bailey's proposed choking-flow criteria may be questioned. The recommendation of this report for variable-area, lower-quality flow is to use two homogeneous models to provide upper and lower limits of choking flow predictions. The homogeneous models chosen for these extremes are the completely metastable model (no vaporization) for the upper limit and the thermal equilibrium model for the lower limit. Figures 8a and 8b show that the results of these models do bracket most of the reported experimental data.

One major justification for the choice of the homogeneous model is that many actual flow systems, where choking is likely to occur, will have flow disturbances which produce behavior similar to homogeneous model predictions. This is evidenced in many studies, for example, the work of Allen [2] with valves, of Benjamin and Miller [6] with actual plant installations, and Agnostinelli and Salemann [1] with fine clearances. This behavior is also evidenced by the reduction in flow produced by pressure taps, noted by Silver [61] and Burnell [10], and by pressure drop studies such as that of Mendler, et al. [44]. Also, as mentioned previously, for very low quality flows it seems likely that a high degree of metastability will exist regardless of the flow pattern, so that the completely metastable model will reasonably well represent an upper limit for either separated or homogeneous flow models for this case. For example, figures 8a and 8b show that the homogeneous, metastable model, choking flow values are not very different from the theoretical and experimental values of Silver [61] and Bailey [4], who assumed and observed separated-phase flow patterns.
4.2.3 Predictive Equations and Correlations for Non-Adiabatic Systems

It does not appear that sufficient experimental data has been reported to allow any conclusions regarding these systems. The data of Stein, et al. [66], and Leppert [35] indicate that the homogeneous, thermal equilibrium model over-predicts the data of Leppert and slightly under-predicts the data of Stein, et al. Harvey and Faust [25] and Schwepp and Faust [58] both used a thermal equilibrium, homogeneous model in their analyses with fair success. Rogers [53], in studying the flow of hydrogen, also used a homogeneous, thermal equilibrium model based on the work of Harvey and Faust.

The continual formation of bubbles at the heated surface would surely tend to make the fluid more nearly homogeneous. Use of the homogeneous, thermal equilibrium model appears to be the best design recommendation, in view of present knowledge.

4.2.4 Critical Flow Predictions from Upstream Flow Conditions

For the homogeneous, thermal equilibrium model, with water, studies are reported which predict critical flow from upstream conditions using idealized Fanno flow and isentropic flow processes. Allen [2] and Bridge [9] presented two of the more recent isentropic solutions. Steltz [67] presented an isentropic computer solution for the high quality range. For the Fanno flow process, Sajben [57] showed an excellent treatment. The latter three results are presented in a form quite useful to designers. The homogeneous model assumption is not proper for many cases, however, either for pressure-drop or choking studies, both of which are involved.

For the CO₂ system, Hesson and Peck [26] offered a solution that involved separate liquid and gas processes. The relationship between fluid properties for the flow processes was experimentally determined. This limited the relationship for general design use. The model does not appear to be entirely valid as the experimentally determined exponents vary considerably from the values one would expect from examination of similar ideal-flow, separate-phase exponents. For the separated-phase flow, one may employ the methods of Silver, Bailey, or Linning. However, all methods involve a rather lengthy computation to determine critical pressures. One may determine the pressure drops from an upstream point by means of a pressure-drop correlation, such as that of Martinelli [41], and test for choking by use of the results of Fauske [20] or Faletti [19], or at higher qualities, the results of the vapor-choking model.

Obviously, these solutions will be idealized. However, they should present the designer with a predicted value and he may, by consultation with charts such as figure 8b, be able to estimate his system’s deviation from the idealized prediction.
Mass-limiting flow problems are really integral with all two-phase problems. A more satisfactory understanding of the flow pattern, and momentum, mass, and heat transfer between the phases, must be achieved before general and reliable solutions of the mass limiting, two-phase flow phenomena can be made. There are, however, many other studies which could be made to expand the limits of present knowledge and further substantiate or limit analytical solutions which have been made.

The greatest need would appear to be for data on the behavior of fluids other than water. Testing with other fluids and varying the properties of the test fluid, as Faletti [19] did with his surface tension variations to determine whether, and how far, existing equations or correlations could be extended, are urgently needed.

In much of the reported analytical and experimental work, data are reported at the critical point only. The designer needs to be able to predict critical flow from upstream conditions also. This means that the flow process to the choking point must be studied. Pressure drop, flow pattern, and degree of metastability data have not been reported at fluid velocities near choking velocities, except in [29].

There is a need for better instrumentation in the test programs. The degree of metastability (pressure-temperature measurements) and the flow pattern (velocity and density profiles) data are needed before theoretical or somewhat general empirical studies can be effective.
6.0 IDEALIZED SOLUTIONS FOR CHOKING FLOW

6.1 Introduction

This section of the report presents some choking flow solutions using models representing extreme cases and is similar to information contained in [63]. The results of these solutions are intended to bracket values obtained from the actual flow cases. These solutions are planned to serve as design guides and for comparative evaluations with experimental data.

The choice of flow models was made from consideration of the state of the basic knowledge of the processes occurring in the flow and from examination of the reported work in the literature, which is the subject of the previous section of this report. As indicated in the discussion of the previous section, the results from the use of the homogeneous, thermal equilibrium model are intended to provide a lower limit for all ranges of qualities in the two-phase mixtures. The homogeneous, metastable model is intended to provide upper-limit choking values for the very low quality states for all flow patterns and for the low quality systems in which the general form of the homogeneous model would be expected to occur, such as a system with flow disturbances. For higher quality flow, where separate-phase flow may be expected, the values obtained from the vapor-choking model are intended to provide the upper limit. Table 3 shows a summary of the flow models and flow processes considered in these analyses. Figure 8b shows that the values obtained from the use of the proposed models generally bracket the choking-point data from the experimental systems which have been reported. As previously discussed in section 4.1.2, the homogeneous metastable model appears satisfactory as an upper-limit model for the very low quality flows [4, 61], regardless of the actual flow pattern. For the low quality runs, with qualities greater than 0.01, use of the homogeneous, metastable model provides a satisfactory upper limit for systems [1, 10, 26, 37] where a tendency toward the homogeneous model would be expected.

Also, the use of the vapor-choking model provides a satisfactory upper limit for the lesser-disturbed, high-quality systems [19, 20, 29, 75].

6.2 Mass Limiting Flow Flux in Terms of Properties at the Point of Choking

In this section, the evaluation of (5) for $G_c$ in terms of $p$ and $x$ is required. The computer results for the homogeneous, thermal equilibrium model are shown in figures 10, 11, and 12.

6.2.1 Homogeneous, Thermal Equilibrium Model

Sajben [57] has made similar evaluations for steam-water mixtures. An equation of the general form proposed by him was used.
\[ G_{c(\text{HO})(\text{TH})} = \left[ \frac{d \rho}{dp} + \frac{a}{(1 - x) v_f + x v_g} \left( \frac{da}{dp} - 1 \right) \right]^{1/2} \]  

where thermodynamic terms are evaluated at constant \( p_c \). The independent variables in this equation are \( p_c \) and \( x_c \), as all of the thermodynamic property terms are functions of \( p_c \). The values obtained from the computer solution are shown in figure 10.

6.2.2 Separated-Phase, Thermal Equilibrium Model

This model assumes the flow is choked when the velocity of the vapor phase, as predicted by the Martinelli-Nelson [41] correlation, reaches the sonic velocity for the vapor phase. Thus,

\[ \dot{m}_g = A_g \frac{u}{v_g} \]

and

\[ A_g = AR \]

so that

\[ \frac{G_g}{A_g} = \dot{m}_g / A_g \]

Then, at mass limiting conditions,

\[ \dot{m}_g = x \dot{m} = R \frac{Aa}{g} \rho \]

or

\[ G_{c(\text{VC})} = \frac{\dot{m}}{A} = R \frac{a \rho}{g g g} \]  

Evaluation of (20) is shown in figure 12.

* Properties of the fluids reported in this section are from the following references:

\[ \begin{align*}
\text{H}_2 & : [16, 21, 46, 52, 73] \\
\text{N}_2 & : [31, 66, 68] \\
\text{O}_2 & : [46, 59] \\
\text{Refrig. 12} & : [50, 71] \\
\text{Refrig. 11} & : [50, 71]
\end{align*} \]
6.2.3 Homogeneous, Metastable (Equivalent, Two-Component) Model

For this model, an equivalent two-phase, pressure-volume relationship for an isentropic process as proposed by Tangren [70] may be used,

\[ p \left[ \frac{1}{\rho} - \frac{1}{\rho_f} \left( 1 + \frac{x}{x-1} \right) \right] \left[ \frac{\left( \frac{x}{1-x} \right) C_{pg} + C_f}{\left( \frac{x}{1-x} \right) C_{vg} + C_f} \right] = \text{Constant}. \quad (21) \]

Use of this relationship in (8) results in

\[ \frac{C^2}{c(HO)(MET)} = \left[ \frac{\left( \frac{x}{1-x} \right) C_{pg} + C_f}{\left( \frac{x}{1-x} \right) C_{vg} + C_f} \right] \frac{p}{xv g}. \quad (22) \]

The assumption that the liquid phase is incompressible was made in the development of (21). This assumption might introduce a considerable error in the case of hydrogen. Therefore, for hydrogen, the following equation was developed similar to that reported by Holtzman [27], which considers the compressibility of the liquid phase also:

\[ \frac{C^2}{c(HO)(MET)} = \frac{\left[ \frac{x}{1-x} \right] C_{pg} + C_{vf} \left[ \frac{x}{1-x} \right] C_{vg} + C_{vf}}{(1-x) v_f^2 p + x v a_f^2 g}. \quad (22a) \]

The evaluation for this model is shown in figure 11.

6.3 Quality as a Function of Pressure

For sections 6.3 and 6.4, where the flow process is considered, it will be assumed that the flow system is one in which the initial flow state is that of a saturated or a subcooled liquid. Thus, two-phase states must be limited to those which may be obtained from adiabatic flow from the saturated liquid state. For such a system, it is possible to approximately predict the quality as a function of pressure for Fanno and isentropic flow beginning with (3). Results for this section and for several subsequent sections will be presented from the point in the flow system where the fluid is a saturated liquid.
For Fanno or isentropic flow, actual flow systems may be theoretically extended to this point if this condition does not occur in the system. For the Fanno flow, the stagnation enthalpy may be computed from (2), (3), and (5) if a state point and the mass flow flux is known,

\[ h_o = h + \frac{G^2 v^2}{2} \]  

(23)

This stagnation enthalpy will be equal to a saturated liquid stagnation enthalpy,

\[ h_{os} = h_{fs} + \frac{G^2 v^2}{2} \]  

(24)

Thus, if \( G \) and \( h_o \) are known, and since \( h_{fs} \) and \( v \) are functions of \( p_s \), then \( p_s \) may be established for the system. For isentropic flow, the entropy at any point in the system establishes a value of \( p_s \). Thus, if \( p \) and \( x \) are known, the entropy may be computed and that entropy will be equal to the saturated liquid entropy \( (s_{fs}) \) in the system. Obviously, \( s_{fs} \) is a function of \( p_s \), so that \( p_s \) for the system may be determined.

6.3.1 Fanno Flow

Equation (3) with (6) may be written as a quadratic equation,

\[ \frac{G^2}{2} \left( v_f + xv_{fg} \right)^2 + \frac{h_{fg}}{v_{fg}} \left( v_f + xv_{fg} \right) - \left[ h_o - \left( h_f - \frac{h_{fg}}{v_{fg}} \right) v_f \right] = 0 \]  

(25)

Since all of the thermodynamic property terms at saturation are a function of \( p \), the variables in (25) are \( G \), \( x \), \( h_o \), and \( p \). At the liquid saturation point, from (2) and (3),

\[ h_o = h_f + \frac{G^2 v_f^2}{2} \]

so that \( h_o \) is a function of \( p_s \) and \( G \). Then, for a fixed value of \( G \) and \( p_s \), \( x \) may be determined as a function of the pressure at any point in the flow system. Evaluation is shown as figure 13.

6.3.2 Isentropic Flow

From (43) one has:

\[ \frac{dx}{dp} = -\left(1 - x\right) \frac{ds_f}{dp} - x \frac{ds_g}{dp} \]  

(26)
Then, for an approximate solution,

\[(x_2 - x_1) = \frac{-ds_f}{dp} - \frac{ds_g}{dp} \left( p_2 - p_1 \right) \]

where \( x_2 \) is an assumed quality at pressure \( p_2 \) and \( \bar{x} = \frac{x_1 + x_2}{2} \). Then \( s_{fg} \) and the derivatives of entropy will be evaluated at the arithmetic average pressure. The solution may begin at any point in the flow system. As in the previous case, the point in the flow system where the fluid is a saturated liquid was used as a parameter. Results are shown as figure 14.

6.4 Critical Pressure Predictions for Idealized Flow Processes

All homogeneous model solutions involve equating the velocity in (1) to the sonic velocity in (4). The separated-phase model solutions require trial pressure drop determinations until the vapor velocity, as predicted by Martinelli and Nelson [41], equals the critical velocity predicted by (4).

6.4.1 Homogeneous, Thermal Equilibrium Model; Fanno Flow Process

From (1) and (2) one may write

\[ \frac{dv}{v} + \frac{dp}{G^2 v} + \frac{1}{2} (f/D) df = 0. \]

Then, integrating from the point in the system where the fluid is a saturated liquid to the critical point gives

\[ \ln \frac{v_c}{v_{fs}} + \frac{1}{G_c^2} \int_{p_s}^{p_c} \frac{dp}{v} + \frac{fL_{tP}}{2D} = 0. \]  

Equation (25) provides a relationship between \( v \) and \( p \) to permit the integration of the second term in (28). Although \( p \) does not appear in that expression, all of the thermodynamic property terms are a function of \( p \). Substitution of this relationship into (28) gives
\[ \frac{fL_{tp}}{D} = \frac{1}{G_c^2} \int_{P_c}^{P_s} \left( a + \sqrt{a^2 + 2G_c^2 (h_o - \beta)} \right) \frac{dp}{h_o - \beta} \]

\[ + 2 \ln \left\{ v_{fs} \left[ \frac{a + \sqrt{a^2 + 2G_c^2 (h_o - \beta)}}{2 (h_o - \beta)} \right] \right\} P_c \] \hspace{1cm} (29)

In (29), \( G_c \) and \( P_c \) must have values to satisfy the relationship of mass-limiting flow as expressed in (5).

It is now necessary to express \( G_c \) in terms of \( P_s, P_c \), and thermodynamic properties which are a function of \( P_s \) and \( P_c \). The quadratic equation (25) may be solved for \( v \) and that expression differentiated with respect to \( P \). That expression with (3) and (5) will result in an expression identical with that of Sajben[57] which gives \( G_c \) in terms of the desired variables:

\[ G_c^2 = \frac{B_2}{B_1} - \left[ \left( \frac{B_2}{B_1} \right)^2 - \frac{a^2}{B_1} \left( 2 \frac{da}{dp} - 1 \right) \right]^{1/2} P_c \] \hspace{1cm} (30)

Thus, for critical flow the values of \( P_s, P_c \) and \( G_c \) must be satisfied in (29) and (30). Computed results are shown in figure 15.

For a given system, if \( f, L_{tp}, D, \) and \( P_s \) are known, then a relationship between \( P_c \) and \( P_s \) may be determined. This evaluation also establishes a value for \( G_c \).

6.4.2 Homogeneous, Thermal Equilibrium Model; Isentropic Flow Process

For this process, (1) and (4) become

\[ - \int_{P_{os}}^{P_c} \left( v_f + x v_{fg} \right) dp = \frac{a^2}{2} \] \hspace{1cm} (31)
Then, from (2), (5) and (9)

\[- \int_{p_{os}}^{p_c} \left( \nabla f + x \nabla g \right) dp = \left[ \frac{a \left( \nabla f + x \nabla g \right)^2}{\frac{da}{dp} + (\nabla f + x \nabla g) \left( \frac{da}{dp} - 1 \right)} \right]_{p_c}^{1/2} . \tag{32}\]

In order to evaluate the integral on the left of (32), \( x \) must be determined as a function of \( p \). Values for \( x \) as a function of \( p \) are available from section 6.3.2 for specific \( p_s \) values (or specific entropy values). Equation (32) requires, also, that the initial pressure be a stagnation value. Thus, the integration may be performed from initial points of saturated-liquid stagnation-pressure values. Figure 16 shows the computed values.

6.4.3 Homogeneous, Metastable (Equivalent of Two-Component) Model; Isentropic Flow Process

In considering metastability, two models are possible. For one model, one may assume the mass transfer is negligible only very near the choking condition when the pressure drop is very rapid and thermal equilibrium is maintained in the flow to that point. For an approximation of this condition, the choking condition, or evaluation of (4), may be made considering metastable conditions and the flow process to choking assumed to follow equilibrium conditions. For another model which is completely metastable, one may assume mass transfer is negligible both at choking and in the flow process.

Equations (1), (7), and (11) will produce

\[- \int_{p_{os}}^{p_c} \left( \nabla f + x \nabla g \right) dp = \left[ \frac{\left( \frac{x}{1 - x} \right) C_{pg} + C_f}{\left( \frac{x}{1 - x} \right) C_{vg} + C_f} \right] \frac{p(v_f + x v_g)^2}{2 x v_g} , \tag{33}\]

and for the case of liquid compressibility for hydrogen

\[- \int_{p_{os}}^{p_c} (\nabla f + x \nabla g) dp = \frac{\left( \frac{x}{1 - x} \right) C_{pg} + C_{v_f}}{2 \left( 1 - x \right) v_f^2 p + x v_g a_f^2} p a_f^2 (v_f + x v_g)^2 . \tag{33a}\]

49
The right side of (33) represents a form of (4) which is not a function of the flow process. The left side of the equation may be evaluated in two ways, depending on whether or not metastability is assumed for the flow process. First, if the ratio of \((dp/d\ell)\) is very large (as, for example, in a short nozzle) then the time for the vaporization process necessary to produce thermal equilibrium will be very short and, for one extreme case, vaporization may be considered negligible. For that condition, the integral on the left of (21) may be evaluated with \(x\) equal to a constant.

For the other extreme case, where thermal equilibrium may be approached in the flow process where the pressure gradient is not steep, as shown in figure 9, but not in a small pressure wave process represented by the right side of (33), the left side of (33) will have the same value as the left side of (32). Figures 17 and 18 show the computed values.

6.4.4 Separated-Phase, Thermal Equilibrium Model; Fanno or Isentropic Flow Process

Critical pressure for the Fanno flow process may be determined by the usual trial pressure-drop solution used with the Martinelli-Nelson \([41]\) correlation, proceeding until the vapor velocity reaches sonic velocity. This solution will probably be predictive only at higher quality flows where the vapor flow is controlling. Briefly, the Martinelli-Nelson pressure drop computation involves the following steps. First, the correlating term \(\chi_{tt}\) must be determined from

\[
\chi_{tt} = \left( \sqrt{\frac{(\Delta p/\Delta L)_{f}}{(\Delta p/\Delta L)_{g}}} \right)_{Friction}
\]

This term, for a small pressure increment, may be expressed in terms of fluid properties as

\[
\chi_{tt} = \left( \frac{v_{f}}{v} \right)^{0.571} \left( \frac{u_{f}}{u} \right)^{0.143} \left( \frac{1}{x} \right)^{-1}
\]

where the mean value terms on the right are evaluated as in (27). Figure 19 shows \(\chi_{tt}\) as a function of \(p\) and \(x\). Then, from the Martinelli-Nelson correlation,

\[
\left( \frac{(\Delta p/\Delta L)_{f}}{(\Delta p/\Delta L)_{g}} \right)_{Friction}
\]
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may be determined. In the next step, the pressure drop for the liquid phase only, \((\Delta p/\Delta L)_f\), flowing in the same flow section is determined by conventional means. Then, the two-phase friction pressure drop may be evaluated from

\[
\frac{\Delta p}{\Delta L}_{\text{Friction}} = \left( \frac{\Delta p/\Delta L}{\Delta p/\Delta L}_f \right)_{\text{Friction}}
\]

The value of the vapor and liquid flow area ratios \(R_g\) and \(R_f\) may be determined from the correlation, since \(\chi_{tt}\) is known. Next, the acceleration pressure drop may be computed from

\[
\Delta p_{\text{ip}(\text{Acceleration})} = G^2 \left( \frac{x^2 v_g}{R_g} + \frac{(1-x)^2 v_f}{R_f} \right)_1 - \left( \frac{x^2 v_g}{R_g} + \frac{(1-x)^2 v_f}{R_f} \right)_2
\]

Finally, the total pressure drop, \(\Delta p_{\text{ip}(\text{Friction})} + \Delta p_{\text{ip}(\text{Acceleration})}\), may be computed and the final pressure determined. For the check on the previously assumed value of \(x^2\), (3) may be solved to see if the assumed \(x^2\) is in agreement with the computed \(p_2\). Figures 13 and 14 have been constructed for a rapid determination of \(\chi_{tt}\) as a function of \(p\) and \(x\). This chart will also be useful in pressure drop and heat and mass transfer studies involving these fluids.

For the isentropic flow case, the procedure is the same except the friction pressure drop may be omitted and (1) becomes

\[
\Delta p = \frac{1}{v_f} \left( \frac{u_1^2 - u_2^2}{2} \right) = \frac{1}{v_g} \left( \frac{u_1^2 - u_2^2}{2} \right)_{\text{g}}
\]

thus equating the pressure drop for each phase. Approximate phase velocities \((u_f, u_g)\) may be determined from values \(R_g\) and \(R_f\) obtained from \(\chi_{tt}\) and the Martinelli-Nelson correlation and (5). Then, the check can be made for the mean value assumptions.

In both the isentropic and Fanno flow cases, the pressure drop computations are continued until sonic velocity is reached in the vapor phase.

6.4.5 Separated-Phase, Metastable (Equivalent of Two-Component) Model; Isentropic Flow Process

This solution is intended for use where the acceleration pressure drop is very great and the quality change (because of the limited time for vaporization) is negligible. Equation (37)
may be used with \( \bar{v}_f \) and \( \bar{v}_{fg} \) evaluated for an assumed pressure drop and with \( x \) assumed constant. Pressure drops for each phase should be equated as before and the trial solutions continued.

6.5 The Use of Idealized Solutions in Design Problems

This section is written for those interested in using the idealized solutions for design problems, but not interested in the details of the mathematical expressions developed in the previous parts of this section. Table 3 is a summary of all the idealized solutions.

The process section of the table lists "at choking" for the first four divisions. These treatments are for determinations of choking conditions at the choking point, in contrast to the divisions following, which predict choking or quality from upstream conditions.

Figures 8a and 8b may be used to determine the model that best describes the specific flow system to be studied. These figures show comparisons of the results obtained from use of the models of the idealized solutions and experimental results reported.

The recommended procedure in using these idealized solutions for design studies is to select models which will produce results that will provide upper and lower limit values for choking mass flow \( G_c \).

The results from the use of the homogeneous, thermal equilibrium model (shown as \( G_c/G_c(HO)(TH) = 1 \)) serve as a lower limit for \( G_c \) values for the entire range of qualities \( x \). Figure 8b shows that the homogeneous, metastable model will serve as a satisfactory upper limit for all systems for very low qualities, up to about \( x = 0.01 \). This metastable model also will serve as an upper limit up to about \( x = 0.10 \) for systems where mixing would be expected. At higher qualities, the vapor choking model serves as an upper limit for \( G_c \) values for qualities from \( x = 0.20 \) to \( x = 1.00 \). For non-mixing systems from \( x = 0.01 \) to \( x = 0.10 \) and for all systems from \( x = 0.10 \) to \( x = 0.20 \), none of the idealized solutions presents a satisfactory upper limit. The recommendation of this report is to use the upper limit of the experimental data as a correlating parameter for this range. That is, the upper limit may be determined by multiplying the \( G_c(HO)(TH) \) value by 2.30, an approximate value of the upper limit of the experimentally determined value of \( G_c/G_c(HO)(TH) \). Of course, the experimental data may be used for all ranges of quality for an upper limit value of \( G_c \), but the idealized solutions are recommended except for this narrow range as they should better reflect fluid property effects. Most of the data reported in figures 8a and 8b are for water at relatively low pressures.

Then, for the "at choking" case, Table 3 indicates figures 10, 11, and 12 will provide the upper and lower limit values of \( G_c \) for the models chosen.
For the divisions below the first six headings in the process column of Table 3, the
designer must choose a flow process as well as a model. Obviously, although the previous
discussion assumes $p_c$ and $x_c$ are known and $G_c$ is to be determined, any of the three terms
may be evaluated from the figures if the other two are known or can be estimated. Figures
13 and 14 have been prepared to provide a means of estimating $x$ at any pressure in the flow
system if $p_s$ is known.

In most engineering cases, the flow will only approach isentropic or Fanno conditions,
and for the Fanno case there are no precise data for the friction factor. However, if design
guides are required, figures 15 through 18 should provide reasonably close estimates. As
for the previous cases, a selection of models to provide upper and lower limit values is
recommended. For the last case considered in the bottom column of Table 3, no figures are
provided for a solution of choking flow conditions; however, a method is outlined in sections
6.4.4 and 6.4.5 of the text. Figure 19 has been prepared to provide for a rapid determination
of the Martinelli\note{[41]} correlating term. This term is also used in pressure drop, heat transfer,
and entrainment studies. Some example problems follow.

Example 1:

It is desired to determine the choking-flow rate for a mixture of liquid and vapor
hydrogen flowing through a short nozzle. The fluid enters the nozzle with a quality of 0.01
and at a pressure of 1.84 atmospheres. Discharge pressure for the flowing mixture is one
atmosphere. Note: If the discharge is into a larger receiver, the receiver pressure may be
lower than one atmosphere. In this case, the computations will indicate a mass flow rate for
which the critical pressure is one atmosphere and further pressure reductions to the receiver
pressure will be accomplished downstream from the choking point.

Solution:

Since the quality at choking will be low, homogeneous model solutions will be used.
$G_c$ values will be determined for three cases:

1. Thermal equilibrium in the flow, thermal equilibrium at choking,
2. Thermal equilibrium in the flow, metastable choking, and

Case (1)

The first step is to determine a $p_s$ value for this system. This may be accomplished
by making an imaginary extension of the isentropic flow upstream to a point where the fluid
is a saturated liquid. This will be a trial solution. Assuming $p_s = 2$ atm., from Figure 14a,

$$
\frac{p_s - p}{p_s} = 0.08 \text{ for } x = 0.01. 
$$

Thus, the assumed value of $p_s$ is correct as it satisfies the
entrance conditions of $p = 1.84$ atm. and $x = 0.01$. 
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Then for Case (1), figure 16a, for isentropic flow, homogeneous, thermal equilibrium model, shows that

\[ G_c = 112 \frac{\text{grams}}{\text{cm}^2 \cdot \text{sec}} \]

For Case (2) from figure 17a, same as 16a except metastable at the point of choking,

\[ G_c = 158 \frac{\text{grams}}{\text{cm}^2 \cdot \text{sec}} \]

These cases may also be solved by other figures, simply by following the flow process to the point of choking. Figure 14a shows that \( x = 0.063 \) at \( p = 1 \) atm.; thus, \( p_c = 1 \) atm. and \( x_c = 0.063 \).

Then, from figure 10a,

\[ G_c \text{(HO)}(\text{TH}) = 110 \frac{\text{grams}}{\text{cm}^2 \cdot \text{sec}} \]

for Case (1).

The choking quality and pressure will be the same for Case (2); so from figure 11a,

\[ G_c = 156 \frac{\text{grams}}{\text{cm}^2 \cdot \text{sec}} \]

For Case (3), one must determine \( G_c \) from the at-choking curves. Here \( p_c = 1 \) atm. and \( x_c = 0.01 \). From figure 11a,

\[ G_c = 370 \frac{\text{grams}}{\text{cm}^2 \cdot \text{sec}} \]

Figure 18a could not be used in this problem, except by a trial solution. Case (3) data, however, may be checked by the use of this figure. The stagnation pressure may be approximately computed from

\[ P_o \approx P_c + \frac{G_c v_c}{2} \]

\[ P_o \approx 1 + \frac{358^2 \times 21.46}{2 \times 1.0133 \times 10^6} \]

\[ \approx 2.33 \text{ atm.} \]
Therefore,
\[ \frac{p_c}{p_o} = \frac{1}{2.33} \]

\[ = 0.43. \]

Then, from figure 18a at \( x = 0.01 \), the above ratio,

\[ G_c \approx 370 \text{ grams cm}^{-2} \text{ sec}^{-1}, \]

is in agreement with the previously determined value.

Example 2:

Hydrogen is flowing adiabatically through a tube such that saturated liquid conditions are reached when \( p_s = 2 \) atm.

a) If the tube length is 125 cm., the two-phase friction factor is estimated at 0.01, and the tube diameter is 2.5 cm. What is the maximum discharge pressure at which choking will occur?

b) What is the maximum discharge rate?

Solution:

\[ a) \quad \frac{fL_{tp}}{D} = \frac{0.01 \times 125}{2.5} \]

\[ = 0.5 \]

From figure 15a, for Fanno flow

\[ \frac{p_c}{p_s} = 0.74, \]

\[ p_c = 1.48 \text{ atm}. \]

b) Then

\[ G_c = 168 \text{ grams cm}^{-2} \text{ sec}^{-1} \]

It should be recognized that these values are obtained from homogeneous, thermal equilibrium models for a low quality at discharge (\( x = 0.02 \) from figure 14a). Assuming metastability at choking with \( x = 0.02 \) from figure 11a, \( G_c(MET) \approx 350 \text{ grams cm}^{-2} \text{ sec}^{-1} \). This would generally represent the upper limit for \( G_c \).
Example 3:

Hydrogen with a quality of 0.8 is discharging through an orifice-like opening. The pressure of the hydrogen at discharge is one atmosphere. What is the maximum mass flow rate?

Solution:

For high quality, the results from the separated-phase model will be determined. For a short flow section we will assume metastable flow. Therefore, the quality at discharge will be 0.8 also. From figure 10a,

\[ G_{c(\text{HO})(\text{TH})} = 47 \frac{\text{grams}}{\text{cm}^2 \cdot \text{sec}} \]

Then from figure 12,

\[ G_{c(\text{VC})} = 1.14 G_{c(\text{HO})} \]

\[ = 53.5 \frac{\text{grams}}{\text{cm}^2 \cdot \text{sec}} \]

Since this flow case would probably involve a vena contracta, the actual flow area in \( G_c \) should be determined by multiplying the exit (or minimum) flow area by an appropriate coefficient of discharge.

Summary

In summary, section 6 has presented equations and their numerical solutions for choking for flow of liquid-vapor mixtures of hydrogen, nitrogen, oxygen, and refrigerants 11 and 12. In order to derive the equations, several assumptions have been made regarding the flow patterns and liquid-vapor equilibrium. The flow models were "selected" so that the analytical results would bracket the actual flow cases; however, further experimental data will be required to finally verify these results.

The design charts are prepared in units which appear to be more commonly used for the specific fluids.
<table>
<thead>
<tr>
<th>PROCESS</th>
<th>MODEL</th>
<th>SCHEMATIC FIGURE</th>
<th>EQUATION DEVELOPMENT</th>
<th>FINAL EQUATION (S) USED</th>
<th>CHARTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>At Choking Point</td>
<td>Homogeneous Thermal Equilibrium</td>
<td>I</td>
<td>Eq. (5)</td>
<td>Eq. (19)</td>
<td>Fig. 10a thru 10e</td>
</tr>
<tr>
<td></td>
<td>Homogeneous Metastable</td>
<td></td>
<td>Eq. (5)</td>
<td>Eq. (22)</td>
<td>Fig. 11b thru 11e</td>
</tr>
<tr>
<td></td>
<td>Homogeneous Metastable</td>
<td></td>
<td>Eq. (5)</td>
<td>Eq. (22a)</td>
<td>Fig. 11a</td>
</tr>
<tr>
<td></td>
<td>Separated phases Vapor choked</td>
<td>II</td>
<td>Eq. (5) Applied to vapor. $u_p$ from [41]</td>
<td>Eq. (20)</td>
<td>Fig. 12 (All fluids)</td>
</tr>
<tr>
<td>Fanno Flow (const. area)</td>
<td>Homogeneous Thermal Equilibrium</td>
<td>III</td>
<td>Eq. (3)</td>
<td>Eq. (25)</td>
<td>$x = f (p, p_s)$</td>
</tr>
<tr>
<td></td>
<td>Isentropic Flow (variable area)</td>
<td>IV</td>
<td>$S = S_f + xS_{lg}$ with $\frac{ds}{dp} = 0$</td>
<td>Eq. (27)</td>
<td>$x = f (p, p_s)$</td>
</tr>
<tr>
<td>Fanno Flow to Choking</td>
<td>Homogeneous Th. Eq. Flow</td>
<td>III</td>
<td>Eq. (3) and (5) for $G_c$</td>
<td>Eq. (30)</td>
<td>$\frac{dp}{D} \cdot G_c = f (p_c, p_s)$</td>
</tr>
<tr>
<td></td>
<td>Homogeneous Th. Eq. Choking</td>
<td></td>
<td>Eq. (1) for $\frac{dp}{D}$</td>
<td>Eq. (29)</td>
<td>$G_c = f (p_c, p_s)$</td>
</tr>
<tr>
<td>Isentropic Flow to Choking</td>
<td></td>
<td>IV</td>
<td>Eq. (1) and Eq. (19)</td>
<td>Eq. (32)</td>
<td>Fig. 16a thru 16e</td>
</tr>
<tr>
<td></td>
<td>Homogeneous Th. Eq. Flow</td>
<td>IV</td>
<td>Eq. (1) and Eq. (22)</td>
<td>Eq. (33)</td>
<td>$G_c = f (p_c, p_s)$</td>
</tr>
<tr>
<td></td>
<td>Homogeneous Meta. Choking</td>
<td>IV</td>
<td>Eq. (1) and Eq. (22)</td>
<td>Eq. (33a)</td>
<td>Fig. 17a</td>
</tr>
<tr>
<td></td>
<td>Homogeneous Meta. Flow</td>
<td>IV</td>
<td>Eq. (1) and Eq. (22)</td>
<td>Eq. (33)</td>
<td>$G_c = f (p_c, p_d)$</td>
</tr>
<tr>
<td></td>
<td>Homogeneous Meta. Choking</td>
<td>IV</td>
<td>Eq. (1) and Eq. (22)</td>
<td>Eq. (33a)</td>
<td>Fig. 18a</td>
</tr>
<tr>
<td>Fanno or Isentropic Flow to Choking</td>
<td>Separated Phases Vapor Choking</td>
<td>V</td>
<td>Eq. (1) and Eq. (22a)</td>
<td>Eq. (33a)</td>
<td>$G_c = f (p_c, p_d)$</td>
</tr>
</tbody>
</table>

* FIGURE DESIGNATION FOR FLUIDS

$\alpha = \text{H}_2$  $\beta = \text{N}_2$  $\gamma = \text{CCl}_2\text{F}_2$

$\gamma = \text{H}_2$  $\beta = \text{O}_2$  $\gamma = \text{CCl}_3\text{F}$
Figure 10a: Mass-limiting flow predictions at the point of choking for $H_2$; homogeneous, thermal equilibrium model.
Figure 10b: Mass-limiting flow predictions at the point of choking for $N_2$; homogeneous, thermal equilibrium model.
Figure 10c: Mass-limiting flow predictions at the point of choking for $O_2$; homogeneous, thermal equilibrium model.
Figure 10d: Mass-limiting flow predictions at the point of choking for CCl$_2$F$_2$; homogeneous, thermal equilibrium model.
Figure 10e: Mass-limiting flow predictions at the point of choking for CCl$_3$F; homogeneous, thermal equilibrium model.
Mass-limiting flow predictions at the point of choking for H₂.

homogeneous, metastable model.

Figure 11a:
Figure 11b: Mass-limiting flow predictions at the point of choking for N₂, homogeneous, metastable model.
Figure 11c: Mass-limiting flow predictions at the point of choking for $O_2$: homogeneous, metastable model.
Figure 11d: Mass-limiting flow predictions at the point of choking for \( \text{CCl}_2\text{F}_2 \); homogeneous, metastable model.
Figure 11a: Mass-limiting flow predictions at the point of choking for CCl$_3$F; homogeneous, metastable model.
Figure 12: Mass-limiting flow predictions at the point of choking; separated-phases, vapor choking model. See Figure 10 for values of $\frac{G_c(vc)}{G_c(Ho)(Th)}$.\[0.01 \ll P_R \ll 0.6, \quad \text{H}_2, \text{N}_2, \text{O}_2, \text{CCl}_3F, \text{CCl}_2F_2\]
Figure 13a: Quality as a function of zero-quality pressure ($p_s$) and pressure in the two-phase region ($p$) for $H_2$. Fanno flow, homogeneous, thermal equilibrium model.
Quality as a function of zero-quality pressure ($p_s$) and pressure in the two-phase region ($p$) for $N_2$. Fanno flow, homogeneous, thermal equilibrium model.

Figure 13b:
Figure 13c: Quality as a function of zero-quality pressure \( (p_s) \) and pressure in the two-phase region \( (p) \) for \( O_2 \). Fanno flow, homogeneous, thermal equilibrium model.
Figure 13d: Quality as a function of zero-quality pressure ($p_s$) and pressure in the two-phase region ($p$) for $\text{CCl}_2\text{F}_2$. Fanno flow, homogeneous, thermal equilibrium model.
Figure 13e: Quality as a function of zero-quality pressure ($p_s$) and pressure in the two-phase region ($p$) for $\text{CCl}_3\text{F}$. Fanno flow, homogeneous, thermal equilibrium model.
Figure 14a: Quality as a function of zero-quality pressure ($p_s$) and pressure in the two-phase region ($p$) for $H_2$. Isentropic flow, homogeneous, thermal equilibrium model.
Figure 14b: Quality as a function of zero-quality pressure ($p_s$) and pressure in the two-phase region ($p$) for $N_2$. Isentropic flow, homogeneous, thermal equilibrium model.
Figure 14c: Quality as a function of zero quality pressure ($p_s$) and pressure in the two-phase region ($p$) for O$_2$. Isentropic flow, homogeneous, thermal equilibrium model.
Figure 14d: Quality as a function of zero-quality pressure ($p_s$) and pressure in the two-phase region ($p$) for CCl$_2$F$_2$. Isentropic flow, homogeneous, thermal equilibrium model.
Figure 14e: Quality as a function of zero-quality pressure ($p_s$) and pressure in the two-phase region ($p$) for $\text{CCl}_3\text{F}$. Isentropic flow, homogeneous, thermal equilibrium model.
Figure 15a: Choking flow rate and design parameter \( \frac{fL_{tp}}{D} \) as a function of a critical pressure ratio for \( H_2 \). Fanno flow, homogeneous, thermal equilibrium model.
Figure 15b: Choking flow rate and design parameter \( \left( \frac{fLtp}{D} \right) \) as a function of a critical pressure ratio for \( N_2 \). Fanno flow, homogeneous, thermal equilibrium model.
Figure 15c: Choking flow rate and design parameter $\left(\frac{fL_{tp}}{D}\right)$ as a function of a critical pressure ratio for $O_2$. Fanno flow, homogeneous, thermal equilibrium model.
Figure 15d: Choking rate and design parameter \( \left( \frac{f_{L tp}}{D} \right) \) as a function of a critical pressure ratio for \( \text{CCl}_2\text{F}_2 \). Fanno flow, homogeneous, thermal equilibrium model.
Figure 15e: Choking rate and design parameter \( \left( \frac{fL_{tp}}{D} \right) \) as a function of a critical pressure ratio for \( \text{CCl}_3\text{F} \). Fanno flow, homogeneous, thermal equilibrium model.
Figure 16a: Choking flow rate as a function of a critical-pressure ratio for $\text{H}_2$. Isentropic flow, homogeneous, thermal equilibrium model.
Figure 16b: Choking flow rate as a function of a critical pressure ratio for \( N_2 \). Isentropic flow, homogeneous, thermal equilibrium model.
Figure 16c: Choking flow rate as a function of a critical-pressure ratio for $O_2$. Isentropic flow, homogeneous, thermal equilibrium model.
Figure 16d: Choking flow rate as a function of a critical-pressure ratio for \( \text{CCl}_2\text{F}_2 \). Isentropic flow, homogeneous, thermal equilibrium model.
Figure 16e: Choking flow rate as a function of a critical-pressure ratio for CCl$_3$F. Isentropic flow, homogeneous, thermal equilibrium model.
Figure 17a: Choking flow rate as a function of a critical pressure ratio for $H_2$. Isentropic flow, homogeneous, thermal equilibrium model to the point of choking, homogeneous, metastable model at the choking point.
Figure 17b: Choking flow rate as a function of a critical pressure ratio for $N_2$. Isentropic flow, homogeneous, thermal equilibrium model to the point of choking, homogeneous, metastable model at the choking point.
Figure 17c: Choking flow rate as a function of a critical pressure ratio for O₂. Isentropic flow, homogeneous, thermal equilibrium model to the point of choking, homogeneous, metastable model at the choking point.
Figure 17d: Choking flow rate as a function of a critical pressure ratio for CC\textsubscript{12}F\textsubscript{2}. Isentropic flow, homogeneous, thermal equilibrium model to the point of choking, homogeneous, metastable model at the choking point.
Figure 17e: Choking flow rate as a function of a critical pressure ratio for CCl$_3$F. Isentropic flow, homogeneous, thermal equilibrium model to the point of choking, homogeneous, metastable model at the choking point.
Figure 18a: Choking flow rate as a function of a critical pressure ratio for $H_2$. Isentropic flow, homogeneous, metastable model for the flow process and at the point of choking.
Figure 18b: Choking flow rate as a function of a critical pressure ratio for $N_2$. Isentropic flow, homogeneous, metastable model for the flow process and at the point of choking.
Figure 18c: Choking flow rate as a function of a critical pressure ratio for O₂. Isentropic flow, homogeneous, metastable model for the flow process and at the point of choking.
Figure 18d: Choking flow rate as a function of a critical pressure ratio for CCl₂F₂. Isentropic flow, homogeneous, metastable model for the flow process and at the point of choking.
Figure 18e: Choking flow rate as a function of a critical pressure ratio for CCl$_3$F. Isentropic flow, homogeneous, metastable model for the flow process and at the point of choking.
Figure 19a: Martinelli-Nelson correlating term $\chi_{tt}$ as a function of quality and pressure for $H_2$.  

99
Figure 19b: Martinelli-Nelson correlating term $X_{tt}$ as a function of quality and pressure for $N_2$.
Figure 19c: Martinelli-Nelson correlating term $X_{tt}$ as a function of quality and pressure for $O_2$. 101
Figure 19d: Martinelli-Nelson correlating term $\chi_{tt}$ as a function of quality and pressure for $\text{CCl}_2\text{F}_2$. 
Figure 19e: Martinelli-Nelson correlating term $\chi_{tt}$ as a function of quality and pressure for $\text{CCl}_3\text{F}$. 
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The purpose of this section is to examine methods of approach and final expressions developed to predict choking in a single-component, liquid-vapor flow system.

7.1 Homogeneous Mixture Flow Model

For homogeneous mixtures, one may employ the conservation relationships ordinarily written for the gas phase. These expressions for one-dimensional, steady, adiabatic, horizontal flow are:

Momentum
\[ u \frac{du}{dt} + \frac{d}{dt} \left( \frac{d}{d} \frac{1}{\rho} + \frac{f u^2}{2D} \right) = 0 ; \] \hfill (1)

Continuity
\[ m = A u \rho, \text{ or, } G = \frac{m}{A} = u \rho ; \] \hfill (2)

Energy
\[ h_o = h + \frac{u^2}{2} = \text{constant} \] \hfill (3)

7.2 Acoustic Velocity

Choking flow velocity is often treated as equal to the velocity of a small pressure, or acoustic, wave. The mechanism described to support this approach is simply that the pressure signal cannot be transmitted upstream if the fluid velocity is greater than sonic velocity. Thus, the signals from pressure reductions downstream of the choking point cannot reach the choking point and effect an increase in flow rate at that point. The development of the expression for acoustic velocity is in many textbooks \([11,60]\).

In general, the authors apply the relationships in (2) and (3) to a differential pressure wave. The resulting expressions are:

\[ a^2 = \left( \frac{\partial p}{\partial \rho} \right)_s \] \hfill (4)

and

\[ G_c^2 = - \left( \frac{\partial p}{\partial v} \right)_s \] \hfill (5)
7.3 Choking Flow and the Second Law of Thermodynamics

One may also approach the problem from the point of view that the mass flow rate is limited because a further increase in fluid velocity would produce a decrease in entropy in an adiabatic system. For an isentropic flow, one may use (2) and write the definition of choking flow, or flow at the exit of a converging flow system, or at the throat of a converging-diverging flow system, as:

$$\left( \frac{\partial G}{\partial p} \right)_s = u \left( \frac{\partial p}{\partial p} \right)_s + \rho \left( \frac{\partial u}{\partial p} \right)_s = 0,$$

or

$$\left( \frac{\partial p}{\partial p} \right)_s = -\frac{u}{\rho} \left( \frac{\partial p}{\partial u} \right)_s .$$

(38)

Also from (3),

$$dh + udu = 0 ,$$

(39)

and from relationships developed from the first and second law of thermodynamics,

$$Tds = dh - dp/\rho .$$

(40)

Combining (38), (39), and (40) results in an expression for the choking velocity which is

$$\frac{v_c^2}{a} = \left( \frac{\partial p}{\partial p} \right)_s = a^2 .$$

(4)

Thus, the same expression for the choking velocity results using either approach.

For the Fanno flow, or for a general flow process, one may conclude that, as the choking velocity is approached, the flow approaches the isentropic flow case, and (4) represents the choking velocity. This reasoning, although not rigorously developed here, may be supported by observation of a Fanno line on an h-s plot which indicates the entropy change approaches zero at Mach one.

A study of the flow, microscopically or molecularly, will also lead to the conclusion that the choking velocity is related to second law considerations. This conclusion may be reached by recognizing that in adiabatic flow, the molecular "disorder," or entropy, is increased by the specific volume increase and reduced by the general, velocity-orientation of the mass-flow vector (see figure 20.) Then, as the flow approaches the isentropic and Mach one case the entropy-decreasing effect (relative to the specific volume or entropy increasing effect), will reach a value such that an increase in velocity would result in a net entropy decrease. Therefore, further velocity increase would violate the second law of thermodynamics. Again, a pressure-specific volume (or density) relationship is seen to produce the choking velocity, or mass-limiting condition, as these terms govern the net entropy change for the system. Again, the choking case is dependent on the second law of thermodynamics considerations.
Figure 20: Effective molecular path vector before and after an accelerating pressure change.

A. Molecular path vector before accelerating pressure change.
B. Vector addition from increased specific volume after change - entropy increasing.
C. Vector addition from increased velocity after change - entropy reducing.
D. Final molecular path vector.
The acoustic-velocity, pressure-signal model has definite limitations when used to study choking. For a single or two-phase case, it may be reasoned that it is possible for a pressure signal to travel upstream in a lower-velocity, boundary layer when all but that small portion of the flowing fluid is at the Mach one condition. Although it is very possibly negligible, this effect must be accounted for in the analysis. In a two-phase mixture, the value of "a" from (4) will be much lower than the value for either phase considered separately, even for the most extreme assumptions one may make regarding the liquid-vapor equilibrium or mass transport at the interface [57, 63, 70]. In this case, it may be possible for the pressure signal to travel upstream on a single-phase path at a velocity much higher than choking velocity. The possible effects of this signal on the choking phenomena must also be explained.

Also, sonic velocity has been shown to be frequency dependent in single-phase [54] and two-phase, two component [64] systems. This frequency dependence has been shown to be a function of the relaxation time, or the time necessary to distribute the energy among the degrees of freedom of the system. If the period of the propagating wave is much less than the relaxation time, then the complete relaxation process will not occur. In the single-phase system, this energy distribution is between the translational, rotational, and vibrational degrees of freedom of the molecules. Therefore, the relaxation time is short and the frequency dependence of the acoustic velocity will begin only at a very high frequency. In the two-phase system, the significant degrees of freedom affecting the relaxation time are the mass, momentum, and energy transport at the phase interfaces. These phenomena, obviously, will produce long relaxation times and low sonic velocities at low frequencies and high sonic velocities at high frequencies. The signal theory is particularly difficult to apply here as a pressure disturbance would be expected to contain a rather large spectral distribution of frequencies which would travel at different velocities through the fluid.

Some experimental data have been reported which indicate that measured sonic velocities can be quite different from those obtained from evaluating (4) assuming equilibrium between the phases. Karplus [32], working with low quality water mixtures, and Collingham [15], experimenting with the higher quality mixtures of water found in the center of liquid-vapor flow sections, both found pressure-wave velocities much higher than those predicted by computations assuming equilibrium. Collingham's work indicated that the entrained liquid in a liquid-vapor mixture had little effect on the pressure wave velocity. His measured velocities were very close to the sonic velocity values expected in the vapor alone. Equation (4) would predict this measured value only if the mass, momentum, and energy transport between the phases were negligible. Collingham did not report a frequency dependence for his pressure wave velocity. The curve representing \( G_{c(HO)(MET)} / G_{c(HO)(TH)} \) shows the change
in values for the choking mass flow if zero mass and momentum transport are assumed in solving (5). The details for developing the expressions have been previously reported \[63,70\].

From the preceding discussion, it would appear that one must evaluate how strong and how general a pressure signal is necessary to be effective in changing the mass rate of flow and the velocity of those signals must be determined. The conclusion, therefore, is that although the pressure signal approach may be valid, it would be extremely difficult to apply to evaluate the choking velocity in a liquid-vapor mixture.

Examining the thermodynamic approach, the relaxation phenomena must be evaluated to solve (4), and this is probably not possible at this time for many flow cases because there are so many limitations of knowledge concerning the flow pattern and the transport phenomena at the interface. If this information is available, however, then the choking velocity may be determined. For a homogeneous mixture, the rate of heat and mass transfer (assuming no momentum transport) will allow an evaluation of (4) and (5). Specifically, the pressure drop is associated with a time, and that information will allow a determination of the density changes produced by the heat and mass transport at the liquid-vapor interface. Of course, if the time were very long (theoretically infinite), the processes would proceed to the equilibrium state. Although difficult, the thermodynamic (second law) considerations do provide the most reasonable approach to the problem. Some detailed procedures, using this method of analysis, are developed in the "Quantitative Solutions" section of this paper.

In the preceding summary of two-phase, choking-flow papers, it was found that almost all authors used a form of (4) or (5) to predict choking, but no author considered relaxation in the solution of the equation.

7.5 Non-Homogeneous Models

When the phases tend to separate, producing variable-density or separate-phase flow patterns, the analysis becomes even more difficult. Considering an extreme case of a separated-phase flow, in an annular flow pattern with the phases travelling at different velocities, in order to apply (4) or (5) for either the thermal equilibrium or the rate dependent case, one must assume an "effective" velocity for the fluid; where quite different velocities are known to occur. Considering an effective choking velocity for the mixture and probable slip velocities, the gaseous portion of the flow surely would be found to exceed the sonic velocity. The constant entropy condition prescribed by (4) and (5) for the liquid-vapor system would probably be achieved by a decrease in entropy of the higher-velocity gas phase, produced by that phase exceeding Mach one, equalling an entropy increase of the lower-velocity liquid phase. It is difficult to see how the actual flow could achieve these conditions.
Many investigators, however, have used (4) or (5) with thermal equilibrium assumptions to predict choking flow, using a separated-phase model.

An approach that would appear to be more promising would be one in which the choking velocity of the vapor core or, in a variable density model, an average-density, higher-quality core would control the mass-limiting characteristics of the flow. The general ideal of this approach has been used in the separated-phase, vapor-choking model. The results of this model compared to the homogeneous, thermal equilibrium model are shown in figure 8b. Agreement is good only at high qualities. However, the assumptions include the use of a separated model and slip velocities computed from the Martinelli-Nelson correlation. Perhaps neither of these assumptions are appropriate for many lower-quality flow cases. Examination of data from entrainment studies and flow pattern correlations shows that separated-phase flow is improbable for choking conditions except for very high quality flows. The effectiveness of the vapor choking model in the "middle" quality ranges is probably due to metastability rather than the accuracy of the model.

In summary, in considering non-homogeneous flow models the separated phase model presents very difficult problems when the relaxation (second law) approach is applied with (13) and (19). The required physical adjustment of the flow to suit the expressions appears highly improbable. If the choking flow condition is assumed to be controlled by a core which may be treated as homogeneous, the analysis becomes possible and use of the vapor-choking, separated-phase model for medium and high quality flow indicates this approach shows some promise.

7.6 Qualitative Solutions

One may apply the relaxation concept to simplified models to determine the choking behavior which would be generally expected. Also, these results may be used to explain, at least partially, the experimentally determined values shown in figure 8b.

For the two-phase mixture,

\[ v = (1-x)v_f + xv_g \]

and

\[ dv = dv_f - xdv_f - v_f dx + xdv_g + v_g dx \]  \tag{41}

The first two terms on the right of (41) can be considered negligible with respect to the remaining terms by assuming liquids to be relatively incompressible. Then, to evaluate (5),

\[ \frac{1}{C_c^2} \left( \frac{\partial v}{\partial p} \right)_s \approx x \left( \frac{\partial v_g}{\partial p} \right)_s + v_f \left( \frac{\partial x}{\partial p} \right)_s \]  \tag{42}
In the following solutions, two cases will be considered: (1) the thermal equilibrium case, and (2) the case where mass transfer is time-dependent but the other relaxation processes (energy and momentum transport) have small relaxation times and their time-dependence is negligible. Thus, the first term on the right of (42) will be the same for both cases, and the different values for \( \frac{dx}{dp} \) will determine the different values obtained for \( G_c \). The cases considered and the treatment which follows are intended to be illustrative of the relaxation method of approach. Complete or rigorous treatment is not intended.

### 7.7 Qualitative Solutions: Thermal Equilibrium

From the expression

\[
s = (1 - x) s_f + xs_g,
\]

and for the isentropic case, one may develop

\[
\frac{dx}{dp} = \frac{(x - 1) ds_f/dp - xs_g/dp}{s_f g}
\]

(43)

For the thermal equilibrium case, this relationship may be solved using thermodynamic, tabular data for the fluid. The results of this solution for water are shown as the thermal equilibrium curve in figure 21.

### 7.8 Qualitative Solutions: Relaxation Considered

In this approach the variables \( dp \) and \( dx \) are considered time-dependent. The desired ratio \( dp/dx \) may be determined from the following relationship

\[
\left( \frac{dx}{dt} \right) \left( \frac{dt}{dp} \right) = \frac{dx}{dp}.
\]

(44)

Figure 9 shows a typical pressure-distance relationship used to determine the values of the time-dependent terms in (44).

The bubble growth rate resulting from mass transport may be expressed as \( dR_b/dt \). Then the change in bubble volume, \( dV_g \) related to \( dR_b \), is

\[
dR_b = \frac{dV_g}{4\pi R_b^2}
\]
Then, analyzing a unit mass with \( N \) bubbles,

\[
\frac{dV}{dt} = 4\pi R_b^2 N \left( \frac{dR_b}{dt} \right).
\]

This leads to the expression for the time rate of quality change as a function of bubble growth rate or

\[
\frac{dx}{dt} = \rho_g 4\pi R_b^2 N \left( \frac{dR_b}{dt} \right)^*.
\]

For these computations, the previously reported asymptotic bubble-growth-rate data of Zwick and Plesset\(^{[76]}\), \((dR_b/dt = 4 \text{ cm/s})\), and Hammitt\(^{[24]}\), \((dR_b/dt = 1.75 \text{ f/s})\), were used. Although neither case is exactly applicable to the case considered, it is believed that these data are sufficiently representative for use to present quantitative curves as shown in figure 21. Also, since Hammitt's bubble growth rate is approximately thirteen times that of Zwick and Plesset, the results, using the two values, show the effect of quite different rates of mass transport at the interface.

In figure 9, the slope of the curve at the choking point will produce a value for \( dp/dt \) and with the choking velocity \( dl/dt \), one may write

\[
\left( \frac{dp}{dl} \right) \left( \frac{dl}{dt} \right) = \frac{dp}{dt}.
\]

Using this method and the data of Faletti\(^{[19]}\), the remaining value necessary for the solution of (44) is obtained. This method of evaluating \( dx/dp \) from (44) is considered sufficiently accurate for qualitative comparisons. It is presumed that the density change from new bubble formation will be negligible. A more rigorous approach may not produce more accurate values, since so little is known of the mass-transfer, relaxation process. For one example, a more detailed study would consider the effect of surface tension on the effective vapor pressure in the vapor bubble. First of all, in such a study the bubble size is unknown. Probably an effective bubble size would be assumed and, with this, some crude estimates could be made. The final conclusions of such a study would appear to be that both experimental and theoretical treatments indicate that surface tension has an effect, resulting in behavior tending toward the metastable case. Even if a proper bubble size were reasonably well known, one can see that

\* This expression assumes that the term \( V_g \left( \frac{dp}{dt} \right) \) is negligible compared to \( \rho_g \left( \frac{dV_g}{dt} \right) \).
the two processes play compensating roles, because, as the radius of curvature decreases, the "effective" vapor pressure will be increased and the mass-transfer driving force will be reduced. But, with smaller bubbles, the heat and mass-transfer area will be increased, tending to produce a compensating increase in the rate of these processes.

Figure 21 shows the evaluation of (44) for the cases considered. On the "relaxation" curves, which consider mass-transport rates, for points above the thermal equilibrium curve there is sufficient time to produce equilibrium. For points below the thermal equilibrium curve, metastability would be expected. Since only one curve crosses the thermal equilibrium curve, and that curve represents a relatively small bubble size \( R_b = 0.01 \text{ in.} \) and the extreme values for bubble growth rate (high) and pressure gradients (low), metastability would be expected for most low quality flow cases.

Figure 8b shows that low quality choking flow tends to show metastable behavior by the \( \frac{G_c}{G_c(\text{HO})(\text{TH})} \) values greater than one which has been reported. Although no curves are shown for a separated-phase model in figure 21, the behavior of the curve for the larger-sized bubbles indicates that a long relaxation time and rather extreme metastable behavior would be expected from that model.

7.9 Conclusions

In studying choking for single-component, liquid-vapor mixtures, the use of the sonic velocity, pressure signal-approach appears to present more difficult problems than an approach which considers choking to be limited by the second law and which considers the relaxation time for the transport phenomena.

Some very approximate curves indicate metastable behavior should be expected for almost all low-quality, choking flows. It is recommended that, in the future, consideration be given to the relaxation (or transport) phenomena in solutions of (4) and (5) in two-phase, choking-flow studies.
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Figure 21:

Values of $(\partial x/\partial p)_s$ as a function of initial quality with constant values of $R_b$, $\dot{R}_b$ and $(\partial p/\partial \ell)_s$ as parameters.

A. $R_b = 0.1$ in., $\dot{R}_b = 0.131$ ft/s [76]; $(\partial p/\partial \ell)_s = 600 \frac{\text{lb}_{f}}{\text{in}^2 \cdot \text{ft}}$ [19] - mean value.

B. $R_b = 0.01$ in., $\dot{R}_b = 0.131$ ft/s; $(\partial p/\partial \ell)_s = 600 \frac{\text{lb}_{f}}{\text{in}^2 \cdot \text{ft}}$

C. $R_b = 0.001$ in., $\dot{R}_b = 0.131$ ft/s; $(\partial p/\partial \ell)_s = 600 \frac{\text{lb}_{f}}{\text{in}^2 \cdot \text{ft}}$

D. $R_b = 0.01$ in., $\dot{R}_b = 1.75$ ft/s [24]; $(\partial p/\partial \ell)_s = 600 \frac{\text{lb}_{f}}{\text{in}^2 \cdot \text{ft}}$

(Th. Eq.) curve obtained assuming thermal equilibrium

E. $R_b = 0.01$ in., $\dot{R}_b = 1.75$ ft/s; $(\partial p/\partial \ell)_s = 240 \frac{\text{lb}_{f}}{\text{in}^2 \cdot \text{ft}}$ [19] - lowest value.
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Notation

\( a \) = acoustic velocity

\( A \) = total flow-cross-section area

\( B_1 = \left[ \left( \frac{d\beta}{dp} \right)^2 - \left( \frac{da}{dp} - 1 \right)^2 \right]_{p_c} \) from [57]

\( B_2 = \left[ \left( \frac{h_f}{h_s} - \beta \right) \left( \frac{da}{dp} - 1 \right)^2 + \alpha \left( \frac{da}{dp} \right) \left( \frac{d\beta}{dp} \right) \right]_{p_c} \) from [57]

\( C \) = specific heat

\( D \) = pipe diameter

\( f \) = friction factor defined by Equation (1)

\( G \) = mass flow flux, \( \dot{m}/A \)

\( h \) = enthalpy

\( f \) = any length in direction of flow

\( L \) = total or specific length in direction of flow

\( \dot{m} \) = mass rate of flow

\( N \) = number of bubbles per unit mass

\( p \) = pressure

\( P_R \) = reduced pressure, \( P/P_{\text{critical}} \)

\( R \) = gas constant

\( R_b \) = bubble radius

\( R_{g,f} \) = ratio of phase cross-section flow area to total flow area

\( i.e. \ R_g = A_g/A; \ R_f = A_f/A \) from [41]

\( s \) = entropy

\( t \) = time

\( T \) = temperature

\( u \) = velocity

\( v \) = specific volume

\( V \) = volume

\( x \) = ratio of vapor weight to mixture weight

*Critical, in this case, means the point where \( v_g = v_f \), a property of the fluid.
\[ a = \frac{h_{fg}}{v_{fg}} \text{ from [57]} \]

\[ \beta = h_f - a v_f \text{ from [57]} \]

\[ \gamma = \frac{C_p}{C_v} \]

\[ \rho = \text{density, } \left( \frac{1}{V} \right) \]

\[ \sigma = \text{surface tension} \]

\[ \mu = \text{viscosity} \]

\[ \chi_{tt} = \text{Martinelli and Nelson}^{[41]} \text{ correlating parameter} \]

**Subscripts**
- 1, 2 = station locations in direction of flow, 1 represents entrance conditions.
- c = critical (mass-limiting) conditions
- f = liquid
- g = vapor
- \( fg \) = difference between vapor value and liquid value
  
  \[ i.e. \ v_{fg} = v_g - v_f \]

\( (HO)(TH) \) = value obtained by use of a homogeneous, thermal equilibrium model

\( (HO)(MET) \) = value obtained by use of a homogeneous, metastable model

\[ l = \text{any length in direction of flow} \]

\[ o = \text{stagnation value} \]

\[ s = \text{saturated liquid point in the flow system or isentropic process} \]

\[ VC = \text{value obtained from a separated-phase, vapor choking model} \]

\[ tp = \text{two-phase} \]

The first two letters of the author's name are used to denote special terms originated by that author.
During the period of manuscript editing and typing, three more recent papers on choking two-phase flow have been prepared.

Mikol\textsuperscript{[1A]} performed tests using $\text{CCl}_2\text{F}_2$ in a small-bore, constant area system. He found his experimental choking data in good agreement with the homogeneous, thermal equilibrium model.

Starkman\textsuperscript{[2A]} did experimental work with steam-water flow in a convergent-divergent nozzle. He found, in general, his experimental choking mass flow rate data fell between the predictions of a homogeneous, thermal equilibrium and a homogeneous, metastable model, somewhat nearer the metastable model predictions. For very low quality runs, he found the experimental data exceeded the mass flow rate predicted by his metastable model.

Fauske and Min\textsuperscript{[3A]} studied the flow of saturated $\text{CCl}_3\text{F}$ through apertures and short tubes. They found that no vaporization or choking occurs in flow through apertures, but that a modified cavitation number is useful in determining the inception of two-phase flow and subsequent choking in short tubes. The work is in general agreement with that of Pasqua\textsuperscript{[49]}. The Fauske\textsuperscript{[20]} model can be used to predict critical flow rates for $L/D > 20$ but under-predicts critical flow rates for smaller $L/D$ values.
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