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#### Abstract

A Fortran code has been developed for the calculation of eigenvalues and eigenfunctions for neutrons in real potential wells. A systematic procedure is given for approximate location of the eigenvalue and an automatic search procedure to determine the exact location. The code may be used for either bound or scattering states. In the case of scattering states, the criterion for maximum scattering ( $90^{\circ}$ phase shift) is used to determine the energy of the state. The eigenvalues are determined by matching the numerically calculated logarithmic derivative ( f ) inside the nucleus to the appropriate analytical logarithmic derivative for the region outside the nucleus. In an alternate mode of operation, the outside value of $f$ may be set arbitrarily, and a match made to this value. Sample results for a Woods-Saxon well with spin-orbit coupling for the case of oxygen-16 are shown. The code is in Fortran and was written for an IBM 7090 computer.


## 1. Introduction

Nuclear shell model calculations have until now employed almost exclusively harmonic oscillator wave functions for the evaluation of radial integrals. This has been done both for bound states and for states which actually belong to the continuum. The bound states evidently can be very well represented by harmonic oscillator wave functions. Any errors due to the difference between the "actual" optical potential and the harmonic oscillator potential will in general be much smaller than the errors due to neglect of higher configurations. This is, however, not necessarily true for continuum states.

The bound state wave functions have quite a different character than the continuum wave functions. In a treatment of continuum states it is thus desirable to have something better to work with than the harmonic oscillator eigenfunctions. The present report is concerned with the
evaluation of eigenfunctions specified by a given potential well and boundary conditions.

Calculations of eigenvalues in a diffuse potential have been reported by Ross, Mark, and Lawson (1956) where they used an analog computer and obtained eigenvalues accurate to about 0.1 Mev . The present calculation is for a digital computer (IBM 7090), is inherently capable of much higher accuracy, and also provides numerically integrated eigenfunctions as required.
2. Description of the Calculation

This code has been developed from a nuclear optical model code written for calculation of neutron elastic scattering which has been described elsewhere (Caswe11, 1962). As a result some of the features are slightly more complicated than would be necessary for the present purpose. The main calculational steps are as follows: (1) input of data; (2) calculation of the real potential well, which is a Saxon well with spin-orbit coupling in the present code, but can easily be changed; (3) numerical integration of the wave functions, $u(-r)=r \psi(r)$, out to a maximum radius which is taken where the nuclear potential has become negligibly small (except during the search procedure where smaller radii are used), and calculation of the logarithmic derivative, $\mathbf{f}_{\ell}$ (inside); (4) calculation of the required $f_{\ell}$ (outside) if it is not fixed in the input data. The approximate location of the eigenvalues is determined by a survey versus energy of $f_{\ell}$ (inside), $f_{\ell}$ (outside), and the difference between them. An automatic search procedure finds the energy for which $f_{\ell}$ (inside) $=$ $\mathrm{f}_{\ell}$ (outside), and the wave function vs. radius is calculated and printed or punched on cards for the energy of the eigenvalue.

The potential is calculated by subroutine VR3 as a function of radius at up to 500 points. Spacing between points is determined by the variable HI up to radius RI, by HII up to RII, and by HIII up to RMAX。 The potential used is:

$$
\begin{equation*}
V(r)=V_{c} \rho(r) \cdots V_{c}\left(\frac{\hbar}{2 M c}\right)^{2}(\vec{l} \cdot \vec{\sigma}) \frac{1}{r} \frac{d \rho}{d r} \tag{1}
\end{equation*}
$$

where $\rho(r)=\frac{1}{1+\exp \left(\frac{r-R_{0}}{a}\right)}$, the "Saxon" potential; $\alpha$ is the strength
of the spin-orbit interaction compared to the "Thomas" interaction for a nucleon; $M$ is the nucleon mass; $V_{c}$ is the central real potential; $\hbar / \mathrm{Mc}$ is the Compton wave length for a nucleon; $\vec{l}$ is the orbital angular momentum of the neutron; $\vec{\sigma}$ is the Pauli spin operator of the incident neutron; $R_{o}$ is the nuclear radius; and a is the "diffuseness" parameter of the potential. If $j=\ell+\frac{1}{2},($ chosen by letting variable MSPIN $=1$ ), then $\vec{\sigma} \cdot \vec{\ell}=\ell$, and the values of the variable VPLUS (potential for spin-orbit parallel) for different radii are calculated. If $j=\ell-\frac{1}{2}$, (chosen by letting MSPIN $=-1$ ), then $\vec{\sigma} \cdot \vec{\ell}=-(\ell+1)$, and the VMINUS values (potential for spinorbit anti-parallel) are calculated. Other potential shapes could be used by simple changes in this subroutine. The four arbitrary parameters, VC, ALPHA, RADIUS, and A could be used to define the new potential with no changes outside of subroutine VR3. Any arbitrary potential could be read in point by point by replacing VR3 with an appropriate "READ" statement. The calculation of $f_{\ell}$ (inside) and $f_{\ell}$ (outside), and the search procedure for matching the values is controlled by subroutine MATCH. First the radial part of the non-relativistic Schrddinger wave equation is
integrated out in radius for the appropriate $\ell$ :

$$
\begin{equation*}
\frac{d^{2} u_{l}(r)}{d r^{2}}+\frac{2 m}{h^{2}}\left[E-\frac{\ell(\ell+1) h^{2}}{2 m r^{2}}-v(r)\right]_{u^{2}}(r)=0 \tag{2}
\end{equation*}
$$

The values of the function and the first derivative at the first point (radius $=H I$ ) are determined from the relation $u_{\ell}(x)=C_{\ell} r^{\ell+1}$ as $r \rightarrow 0$, where $C_{\ell}$ is a constant. The second order Runge-Kutta method is used for the integration (see Zurmdh1 1961). The integration is carried out by subroutine INTEG3 and is stopped when the radius exceeds RSTOP, and $f_{\ell}($ inside $)=R\left(d_{\ell} / d r\right) / u_{\ell}$ is calculated.

Calculation of $f_{\ell}$ (outside). The calculation may be run in two alternative modes. When $M O D E=1$, if the energy is negative (bound state), the outside wave function is required to have an $f_{\ell}$ which corresponds to an exponential function which asymptotically approaches zero for large $r$. If the energy is positive (scattering state), the criterion of a $90^{\circ}$ phase shift is applied to the wave function at the radius RSTOP where the inside and outside functions must join smoothly. When MODE $=2$, then $f_{\ell}$ is read in from the input data cards and no calculation of $f_{\ell}$ is made. The outside wave function is the solution of equation (2) in the region of space where the nuclear potential $V(r)=0$, but the centrifugal potential term is present. The solutions in general are spherical Bessel functions. For bound states, the "outside" or asymptotic solutions are spherical Hankel functions,

$$
x h_{\ell}(x)=\left[x j_{\ell}(x)+i x n_{\ell}(x)\right]=F_{\ell}+i G_{\ell} \text { where } x=i \sqrt{\frac{\ell_{h}^{2}}{}|E|} r
$$

For the $90^{\circ}$ phase shift continuum case, the solutions are simply $\mathrm{xn}_{\ell}(\mathrm{x})=G_{\ell}$. However for matching we require not the function but the
logarithmic derivative, $f_{\ell}$. It is possible to calculate $f_{\ell}$ (outside) in a number of equivalent ways, for example by first evaluating the functions and then the derivatives from appropriate recursion relations. The calculation as done here uses the quotient functions of the Bessel functions discussed by Onoe (1958) for bound states, and a relation given by Blatt and Weisskopf (1952) for the continuum case. Details are given in Appendix 1.

## 3. Search Procedure

If the search for eigenvalues is carried out by matching the $f_{\ell}{ }^{i} s$ at some distance outside the nuclear potential, particularly for states located deep in the potential well, there is a high probability of missing the state completely. The reason for this is that during the numerical integration of the wave function, as soon as the first radial point outside the nuclear potential at that energy is reached, the eigenfunction becomes in general a rapidly growing exponential, and $f_{\ell}$ becomes very large. Only when the energy is chosen extremely close to the correct eigenvalue does the wave function taper toward zero and have a small or negative value of $f_{\ell}$. The quantities $f_{\ell}$ are thus very sensitive functions of the energy. In order to systematically find every eigenvalue, some procedure is needed to survey the eigenvalues under conditions of low sensitivity. The calculation was therefore split into two parts: first we perform a survey, and then we use an automatic search procedure starting with relatively small matching radius (which means low sensitivity) and increasing it stepwise to the desired value. This requires two separate runs on the computer, the first for the survey procedure to find the approximate eigenvalue location, and the second to find the exact location
by the automatic search procedure.
Survey procedure. When the variable NOMAX $=1$, only one integration out in radius is made at each energy, and that integration is stopped at the edge of the well (for the particular energy) for negative energy, and at the value of RSTART for positive energy or for negative energy if RSTART corresponds to a smaller radius than the first criterion above. The maximum radii of integration for a typical situation are shown as the heavy black line in figure 1 . The values of $f_{\ell}$ (inside), $f_{\ell}$ (outside) and the difference between them are printed out at the specified input energies taken typically 0.5 or 1 Mev apart. Typical results of this survey, called the "signature of the well" are shown in figures 2 and 3 for the case of $\mathrm{s}_{\frac{1}{2}}$ and $\mathrm{p}_{3 / 2}$ potential wells respectively. The small arrows indicate the accurate eigenvalue locations found by the automatic search procedure. The approximate eigenvalue locations corresponding to difference $=0$, are used as starting energies for the automatic search procedure.

Automatic search procedure. First an integration of the wave function is carried out at the approximate eigenvalue energy. A second integration is carried out at a nearby energy. Using the differences (between $f_{\ell}{ }^{\text {P }}$ ) found in these two trial calculations, a linear interpolation (or extrapolation) is made to an energy for which the difference is predicted to be zero. This is the predicted eigenvalue energy. Integration is carried out at the third energy, and the difference is again found. We now know three energies and the three corresponding differences. Based on this information, by quadratic interpolation, we predict the fourth energy for which the difference should be closer to zero. The calculation continues, energy prediction being made by quadratic interpolation, until
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Fig. 3. Results of the survey proceaure for the $\ell=1, \mathrm{j}=3 / 2$ well. Othervise the presentation is as in
either the difference is closer to zero than the difference specified in the input by the variable EPS, or until the maximum number of tries has been used up. The maximum number of tries is determined by the variable NOMAX.

The computer time for the sample automatic search procedure shown in Appendix 4, which required 21 repetitions of the integration of the wave function and matching procedure was 0.3 min. For a systematic search procedure at 69 energies, the computer time was 0.4 min.

The matching described above is carried out at a radius determined by the variable RSTART. RSTART should be chosen in the region where sensitivity of the $f_{\ell}$ changes with energy is low. Having determined the eigenvalue for a potential which is cut off at a value of radius determined by RSTART, we use this energy as the first trial energy for a larger value of $r$, which is determined by the variable RSTOP. The permissible size of a step in radius may be estimated from the WKB approximation. If we let $\varphi=f_{\ell}$ (inside) $-f_{\ell}$ (outside), then 1 et $S(R)=\frac{\Delta \varphi}{\Delta E}$, a quantity which we have previously called the sensitivity. In the outward steps in radius, the increase in sensitivity, $\frac{S\left(R_{n+1}\right)}{S\left(R_{n}\right)}=\sigma_{r}$, should be kept about constant for each increase in RSTOP. Approximately we may obtain $\sigma_{R}$ as follows:

$$
\begin{aligned}
\ln \sigma_{R} & =\int_{R_{n}}^{R_{n+1}} \frac{1}{\hbar} \sqrt{2 m(V-E)} d r \\
& \approx \int_{R_{n}}^{R_{n+1}} \frac{1}{\hbar} \sqrt{2 m|E|} d r \approx \sqrt{\frac{2 m|E|}{\hbar} \Delta R}
\end{aligned}
$$

since $V$ soon becomes small in this region outside the well. The change in RSTOP is given by

$$
\Delta R \approx \frac{{ }^{\ell n} \sigma_{R}}{\sqrt{2 \mathrm{~m} \mid \mathrm{E} / \hbar}}
$$

where $\sigma_{R}$ is an arbitrary parameter determined by the input.
At the new matching radius, the first estimate of energy is the converged eigenvalue at the previous matching radius. The second estimate should be lower since $V R^{2}$ for the well will be slightly larger, causing the new eigenvalue to be slightly lower. At the second matching radius, the second trial eigenvalue is generated in the same way as at the first matching radius. At third and higher matching radii it is generated from the relation:

$$
\Delta E_{n+1}=\frac{1}{\sigma_{E}}\left(\Delta E_{n}\right)
$$

where $\sigma_{E}$ is an arbitrary parameter determined from the input. Figure 4 shows a typical case of converging on an eigenvalue using this procedure of calculating at successive matching radii. The final match is carried out at the radius RMAX. When a converged eigenvalue is found at radius RMAX, the integration in radius is ranated and the wave function vs. radius is printed out. Also the vaius of the $\int u^{2} d r$ is calculated by the trapezoidal rule for normalizatior purposes, and is printed out.
4. Sampie Results

Sample results of the automatin search procedure for the case of Oxygen-16 are shown in figure 4 . Eigenvalues are shown for the $1 \mathrm{~s}, 2 \mathrm{~s}$, 3 s , the two 1 p states, the 1 d stco and the eigenfunctions are shown for the three s states.
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$$
\text { Appendix 1. Evaluation of } f_{\ell} \text { (outside). }
$$

For bound states the logarithmic derivative, $f_{\ell}$, may be obtained from one of the quotient functions of the Bessel functions which have been discussed by Onoe (1958).

$$
\begin{align*}
f_{\ell}(\text { outside }) & =R \frac{\left(\frac{{ }^{\mathrm{du}}}{\mathrm{dr}}\right)_{R}}{\left({ }^{\mathrm{u}} \ell\right) R}=R \frac{\left[\frac{\mathrm{~d}}{\mathrm{dr}}\left({ }^{\mathrm{rh}} \ell\right)\right]}{\left[r h_{\ell}\right]_{R}} \\
& =\mathrm{X} \frac{\left[\frac{\mathrm{~d}}{\mathrm{dx}}\left(x \mathrm{~h}_{\ell}(\mathrm{x})\right)\right]_{\mathrm{X}}}{\left[\mathrm{x} h_{\ell}(x)\right]_{X}} \tag{3}
\end{align*}
$$

where $X=i \sqrt{\frac{2 m}{h^{2}}|E| R}$.
but $\frac{d}{d x}\left(x h_{\ell}\right)=\frac{d}{d x}\left(x^{\ell+1} x^{-\ell} h_{\ell}(x)\right)=(\ell+1)\left(h_{\ell}(x)\right)-x_{\ell+1}(x)$.

Therefore,

$$
\begin{equation*}
f_{\ell}(\text { outside })=x \frac{\left(\ell+1-X h_{\ell+1}(X)\right)}{X h_{\ell}(X)}=\ell+1-\frac{X h_{\ell+1}(X)}{h_{\ell}(X)} \tag{5}
\end{equation*}
$$

For a continuum state we have a similar relation in terms of the Neumann functions rather than the Hankel functions:

$$
\begin{equation*}
f_{\ell}=\ell+1-\frac{X n_{\ell+1}(X)}{n_{\ell}(X)}\left(=X \frac{G_{\ell}^{\ell}}{G_{\ell}}\right) \tag{6}
\end{equation*}
$$

where the prime refers to differentiation with respect to $X$. For a bound state,

$$
f_{\ell}(\text { outside })=\ell+1-\tilde{\mu}(l) \frac{1}{2}(x),
$$

In the notation of Onoe.
In the notation of Magnus and Oberhettinger (1954),
$\tilde{\dddot{H}}_{v}(1)=\frac{x K_{v+1}(x)}{K_{v}(x)}$. A recursion relation may be derived which
is used by the computer to calculate $\tilde{\sim}_{v}^{(1)}$ for the appropriate value of $\ell:$

$$
\begin{equation*}
\tilde{x}_{v}^{(1)}=2 v+\frac{x^{2}}{\tilde{q u}_{v-1}(1)} \tag{7}
\end{equation*}
$$

For continum states, the criterion of a $90^{\circ}$ phase shift, corresponding to a maximum value of the scattering cross section (or "resonance") is used to determine the location of the state. The relation for $f_{l}$ may be written as in equation (6) above
or

$$
\begin{equation*}
\mathrm{f}_{\ell}=\Delta_{\ell}+\mathrm{S}_{\ell} \tan \xi_{\ell}, \tag{8}
\end{equation*}
$$

where $\exp \left(-2 i \xi_{\ell}\right)=\frac{G_{\ell}+i F_{\ell}}{G_{\ell}-i F_{\ell}} ; \Delta_{\ell}=R\left[\frac{\ell_{\ell} \ell^{\prime}+{ }_{\ell} \ell_{\ell}{ }_{\ell}^{\prime}}{G_{\ell}{ }^{2}+F_{\ell}{ }^{2}}\right]_{r=R} ;$

$$
\text { and } S_{\ell}=R\left[\frac{G_{\ell} \ell_{\ell}-F_{\ell} \ell_{\ell}}{G_{\ell}^{2+F} \ell^{2}}\right]_{r=R .} \quad \text { (See Blatt and Weisskopf, 1952). }
$$

Substituting for $\exp \left(-2 i \xi_{\ell}\right)$ we have

$$
\begin{equation*}
\mathrm{f}_{\ell}=\Delta_{\ell}-\mathrm{S}_{\ell} \frac{2 \mathrm{~F}_{\ell} \mathrm{G}_{\ell}}{\left[\left(\mathrm{G}_{\ell}{ }^{2}-\mathrm{F}_{\ell}{ }^{2}\right)+\left(\mathrm{F}_{\ell}{ }^{2}+\mathrm{G}_{\ell}{ }^{2}\right)\right]^{\circ}} \tag{9}
\end{equation*}
$$

Equation (9) is equivalent to equation (5), and was the formula actually used in the calculation. Analytic expressions for all of the quantities in equation (9) appear in the report of Amster and Culpepper (1957).

The meaning of the input variables are listed here for convenience in using the code. Format may be obtained from Appendix 3.
RADIUS radius in the Saxon potential in fermis

A diffuseness parameter of the Saxon potential in fermis
VC central real potential in Mev (is negative for attractive potentials)

ALPHA magnitude of the spin-orbit potential expressed in number of times larger than for the Thomas term of a nucleon

AMASS atomic mass in a.m.u. of the nucleus except the single neutron whose states are being considered

CONV parameter which determines energy spacing between first two trial eigenvalues, typical value 0.010

MDELTA the radial potential is printed out at every MDELTA'th point
JPRINT conditional print variable, $=1$ for normal operation, $=3$ maximum print out for code checking
L. orbital angular momentum

EPS if the difference between $f_{\ell}{ }^{i} s$ is less than EPS, then the eigenvalue is considered converged.

MSPIN $\quad=1$ for spin-orbit paralle1, $=-1$ for spin-orbit anti-parallel
HI spacing between radial integration points at radii less than RI, in fermis

HII same, but for radii between RI and RII
HIII same, but for radii between RII and RMAX
RMAX maximum radius, maximum value of RSTOP
NOMAX maximum number of tries for convergence on an eigenvalue at a given value of $R S T O P,=1$ for survey procedure, maximum value 20

JPUNCH $=1$ for no punch out of wave function, $=2$ for wave function to be punched on cards

KZ
number of trial energies for the given run, maximum $=100$.

| RSTART | initial value of RSTOP |
| :---: | :---: |
| SIGMAR | variable which indirectly determines spacing between successive values of radius (RSTOP) at which eigenvalue search is carried out, typically 2.0 |
| SIGMAE | variable which determines trial eigenvalue spacings after the first two trial radii, typically 10.0 |
| MODE | $=1$ for normal search for bound and scattering states $=2$ for use with arbitrary $f_{l}$ determined from the input |
| EN(KY) | trial energy in Mev (negative for bound states, positive for scattering states) |
| FLOUT(KY) | value of arbitrary $\mathrm{f}_{\ell}$ (outside) |

First card: C in column 1, any desired information describing the run (such as name, date, element, etc.) in columns 7-72.

Second card: Variable Ends in Column Example

| RADIUS | 8 | 3.150 | (Note: decimal point <br> location may be changed |
| :--- | ---: | ---: | :--- |
| A | 16 | 0.650 | from that shown here, <br> however print in the |
| VC | 24 | -50.000 | output will be as shown) |
| ALPHA | 32 | 35.000 |  |
| AMASS | 40 | 15.000 |  |
| CONV | 48 | 0.010 | 10 |
| MDELTA | 52 | 1 | (Note that this and other <br> variables without a <br> decimal point are inte- <br> gers, decimal point may |
| JPRINT | 56 | 0 | not be used). |
| L | 70 | 0.010000 |  |
| EPS | 72 | 1 |  |

Third card: Variable Ends in Column Example

| HI | 8 | 0.020 |
| :--- | ---: | ---: |
| RI | 16 | 0.100 |
| HII | 24 | 0.050 |
| RII | 32 | 1.000 |
| HIII | 40 | 0.010 |
| RMAX | 48 | 6.400 |
| NOMAX | 52 | 10 |
| JPUNCH | 56 | 2 |

## Fourth card: Variable Ends in Column Example

| KZ | 4 | 1 |
| :--- | ---: | ---: |
| RSTART | 12 | 4.0 |
| SIGMAR | 20 | 2.0 |
| SIGMAE | 28 | 10.0 |
| MODE | 32 | 1 |

Fifth and higher cards: If MODE $=1$, list the energies with the last character successively in column $8,16,24,32,40,48$, $56,64,72$, using as many cards as required for the KZ number of energies.

## Example:

$-29.000-29.500$
If $\mathrm{MODE}=2$, list the energies, one per card as follows:
Variable Ends in Column Example
EN $8 \quad-29.000$
FLOUT $24 \quad 0.2000000 E+01$
The variable FLOUT is in exponential notation and in the example means: $0.2000000 \times 10^{+1}=2$ 。

EIGENVALUES, EIGENFUNCTIONS READ

10
10 FORMAT 172 H 1

PRINT 10
DIMENSION VPLUS(500), VMINUS(500), ENERGY(10,100), XP(1,100), 1 XMP(1,100), XPP(1,10C), AJLP(1,1C0), AJLM(1, 100), AILM(1,I00), 2AILP(1,100), FL(1,100), XX(100), EN(100), SPHTAN(10,100), XM(1,100), 3 REFL(1,100), DIF(10 ),HTILDE(1,100),E(100), PSI(4), $4 R R R(4), S(1,100), D E L T A(1,100)$, TFG(1,100),FPG(1,100),GMF(1,100), $5 \mathrm{~F}(10,1 \mathrm{CO}), \mathrm{Q}(10,100), F L O U T(100)$
CONMON VPLUS, VNINUS, XP, XN, XPP, XMP, AJLP, AJLM, AILP,AILM,FL,RR,X,V, IEN,FF, ELL, ᄃRR,RADIUS,HI,A,E,VC,ALPHA,B,ANASS,EMAX,M,MDELTA,R,HII, 2RII, HIII, RMAX, $C, N, R E X P, V C C, V S, A K, K Z, K X, K P, K Y, K, X P L U S, X P L U S P$, $3 X M I N U S, X M I N U P, A I, A I I, A I I I, C I, C I I, C I I I, H, X X, F, I, R I, M P R I N T, J P R I N T$, 4REFL, SPHTAN,KK,MM, CONV,NO, EPS, ENERGY,MSPIN, DIF, HTILDE, NOMAX, 5 JPUNCH, RSTOF, DELTA, SIGVAE, SIGMAR, NTRY, DIFCNV, S, P, PSI,RRR,S,GMF,Q, 6TFG, FPG, PMOM,:YMM, RSTART, FLOUT, MODE, PROINT,L

CALL INPUT3
CALL VR3
CALL MATCH
CALL ENDJOB END

Note: Identical dimension and common statements must be included in every subroutine, but are omitted here for brevity.

## Appendix 4. Fortran Statements and Sample Output--continued

```
    SUBROUTINE INPUT3
    READ 1,RADIUS,A,VC,ALPHA,AMASS,CONV,MDELTA,JPRINT,L, EPS,MSFIN
    PRINT 4501
4 5 0 1 ~ F O R M A T I I 1 9 H ~ R A D I U S ~ A ~ V C ~ A L P H A ~ A M A S S ~ C O N V ~ M D L ~ J P ~
    IR L EPS MSPIN
        PRINTI,RADIUS,A,VC,ALPHA,AMASS,CONV,MDELTA,JPRINT,L, ,EPS,MSPIN
    1 FORMAT (6F8.3,3I4,1F10.7,1I2)
        KK=L+1
        READ 7,HI,RI,HII,RII,HIII,RMAX,NOMAX,JPUNCH
        PRINT }450
4 5 0 2 \text { FORMATIl19H HI HI HII RII HIII RMAX NOMAX}
    l JPUNCH
        PRINT 7,HI,RI,HII,RII,HIII,RMAX,NOMAX,JPUNCH
    7 FORMAT (6F8.3,2I4)
        PRINT 4503
4 5 0 3 ~ F O R M A T 1 5 0 H ~ E N G S ~ R S T A R T ~ S I G M A R ~ S I G M A E ~ M O D E ~ , ~
    READ 4040,KZ,RSTART,SIGMAR,SIGMAE,NODE
    PRINT 4040,KZ,RSTART.,SI GMAR,SIGMAE,MODE
4040 FORMAT(I4,3F8.1,I4)
    IF (N:ODE-1) 4081,4081,4082
4081 PRINT 4504
4 5 0 4 \text { FORMAT(50H TRIAL ENERGIES}
                                )
    READ 4080,(EN(KY),KY=1,KZ)
    PRINT 4080,(EN(KY),KY=1,KZ)
4 0 8 0 ~ F O P M A T ~ ( 9 F 8 . 3 ) ~
    GO TO 4085
4 0 8 2 ~ P R I N T ~ 4 0 8 3 ~
4 0 8 3 \text { FORMAT (50H ENERGY FL OUT}
    READ 4084, (EN(KY),FLOUT (KY),KY=1,KZ)
    PRINT 4084, (EN(KY),FLOUT (KY),KY=1,KZ)
4084 FORMAT (F8.3,E16.7)
4 0 8 5 ~ C O N T I N U E ~
    RETURN
    END
```

```
    SUBROUTINE VR3
    R=HI
    H=HI
    K=KK
    M=1
    PRINT 2091
2091 FORMAT(50H VPLUS VMINUS R )
2090 DO 2210 I=1,1000
        I = I
        9C=.0110270/A
    15 REXP=EXPF((R-RADIUS)/A)
2151 VCC=VC/(1.0+REXP)
2152 VS=ALPHA*VC*C*REXP/(()1.0+REXP)**2)*R)
    19 AK=K
    IF (MSPIN) 22,22,21
    21 VPLUS(I)=VCC+VS*(AK-1.0)
    GO TO 4020
    22 VMINUS(I)=VCC-VS*AK
    VMINUS(1)=VCC
4020 IF (M-MDELTA) 3150,28,28
    28 PRINT 30, VPLUS(I),VMINUS(I),R
    30 FORMAT(2El5.7,F7.3)
        M=0
3150 M=M+1
2126 R=R+H
2130 IF(R-RMAX+.OO1) 2140,2220,2220
2140 IF(R-RII+.001) 2150,2160,2160
2150 IF(R-RI+.001) 2200,2180,2180
2160 H=HIII
    GO TO 2210
2180 H=HII
    GO TO 2210
2200 H=HI
2210 CONTINUE
2220 RETURN
        END
```

```
        SUBROUTINE INTEG3
    5 R=HI
    MMM=0
    K=KK
    AK=K
        IF (JPRINT-2) 35,35,4400
    4 4 0 0 ~ P R I N T ~ 4 4 0 1
4 4 0 1 ~ F O R M A T ( 5 0 H ~ S U B R O U T I N E ~ I N T E G 3 ~ C A L L E D
    35 XP(K,KY)=(HI**K)*1.OE-4
    37XPP(K,KY)=AK*(HI**(K-1))*1.OE-4
    39 XM(K,KY)=XP(K,KY)
    41 XMP(K,KY)=XPP(K,KY)
    51 H=HI
    52 F=AMASS/(AMASS+1.00898)
    54 FF=F
        IF (MPRINT-1) 4090,4088,4090
4 0 8 8 ~ P R I N T ~ 4 0 8 9 ~
4 0 8 9 \text { FORMAT (50H WAVE FUNCTION VS RADIUS}
    PROINT=0
    IF(JPUNCH-1) 4090,4090,4087
4 0 8 7 \text { PUNCH } 4 3 6 2
4 3 6 2 \text { FORMAT (50H ENERGY )}
    PUNCH 4361, EN(KY)
4361 FORMAT(El3.5)
4090 DO 4210 I=1,1000
    I = I
    CALL KRRI
4126 R=R+H
4127 IF(NOMAX-1) 4130,4128,4130
4128 IF (R-0.2*RADIUS) 4130,4129,4129
4129 IF(EN(KY)-V) 4220,4130,4130
4130 IF(R-RSTOP+.001) 4140,4220,4220
4140 IF(R-RII+.001) 4150,4160,4160
4150 IF(R-RI+.001) 4200,4180,4180
4160 H=HII I
4170 GO TO 4210
4180 H=HII
4 1 9 0 ~ G O ~ T O ~ 4 2 1 0
4200 H=HI
4 2 1 0 ~ C O N T ~ I N U E ~
4220 IF (MSPIN) 4310,4230,4300
4300 PROINT=PROINT+(H/2.0)*XPLUS**2
    GO TO 4320
4310 PROINT=PROINT+(H/2.0) %XMINUS**2
4 3 2 0 ~ I F ( M P R I N T - 1 ) 4 2 3 0 , 4 3 3 0 , 4 2 3 0
4 3 3 0 ~ P R I N T ~ 4 3 4 0
4 3 4 0 \text { FORMAT (5CH NORMALIZATION}
4350 PRINT 4360,PROINT
    IF(JPUNCH-1) 4230,4230,4351
4 3 5 1 ~ P U N C H ~ 4 3 4 0
    PUNCH 4360,PROINT
4 3 6 0 ~ F O R M A T ( 1 E 1 5 . 7 ) ~
4 2 3 0 ~ R E T U R N
    END
```

```
5000 SUBROUTINE KRRI
    ELL=K-1
    IF (MSPIN) 5060,4125,5020
5020 XPLUS=XP(K,KY)
    PROINT=PROINT+H*XPLUS**2
5040 XPLUSP=XPP(K,KY)
    56 RR=R
    57 V=VPLUS(I)
    59 X=XPLUS
    6 1 ~ C A L L ~ F R ~
    62 AI=FRR*H**2/2.0
    63RR=R+H/2.0
    65 X=XPLUS+ XPLUSP*H/2.0+AI/4.0
    67 CALL FR
    69 AII =FRR*(H**2)/2.0
    70 RR=R+H
    71 X=XPLUS+XPLUSP*H+AII
    73 CALL FR
    75 A III=FRR*H**2/2.0
    141 XPLUS=XPLUS+H*XPLUSP+(AI+2.0*AII)/3.0
    143 XPLUSP = XPLUSP + (AI +4.0*AII+AIII)/(3.0*H)
    180 XP(K,KY)=XPLUS
    184 XPP(K,KY)=XPLUSP
        GO TO 4llO
5060 XMINUS=XM(K,KY)
        PROINT=PROINT+H*XMINUS**2
5080 XMINUP=XMP(K,KY)
    77 RR=R
    98 X=XMINUS
    100 V=VMINUS(I)
    101 CALL FR
    103 CI=FRR*H**2/2.0
    105 RR=R+H/2.0
    107 X=XMINUS+XMINUP*H/2.0+CI/4.0
    109 CALL FR
    111 CII=FRR*(H**2)/2.0
    112 RR=R+H
    113 X=XMINUS+XMINUP*H+CII
    115 CALL FR
    117 CIII =FRR*H**2/2.0
    149 XMINUS=XMINUS+H*XMINUP+(CI + 2.0*CII)/3.0
    151 XMINUP= XMINUP + (CI+4.0*CII+CIII)/(3.0*H)
    188 XM(K,KY)=XNINUS
    192 XMP(K,KY)=XMINUP
4110 MMM=MMMN+1
    IF(JPRINT-1) 4114,4114,4120
4120 IF(I-3) 4112,4112,4114
4112 PRINT 4113,XP(K,KY),XM(K,KY),XPP(K,KY),XMP(K,KY)
    PRINT 4113,XPLUS,XMINUS,XPLUSP,XMINUP
    PRINT 4ll3,AI,AII,AIII,CI,CII,CIII,H,R
    PRINT 4ll3,FRR,V,FF,X,RR
4114 IF(MPRINT-1) 4125,4115,4125
4115 IF (MSPIN) 4118,4118,4117
4117 PSI(MMM)=XP(K,KY)
    RRR(MMM) =RR
```


## Appendix 4. Fortran Statements and Sample Output--continued

```
    GO TO 4119
4118 PSI(MMM)=XM(K,KY)
    RRR(MMM) =RR
4119 IF(MMM-4) 4125,4122,4125
4 1 1 3 ~ F O R M A T ~ ( 8 E 1 5 . 7 )
4122 PRINT 4116,PSI(1),RRR(1),PSI(2),RRR(2),PSI(3),RRR(3),PSI(4),RRR(4)
4116 FORMAT (El3.5,F5.2,E13.5,F5.2,El3.5,F5.2,E13.5,F5.2)
    IF(JPUNCH-1)4135,4135,4132
4132 PUNCH 4116,PSI(1),RRR(1),PSI(2),RRR(2),PSI(3),RRR(3),PSI(4),RRR(4)
4 1 3 5 ~ M M M = 0
4125 CONTINUE
    RETURN
    END
    SUBROUTINE FR
    44FRR=-.04826*FF*(EN(KY)-20.721*ELL*(ELL+1.0)/(FF*RR**2)-V)*X
    - RETURN
    END
```


## Appendix 4. Fortran Statements and Sample Output--continued

```
    ~UBROUTINE MATCH
    DO 6200 KY=1,KZ
    MPR INT=2
    KY=KY
    RSTOP=RSTART
    CALL INTEG3
    PRINT 6180
6180 FORMAT (119H
    ISIDE WAVEFNPLUS(R) WAVEFNMINUS(R)
        NTRY=1
        NO=1
    203 ENERGY(NO,KY)=EN(KY)
    IF (MSPIN) 208,208,204
    204 AJLP(K,KY)=XP(K,KY)*XPP(K,KY)
    AILP(K,KY)= XP(K,KY)**2
    REFL (K,KY)=R*AJLP(K,KY)/AILP(K,KY)
    GO TO 2l2
    208 AJLM(K,KY)=XM(K,KY)*XMP (K,KY)
    210 AILM(K,KY)= XM(K,KY)**2
    REFL (K,KY)=R*AJLM(K,KY)/AILM(K,KY)
    212 IF(MODE-1) 218,218,214
    214 DIF(NO)=REFL(KK,KY)-FLOUT (KY)
    218 IF(EN(KY)) 219,219,220
    219 PMOM=SQRTF(-.04826*F*EN(KY))
    IF (MODE-l) 2l9l,2191,6001
2191 XX(KY)=R*PMOM
    HTILDE (1,KY)=1.0+XX(KY)
    SPHTAN(1,KY)=-XX(KY)
    DO 6000 K=2,KK
    AK=K
    HTILDE (K,KY)=(2.0*AK-1.0)+(XX(KY)**2)/HTILLDE(K-1,KY)
6000 SPHTAN(K,KY)=AK-HTILDE(K,KY)
    DIF(NO)=REFL(KK,KY)-SPHTAN(KK,KY)
    FLOUT (KY)=SPHTAN(KK,KY)
    GO TO 6001
    220 PMOM= SQRTF(.04826*F*EN(KY))
    IF (MODE-1) 2201,2201,6001
2201 XX(KY)=R*PMOM
    221 S(l,KY)=XX(KY)
    DELTA(l,KY)=0.0
    222 DO 226 K=l,KK
    223 AK=K
    224S(K+1,KY)=(XX(KY)**2)*S(K,KY)/((AK-DELTA(K,KY))**2+S(K,KY)**2)
    226 DELTA (K+1,KY)=(AK-DELTA(K,KY))*(S(K+1,KY)/S(K,KY))-AK
    240 P(1,KY)=1.0
    244 P(2,KY)=1.0/XX(KY)
    246 Q(l,KY)=0.0
    248Q(2,KY)=-1.0
    250 DO 254 K=3,KK
    251 AK=K
    252P(K,KY)=(2.0%AK-3.0)*P(K-1,KY)/XX(KY)-P(K-2,KY)
    254 Q(K,KY)=(2.0*AK-3.0)*Q(K-1,KY)/XX(KY)-Q(K-2,KY)
    255 DO 268 K=l,KK
    256GMF G,K,KY)=(P(K,KY)**2-Q(K,KY)**2)*COSF(2.0*XX(KY))-2.0*P(K,KY)*
    1Q(K,KY)*SINF(2.0*XX(KY))
```

```
    258TFG(K,KY)=2.0*P(K,KY)*Q(K,KY)*COSF(2.0*XX(KY))+(P(K,KY)**2
    1-Q(K,KY)**2)*SINF(2.O*XX(KY))
268 FPG(K,KY)=P(K,KY)**2+Q(K,KY)**2
    FLOUT (KY)=DELTA(KK,KY)-S(KK,KY)*TFG(KK,KY)/(GMF(KK,KY)+FPG(KK,KY))
    DIF(NO)=REFL(KK,KY)-FLOUT(KY)
        IF(JPRINT-2) 6001,6001,271
271 PRINT 272,XX(KY),S(KK,KY),DELTA(KK,KY),P(KK,KY),Q(KK,KY),
    1GMF(KK,KY),TFG(KK,KY),FPG(KK,KY)
272 FORMAT(8E15.7)
6001 IF(NTRY-2) 6002,6002,6075
6002 IF(NO-NOMAX) 6004,6100,6100
6004 IF(NO-2) 6005,6080,6090
6005 IF(DIF(NO)+1.0) 6010,6010,6020
6010 IF(DIF(NO)-1.0).
6020 EN(KY)=(1.0-CONV)*EN(KY)
        GO TO 6100
6030 EN(KY)=(1.0+CONV)*EN(KY)
        GO TO 6100
6040 IF(DIF(NO)+0.1) 6050,6050,6060
6050 IF(DIF(NO)-0.1) 6070,6100,6100
6060 EN(KY)=(1.0-0.2*CONV)*EN(KY)
        GO TO 6100
6070 EN(KY)=(1.0+0.2*CONV)*EN(KY)
    GO TO 6100
6075 IF(NO-2) 6076,6080,6090
6076 EN(KY)=(E(NTRY-1)-E(NTRY-2))/SIGMAE+E(NTRY-1)
    GO TO 6100
6080 EN(KY)=(ENERGY(NO-1,KY)*DIF(NO)-ENERGY(NO,KY)*DIF(NO-1))/
        1(DIF(NO)-DIF(NO-1))
        GO TO 6l00
6090 EN(KY)=(((ENERGY(NO-2,KY)*DIF(NO-1)-ENERGY(NO-1,KY)*DIF(NO-2))*
        1DIF(NO)/(DIF(NO-1)-DIF(NO-2)))-((ENERGY(NO-1,KY)*DIF(NO)
        2-ENERGY(NO,KY)*DIF(NO-1))*DIF(NO-2)/(DIF(NO)-DIF(NO-1))))/
        3(DIF(NO)-DIF(NO-2))
6100 PRINT 6160,ENERGY(NO,KY),DIF(NO),REFL(KK,KY),FLOUT(KY),XP(KK,KY),
        IXM(KK,KY),R
6160 FORMAT(F15.7,5E15.7,F8.3)
        IF (NO-NOMAX) 6114,6200,6200
6114 IF(DIF (NO)+ EPS) 6120,6120,6115
6115 IF(DIF (NO)- EPS) 6130,6120,6120
6120 IF (JPRINT-1) 6123,6123,6121
6121 PRINT 6160, EN(KY)
6123 CALL INTEG3
    NO=NO+1
    GO TO 203
6130 E (NTRY)=ENERGY (NO,KY)
    IF(RSTOP -RMAX) 6131,6132,6132
6131 IF(JPRINT-2)6150,6132,6132
6 1 3 2 ~ M P R I N T = 1 ~
6140 CALL INTEG3
6 1 5 0 ~ M P R I N T = 2
    IF (RSTOP-RMAX) 6165,6200,6200
6165 RSTOP = RSTOP + LOGF (SIGMAR)/PMOM
    IF (RSTOP-RMAX) 6168,6168,6167
6167 RSTOP=RMAX
6168 NTRY=NTRY+1
    CALL INTEG3
    NO=1
    GO TO }20
6200 CONTINUE
    RETURN
        END
```
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