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Preface

The first U.S. Workshop on computerization ofwelding data was held in 1986, under the sponsorship

of the American Welding Institute (AWI) and the then National Bureau of Standards (now, National

Institute of Standards and Technology—NIST). The workshop produced a list of national needs in

welding data, a list designed to guide database developers. The proceedings of that first workshop

are available from the Government Printing Office as NIST Special Publication 742.

There had been sufficient advances in database activity by 1988 to justify a second meeting, this time

as a joint workshop—conference under the sponsorship of AWI, NIST, and the American Welding

Society (AWS). The scope was expanded to include a conference on the latest developments and a

preconference tutorial to provide novices with a background in common computer applications. The

conference was attended by 61 managers, welding engineers, and computer professionals. The

proceedings of the workshop and conference are available from the Government Printing Office as

NIST Special Publication 781.

By 1990, the welding database activity had grown large enough to justify another conference on this

topic, again sponsored by AWI, AWS, and NIST. It consisted of a series of tutorials, a keynote

presentation, and technical sessions on the topics: off-line planning, real-time welding information,

data systems and standards, and industrial applications. The conference included demonstrations of

welding software, and was followed by a meeting of the AWS Committee on Computerization of

Welding Data.

The fourth conference, held during November 1 992 in Orlando, Florida, was truly an international

conference; speakers representing ten countries presented papers on the topics of standards,

applications, quality and NDE, sensing, control, and databases. Once again, a preconference tutorial

was organized and taught by AWI personnel covering PC networks, expert systems, neural networks,

Windows and the Excel Spreadsheet, and databases. The conference also included a keynote

presentation, tabletop exhibits, and hands-on demonstrations of welding software. The AWS
Committee on Computerization of Welding Data met following the Conference. These proceedings

are available from AWS (Code: CP- 1 192).

The fifth conference, held August 1994, in Golden, Colorado, continued the trend of growth in size

and scope. It consisted of 3 1 papers (by 69 authors) on the topics of quality control, off-line planning

and simulation, commercial software systems, control and automation, welding optimization, data

acquisition and sensors, application case studies, welder and procedure qualification systems, weld

prediction and control, and large-scale systems. This year the preconference tutorials were on the

topics of computing platforms, sensing and data acquisition, and line planning for welding

automation. These tutorial were taught by experts from AMET, NIST, CSM, Ford Research

Laboratory, and ABB Robotics. The conference was cosponsored by AWS, the Colorado School

of Mines, NIST, and AWI. The conference proceedings are available from AWS (code: CP-794).
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The sixth conference was held June 9-12, 1996, in the 'Heart of Europe,' where Belgium, Germany,

and the Netherlands converge in the Limberg region. The Technical Program was aimed to embrace

all known facets of computing practice, as applied to welded fabrication and manufacturing. Expert

advice was provided in process selection, consumable selection, and welding procedure generation

and interpretation of standards. Proceedings are available through Woodhead Publishing Ltd. (see

below).

This is the report of the seventh conference, held July 8-12, 1997, in San Francisco, California, and

was presented in conjunction with the American Welding Society, The Welding Institute and the

National Institute of Standards and Technology. Attendees were able to observe how computers can

be used for more than just databases. In addition to tutorials, the following were covered: case

studies, controls and controllers, sensing, process automation, modeling heat and fluid flow, modeling

thermomechanical effects, and modeling residual stress or mechanical effects. Also covered were the

Internet and networked systems in the welding industry. Additional copies are available from the

Government Printing Office.

To order the NIST Special Publications, contact:

Superintendent of Documents or

Government Printing Office

Washington, DC 20402

(202)512-1800

http://www.access.gpo.gov/

To order the 1992 and 1994 proceedings, contact:

Order Department

American Welding Society

550 N.W. LeJeuneRoad

Miami, Florida 33126

(800) 334-9353 (or (305) 443-9353, Ext. 280)

To order the 1 996 proceedings, contact:

Woodhead Publishing Ltd.

Abington Hall, Abington

Cambridge CB1 6AH
England

+44(0)1223 891358

National Technical Information Service

Springfield, VA 22161

(703) 487-4650

http://www.ntis.gov/

Except where attributed to NIST authors, the content ofindividual sections ofthis volume has not been reviewed nor edited by the

National Institute ofStandards and Technology. NIST therefore accepts no responsibility for comments or recommendations therein.

The mention oftrade names in this volume neither constitutes nor implies an endorsement or recommendation by the National Institute

of Standards and Technology.
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TRENDS IN WELDING SOFTWARE
T. A. Siewert* and S. Roosen**

ABSTRACT

This report reviews the worldwide growth and trends in welding software over the past 10 years.

It discusses these trends in terms of the changes in computer resources (rapid acceptance of the

personal computer and advances in operating systems) as well as the identification and

development of sophisticated welding applications for these computer resources. The trends

have been somewhat different by country (the U.S. had an initial emphasis on welding databases,

while Europe had an initial emphasis on applications software), but there has generally been a

rapid growth in the development and acceptance of welding software during this period.

KEYWORDS

computerization; databases; software trends; welding information; welding software

INTRODUCTION

Moore's Law, the observation that the number of elements (both memory and processor circuits)

on a chip doubles every 18 months or so, has been followed for about 20 years, and is expected

to slow only slightly in the coming decade (Refs. 1-3). In turn, this continues to drive the

tremendous growth in microcomputer systems, so we now produce weekly more computers than

existed in the whole world in 1975 (Ref. 4). In spite of their ubiquity, Gordon Moore feels that

the impact of microcomputers is just starting to be felt in our lives (Ref. 1). It therefore seems

very appropriate to review what has happened in welding over the past 10 years, to prepare us

for the changes (and rate of change) that might occur in the next 10.

The acceptance of personal computers in a broad range of business and professional activities

is well known. This growth is usually attributed to the simple combination of a rapid increase

in the capabilities of computers and a decrease in cost per unit of capability over the past 10

years. Of course, equal credit must go to the developers of operating systems and development

languages for providing easier access to the power of computers. A third aspect of the wide

acceptance of computers is the availability of application software that is directed to specific

tasks. Both operating system and application software shield the average user from the

complexities of the binary logic used in the actual hardware of the computer, and display the

data in a form that is familiar to the technical user. This report investigates the history of

software specific to welding. Information on this subject is mostly from the reports of

workshops and conferences in various countries.

Contribution of NIST, not subject to copyright.

Materials Reliability Division, NIST, Boulder, CO 80303

**DVS, Duesseldorf, Germany
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A HISTORY OF WELDING SOFTWARE IN THE U.S.

1986

In the U.S., the first national meeting that addressed the application of computers to welding

information was a workshop held in Knoxville, Tennessee in 1986 (Ref. 5). It was sponsored

by the National Bureau of Standards and the American Welding Institute, and was supported by

the U.S. Navy's David Taylor Research Center. This meeting drew forty-two engineers,

welding managers, and computer scientists. This workshop was organized because a number

of the planners had recognized that computer technology had matured to where it was able to

address a broader range of welding tasks. In particular, the planners accurately anticipated the

onset of a period of more rapid growth in computer technology. The workshop was designed

to identify welding applications for software developers and to produce a ranked list of database

needs.

The workshop included a series of overview and background talks on software and its application

to welding. F. Smith, in the keynote lecture, talked about the development of computer

databases during the previous 25 years. He described the evolution of commercial software from

primarily business and financial applications, to include engineering and scientific applications.

Also, he described the attributes that a computerized system must have (such as low cost,

reliability, and fast and easy accessibility) to compete with other forms of data storage. Later,

J. Jones described the traditional alphanumeric data that were associated with mainframe

computers and the nontraditional data that can be included as storage and display capabilities

increase. J. Rumble reviewed the terminology of databases and emphasized the planning and

implementation steps needed to make a successful database.

Other speakers at the workshop came from welding backgrounds, and described the progress and

needs from their perspectives. F. Breismeister described the broad data needs of Bechtel

Corporation, a large engineering and design company. Data needed for design include the

physical and mechanical properties of the material, welding procedure details and results,

information about residual stresses, and analysis of weld discontinuities. The quality of this data

is very important, since faulty data would reduce rather than enhance productivity. As a

practical application, he described their use of a procedure qualification database with about

1200 records to produce welding procedure specifications.

Four other speakers described existing welding database efforts. J. Sims described a mainframe-

based database at Chicago Bridge and Iron with 10,000 welding procedure specifications, and

some improvements that had made it more useful. G. Olejniczak described a computerized

database that the National Training Fund had developed to match sheet-metal welders of various

skill levels to the changing job opportunities around the country. H.G. Kaufman described the

National Materials Property Data Network, a gateway to a variety of sources of material-

property data. J. Jones described the Welding Information Network being developed by the

American Welding Institute and the application of artificial intelligence techniques to make it

more useful.
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In addition, A. Kuhne described a small expert system designed to help a welder to diagnose and

control welding defects, and H. Cary of Hobart Brothers predicted the role of computers in

complex automation with closed-loop control.

Based on these presentations, the workshop participants (in small groups) identified the major

data needs in welding. When these lists were combined, the most important common needs for

welding data were: general welding procedures, properties of materials, procedure qualification

records, and welding variables.

At that first workshop, some expected that a national welding database would emerge, which

would reside on a mainframe computer and would be accessed by dumb terminals. Other than

this underestimation of the domination of personal computers, the trends and observations of data

needs served to guide the early developers of welding software and many of the observations are

still true today.

1988

By 1988, the organizers of the 1986 U.S. conference perceived a need to review the progress

in welding software development. However, the growth in the use of computers in welding

suggested a change to a conference structure with a short workshop at the end. This provided

a greater opportunity for developers and users to report their experiences, while still providing

a chance to refine the list of needs. This change in emphasis was supported by requests from

those who wanted to describe their experiences. A reduced emphasis on the ranking of needs

was confirmed when the workshop at the end of the conference developed a list of national needs

that was almost identical to the one in 1986, even though only about 20% of the attendees were

the same (Ref. 6). Another change was the recognition of the broad interest within the welding

industry, as the American Welding Society joined as a sponsor.

The 1988 conference was attended by 61 managers, welding engineers, and computer

professionals. A higher level of computer knowledge for this group was indicated by a

preconference survey which showed a median of 12 years of computer experience, and that 97%
of the attendees had access to a microcomputer (primarily 8088 to 80386-based systems) at

work. Although data were not gathered at the 1986 workshop, most felt that only 50% of those

attendees had access to computers. In spite of their familiarity with computers, 90% of the

attendees in 1988 took advantage of a preconference tutorial on software packages that a welding

engineer might use, including word processing, spreadsheets, CAD, and generation of welding

procedures from a database.

The papers were divided into three main sections: Overviews of Computers and Databases,

Welding Application Software, and Welding Case Studies. The overviews section built on the

presentations at the 1986 conference by adding databases that had been missed. The application

software session highlighted welding software that was commercially available, while the case

studies looked at the software from a user's perspective. Both the application and case studies

sections had more microcomputer than mainframe applications, starting a trend that would

continue in future years.
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1990 and Following

In the U.S., subsequent conferences on the computerization of welding information have

typically followed the biannual schedule set in the 1980' s, being held in 1990, 1992, and 1994.

The attendance has generally increased, while the number of papers specifically directed toward

software and its application in welding (not including keynote, overview, and concept papers)

and the number of software programs (both commercial and research) mentioned in these papers

have generally increased as well (Refs. 7-9); see Table 1. The total number of programs in the

table is sometimes greater than the number of papers, because some authors described multiple

programs.

Table 1. Data on papers and programs at previous conferences.

Year Papers on software and its

application

Programs

for

Mainframes

Programs

for PCS

1986 6 5 1

1988 9 5 12

1990 10 5 8

1992 33 3 24

1994 31 3 35

One additional trend is that the ratio of programs that run in a client-server mode (mainframe

or minicomputer) to the programs that run on a local computer (PC or workstation) has

continued to drop. This trend is probably driven as much by the engineer's desire to be in full

control of the system as by a desire to increase the performance. There is some uncertainty in

these data since some software and modeling concepts could be used either way. When we were

uncertain of the platform, a vote was added to each column.

HISTORY OF WELDING SOFTWARE IN THE U.K.

The first International Conference on Computer Technology in Welding was organized by The

Welding Institute and held in London in 1986. This conference included 43 papers, divided

roughly equally into sessions on principles, applications design and analysis, information

technology, and knowledge-based and expert systems (Ref. 10). In fact, these conference

proceedings refer back to what is perhaps the first use of a PC in welding. It contains a

reference to W. Lucas' 1979 paper on the use of a PC to control gas tungsten arc welding.

Since 1986, The Welding Institute has held these conferences on a biennial schedule.
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HISTORY OF WELDING SOFTWARE IN GERMANY

The first steps towards the development and distribution of welding software in Germany were

made in 1989, when the German Welding Society (DVS) founded a service center for welding

information, the so-called "Informationsverbund Schweifltechnik". The purpose of this center was

to gather information about the use of software in welding and about tools which could be applied

to store information. Until then, only preliminary steps had been made by individual computer

enthusiasts, who programmed welding software, mostly for their own use.

The primary goal of the "Informationsverbund SchweiBtechnik" was to promote the development

and the use of welding software in Germany. At the time, PC-based welding software was

accepted only poorly by industry, especially by small- and medium-sized enterprises and the

skilled trades. But these companies are the ones who dealt with welding technology in Germany.

The problem with the acceptance of welding software continues to a smaller degree, even today.

With time, the level of research on the use of computers for technological application increased.

These research projects were funded mostly by the welding and cutting research association of

DVS. As more programs became available, better distribution systems were needed.

The publishing house of the German Welding Society started to offer third-party welding software

for PCs in 1990. Initially, most programs calculated the various parameters associated with

welding. Today, documentation and quality-control systems (according to EN standards) are most

popular. Another trend is the updating of the various programs to run on the latest operating

systems.

To help customers find the software that best fits their needs and to give them the opportunity to

evaluate the software, 15 demonstration centers for software have been established all over

Germany since 1992. They make it possible to give individual advice to potential software users

and to solve problems with the acceptance of software.

Programs, even on the same topic, differ widely in content, handling of data, and results. An
individual evaluation with competent advice by independent people who are familiar with all the

available programs can help to decide which program will best solve a company's problem.

Furthermore, the use of software is promoted in conferences organized by the publishing house

of the German Welding Society, where welding software is presented not only by papers, but also

by on-line presentations on computers.

The development of welding software in Germany can be traced through the software presented

at the software conferences in Essen, Germany, in September 1993 and in Graz, Austria, in April

1996. The next conference on welding software is scheduled for May 1999 in Halle, Germany.
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INTERNATIONAL REVIEWS OF WELDING SOFTWARE

Several authors have collected information on and categorized the various welding software

programs. In 1990, Howard Cary prepared two reports for Commission XII of the International

Institute of Welding (documents XII-1190 and XII- 1190-2) in which he listed the welding

software available in 1990. This list was subsequently published in the January 1991 issue of

the Welding Journal. It listed 29 software programs that support the needs of a welding

engineer, including welding procedure generation and welder tracking, code interpretation, cost

and material estimation, ferrite prediction, electrode selection, and weld symbol generation. In

addition, he listed related software for optimization of cutting (nesting of parts) and for

calculating loads in beams and structures.

Commission XII continued to follow the developments in welding software, and in 1992, hosted

a workshop in conjunction with the IIW Assembly in Madrid. Staffan Budgifvars, on behalf of

the working group on welding software, gave an overview of the status of welding software

around the world (Ref. 11). He stated that they had located over 100 programs around the

world to support the needs of the welding engineer. Many of these programs are available in

English, and the rest are available in a variety of other major languages. He also reported the

results of a survey on the sales of these programs, with many companies reporting sales of over

100 units, and some reporting sales of over 1000 units. He observed that there was rapid

growth in the computer and welding software industries, in spite of a general recession at this

time, and concluded that most companies recognized the critical importance of automating their

procedures so they could remain economically competitive. The rest of the workshop was

devoted to 15 developers of software from around the world who described the features of their

products.

In 1995, Commission XII reviewed the progress in welding software. This time there were four

presentations, one each for the Americas, the U.K., Japan, and Europe. I described 29

programs offered in North America specifically for welding applications, together with another

25 associated programs for cutting optimization, gas cylinder inventory control, and structural

engineering calculations (Ref. 12). W. Lucas reported on 11 programs offered in the U.K.

specifically for welding applications, together with 4 more programs for related needs such as

storing and sorting NDE records, facility design, and fracture assessment (Ref. 13). M. Kutsuna

took a different approach on welding software in Japan (Ref. 14). He characterized the 158

responses to a survey of welding software use in Japan industry. Almost half of the companies

were using welding software, but the majority (80%) of the programs were internally developed

within the companies. S. Budgifvars described 21 programs offered in Europe specifically for

welding applications, together with 6 more programs for related needs such as cutting

optimization, NDE, and robot planning (Ref. 15).

THE PRESENT

The interest in software for welding continues, with many other meetings on this topic

occurring, primarily in the U.S., U.K., and Europe, although these meetings have drawn users

and developers from other continents. These meetings have usually been structured as
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conferences, with presentations on individual software packages by developers or users, and have

often included demonstrations sessions and tutorials. The major players in these meetings have

been the American Welding Society (together with other interested U.S. organizations), The

Welding Institute (in Cambridge, U.K.), and Commission XII of the International Institute of

Welding.

As an example of the growth, 1996 saw three major venues for meetings and conferences on

welding software. These were a May conference in Lanaken, Belgium organized primarily by

TWI, a September Workshop sponsored by GTE (the Hungarian Welding Society), and the

September Meeting of International Institute of Welding Subcommission XII-C devoted to

welding automation.
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DIGITAL SIGNAL PROCESSING

COMPARISON of DSP's and OTHER PROCESSORS

Micro Controller DSP PC-CPU

Examples INTEL 805'

MOT 68000

TI TMS320C40
MOT DSP5600 1

INTEL486
Cyvix 686

TYPE RISC wise RISC based

Clock Cycles Per

Added Instruction

4-16 1 -2 6-20

Concurrent

Instruction

1 2-20 1-2

Arithmetic

Precision

8-16 16-32 16-64

Optimized Logic Computation Input / Output

Peripheral Support Central Lines /

Serial I / O
AD's & DA's Video / Disk

Processor

Organization

Standalone Multiple Parallel Central Processor

Processor

Interconnect

Serial Port

Parallel / Serial

Port

Shared Bus

Cross Bar Switch

Shared Bus

Memory Cache None Mostly Cache Some Cache
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DIGITAL SIGNAL PROCESSING

Table 1: Widely Used DSP Programmable Chip Parts

Company Part

MAC
time (ns)

No. bits

11AWU

point

No. bits

floatino

point

AT&T

DSP16 55 16/36 -

DSP16A 33 16/36

DSP32 160 16 32/40

DPS32C 80 16 or 24 32/40

Motorola
DSP56001 74 24/56 -

DSP96002 75 32/64 44/96

Texas

Instruments

TMS320C10 114-280 16/32 -

TMS32C25 80-100 16/32 -

TMS320C50 25-50 16/32 -

TMS320C30 50-75 24/32 32/40

TMS320C40 40-50 32/40

Analog

Devices

ADSP2100 125 16/40

ADSP2100A 80 16/40

J#£^MTa1>l^fCjoiiimercial;A0#

Type

Accuracy

(No. bits)

Conversion rate

(ksamples/s)

Sequential comparison 16 1-10

Successive approximation
10 50

12 100

Serial-parallel 12 20000

4 200000

Parallel (flash) 8 50000

14 1000

Sigma-delta (TD 18 48

IEEE SPECTRUM January 96
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DIGITAL SIGNAL PROCESSING

Cost Performance FFT Benchmark

Analog Devices ADSP-2171

ADSP-21062

ADSP-21062-C

Lucent Technologies DSP1627

DSP32C

DSP3207

IBM MDSP2780

Motorola DSP56002

DSP56166

NEC U.PD77015

Texas Instruments TMS320C209

TMS320C31

TMS320C44

TMS320C52

TMS320C541

Zoran ZR3800x

Jwliiii

0 10 000 20 000 30 000 40 000 50 000 60 000 70 000

Cost-time product, |is-$

Source: Berkeley Design Technology

IEEE SPECTRUM July 96
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DIGITAL SIGNAL PROCESSING

Functions used for Berkeley Design Technology benchmarks K
'lifi!*!!''

Function Description

Real block finite impulse

response (FIR) filter

Complex block RR filter

Real single-sample

FIR filter

Least-mean-square

adaptive FIR filter

Infinite impulse response

(IIR) filter

FIR filter that operates on a

block of real (not complex) data

FIR filter that operates on a

block of complex data

FIR filter that operates on a

single sample of real data

Least-mean-square adaptive RR
filter that operates on a single

sample of real data

IIR filter that operates on a

single sample of real data

Vector dot product

Vector add

Vector maximum

Convolutional encoder

Finite-state machine

256-point, radix-2,

in-place fast Fourier

transform (FFT)

Sum of the pointwise

multiplication of two vectors

Pointwise addition of two

vectors producing a third vector

Discovery of the value

and location of a vector's

maximum value

Application of convolutional

forward error-correction code

to a block of bits

A contrived series of control

operations (test, branch, push,

pop) and bit manipulations

FFT conversion of a normal

time-doman signal into the

frequency domain

Application examples
i

G.728 speech encoding,

other speech processing

Modem channel equalization

Speech processing, general

filtering

Channel equalization, servo

control, linear predictive encoding

Audio processing, general filtering

Convolution, correlation, matrix

multiplication, multidimensional

signal processing

Graphics, combining audio

signals or images, vector search

Error-control coding, algorithms

using block floating-point

arithmetic

North American digital

cellular telephone equipment

(IS-54 standard)

Control operations appear in

nearly all digital signal-processing

applications

Radar, MPEG audio

compression, spectral analysis

MPEG = Motion Pictures Experts Group

IEEE SPECTRUM July 96
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DIGITAL SIGNAL PROCESSING

Offline Weld Planning

OBJECTIVES:

* Use more sophisticated simulations/models in planning.

* Keep the planning time reasonable.

**Target is 5% of teach pendant time

* Have very accurate process simulation
** No "touch up" at workcell

* Keep trouble shooting of shop floor

APPLICATION OF DSPs:

* Workcell Simulation - kinematics, collision avoidance, etc.

* Process Simulation - dynamics of the process.

* Simulation faster than real-time - parallel processors on desktop

TECHNIQUES:

* Finite Element Modeling - multiple DSP's for simultaneous

processing of thermal, fluid flow, and mechanical/distortion

portions of the model

* Neural Networks - Multiple DSP's for simultaneous processing of

nets for weld shape, strength/fatigue, and cost analysis

* Optimal Search Methods - find the "best" operating parameter values

and conditions (e.g. weld position, torch angles, etc.)

DSP HARDWARE: Tl C3x, C4x; AD Shark;

Boards - off-the-shelf for PCs

16



17



DIGITAL SIGNAL PROCESSING

Online Welding Data Analysis

OBJECTIVES:

* Quality Assurance - Statistical Process Control

Out of Range - coupled with expert system,

e.g. low wire feed rate = wire jam in feed system
Trend Analysis - real-time analysis for immediate feed-back

Error Detection - e.g. excessive voltage fluctuations = poor
arc stability (loss of shielding gas or contamination)

* Data Reduction - reasonable storage requirements

* Have ability to "tap into" real-time data stream and provide

engineer/management with on-going quality assessment

APPLICATION OF DSPs:

* Weld Pool Dynamic Analysis - Real-time feedback of sensor data

fusion operations - e.g. combining multiple sensor streams to

determine weld shape, or other weld properties

* Sensor System Data Analysis - Smart processing of data from laser

scanners, acoustic sensors, multiple sensor data streams, vision

systems, IR, arc spectral analyzers, etc.

TECHNIQUES:

* Statistical Analysis - vector procecessing

* Numerical Models, look-up tables, etc. - "smart" reporting of data

* Neural Networks - reporting of weld shape, size, properties, etc.

through real-time processing of a model

DSP HARDWARE: Tl C4x, C62, C80; AD Shark - Boards available for

PC and VME, more difficult to select

18
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DIGITAL SIGNAL PROCESSING

Online Welding Station Control

OBJECTIVE:

* Single- and Multi-pass Weld Shape/Size Control - requires multiple

data stream analysis and feedback control loop

* Weld Penetration Control - requires real-time analysis of complex
sensor data and "smart" decisions

* Weld Distortion Control - requires model processing and sensor data

analysis in real-time

....and otherwise Continuously Maintain Weld Quality

APPLICATION OF DSPs:

* Robot Guidance with Vision System

* Process Adjustment - including power parameters, high speed pulse

adjustment, manipulator movement, etc.

TECHNIQUES:

* Predictive Feedback Control - complex data analysis with look-up

tables

* Fuzzy Logic Control - complex data analysis with logic feedback

* Knowledge Base Control - multiple data stream analysis with rules

for control decisions

* Neural Networks - multiple data stream input and fast response
function inversion for feedback to control loop

DSP HARDWARE: Tl C2xx, C4x, C5x, C62, C80; AD Shark, 21xx
Boards - custom or carrier+module for PC and
VME, require detail design

20
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DIGITAL SIGNAL PROCESSING

DSP in the Future

PROCESSOR (now) -> FPGA (future)"!

FPGA - Field Programable Gate Array

WHAT ARE FPGAs?

* Large Collection of Logic and Arithmetic Hardware in One Device

* High Speed Parallel Hardware - parallel processing of data

* Any Desired Configuration without Removing from Circuit

* Rapidly Reconfigurable Any Number of Times

WHY FPGAs?

* Order of Magnitude Faster than DSP Processors

* More Adaptable to Various Sensors

WILL FPGAs REPLACE DSP PROCESSORS?

* In Certain Situations - Yes

* Most Likely will be Used Together
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USING TURBO-FMCtm (THE ELECTRONIC FILLER METAL CATALOG) IN

POWER PLANT MAINTENANCE WELDING

C. L. Foster*

ABSTRACT

Turbo-FMCtm database was compiled and developed by C-Spec. The program lets the user

quickly and easily search and display over 10,000 trade names, over 2,000 AWS classifications,

135 vendors and 2,000 filler metal characteristic descriptions. Additional useful information

included are the UNS numbers, the ASME assigned F-numbers and, when applicable, the

A-numbers for ferrous filler metals. The descriptions of filler metal characteristics closely match

those contained in the usability description paragraphs of the Filler Metal Specifications published

by the American Welding Society. The contents of the database are indexed and thoroughly

cross-referenced so it is very simple to find information about an equivalent competing product.

This product is a practical tool for engineers, inspectors, procurement personnel, filler metal

manufacturers, vendors and distributors.

INTRODUCTION

Welding is a vital part of any power plant maintenance program so selecting or specifying

appropriate filler materials becomes critical to quality, code compliance, and cost effectiveness.

The information that is necessary for specifying appropriate filler materials is dispersed

throughout many documents and is not summarized or organized in any straightforward manner in

a single source. Most codes specify ranges for filler and base material combinations based upon

chemistry and/or mechanical properties. Codes refer to filler materials either by classification

and/or specification. Codes seldom directly address the usability characteristics of filler materials

and certainly never mention trade names, common names or manufacturers. In addition, trade

names and product lines frequently change ownership. So we are faced with the daunting task of

sequentially looking up two or more tables and then manually cross referencing them so

appropriate filler materials may be selected.

The need for a comprehensive and concise source of this information has existed for years. There

have been attempts to compile this information into charts or documents. Unfortunately the filler

material market is a rapidly changing market with processes, specifications, classifications, filler

metals, and manufacturers coming into and leaving the market on a regular basis, therefore

written charts and documents become out dated as soon as they are printed.

Computer databases are well suited for compiling, cross referencing diverse data and reporting

the data in a useful format. As will be demonstrated later, any database for filler materials needs to

be as current as possible and should lend itself to being easily and frequently updated. This paper

and demonstration will show how such a database is used in the daily maintenance welding of

power plants.

* Pacific Gas & Electric Company, San Francisco, California
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SELECT, SPECIFY AND PURCHASE

Selecting, specifying and purchasing appropriate filler material are some of the steps that must be

taken in order to keep a power plant's welding activities code compliant and productive. There is

a relatively large range of materials that must be welded in a power plant including carbon steel,

all three categories of stainless steel, nickel alloys, various grades of Cr. Mo. steels,

Copper/Nickel, aluminum and various hardfacing applications. At least four different welding

processes are used routinely. Welding applications range from performing fillet welds on 1/8"

carbon steel to full penetration welds on thirty inch diameter Cr. Mo. pipe with a three inch thick

wall or applying a 1/8" thick hardface pass on a two inch diameter valve seat. Codes refer to

filler material by classification or specification. Power plant OEM specifications often refer to

filler materials by trade name or common names. This is particularly true of hardfacing materials.

Using a filler metal database helps in taking the differing terminology from the varying sources

used to describe the same product and determine a correlation. The following four examples are

typical applications where a filler metal database saves time and money.

Troubles With Selecting, Specifying and Purchasing Filler Metal by Classification

Recently a pipe bridge needed to be constructed of carbon steel, most of the structure would be

field fabricated. FCAW was selected as the process and E71T-11 as the filler metal. This

selection was included in the job specification with no mention of trade name or manufacturer.

The warehouse ordered four rolls of E71T-1 1 from a local supplier and welding commenced on

the job. Immediately the welders began complaining that they could not weld vertical or

overhead. A quick check of the filler wire indicated that the wire was E71T-11. Visual

inspection of the welding indicated that flat and horizontal welds were acceptable, however

vertical and overhead welds were visually unacceptable. A call to the local supplier was of no

help. The manufacturer of the wire was a large and very reputable company and the classification

was clearly stamped on the cardboard shipping box and the reels of wire. However the trade

name of the wire was not familiar and include a suffix of "MC". A quick search of the database

confirmed that E71-T11 was an all position electrode, but no reference to the trade name was

found. It did, however, give me a direct telephone number to the manufacturer. Within five

minutes I was talking with the product development engineer who explained that the product I

was using was a brand new product and that the MC stood for metal core. He also explained

that while the AWS classification E71-T11 was the nearest classification match available, his

product was not capable of all position welding. According to the engineer, AWS was working

on a classification for metal core FCAW filler metals that would be available soon. The MC filler

metal was immediately returned to the local supplier and a classification E71T-11 wire with a

familiar trade name was purchased. The database provided quick information that helped keep

this incident from becoming a productivity issue with the loss of two man/days and instead a total

of only two man/hours were lost.

Keeping The Troops Happy By Purchasing From Classification and Trade Name

Welders develop a preference for certain brands and products. When they request replacement

filler material they most often use trade names or product names because they don't want just any
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E7018. They want a specific material such as Jetweld-LH 78 MR, for example. I personally

know that certain trade name fillers work better for me than others, having experienced lower

stub wastage, lower splatter and a more stable arc with certain brands and trade names. All of

these factors affect productivity. Warehousemen and purchasing agents will generally purchase

the least expensive filler metal, if given only a classification for ordering. This does not always

mean that the cost of the completed weld will be less expensive if the performance of the material

is not what could have been achieved using the specific filler requested. Matching the request

with the correct material may additionally be complicated by the fact that the welder may only

identify the trade name or even part of a trade name, then the codes and engineering document

specify and refer to filler metals by classification. How do you easily correlate a trade name to a

classification? Without a database it can be a time consuming effort requiring telephone research

or pouring over one or several documents to find the correlation and because of the time factor

may be omitted. However, a computer search of a database can show exact correlations or even

show possible correlations based upon a partial trade name.

Purchasing Needs A List Of Filler Metal Manufacturers To Bid On List Of Classifications

The purchasing department gets a new directive that all purchases above a certain dollar amount

must be competitively bid. You are ordering filler metal for a job and the estimated dollar

amount exceeds the competitive bid criteria. Purchasing calls you back and presents you with the

good news that you must provide them with a list of five sources for each filler metal classification

that you have specified. How long would it take you to compile an accurate and cost competitive

list for the purchasing department? A minimum of an hour, maybe much longer. The job can be

done using a computer and database within five minutes. Search the database for the

classification cross referenced to manufacturers, then select the first five names on the menu list or

be more selective and hand pick the manufacturers you prefer the most. Print the report for each

manufacturer and send the collection of manufacturer data pages to purchasing. Job done in less

than five minutes.

A Valve Manufacturer Specifies Seat Replacement With Stellite

A situation arises where the valve seat in a valve must be corrected in some manner. To
complicate the situation, the valve is forty years old and the manufacturer is out of business. It

would be very expensive to replace the valve and would take three months lead time. Operations

Dept. needs the valve now so we choose to weld repair the seats. We do have an OEM drawing

which identifies the seat material as stellite. End of problem, or is it just the beginning? Now
comes the hard part. Are there grades of stellite? Who makes it? Does it have an AWS
classification? Once again you could spend hours on the phone or in documents researching the

usability notes for the filler metal, researching the specification and classification numbers and

finding who now makes the product line. By searching the database for the trade name first then

looking for all of the cross references I found that it is manufactured by Stoody in three grades
,

1, 6, and 12, the specification is 5.13, the classifications are ECoCr-A, ECoCr-B and ECoCr-C,

then searching from the classification I also found that there are numerous manufacturers who
produce equivalent hardfacing filler metals. This was all done in a matter of approximately five

minutes. Some telephone work was required to understand the significance of the grades which

29



applied to our particular application, but this was done by using the manufacturers data page from

the database. There were no local vendors with stellite stock on hand. However, in this

particular case, I was able to find and procure an equivalent locally within one hour and the

repairs were completed in four hours.

CONCLUSION

A filler metal database program is a helpful tool which has reduced the amount of time required

by engineering, supervision or technical support personnel in selecting, specifying and purchasing

filler metals. The database has been a useful tool in troubleshooting as well. The increase in my
productivity far offsets the cost of the database. The time/money I saved in just two of the four

applications cited above was enough to purchase the database. I currently use the database at

least once a week and sometimes more than once a day.
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DEEP WATER PIPELINE WELDING AND REPAIRS USING MODERN COMPUTER
TECHNOLOGY TO CREATE A DIVERLESS FUTURE FOR STATOIL

T. Habrekke *, M. Armstrong #, J.O.Berge t

ABSTRACT

Harsh weather conditions and exploration of oil and gas on deep water in the North Sea

demanded new underwater repair / installation technology. Due to this, the Norwegian oil

companies have gradually increased their effort to remove divers from the operations when the

business seems to approach deeper waters. Experience has shown that human interface during

the production welding will also improve the job performance and minimize the risk of weld

defects. Further, the high costs involved in such operations forces the companies to perform the

installations as efficient as possible. With the consortium PRS (Pipeline Repair Spread),

significant sums have been invested to reach the Norwegian oil companies goals. The

technology is based upon solutions around PC based computers, and welding procedure

qualifications are performed in a small pressure chamber equipped identically as the full scale

welding gear. The development has now come so far that all wet operations can be remotely

operated from surface without help of divers. In parallell, a mechanical connector is worked out.

However, such connectors are so far not used in the North Sea for the main transport pipelines

(diameters up to 42").

1. INTRODUCTION

The recovery of oil and gas resources from the north sea, is a challenge in which new technology

is continually required. The subsea pipelines have to cross deeper waters, and the oil platforms

are drilling at greater depths. These challenges demand new technology, not only for exploring

the oil and gas, but also for transportation. To deliver oil and gas to central Europe, the

Norwegian oil companies have had to plan for huge export pipelines from the North Sea down to

France, Belgium and Germany. The outer diameter of these pipelines can be as large as 42

inches. These pipelines need to be joined to subsea connection points or platforms. The joining

method is either to use a welding process or to use a mechanical coupling. In most cases welding

has been chosen, and in the Norwegian sector, dry, remote controlled, hyperbaric welding.

Dry hyperbaric welding is welding performed in a subsea habitat, where the water is evacuated

by pumping down gas until the habitat pressure is equal to the outside water pressure. The gas is

Heliox, i.e. Helium mixed with O2. The welding is performed by remote control from the topside

on board the deployment vessel. The welding process is Gas Tungsten Arc Welding (GTAW)
This process is suitable for mechanisation, and is considered to be a process creating fewer weld

defects and less fumes than many other welding processes. The latter is an important factor as

divers are currently present in the habitat.

* SINTEF Materials Technology, 7034 Trondheim, Norway
# Isotek Electronics Limited, Claro House, Servia Road, Leeds LS7 1NL, UK
t Statoil PRS, Karst0, 5500 Haugesund, Norway
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The development of a remotely controlled
,
dry

, hyperbaric welding spread began in 1984 by
Norsk Hydro and Statoil, using SINTEF to develop the process requirements and Isotek

Electronics Limited (of the UK) to develop the control system. Trials began in 1986 using a

specially built habitat to house the equipment. Following the successful trials a consortium

agreement was made between Norsk Hydro and Statoil to supply a contingency pipeline repair

system, for the North Sea, using the technology. A number of oil companies have subsequently

signed up to this agreement paying an annual fee. Although the equipment was primarily

developed for contingency repair, it is now used routinely for scheduled subsea connections and

since 1988 the following hyperbaric welds have been performed:

- 1988, Oseberg A, 2 x 28" welds.

- 1989, Gullfaks C, 6 welds of between 10" and 36" diameters.

- 1990, Oseberg C, 8 16" welds.

-1991, Snorre-Statfjord, 8 welds of 10" and 20" diameters.

- 1992, Zeepipe 1, 6 welds of 30" and 40" diameters.

- 1995, Troll-Zeepipe, 7 welds of 30" and 40" diameters.

- 1996, Sleipner Vest / Haltenpipe, 5 welds of 16" and 20" diameters.

In the first years of this system the installation of the habitat and pipe support equipment was

installed by the use of divers in the water and only the welding phase and habitat telemetry were

computerised. Since 1994 all of the subsea equipment, including its deployment, installation and

removal has been computerised and is remotely controlled from the deployment vessel.

Currently divers are still required to assist inside the habitat; to hook up equipment, replace

tungsten during welding, grind out errors, make 'ad hoc' measurements, and perform Non
Destructive Testing (NDT) after completion of welding. In the longer term, the intention is to

automate these remaining tasks and make the operation fully diver-less.

2. DRY, HYPERBARIC WELD OPERATION

A mechanised hyperbaric weld is different to welds performed on the surface as it introduces a

number of extra complications. First and foremost, the weld is performed at a pressure in excess

of surface pressure. This has a fundamental effect on the arc and the voltage required to sustain

the arc. Secondly the magnetic effects on the arc can be considerable, causing large deflections

from the normal arc path. To compound this, the visibility of the arc and supporting tasks is

restricted. The operator is remote and can only see the arc from cameras. The environment inside

the habitat is a Helium / O2 gas mixture with high humidity. The supporting divers performing

set-up tasks have a distorted voice due to the Helium atmosphere and communications to the

surface is often difficult to interpret. The performance of the supporting divers is also less than

optimum due to the high pressure effect on humans. The space inside the habitat is limited when

the pipes, diving equipment, weldheads and other support equipment is installed, leaving very

little room to manoeuvre. The divers have a depth and working time limitation and therefore

many divers and shift changes are needed to have a continuous operation to complete a large

diameter hyperbaric weld. In addition to these difficulties, the preparation prior to welding

involves the deployment and manipulation of large subsea structures.
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Before a hyperbaric weld can be performed, the two pipes to be joined have to be lifted up from

the seabed, and any concrete coating removed. A computerised concrete removal machine has

been developed to perform this task. This and other equipment in the spread can be deployed

'live' with an umbilical providing power and communications, or 'dead' with power and

communications being delivered via an ROV (with a 'docking skid') docking onto the

equipment via a docking panel as shown in Figure 1 . The valves on the panel are backup manual

over-rides in the case of equipment failure. A picture of the docking skid with its power and

communications wet mateable connectors is shown in Figure 2. The skid is also capable of

providing backup hydraulics in the event of equipment failure. All the subsea units contain

exactly the same control pod containing a computer, I/O cards and power supplies. A picture of

this pod is shown in Figure 3. The configuration and information dictating the equipment to be

controlled is all held in a database on the topside computer. The operator selects the equipment

under control and the software loads the relevant data to allow panel, switches and joysticks to

operate the subsea equipment, Figure 4.

Figure 1. ROV docking panel.
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Figure 2. ROV docking skid.

Figure 3. Control pod installed on the subsea equipment.
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Figure 4. Control cabin for equipment installation.

After the pipes are clean, to allow a proper grip for the claws of the alignment frame, the lifting

frames (H-frames) are installed, see Figure 5. These help with the alignment of the pipe ends.

Since the pipelines can be up to 42" in diameter with heavy wall thickness (typically 25 - 35

Figure 5. Dry PRS lifting H-frame. Total weight, 70 metric tonnes with a lifting capacity of

120 metric tonnes.
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The H-frames are 70 metric tonnes with a lifting capacity of 120 metric tonnes using a sea water

hydraulic power unit. These pipe handling units are designed for heavy pipe operations and are

capable of providing vertical, lateral and axial movements of the pipe.

When the H-frames are in place, at some distance from the end of each pipe end to be joined, the

pipes are roughly aligned and the habitat is installed over the pipe ends. The habitat with its

alignment frame has a weight of 90 metric tonnes in air, see Figure 6. The habitat is lifted off the

vessel with cranes and lowered to the seabed, while ROV's survey the placement operation.

After the habitat is in place, the POwer and COntrol module (POCO) is launched. The POCO is

the control unit on the seabed containing the computers for the Weld Control System (WCS), the

habitat and POCO Telemetry System (PTS), welding / preheat power sources and gas /hot

water supply for welding and diving. All supplies and signals between the welding habitat and

the support vessel are via an umbilical and the POCO.

Figure 6. The subsea habitat with alignment frame on top.

Before the habitat is dry and ready for the entry of divers, it must be sealed around the pipes

entering the habitat. These doors are remotely operated from the surface. When the doors are

sealed, the water can be evacuated by blowing down the habitat with Heliox diving gas. Since

the pressure inside is equal to the surrounding seawater, no water will come inside the habitat.

The next phase is to prepare the pipe ends for welding. The bevelling of the welding groove is

normally started after the habitat is dry, and the machining is performed with a machining tool

hooked on the Integrated Modular Tool (EVIT). For pipes with a diameter under 20", the

machining is performed using a Roberts & Brothers lathe machine. For larger pipes the EVIT is

used which goes down wet with the habitat, and is installed with the assistance of divers. The

divers close the EVIT (which is a split clamp with rotating faceplates surrounding the pipe, see
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Figure 7) around the pipe and it is secured by the topside operator activating 8 hydraulic jacks in

sequence that can squeeze the pipe circular if necessary. A computerised machining tool is then

mounted on the IMT and the "J" preparation bevel milled. The machine tool computer is

contained in a subsea atmospheric container as shown dismounted in Figure 6.
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Figure 7. The Integrated Modular Tool (IMT) with automatic machining tool.

After machining, the weldhead installation takes place. The weldhead is sent down to the habitat

in a special designed TRansport Container (TRACO) to keep the equipment dry. The weldhead

is then attached to the same faceplate on the IMT as the machining tool. After this installation

the fine alignment of the pipe ends is performed. The weldhead has been specially designed to

reduce umbilicals (items most likely to cause problems in a subsea environment). All head

motors and drive systems (torch, wireguide and cameras) are placed at the head so that only

power and communications cables are required between the weldhead and the POCO.
Computers are installed in atmospheric containers at the weldhead to control all motions in

response to commands sent from the automatic weld controller computer in the POCO. The

intelligent weld head is shown in Figures 8 and 9.
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Figure 8. Front view of the weld head.

Figure 9. Rear view of the weld head.

Before welding, demagnetising coils are installed. These are mounted on each side of the

welding groove, such that the surface operator can minimise the magnetism in the groove prior

to welding. Magnetism will cause arc deflections which need to be carefully monitored by the

cameras, and the torch and wireguide adjusted to offset any such deflections not taken out by the

demagnetising coils.
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Since the atmosphere inside the habitat has a high humidity, preheat coils are also installed as a

part of the standard equipment. Normally for mild steels, the temperature is set to +50°C to

prevent condensation of water on the pipe. The preheating is also controlled from the weld

control system, and temperatures are logged continuously in the computer and displayed on a

video overlay. Four thermocouples on the pipe are sending signals back such that the computer

is able to switch on/off the power for the preheating induction coils.

At this point welding can start. The welding is controlled from the surface by a qualified

operator and a welding engineer. Two weldhead cameras are surveying the weldpool, one in

front of the electrode and the other one behind. The camera in front will also allow the operator

to see where the wire enters the weld pool. The cameras are linked to a computer on the

weldhead, and allow the operator to have a real time control of the aperture, lights, XY
movement, tilt and filters.

The welding is controlled via a 3 stage process. The topside operator has overall control via the

topside computer. This contains a prequalified database of possible welding parameters for all

eventualities (root, filling, capping and repairs) and tables of equipment calibrations for all

possible equipment permutations in case of emergency equipment changes on the seabed. From

this station the operator selects the welding pass to be performed and sends the information to an

automatic weld controller inside the POCO attached to the habitat. Once loaded the operator can

initiate the subsea computer to start and stop its automatic sequence which can be over-ridden at

any stage by operator intervention via keyboard or joystick panel. The parameters and the

changes that can be performed by operator intervention are part of the qualified procedure. The

subsea computer then communicates with the weldhead computers to achieve the motions

required. At all stages during the process, the status of the equipment is communicated back to

the surface and displayed to the operator.

The weldhead and wire feeders are built as modules, such that if a computer unit, camera or

power supply should fail, it is easy to replace them. The damaged unit can easily be hooked off,

recovered to surface, and be replaced with one of the spare units for the system. During welding

tungsten tips have to be replaced frequently, and therefore 15 complete welding torches are

available so that a torch can be quickly replaced by the divers. The torches have a quick release

from the weldhead torch holder, and a torch-change takes about 2 minutes from the moment the

arc is extinguished until it is re-established again.

After weld completion, the weldheads are detached from the EVIT faceplate and a remote

controlled ultrasonic testing (UT) head installed. This provides on-line quality control of the

weld. The UT equipment is remotely rotated around the pipe and corresponding signals

interpreted by a computer at the surface. The computer notifies of any unacceptable defects

based on pre-programmed levels.
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3. PHILOSOPHY.

3.1 Welding operators and divers.

One of the key features of the PRS system, is that it aims to reduce the qualification

requirements and stress level on welding operators and divers. This is done by extensive use of

computers to create equipment that can be operated after a short training period. The welding

operators and divers are not required to be skilled welders as procedures are developed and pre-

programmed in detail in advance, although a welding engineer is available to manage the task. In

the future, it is also planned to remove divers altogether from the operation as the Norwegian oil

companies are aiming for reduced diving and avoiding all diving deeper than 180 meters. To

fulfil this, further computerisation will be required, thus increasing the current computer count

from an already staggering 23 in the system!

3.2 Welding procedure qualification.

All machining and welding procedures are developed in detail prior to the offshore project. The

developed procedures also include contingency parameters such as hole repairs. The procedure

development and qualifications for the PRS are based on scaled laboratory development, and not

on manned full scale onshore dives. The PRS laboratory is situated at SINTEF, Trondheim ,

Norway. The laboratory is equipped with equivalent offshore welding equipment, but all

welding is performed in a small (185 litres) hyperbaric chamber, see Figure 10. The torch is

fixed inside the chamber, which in turn rotates about the pipe. The chamber is pressurised, with

gas equivalent to that used offshore, to a pressure representative of the depth of the offshore

weld. In addition, actual samples of the pipeline steel for the particular project are used in the

parameter development. The chamber is capable of holding pipes up to a maximum of 12" outer

diameter (OD). Since most of the offshore projects operate with OD's from 28" - 40", the

qualification pipes have to be reformed to a smaller diameter before welding in the laboratory

pressure chamber.

There are significant benefits in this approach. The reduced size coupons can be welded quicker

and cheaper than full scale mock-ups. Due to the reduced costs and time, many more welds with

different groove combinations can be tested before an offshore production procedure is accepted.

At the same time experience is gained on the equipment performing the task in a production

environment and observations can be fed back to optimise the equipment for the offshore task.

Any new modifications can be tested on the laboratory equipment before the modifications are

transferred to the offshore equipment. In addition the laboratory equipment acts as emergency

spares for the offshore equipment. As the laboratory equipment is in daily use, this is a cheap

and efficient way of performing a rigorous quality control on the equipment and operation as the

offshore equipment is only likely to be used for a few welds per year.
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Figure 10. The hyperbaric chamber at SINTEF.

The hyperbaric GTAW procedures are qualified as closed gap procedures, where the accuracy of

the alignment and machining is very strict. Closed gap procedures are preferred since it is easier

to perform alignment, and magnetism effects are reduced.

3.3 Future enhancements.

Today all activities inside the habitat require diver assistance. This will in future restrict the

operating depth to 180 meters in Norwegian waters. It also restricts the flexibility of the

operation and adds to the cost as divers require saturation support facilities. The current develop-

ment program is gradually being extended to ultimately eliminate the role of the diver. Future

programs are likely to encompass the following:

1. A further reduction of umbilicals within the habitat, increasing the distributed

intelligence, and an optimisation of the equipment to make it suitable for remote

installation and set-up.
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IMPLEMENTATION OF COMPUTER SYSTEMS FOR PRODUCTION AND
QA/QC IN THE ORESUND LINK HIGH BRIDGE PROJECT

T. Johnsson 1

ABSTRACT

For the Oresund High Bridge, the main project contractor Karlskronavarvet AB, uses computer

systems for quality assurance of production, of inspection of welded structures and of other

methods of inspection. The applications are installed on computers at subcontractors and on

assembly sites connected with ISDN and modem lines to a central database server. The server

stores up-to-date production and inspection data, giving the project management team excellent

data material for progress statistics, planning and cost estimates. The full documentation,

including summary lists, inspection reports and deviation records can be printed at the end of

the project. This documentation is derived from as-built documentation and from the

production and inspection data which have been entered in the system.

BACKGROUND

The Oresund Link

The Oresund Bridge runs between Malmo in southern Sweden and Copenhagen in Denmark.

The whole Oresund Link consists of a bridge 4.9 miles long, a 2.5 mile long artificial island,

a 2.2 mile long tunnel under sea and an artificial penninsula. The total project is estimated at

US$ 3 billion.

The central bridge section, called Oresund High Bridge, is being built by Karlskronavarvet

AB. The High Bridge is approximately 0.9 miles long and has a width of 100 feet. It consists

of two levels: the top level holds a 4 lane highway and the lower holds 2 railway tracks.

Figure 1 shows the cross section of the high bridge with the highway and the railways. The

total weight is 16 000 tons and when in place, the high bridge will be approximately 600 feet

above the water surface.

The 4X Software A.S. concept

The requirements for welded structures in the offshore, nuclear and boilermaking industry

place big responsibilities on the producer in areas of traceability, testing and documentation.

For instance, as-built documentation should contain:

* Welding Procedure Specification (WPS)
* Procedure Qualification Record/Welding Procedure Approval Record

(PQR/WPAR) with Test Records

* Production Test Documents
* Non Destructive Desting (NDT) documentation including extent and results

(reports if necessary)

X4X Software A.S, Grini Naeringspark 1, N-1345 Oesteraas, Norway
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The documentation shall be fully traceable - identifying WPSs, welders, NDT methods,

material and weld repairs. 4X Software A.S. has, with its experience and knowledge of the

Norwegian offshore industry, long recognized the need for a computer system that would

allow producers to fulfill these requirements without consuming too many resources of the

organization. For the Oresund High Bridge Project, Karlskronavarvet AB realized the need for

a flexible system for QA/QC and together with 4X Software A.S. enhanced the QMWeld
system and developed the XQuality system.

QUALITY REQUIREMENTS

The contractors of the Oresund High Bridge are required to comply with many national and

international standards and requirements set forward in the contract. Among them are EN-288

for Welding Procedures Specification, EN-287 for Welder Certificates, EN- 1090 for NDT
extents and EN-25817 for Defect Categories to mention the most important ones for welding.

In the Oresund High Bridge Project NDT starts out with 100% requirement. After presenting

documentation that the required quality has been reached and can be maintained, the customer

and the contractor decide on a new testing level - usually about 10% Ultrasonic Testing (UT)

and 5% Magnetic Particle Testing (MT). 100% Visual Inspection is maintained throughout the

whole project. For special joints Lamination Testing is also required.

In addition, all material is inspected by the material supplier and, upon arrival to the

contractor, by the contractor himself, and the production is subject to random inspection, for

example, that the correct WPS is used and that welders have the correct certificates. All

components are subject to thorough dimensional inspection as they are assembled, for

example, from a joint to a full railway deck. All parts are painted and are thereafter given a

coating and surface inspection.

INFORMATION FLOW

A traditional and typical pattern for the information flow can be seen in figure 2. Engineering

design drawings are sent to production via the Planning department to make detail design

"welding drawings". These include weld numbers, weld lengths and extent and type of NDT.
They are submitted to the Production department with copies to the welding engineer and

Quality Control/Quality Assurance department (QA/QC). The welding engineer applies the

applicable WPS, standard procedures and instructions to the welding foreman. On completion

of the weld(s), the foreman notifies the QA/QC department; an inspection request is

established and the specified NDT is performed. Where welds are found acceptable the report

is re-submitted to the QA/QC department for as-built documentation. If, on the other hand,

defects are found, a control report is made and a repair request implemented. The documents

are, in turn, sent to Planning department for the actual planning and implementation of the

works. This sequence of manual reporting and planning often takes from 3 days to a week.

In the following presentation, a more efficient route of implementation by the use of a

computer system is presented.

43



USE OF COMPUTER SYSTEM

Karlskronavarvet AB uses two computer systems in the project: QMWeld for documenting

welding activities and welding related inspection activities and XQuality for additional testing

and inspection.

Welding activities

Using the QMWeld system, information for the project is entered by each department. The

information flow is shown in figure 3. The Engineering department enters information about

each weld: weld number, length, material, NDT category, etc. This data is based on the weld

or inspection drawings. When all weld information has been entered and verified by the

system, the weld is ready for production (welding).

The weld is then available for shop floor foremen or welders who can obtain listings of welds

to be welded - a sort of work order - for each drawing. After the welds have been welded, this

work is reported by the foreman or by the welders themselves. Welder EDs, material IDs,

WPSs used and production date and time are reported. Figure 4 shows information entered by

production. After being reported the welds are available for NDT.

The QA/QC department or the individually-assigned inspector can then obtain NDT
requisitions. Each NDT method has its own requisition and contains a list of welds that are

available for testing (for instance, taking 48 hours delay into account) with production

information, weld length and test extent. After the operator has performed the NDT, he or she

reports tested length and test result and signs off, see figure 5. If the test result is not

acceptable, an NDT report for the method is automatically generated and the operator fills in

the test data (see figure 6). The operator may also generate a Non-Conformance Notice (NCN)

from which the welding engineer may create a Weld Repair Request (WRR). In the WRR he

or she specifies type of defect, corrective actions, new WPS to be used and generates a repair

weld which is automatically entered into the system.

Additional testing and inspection

The bridge also involves other tests in which Karlskronavarvet AB uses a computer system.

This includes, for example, extensive dimensional testing and coating inspection. To ensure

that all inspections needed for the bridge are performed and accepted, this is done through

Inspections Plans. The QA/QC department creates:

1) A list of Inspection Plans,

2) Main Inspection Plans (MIP)

3) Detailed Inspection Plans (DIP).

The Inspection Plan List is a document, listing the Inspection Plans that must be performed

and from this the MIPs are created. A MIP is a short description of the tests or inspections

to be performed and the QA/QC department enters the type of test (for instance material

reception, function, marking, or dimensional), test levels (for instance full, random or a per

cent level), the responsible department, ref. specifications, ref. drawings and a short

description. The MIP should be enough for the customer to approve the Inspection Plans. An
example is shown in figure 7.
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From each line in the MIP, the QA/QC department creates a DIP. The DIP holds a more

detailed specification of the tests or inspections to be performed or even a short description

on how to perform the inspection. The QA/QC Department may also specify whether a report

is required and which report type should be used, for example dimensional report, fiber

content report, NDT reports or pressure report.

The DIP is then issued and the person on the shop floor performs the test or inspection. He
or she then signs off the result of the test - and if required or necessary (for instance if the

test was not acceptable) fills in the inspection report and NCN. The DIP through which the

users report, is shown in figure 8. When all the tests of the DIP have been performed, the

QA/QC department signs off the DIP. This signature is then transferred back to the MIP and

the test in the MIP is regarded as OK.

The systems automatically generates inspection numbers to ensure unique references to

inspection plans in reports and other related documents. Since each MIP and DIP refers to

existing documents the structure and relations between the plans are always correct and up-to-

date.

QMWELD and XQUALITY

By using these two computer systems (QMWeld for welding and NDT quality assurance and

XQuality for other inspection and testing activities) a correct information flow and work

method is ensured. In addition, a separate program for handling WPSes is used (Xweld) that

is integrated into the application.

The QMWeld system also has a module for Welder Certificates in which the company can

enter details of all welders and their qualifications to ensure that only welders with the correct

qualifications are used.

NETWORK AND EXTERNAL USERS

The network in use is showed in figure 9. The main server is the database server for all

applications. It is also used as application server in the internal network. It runs an Oracle

database and has the applications installed. The server holds important data and therefore has

disk mirroring and back-up routines.

The suppliers and external sites are connected to this server with modem lines or ISDN lines.

They run the application on their own workstations and the modem or ISDN lines are used

only to transfer data from the application to the database and vice verse. This solution thus

limits the load on the lines. Since all parties have access to the central server they can share

information, for instance all the WPSs used in the project are shared among all parties.
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PROJECT MANAGEMENT

Since all information is stored in a database on a central server, the information is instantly

available throughout the organization when the user has saved his information. All information

from production and quality inspection is entered into the database which then holds the as-

built documentation. This can be viewed in different weld summary lists as part of the day-to-

day project management. Figure 10 shows an example of a graphical presentation for defect

levels for used WPSes.

The project management team can also continuously view and follow up the project progress

through a set of statistical reports that can summarize production and inspection data: what

has been produced/inspected, what remains to be produced/inspected, error levels, etc. This

can be viewed from a project level down to drawing/weld level and be checked against WPS,
test methods, defect categories etc. to locate critical points and errors in production. An
example of a status report is shown in figure 1 1

.

Through a batch print module, all documentation can be printed as one package. This package

then includes weld summary lists with NDT reports, inspection lists and statistics, NCNs and

WRRs. This can then be handed over to the client as the product documentation at the end

of the project.

BENEFITS

The main benefit of the system is that the database at all times holds correct and up-to-date

data. It also holds all the production and inspection data as it was entered by the welding

foremen and the inspectors, in other words the as-built documentation. The system also forces

the organization to work systematically and in a well-structured way.

Since the information put into the system is entered by the person who performed the task,

for example the UT inspector, these values are certain to be more correct and accurate. Also

the user will feel greater responsibility for the data put in. This in turn will increase the

accuracy and hence quality of the data.

The savings gained by using these two systems, can be summarized as:

* Less work obtaining information (the system forces certain information to be

entered before the next set can be entered, and vice-verse; once information is

entered one can be certain previous information is entered in the proper way)

* Reduced inspection requirements (due to better control over inspection activities)

* Reduced certification costs (for example, the production data can also be used to

automatically update welder certificates thus saving requalification costs)

* Reduced reparation costs. Savings of 5-10% have been reported.

* Reduced costs for planning (information about the up-coming tasks as well as

centrally captured production/inspection data is in the system).
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* Greatly reduced costs in producing final documentation at the end of the project

or at critical milestones, for instance payment milestones. Through the batch print

module all necessary information is available for printing at any time.

* Offers management tools for monitoring production and inspection.

* Automatically makes the fabricator comply with ISO-3834 (welding requirements

under ISO-9001).

CONCLUSION

The use of the computer based systems from 4X Software A.S. has allowed Karlskronavarvet AB
to comply with the very strict quality requirements defined by the customer in an economic way

and to free resources for other more important tasks. For example, the QA/QC Department

spends more time on quality control than running around the shop floor collecting and

systemizing production and inspection data. It has also given Karlskronavarvet AB the

opportunity to closely monitor and support their subcontractors and on-site teams.
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Figure 1: Cross section of the high bridge.
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Figure 4: Production information entered into the QMWeld systern.
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4X Software
WELD TEST LOG - QUALITY INSPECTION

Pago 1 ol

Dale. 970609

Projocl: DEMO-1
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Section: Sectlon-2
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Drawing: Dmwring-11

Spool -

Sign.:
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EE
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report
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sign.

Tested
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Tested
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AcC
sign.

Reporl no.

Date
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EE
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EE
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00: 00
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EE
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NOK
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EE

970408
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NOK
EE

NC
EE

97051 s

00:00
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EE

970408

00:00
OK
EE

OK
EE

970408

00: 00
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EE

NC
EE

970416

00: 00
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EE

9704 16

00: 00

1200
M

97041

6

00: 00
1200

3M
NOK
EE

5
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PnxUcMl by QMWMfl

Figure 5: Inspection data entered into the QMWeld system.

4X Software
MT REPORT

Rep. no.: 3

Page 1 of 2

Date 970609

Project: DEMO-1 S. no.: - Line: -

Client: Section: Section-2 Spool: -

Drawing: Drawing-11 Rev.: Weld no.: 14

Materials: 355 11/355 II Weld length: 1200

NDE gr.: A Jointtype: Testreqm.: 100 Tested length: 1200

Prod, date: 970416 WPS: 1-BB-P Welder(s): 007

Operator: JOHN JONES Test date: 970416 Total def. len.: 68

Equipment:

MT-44-A

Magnetic particles:

Methods A. yoko B. str.gj.gang C. sentralleder D. spole

Applied method Field strength Demagnitized

1

2

3

Type of current Contrast color

Surface Execution procedure Standard for approval

AS WELDED QAP-1244 EN XXX

Controlled area

AA ^ """^•^
Def. cat. Def. len. Acc./N.a. Remarks

2011 35

Figure 6: Example of a NDE Report entered by the inspector.
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AX Software

Insp plan:

Object:

B0Q05-1

0EM0-1

Ordor no:

Oet Structural Steel

Activity: Pre-FAT activity

Ptep by: EE Page: 1 ol

Rev date: 970410

Insp code Insp no Perl by
Req
code

Spedfication Drawing, valid documelfs) Description, method and scope ol insp Report

03 1003

1004

Qc

Qc

KA-650

KA-6 50

1-2014 17

Center Section
Verification of activities
which shall be completed and
verified before FAT

Mudmate
Verification of activities
which shall be completed and
verified before FAT

Bogs
Verification of activities
which shall be completed and
verified before FAT

Triple porch
Verification of activities
which shall be completed and
verified before FAT

42

42

Inspection Plin Main Itoo'inim Tarn Produced by XOutiy

Figure 7: Main Inspection Plan (MIP).

4X Software

Insp plan:

Object:

B0005-1 (1001)

DEMO-1

Order no:

DetrAct: Structural Steel
Pre-FAT activity
Center Section

Prep by: EE Page: 1 ol

Rev: Revdas: 9704 10

Date: Appr:

PBS/
QIC

tnsp code Insp no Performed by Specification Drawing, valid documents) Report Approved Oato. Sign

Qc 1-201417 41 OK 970S27 EE

Description, method and scope ot inspection

Structural steel in accordance with
general arrangement and detailed
drawings

.

1001-2 Qc KA-650 1-201417 m
GEN

5

970527 EE

Description, method and scope of inspection

Welding comple ted according Co
procedures

.

Remarks

Verify chat the procedure survey is enclosed in documentation

Description, method and scope ol inspection

NDE carried out and documented.

Qc 1-201417 41

Remarks

verify Weld Suma ry List

Inapeeton Pi in • DataB Raportng Form Produced by XOual>

Figure 8: Detailed Inspection Plan (DIP).
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Server and network at

Karlskronavarvet AB PC

Server

Modem

Workstation and modem
at subcontractor

ISDN

Workstation and router

at subcontractor

Router

PC

Workstation and router

at assembly site

Figure 9: The network used by Karlskronavarvet AB (shop floor and site) and

subcontractros.

4X Software
GRAPHICAL STATUS REPORT

Dale 970609

Protect: DEHO-1

Graph lype: TOTAL ERROR * / WPS 0* Graph style: BARS

>

17 0

1 G.O -

15.0

14.0 -

13 0 -

12.0 -

110-

10.0 -

9.0 -

B.O

7.0

6.0 -

5.0 -

4.0

3.0 -

2.0

1.0 -

0.0 -

MT-22 WPS-223 WPS 2244 1-BB-P 1-Q2V

WPS

Figure 10: Graphical presentation of error levels.
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4X Software

WELDING, TESTING AND
REPAIR STATUS

Rep. no.:

Date

Page

970609

1 of 1

Project: DEMO-1 Client: Mode: Scale:

Line:

S. no.:

Drawing:

NDE method:

Spool:

Section: Section-1

Rev.:

ALL Date Structure/piping: S

Object (section, line,

drawing or spool)

NDE
group

Total

weld

length

Welded
weld

length

Welded
%

(mm

Welded
%
(no)

Total

test

length

Tested

test

length

Tested

%
(mm)

Repair

Drawing-1

Drawing-2

ALL

ALL

22000

31000

22000

26000

100

83

91

75

31700

31800

8600

18000

27

56

Sum (all pages) 53000 48000 90 82 63500 26600 41

Produced by QMWeld

Figure 11: Status report showing total weld length and test length, work progress

(per cent) and repair per cent. This shows for all the sections in the project.
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GAS METAL ARC PENETRATION WELDING
DEVELOPMENT UTILIZING NEURAL NETS

J. S. Noruk
*

ABSTRACT

Prior to the introduction of a new welding technique into high volume automotive

manufacturing, it was important to have a complete understanding of its process

capability. Historically, one has had to rely on a multitude of lab trials, or at best a

Taguchi style design of experiments. The results of such experiment are normally

not sufficient in defining the true process capability or allowing one to properly

train people on the intricacies of the new technology. As an alternative, a new
robotic arc welding process was developed, proven, and transferred to the factory

by using the power of a Neural Network. This allowed the complete process to be

computer modeled to within 5% accuracy of the real world. Response surfaces

allow one to pick the most suitable operating conditions that will be resilient to

normal real world variation. This visual model demonstrates how the change in

welding parameters will affect the actual weld. This visual model helped transfer

this new technology to the factory.

INTRODUCTION

The simple operation of the finished neural net belies the detailed work required to

produce an accurate realistic model. The work begins by defining exactly what

one hopes to have as usable outputs. This is best accomplished in a brainstorming

session where one defines all the inputs that can affect the process. Once the

inputs are listed, one must select and ensure the extremes of the selected ranges

are realistic. In the case of our screening test, we found too many burn throughs

occurred, which meant no useful data was produced. In response to this, the

ranges were altered such that only a couple of poor welds were created using the

extreme variable values. The first draft of the Net revealed fair results, but several

areas were found to have too much error. Running more tests in these areas,

combined with a study to correlate the inherent process variation, has resulted in a

very accurate finished Net.

* Tower Automotive , 3353 N. 27'" Street, Milwaukee, WI 53216
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The success of this Net led us to begin work on four more areas including laser

welding, aluminum welding, stir welding, and a design project aimed at

automating the FEA process for chassis bracket optimization. This Neural

Network effort has provided a strong link between the process and design

functions of our Simultaneous Engineering Teams. The Neural Net can be utilized

in initial design for manufacturing to ascertain things like allowable travel speeds,

total heat input, and allowable part positioning. Finally, the Net is used to

establish manufacturing welding procedures and to train the technicians to take

advantage of the robustness of the process.

Neural Networks are a vital part of our efforts to improve our Design for

Manufacturing skills, thus reducing costs and time to market while improving

overall weld quality. Weld modeling using Neural Networks is a necessity in

meeting our customer's demand for up front virtual prototyping.

This paper was written to provide a guideline to other companies considering

using artificial neural nets to improve their manufacturing process. The

methodology followed and the lessons learned are included. This experience was

gained developing a welding neural net.

NEURAL NET DEVELOPMENT

There are five primary steps involved with developing artificial neural nets (ANN)
in a manufacturing environment. Figure 1 describes the development sequence

and proper check points. The following discussion refers to this figure.

Process Selection Criteria

The primary reason to develop a net is that there is a fundamental lack of know
how. This is especially true when a company is trying to use a new process. The

process to be modeled must have a high capability index (Cp) and be under

control. The net is especially helpful when nonlinear responses are present.
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Development Sequence Check Points

PROCESS SELECTION

SCREENING TEST

DESIGN OF EXPERIMENTS

NEURAL NET TRAINING

NET REFINEMENT

YES

Lack ofKnow How:
-High CP Value

-Nonlinear Response

-Correlation Effects

-Optimization Requirements

Process Characterization:

-Process Variation

-Key Process Variable

-Operation Range

-Process Limitations

-Quality Requirements

-Fixed Parameters

Matrix of Process Patterns :

-Confirm Inputs, Outputs

-Levels of Experiments (Number of

Experiments)

-Monitoring of Inputs (Resolution)

-Outputs Measurements (Resolutions)

-DOE Coupons Size & Tolerances

-Experiment Set-Up Description

Net Process Model :

-Define Net Structure & Algorithms

-Introduce DOE Matrix of Patterns

-Neural Net Training

-Design "User Graphical Interfaces"

Net Validation :

-Predictions Against DOE Experiments

-Predictions Against No DOE Exp.

-Find Critical Zones

-Minimize Sources Of Error

ACCEPTABLE NET PREDICTIONS

Figure 1 : Neural Net Development Procedure
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Screening Test —> Process Characterization

First one must identify the key process inputs involved. In this net, welding

parameters such as current, voltage, and travel speed were important. The

acceptable operating range for each parameter and the overall process limitations

must be considered in depth early on. To insure a valid DOE, it is recommended

that one run the extremes of the parameters to make sure that 90% of the weld

samples will be valid and measurable. In this experiment, a complete lack of

fusion or burn-through would represent a wasted sample. Figure 2 details the

input parameters and output parameters of this specific neural network.

Other items to be considered at this stage include what to measure on the finished

product and which of the input parameters should be fixed. Figure 3 shows a

magnified view of a weld cross section and the six output measurements and their

tolerances for clarity.

Design of Experiments—^Matrix of Process Parameters

Prior to producing the DOE one must do the following:

* Confirm the inputs and outputs

* Determine the levels for each parameters. For example the voltage was

24,26,27 and 28V. for this DOE.
* Plan to monitor as many input variables as possible to insure accuracy.

* Insure that the output measurement resolution is appropriate.

* Experiment set-up and the DOE coupon size.
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Process Parameter (Inputs)

Fixed:

Wire : ER70S-3, 1/16" Diameter

Machine : Constant Voltage

Mode : Buried ARC ("Key Hole")

Stickout :
%"

Torch Angle : Perpendicular, i.e., 90° off Horizontal

Gas : 100% C02

Steel : AOS APC Grades 1 1 10 or 1058

Variables'.

WPS
Voltage

Part Position

Top Sheet Thickness

Bottom Sheet Thickness

Gap
Travel Speed

200, 230, 250 & 280 IPM

24, 26, 27, & 28 V
0& 15Deg
2 & 3mm
2, 3, & 4mm
0, 030, & .045"

50, 75 & 100 IPM

Quality Measurements (Outputs):

Strength

Penetration

Bottom Width

Fatigue

Undercut

Reentry Angle

Appearance

Top Width

Top Height

Undercut

Top High
(Reinforcement)

Top Bead Width

Reentry Angle
(worst case)

Top Plate J—
Bottom Plate

Penetration

3ottom Width

Penetration Weld Cross - Section

Figure 2: GMAW Penetration Welding DOE Information
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Undercut Shall Be
< .1T1

Reinforcement

Shall Be < 3/32'

Reentry Angle Shall Be
as Flat as Possible

Interface Plane

Bottom Bead

Width Shall Be

> 1T1

0.3 mm

Penetration

Shall be > .1 T1

*T1 is the Thickness of

The Thinest Plate

Figure 3: Penetration Weld Cross Section

Neural Net Training—>Process Modeling

Once the experiments are done and the results measured it is time to develop the

"net". One must define the net structure, introduce the DOE results, and then

complete the training. Training of this specific net took several weeks to

complete. Another key area at this stage is to design the Graphical User Interface

to be easy to use and to provide the most information possible.

Net Refinement—>Net Validation

In this final phase the validity of the net is determined. Tests are run to compare

predictions against actual DOE tests and then tests are done with arbitrarily

selected parameters. During this exercise, areas of large error will be found. To
correct for this, further tests are run and retraining is done, until overall average

error is less than ±5%.
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SUMMARY

The resulting neural network software successfully simulated the Gas Metal Arc

Penetration welding process and predicted weld bead shape to within the desired

five percent. A screen dump of the neural network interface is shown in Figure 4.

The software has toggle bars to vary the input parameters on the bottom, and the

resulting weld bead shape is shown graphically in the upper right corner. The

various output parameters are displayed numerically in the upper left corner of the

figure.

loso. user Save User Load oave •arch

PeneL Bottom
Width

Undercut

0.540 2.434 0.000

Reinf.

Angle

153.401

Top
Height

0.968

Top
Width

7.270

Fatigue

Angle

62.565

Hide Visual Display

Visual Display

r

W S : Use in search

WFS Voltage

I Im lis

S : Don't use in search Show Units Search Djina-Graph(TM)

Position Top
Thickness

Bottom
Thickness

Gap Travel
Speed

!

S i jlJf
Q

j

b
l

s

240.000 26.000 7.500 2.500 3.040 0.011 75 000

Figure 4: Neural Network Interface

Another output of this neural network software is a response surface. One

example is shown in Figure 5, where the penetration depth is plotted against the

wire-feed speed and the voltage. For a manufacturing process, it is desirable to

have a relatively flat response surface; that is, the desired output varies little with

changes in the input parameters. Therefore, typical variations in the

manufacturing environment will not cause unacceptable changes in the output

variable.
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Figure 5: Neural Network Response Surface

CONCLUSIONS

It was demonstrated that the ANN successfully simulates the Gas Metal Arc

(GMA) penetration welding process and predicts with an acceptable accuracy the

weld bend shape. Error introduced into the net could be caused by,

1) The standard deviation of the welding process itself,

2) The measurement procedure of the weld bead shape, or

3) The equipment setup conditions and welding procedure.

A list of lessons learned during this work includes:

* Take your time on initial stage of project, i.e. defining objectives of program.

* Limit scope of project so neural net does not span too large of range making the

DOE tough to manage.

* Measure and document everything! Keep a running log of all activities.

Measure parameters using a weld monitor.
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Make sure neural net developer understands enough about process to be aware

of obvious inconsistencies in data.

Be patient! Your first net will take longer than you think it should but rushing

will insure an unsuccessful effort. Close doesn't count.

REFERENCES

1. Martinez, A., GMAW Penetration Welding Project Neural Net

Development Report #1475 , A. O. Smith Automotive Products Company,

Oct. 1, 1996.
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SPREADSHEET TECHNOLOGY ADVANCES PIPEFITTING
TO THE NEXT GENERATION

G.D.Simpson

ABSTRACT

This paper traces the history of pipelining calculations and shows that the next logical

advancement in the trade is to use computer spreadsheet technology to solve piping offsets and

layout. Piping offsets, fitting layouts, and pipe intersections are set up in a spreadsheet format with

simple prompts for pipefitter input, thus eliminating the need for the pipefitter to apply

trigonometric formulas.

INTRODUCTION

Welding technology has made tremendous advancements in the last 15 years, from robotic welders

with computer controlled parameters to orbital welders capable of code welds in spaces too tight

for a manual weld. As a result, we have experienced productivity and quality levels unimaginable

just 20 years ago. As welding intensive industries take advantage of these advancements, so also

must the support trades up-grade with computer-enhanced technologies to maximize their

productivity and quality. Pipefitting is a prime example.

In the 1970's, before the advent of the pocket scientific calculator, pipefitters calculated offsets by

longhand using trigonometric tables found in the back of a pipefitter's handbook. Obviously, this

was a tedious and time-consuming task, which resulted in careless errors and untold man-hours of

rework.

By the mid 80's most pipefitters were using scientific calculators for their calculations, referring to

their handbooks for formulas and layout dimensions. Certainly this was a time-saving and error

reducing advancement.

In the future, pipefitters will be able to solve odd angle rolling offsets to a cut pipe length as

quickly as they now solve a simple 90 degree offset. In fact, even the layout dimensions of odd-

angled fittings, mitered pipe turns, and pipe intersections will be determined instantaneously.

The next generation of pipefitting is at hand. Current computer spreadsheet software brings an

elegance to the pipefitting trade never thought possible, and it's hardware [such as a palmtop

computer] now fits in the shirt pocket. Even the most difficult offset problems can be solved using

iterative solutions. Difficult pipefitting calculations can be performed immediately without errors.

Obviously there will be less rework, more productivity, and higher quality due to more exact

layout.
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DISCUSSION OF SPREADSHEET APPLICATION FOR PIPEFITTING

The following spreadsheet application, PIPEPRO(o) 1996-1997 G.Simpson, [Table 1] solves the

most common long radius butt-weld piping offsets, layouts, and pipe intersections with a few

pipefitter friendly prompts and is compatible with the major spreadsheet programs. The column

headings of Pipe Dia., Angle (of fitting or intersection), Set (offset dimension), and Degree (of

fitting) serve as prompts for pipefitter input. Cut length, fitting layout, takeout, or angle is instantly

displayed, depending on the solver used. Any change to any of the prompts, Pipe Dia., Set, or

Angle yields an immediately recalculated cut length for the pipe. Rolling offsets are just as easily

handled by entering dimensions for Roll (A) and Roll (B). Mitered pipe turn layout is solved by

entering pipe O.D. and cut angle at the prompts. Concentric pipe intersection layout is solved by

simply entering Header O.D., Branch I.D. and Angle of intersection. [See corresponding sketches

Figures 1- 8]. The traditional offset terms of run and travel and their dimension are shown for

reference but are rarely needed by the pipefitter because the spreadsheet has already determined

and processed their values in arriving at cut length and advance.

CONCLUSION

Spreadsheet technology will usher in the next generation of pipefitters. And the palmtop computer

now puts the technology in the shirt pocket, hi view of the current cost of labor and piping

materials, the first error the pipefitter doesn't make as a result of using this new spreadsheet

application may easily pay for the cost of the technology.
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METHOD FOR PREPARATION OF LASER WELDING CONTROL

H. J. Andersen", H. Holm*

KEYWORDS

Laser Welding, Weld Control, Weld Preparation, Process Modelling, Automation.

ABSTRACT

One of the most important characteristics of the laser welding process is the shape of the heat

distribution, which only affects a very deep and narrow area near the weld groove. Hence to

achieve a satisfactory weld quality, it is necessary to compensate the process parameters (e.g.

welding speed) in order to compensate for even small disturbances in the workpiece geometry

(e.g. in the gap size).

This paper presents a generic method for preparing the control of laser welding processes. The

control is in this case prepared to satisfy the specified quality for laser welded Tee joints. The

main control strategy is here to transform the geometric parameters of the workpieces into a set

of welding parameters. In order to apply this control strategy to industrial production of laser

welded joints it is necessary to explicitly define the preconditions and the specific methods of the

process control system.

INTRODUCTION

In literature several types of models are stated to be applicable for controlling the quality of laser

welded joints. One of these strategies includes the establishment of values for the welding

parameters on the basis of measured internal process states, such as weld pool area (ref. 1).

Another control strategy, which is described thoroughly in the present paper, is to adapt the

welding parameters to known characteristics of the workpieces (ref. 2) and (ref. 3).

Experimental work has shown that it is possible to re-produce the quality of laser welded joints by

establishing homogeneous pre-conditions and welding parameters for the process execution.

Additionally it has been proved by (ref. 4) and (ref. 5) that it is possible to find a robust

dependence between some particular welding parameters and the resulting output of the process.

These circumstances are utilized by (ref. 2) to establish a model for controlling the weld quality

from the laser welding process while the gap is in the range of 0 to 1mm. The investigations in

(ref. 2) covers C/Mn steel with plate thickness from 6 to 14mm.

The method used in (ref. 2) is to establish a set of welding procedures for different values of gap

size. These welding procedures includes different welding speeds and rates of wire feed. All other

* Aalborg University, Department of Production, Fibigerstraede 16, Dk-9220 Aalborg, Denmark
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parameters are held constant for the weld tasks. In this manner the weld quality is maintained by

adapting the welding speed and wire feed rate to the actual size of the gap.

A set ofwelding procedures which are available for determination of the welding parameters for a

specific set-up of workpieces and laser welding equipment will from now be denoted as an inverse

process model (IPM).

The methods which are presented in the present paper is the result of the work performed in order

to develop and implement a control system for automatic control of the laser welding process in

shipbuilding. The control system is based on utilization of IPMs in order to maintain the process

quality in dispite of disturbances in the workpiece geometry.

In ship building, as in a number of industries, the production includes a large number of different

weld tasks. In order to cope with these different weld tasks it is necessary to apply a number of

different IPMs which covers the scope of different preconditions for the weld tasks, such as e.g.

different types of materials and weld grooves.

The present paper deals with a generic method for preparing the control of laser welding tasks in

a production in which different weld tasks occur. This includes specifications of the control

system and the establishment of inverse process models.

When different weld tasks must be handled by the control system, it is necessary to keep track of

the precondition for execution of each weld tasks. These preconditions are constraining the

control system to use the proper IPMs and the proper control strategies. In the following we have

categorized the types of preconditions, process parameters etc. in order to be able to describe the

control system.

Categorization of Process Control Components

The characteristics which has a significant influence on the quality of laser welded joints are in the

following denoted as the process control components of the laser welding process. These

components are organized in 6 categories with respect to their ability to be controlled during

preparation and execution of the process. This is in order to facilitate a structured preparation and

control of laser welding tasks. The categorization is inspired from (ref. 6) in which similar

categories are established for Gas metal Arc Welding.

During the categorization we will use the terms variables and parameters. The variables are the

control components which are controllable during the process execution. The parameters are the

control components which are not controllable by the process control system.

Equipment Parameters are determined by the characteristics of the equipment only. Among these

are the dynamics of the equipment and the range of control variables. These parameters are

controlled by choosing a specific set of process equipment.

Workpiece Parameters are a result of the design and manufacturing of workpieces and of

occurred process dependent heat distortions. These are e.g. the type of material and the geometry

of workpieces.
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Control Parameters are the parameters which are chosen for the specific weld task and which can

not (or are chosen not to) be changed during execution of the laser welding process. These are

e.g. the type and diameter ofwire and the type of shielding gas.

Control Variables are the variables which may be controlled during process execution. Typical

control variables are the welding speed and the wire feed rate.

Internal Process state variables are the present process states during process execution. They are

functions of the composition of parameters and variables which are mentioned in the preceding

four categories. Examples of internal process state variables is: the temperature distribution in

weld metal and in the heat affected zone, the acoustic and luminary emission from the weld zone

and the chemical composition of the plasma. The internal process state variables must be

measured in real time during process execution.

Quality Variables defines the resulting output quality of the process, denoted by geometrical,

mechanical and metallurgical characteristics of the laser welded joints. The process Quality

variables are, like the internal process state variables, functions of the first 4 categories in this

section and by the rate of changes in these. Though we can say that the quality variables are

measured after the welding process is finished.

All of the categories contains several parameters or variables. Therefore a set of parameters or

variables within a category is denoted as a vector of variables/parameters, like e.g. a vector of

control variables or a vector of internal process state variables.

Some process parameters or variables may shift from one category to another, depending on the

set-up of the manufacturing system. This may be illustrated by the angles between the weld

groove and gravity. These characteristics are denoted as control variables if the workpiece is fixed

at a workpiece positioner and the mentioned angles are manipulated during process execution. In

contrary these angles are workpiece parameters if the workpiece position is not manipulated

during process execution.

GENERAL STRUCTURE OF THE PROCESS CONTROL SYSTEM

Transformation of workpiece parameters into a set of control variables is in our case performed

by use of an inverse process model (IPM). The "inverse" is because the input vector specifies a

set of quality variables, which is an output from the physical process. In opposite the output

vector specifies a set of control variables, which is an input to the physical process.

The general structure of a control system using IPMs is shown in figure 1 . The welding equipment

is here dotted because the inverse process model provides specifications of the control variables

which actually are outputs from the welding equipment. Of course the welding equipment is an

important part of the control system since the equipment parameters, as well as all other

parameters which are mentioned in the introduction, affects the welding process.
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Figure 1.

Specified quality variables for the particular laser welding task are by use of an inverse process

model transformed into a trajectory of control variables. The IPM is in this case using information

about the workpiece parameters in order to choose the proper approximation to the established

weld procedures. The composition process control components will maintain the specified quality

variables by use of the IPM. For this control system structure it is important that the workpiece

parameters which are known by the IPM corresponds to the actual workpiece parameters which

affects the laser welding process. This is further discussed later in the present paper.

In case we had a thorough understanding of the connection between the internal process state

variables and the achieved quality parameters we might be able to establish an observer based

control system. This would enable us to measure some internal process state variables and by that

means estimate the unmeasurable achieved process quality variables in real time (ref. 7). This will

not be treated further in the present paper.

PREPARING THE CONTROL SYSTEM FUNCTIONALITY

The functionality ofthe control system should be chosen in accordance with the range of different

weld tasks to be performed and with the types of disturbances which occurs in the weld tasks. The

steps which must be performed in order to define the functionality of the control system are

outlined below. Additionally we have to some detail explained the choices which are made during

implementation of the actual control system.

1) Classification ofweld joints into classes which is covered by the same input/output structure of

the inverse process models.

2) Choice of the specified quality variables for each class ofjoint types.

3) Choice of the parameters and/or variables which creates the background for calculation of the

control variable values for the laser welding equipment.
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4) Choice of the method for obtaining the chosen variables and or parameters, such as e.g.

sensing or extraction of information from CAD models.

5) Choice of the control method for the laser welding process, such as closed loop, open loop

and/or adaptive control.

6) Choice of the process control strategy, i.e. the process control variables and their dependence

of the parameters/variables mentioned in 3).

7) Choice of laser welding equipment and set-up.

The choices which are made for the actual control system as a consequence of following the

outlined steps, are described in the following sections.

Re point one; Classes of Joint Types for Development of Models for Laser Welding

During the considerations for development of inverse process models for laser welding, different

classes of weld grooves are defined. This will ensure that the relevant workpiece parameters can

be defined uniquely for each class ofweld grooves (see figure 2).

Classification of Joint Types

Weld Groove

I

Nj

Class of
Joint type A

Class of
Joint type B

Class of
Joint type C

Figure 2

The inverse process models has an input vector which provides all the workpiece parameters

required for calculation of control variables for any weld task within the particular class of weld

grooves.
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Re point two: Choice of Quality Variables for Joint type B

In this section we will define a set of geometric and mechanical quality variables for joint type B
in figure 2. The geometric quality variables are:

• Binding depth which is defined as the length of the penetrated weld metal in workpiece 1 . This

length is measured perpendicularly on the surface of workpiece 1 (see figure 3),.

• Concavity (shown in figure 3).

• Maximum Notch size (shown in figure 3).

• Maximum length and area of cracks (including crater cracks).

• Maximum length and area of porosities and gas pores.

• Maximum length and area of solid inclusions.

Geometric Quality Variables for Joint type B

Figure 3.

The mechanical quality variables are:

• Maximum Hardness ofweld metal.

• Minimum Elongation capability of laser welded joint

.
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• Minimum value ofCharpy test.

The quality variables which are mentioned in this section are supposed to define the most

commonly used quality specifications for laser welded joints. Additional quality variables may be

defined. On the other hand one may only make use of a subset of the defined variables in order to

set the constraints for the inverse process models.

Re point three: Choice of Constraining Workpiece Parameters

The resulting quality variables of laser welded joints are controlled by the distribution of heat and

weld metal in the weld groove during process execution. The distribution of heat and weld metal

is influenced by a number of workpiece parameters. The values of these parameters must be

provided in order to calculate suitable control variables by use of inverse process models. The

IPMs which are used for calculation of control variables must be valid within the constraints

which are set by these workpiece parameters. The geometric workpiece parameters are shown in

figure 4.

The distribution of weld metal is furthermore a consequence of the angles between the weld

groove and gravity. These angles are defined by vj/ and §. Where i|/ is the angle between the XZ-
plane (see figure 4) and a vertical plane which is parallel to the direction of the weld grooved, and

<J>
is the angle between the XY-plane and a horizontal plane. The distribution of heat in the weld

groove is further more a result of the types of workpiece materials and of the initial temperature

of the workpieces. The heat distribution is additionally affected by the emission of laser power
due to the surface condition of the workpieces, such as the roughness and the type of surface

coating.

In order to assure that the equipment is capable of adapting to the changes in workpiece

parameters, it may be necessary to include the amplitude and frequency of some geometric

changes (such as e.g. the size of the gap).

Constraining Workpiece Parameters

H

Figure 4
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All of the illustrated and mentioned workpiece parameters will be included in the calculation of

control variables, i.e. these are used as inputs to the inverse process models. Though some of the

workpiece parameters are constant for all weld tasks which are covered by the models. In this

case an exclusion of these parameters in the calculations will be natural. These parameters will the

serve as constraints for the model. Ifthese parameters are changed we will have to establish a new

model.

Re point four: Method for Acquisition of Constraining Workpiece Parameters

For the actual process control system it has been chosen to acquire some data from a CAD-model

and measure some other data by use of a vision sensor. The data which is acquired from CAD
models are the data which are known by a sufficient accuracy for control purposes. These are the

type of material, Plate thickness, groove angles, bevel shape and surface coating. These

parameters are supposed to be relatively well defined for the specific weld tasks and therefore no

measurements are necessary.

The workpieces are designed to fit each other without a gap between the workpieces. During

manufacturing and tacking of the workpieces some disturbances of the designed workpiece

parameters will occur. These disturbances, which includes a small gap between the plates and a

displacement of the weld groove, are measured by use of a vision sensor.

Re point five: Choice of Control Method

In this particular case the control system is controlled adaptively in open loop. The adaptive part

of the control system is explained by the fact that the control variables are adapted to changes in

the workpiece parameters. The open loop part is explained by the difference between the

controlled and the measured variable.

In case we wanted a closed loop process control system we should measure the resulting quality

of the process.

Re point six: Choice of the Process Control Strategy

The process control strategy may be defined as the specific set of rules, by which the control

variables are calculated on the basis of chosen workpiece parameters. This includes the rules for

handling of both steady state and dynamic disturbances in the workpieces parameters.

In the actual process control system we have chosen to adapt the control variables welding speed

and wire feed rate to the size of the gap in the weld groove. The handling of dynamic changes in

the gap size is handled by adapting the control variables to discrete steady state values of the gap.

The adaptation of control variables to values of the gap is performed by use of an inverse process

model. This IPM contains a set of welding procedures which are constrained by different values of

the gap size, as shown in figure 5.
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Figure 5.

The control variables must be defined in a manner that makes them applicable to any weld task

within the specific class ofweld joints. For the class ofjoint type B the control variables includes:

• Welding speed.

• Wire feed rate.

• Defocus length (L), which is the distance between the surface of workpiece 2 and the focus

point of the incident laser beam (shown in figure 6).

• Angle of incidence (Q), which is the angle between the incident laser beam and a vector which

is normal to the welding direction and lying in the surface ofworkpiece 1 (shown in figure 6).

• Distance from flange (D), which is the distance between the focus point of the incident laser

beam and the surface ofworkpiece 1 (shown in figure 6).
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Process Control Variables

Figure 6..

As long as the size of the gap varies from 0 to 1mm it has been possible to use the welding speed

and the wire feed rate as control variables. The rest of the mentioned variables are possible

control variables because our equipment allows us to change them during process execution.

Though in our case they are held constant.

Re point seven: Choice of Equipment and set-up

The equipment parameters are fixed for a specific set-up of equipment. The validity of inverse

process models will be constrained to these equipment parameters and therefore it is necessary to

specify these parameters by the inverse process models. The most obvious method for this

specification is to specify the physical equipment, at which the specific model is developed.

Contrary to the control variables it will be necessary to be aware of all of the equipment

parameters, either explicitly or implicitly by using a specific set-up of equipment.

Control parameters are the constant parameters which are chosen before each individual weld

task. These parameters are:

• Type of filler wire.

• Diameter of filler wire.

• Position of wire feeding mechanism relative to focus point of laser beam.

• Angle between the wire feed direction and the welding direction.

86



• Angle between the wire feed direction and a vector which is perpendicular on the welding

direction and lying in the bisector plane.

• Plasma control gas type.

• Plasma gas flow rate.

• Dimensions ofthe plasma gas nozzle.

• Angle between the plasma control gas direction and the welding direction.

• Angle between the plasma control gas direction and a vector which is perpendicular on the

welding direction and lying in the bisector plane.

CONCLUSIONS

The most important result of the present paper is a generic method for development of a process

control system which controls the quality of laser welded joints by use of inverse process models.

The structure of such a process control system is shown in figure 1

.

By use of the methods in the present paper it is possible to establish control systems which are

capable of handling different types of weld tasks. The categorization of process control

components and the structural description of the process control system provides the basic

concept for establishment of adaptive control systems for laser welding.

In the paper seven steps are described for preparing the process control system. These steps

covers the most important considerations one should take into account in order to establish a

generic process control system for laser welding. Taking these into account it is possible to

establish a control system which covers the chosen classes of weld joints under the specified

constraints.

At this particular point in time we still need to perform the final tests of our control system, but

the results which is achieved until now indicates that the remaining test will turn out successful.

The tests has until this point shown that it is possible to control the weld quality when the gap is

either growing from 0 to 1mm or decreasing from 1 to Omm.

The control system which is established in our case is delimited to control the weld quality of Tee-

joints in plate thicness 25mm for workpiece 1 and 12mm for workpiece 2 (see figure 6).

Furthermore is the gap between the workpieces allowed to be in the range 0 to 1mm and the

control variables are only adapting the welding speed and the wire feed rate to changes in the size

of gap.

It may be possible to extend the limits of the gap in case we also adapted the remaining three

process control variables to the disturbances in the workpiece geometry.

87



REFERENCES

1. Dr Claus Bagger, Flemming Olsen, On-line Process Control of the CO2 Laser Welding

Process with the Aid of Vision Technology, Proceedings of the Conference, The Laser and

the Electron Beam in Welding, Cutting and Surface Treatment State of The Art 1991.

2. Steen Erik Nielsen , Seam Tracking and Adaptive Control Based on Vision Technology

Used for High Power Laser Welding, 5th. NOLAMP Conference, Oslo, Norway, 1995.

3. Henrik John Andersen et al, Application of Inverse Process Models for Laser Welding,

Proceedings of the eleventh IPS Research Seminar, Fuglso, Denmark 15th- 17 ih. April

1996.Distributed by Aalborg University, Department of Production, Fibigerstraede 16, 9220

Aalborg.

4. Steen Erik Nielsen, Svejsning med hojeffektlaser, grundlaeggende undersogelser, 1992,

Force institutterne, kobenhavn, ISBN 87-7784-009-7.

5. Claus Bagger, Parameteroptimering ved ND:YAG lasersvejsning, AP 19.35, LASRAM,
IPU-019, MIL, Instituttet for Produktudvikling, building 425, DTU, DK-2800 Lyngby.

6. Ole Madsen, Sensor Based Robotic Multi-Pass Welding, ISBN NR: 87-89867-02-5,

Aalborg University, Department of Production, Fibigerstraede 16, 9220 Aalborg, Denmark.

7. Jesper Hojland Hoyer, Hans Holm, State Modelling of Welding for closed loop Welding

Control, ISBN nr: 87-89867-29-7, Proceedings of the tenth EPS Research Seminar, 1995,

Aalborg University, Department of Production, Fibigerstraede 16, 9220 Aalborg, Denmark.

88



SCAN WELDING:

THERMAL MODELING AND ADAPTIVE CONTROL

C. C. Doumanidis*

ABSTRACT

This article introduces scan welding as a redesign of classical joining methods, employing

computer technology to ensure the composite morphologic, material and mechanical integrity of the

joint. This is obtained by real-time control of the welding temperature field by a proper dynamic

heat input distribution on the weld surface. This distribution is implemented in scan welding by a

single torch, sweeping the joint surface by a controlled reciprocating motion, and power adjusted

by feedback of infrared temperature measurements in-process. An off-line numerical simulation of

the thermal field in scan welding is used for this purpose, as well as a linearized multivariable

model with real-time parameter identification. An adaptive thermal control scheme is thus

implemented and validated both computationally and experimentally on a robotic Plasma-Arc

Welding setup. The resulting productivity and quality features of scan welding are comparatively

analyzed in terms of material structure and properties of the joint.

KEYWORDS

Scan Welding, Adaptive Control, Infrared Thermometry, Temperature Model, Robotic Welding.

INTRODUCTION

Use of computers in the modern welding technology, both for off-line analysis and for real-time

control of the process, has not only improved the performance of classical methods, but it also

leads to the development of completely novel welding techniques. These operations must be
designed to optimize the product quality in its totality, including the weld bead geometry, the

material structure in the heat affected zone (HAZ) and the mechanical properties of the joint. The
combination of desirable weld characteristics in all these aspects is imperative: A weld may have an
ideal bead geometry but may suffer from a martensitic structure in steels, an overaged 0-phase in

precipitation-hardened aluminum alloys, a sensitization zone in stainless steels (Ref. 1) or

extensive residual stresses (Ref. 2) rendering it useless, as the fate of the Liberty ships in World
War II has demonstrated (Ref. 3). But since the bead morphology, metallurgical microstructure

and thermal stress or distortion fields are all time-dependent, spatially-distributed features, they

may not be simultaneously controllable by the few, lumped process variables of localized,

sequentially moving heat sources such as a plasma arc or a Laser beam. Clearly a distributed,

simultaneous heat input on the entire accessible weld surface is desired to regulate the bead profile,

metal structure and property distributions in the joint volume. To expand the control authority of

conventional, concentrated heat sources, hardware solutions involving multiple torches distributed

in space have been tested in the literature (Refs. 4, 5). However, such arrangements are plagued

by the complexity and cost of multiple power sources, and by resolution and interference problems
between torches.

An alternative software approach, in which a single point thermal source is shared in time to

generate the necessary heat input distribution for composite weld quality control, is enabled by
computer technology in the newly invented scan welding process (Ref. 6): A traditional welding

Department of Mechanical Engineering, Tufts University, Medford, MA 02155.
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Figure 1. General configuration of the scan welding process.

torch or beam, guided by a high-speed robotic manipulator, sweeps rapidly the full part surface, to

provide the right amount of thermal power at each surface element, needed to develop a specified

local temperature cycle and thus the desirable thermal quality distributions in the weld (Figure 1).

The heat source power and trajectory is dynamically modulated in real time by the control

computer, using feedback of thermal measurements on the joint by a non-contact sensor.

However, such technology of non-destructive, in-process sensing of internal material

characteristics (e.g. ultrasonic or X-ray imaging) is currently costly and impractical, and it involves

long time delays in measuring features such as residual stresses, which are finalized as the part

cools down after the process is completed. Fortunately, these characteristics are deterministically

determined by the dynamic temperature field during the operation, which can be readily measured
on the external surface e.g. by non-invasive infrared pyrometry (Ref. 7).

Thus, scan welding can be visualized as a computer-controlled two-dimensional weaving of a point

heat source with thermal feedback, capable of generating any desirable distribution of the

preheating, welding, and/or postheating cycle in the processed joint. The experimental testing and
parametric analysis of the scan welding technique, both for planar, orthogonal metal sheets and for

circular flange and pipe arrangements, has been reported in the literature (Ref. 8). The computer
role in thermal modeling and real-time control of the process conditions, i.e. the source power and
motion, of the new welding technique is the focus of this article. Thus, after a short reference to a

computational simulation of the temperature field in scan welding, an in-process thermal regulation

strategy will be established on its basis, and implemented by the control computer of the scan

welding configuration in the laboratory.

IMPLEMENTATION AND SIMULATION

The thermal actuation in scan welding can be implemented in two different modes: High-
bandwidth sources, such as electron or Laser beams (EBW, LBW) can be scanned on a raster

pattern on the weld surface in a shawtooth (row-wise) fashion similar to the beam scanning in a

CRT monitor, while their intensity is simultaneously modulated for each raster element (pixel).

This raster scanning can be obtained by a two-dimensional scanner system, such as an electrostatic

(capacitive) deflector for an electron beam, an electromagnetic galvanometer beam positioner of a

Laser beam (Ref. 9) or an electromechanical digital micromirror device (DMD) of reflector
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elements on a single micro-electromechanical system (MEMS) chip (Ref. 10). Alternatively, for

slowly-moving sources, such as arc or plasma-arc torches, a more efficient actuation is obtained by

vector scanning of the heat source on a real-time guided trajectory, similar to the beam scanning on

an oscilloscope screen. In this case a general mechanical two degree-of-freedom positioning

system of the torch relative to the part is needed (e.g. a servodriven positioner or a robotic

manipulator).

Such a vector-scanning technique is illustrated on the experimental scan welding station in Figure

2. It consists of a water-cooled Plasma-Arc Welding (PAW) torch, rated at 300 A and powered by

a multifunction CC/CV transformer supply rated at 400 A, through a plasma console unit and a

closed-circuit coolant recirculator. The PAW system is capable for both transferred and non-

transferred (pilot) plasma arc modes for metals as well as non-metallic materials. In the

experiments, consisting of bead-on-plate scan welding of stainless steel (304) coupons, measuring

30x24x3 mm, the arc voltage was 15 V, the arc length 3mm, and the plasma and shielding gas (Ar-

2%02) flow is 0.5 1/s. The PAW torch is guided by an articulated 6 degrees-of-freedom process

robot, with a positioning accuracy of 0.15 mm, maximum speed of about 1 m/s and payload up to

6 kg. The manipulator is powered by AC servomotors with optical encoder feedback hardened for

high-frequency arc initiation interference in welding, and its control unit is programmable in high-

level code through an embedded terminal and teach pendant. The robot controller as well as the

PAW supply are connected to the central microcomputer of the setup through a serial and AD/DA
converter board respectively, ensuring software control of the torch motion and power in real time.

The same system computer is used to monitor the temperature field on the top surface of the weld
by an infrared pyrometry camera. This consists of a high-speed 2-D electromechanical
galvanometer scanner, a set of focusing lenses and filters, and a liquid nitrogen-cooled HgCdTe
sensor element, sensitive in the 8-12 nm wavelength range. The temperature resolution of the

infrared camera is ±2 K on a 1000 K window range, and the spatial resolution of the scanner is 0.2

mrad, equivalent to about 0.2 mm on the weld surface. A microprocessor-based control unit

converts the measured infrared emission values to temperatures based on user-defined surface

emissivity values. The dynamic thermal image, besides being monitored in-process by the control

computer through a high-performance frame grabber, is also stored in standard composite video
format by a tape recorder for off-line thermal analysis by dedicated image processing software.

Figure 2. Laboratory setup of robotic plasma-arc scan welding station.
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Figure 3. Temperature hills on top surface in traditional and scan welding of stainless steel (304).

a. Classical welding b. Scan welding c. Numerical simulation of scan welding.

Figure 3a and 3b illustrates typical infrared images of the temperature hills on the top weld surface,

generated by traditional welding at an arc current of 80 A and speed of 2 mm/s, and by scan

welding at a reciprocation frequency of 2 Hz along the coupon centerline respectively. As
expected, unlike the concentrated temperature hill of classical welding, the scanned process yields a

more uniform thermal distribution along the joint. At the two plate ends, near the robot

deceleration/acceleration region of the scanned torch path, smearing of the temperature hill yields

ellipsoidal thermal isotherm endings. Note also the apparent local distortion of the thermal field at

the torch location and its reflection on the polished weld surface. The noise of the experimental

data is attributed to emissivity variations of the weld surface.

Besides laboratory experimentation, computer simulation of scan welding is necessary for the

design of a thermal control system for manufacturing applications. This is because the variety of

heat transfer phenomena in welding must be repeatably and accurately reproduced and studied over

the full range of their important parameters, without laboratory constraints and uncertainty. Also,

computational simulation overcomes the difficulty or inability of non-intrusive measurements of

certain features, such as internal temperatures, weld penetration geometry, material structure and

properties and stress distribution during the process. These reasons have historically contributed

to the proliferation of such models since the days of analog computers, when the thermal

distribution in welding was simulated by physical analogy to electrical charge dissipation in carbon

specimens (Ref. 11). However, despite the wealth of the welding literature in empirical (Ref. 12),

analytical (Ref. 13) and numerical models (Ref. 14) of classical welding methods, there is no direct

modeling precedent for the new scan welding technique.

Thus, a numerical finite-difference simulation of the temperature and phase field was developed as

an off-line process description. This integrates the transient solid conduction (Fourier) equation in

discrete time steps and space elements of a grid of nodes, using an explicit Eulerian formulation
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(Ref. 15). The simulation employs a large, coarse grid of nodes encompassing the full heat

affected zone of the part, and a small, finer grid for better resolution in the vicinity of the molten

region. These grids can be stationary, spanning the full part size, or relocatable, following the

torch motion. The simulation code covers various process arrangements, such as planar sheets and

cylindrical welds, and is easily expandable to more general geometry configurations. The
simulation can handle heat sources with arbitrary power density distributions and trajectories in

traditional and scan welding. The numerical model provides for flexible initial preheat and

boundary heat transfer conditions, and temperature-dependent material properties with latent

transformation effects, such as fusion and solidification. The simulation output includes maps of

the 3-D thermal and phase field, as well as 2-D temperature hill and isotherm surface sections.

Figure 3c compares the top surface temperature hill developed during scan welding, as predicted

by the numerical simulation, to the measurements of the infrared camera in Figure 3b, under the

same process conditions as in the previous section. Clearly, despite certain deviations near the

solid-melt interface and the plate edges because of uncertainty in the assumed material and heat

transfer parameters, the thermal data in the laboratory confirm the results of the simulation model.

THERMAL FEEDBACK CONTROL SYSTEM

The experimental infrared images and the simulated temperature distributions of Figure 3

demonstrate the spatially distributed nature of heat transfer in scan welding. However, for such an

infinite-dimensional formulation of the scan welding model, distributed-parameter systems theory

has not yet yielded practical controller design tools applicable to thermal manufacturing problems
(Ref. 16). In addition, the off-line numerical simulation above can not offer a computationally

efficient basis for thermal process control in real time. A succinct alternative description, which
can serve as an in-process reference model to the control algorithm, must be established through

lumping of the continuous thermal distribution to vectors of distinct temperature outputs T and heat

inputs Q at the nodes of a mesh of element size Ds in the weld, which are updated periodically

every sampling period Dt. Such a discrete-time, finite-dimensional modeling approach is

illustrated in the two-dimensional thermal distribution on the thin metal sheet of Figure 4, in which
the temperature is assumed uniform in the thickness direction. On such an orthogonal mesh of

dimensions lxm (1=6, m=5 in Figure 4), the localized, sampled values of temperatures T(i;k) and
heat inputs Q(i;k) in vectors T(k) and Q(k) respectively, are defined at each node i=l..lxm and time

instant k. By linearization of the heat transfer equations, the multivariable dependence of the

resulting temperature outputs T(k+1) at the next sampling period on the current heat inputs Q(k)
can be expressed in a discrete-time, autoregressive moving average (ARMA) form (Ref. 17) as:

l(k+l) = 0T(k)S(k) (1)

where the augmented thermal vector S contains the present and a number n of past values of the

lumped temperatures T and heat inputs Q, concatenated in a single column:

S(k) = [TT(k)
:
jT(k-l) : ... : TT(k-n) : Q?(k) : Q?(k-1) : - : QT(k-n)]T (2)

The parameters in matrix © in the linearized, multiple-input, multiple-output (MIMO) formulation

of Eq. 1 express the thermal dependence of each local, instantaneous temperature T(i;k+1) at node i

and period k+1, on the temperature T(j;h) or heat input Q(j;h) at another node j and past period

h=k..k-n. The simulated temperature hill in Figure 3, generated by the concentrated torch, shows
that the conservativeness of the dominant conductive heat transfer in the solid region results in a

decaying transient, localized thermal field in the vicinity of the heat input, with almost no effect at

remote points. Thus, the temperatures T(i;k+1) are contributed only by recent and neighboring
node temperatures T(j;h) and heat inputs Q(j;h), yielding a sparse matrix 0 with a limited number
of nontrivial elements, and with all the others being negligible. In addition, the radial symmetry of

a thermal distribution around the source location indicates that the parameters 0(i,j) are determined
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Figure 4. Linearized MIMO thermal model with mesh of input/output nodes on the top surface,

actual T and desired temperature hill Jd, thermal coverage index J and heat source distribution q.

only by the radial distance of the correlated nodes i and j. Thus, matrix 0 contains only a few of

independent parameters with numerically significant values. The shawtooth raster (row-wise)

parametrization of vectors T and Q in Figure 4 results in a diagonally banded structure of matrix 0.

Finally, if the part material is homogeneous and isotropic, i.e. the heat flow conditions are uniform

over the weld, and the thermal losses from its edges are equivalent to its internal conductive heat

flux, as for example when the coupon of Figure 4 is part of a larger plate, then matrix 0 is

diagonally uniform, i.e. its subdiagonals contain identical elements. This special structure of

matrix 0 facilitates greatly the real-time computation of the MIMO model of Eq. 1, through sparse

matrix techniques involving order reduction and vector algebra (Ref. 18).

The values of the independent parameters in matrix 0 can be conveniently estimated by the

numerical simulation of scan welding at a thermal equilibrium corresponding to nominal conditions

Id, Qd of linearization for Eq. 1, through unit perturbations of the temperatures and heat inputs at

the respective locations. Thus, the temperature changes T(i;k+1) computed at various nodes i and

sampling periods k, after the temperature T(j;h) or heat input Q(j;h) at node j is perturbed by 1 K or

1 J respectively, reflect the related parameters in 0. However, scan welding involves

nonlinearities and time variations of heat transfer mechanisms. These include radiation effects,

thermal drift of the temperature-dependent material properties, especially in the presence of

structural transformations with latent phenomena (e.g. fusion and solidification), and alterations of

the torch characteristics and part morphology. These effects yield time-dependent dynamic
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parameters 0(k) in the linearized model of Eq. 1, during the thermal transients or process

disturbances from the operating conditions. Thus, the initial off-line estimates of the essential

time-varying parameters in 0 must be updated in-process, using temperature measurements T for

the applied heat inputs Q. Such a real-time parameter identification is performed by a recursive

adaptation law, based on orthogonal projection of the augmented vector S of Eq. 1 on its measured

error, using an adaptation gain p (Ref 17):

0(k) = 0(k-l) + P-S(k-l) [I(k) - 0T(k-l) S(k-l)]T (3)

As explained at the introduction, the objective of regulating the composite quality of scan

weldments, i.e. its morphology, structure and properties is obtained through real-time control of

the dynamic thermal field T to a specified temperature distribution X&, dictated by the desired

metallurgical and thermomechanical characteristics of the joint. This reference field T^ can be

stipulated through an off-line parametric optimization of the process conditions using the computer

simulation above. Alternatively, the desired T^ can be designated directly through experimental

measurement on the weld surface, during an optimal off-line pilot welding test in the laboratory.

In this reference test, the temperature hill is recorded by the infrared camera, in order to be

reproduced subsequently by the thermal controller in real-time processing. This feedback control

scheme uses in-process temperature measurements T in order to determine the heat input

distribution Q that is required to obtain the specified thermal distribution T^ (Figure 4), repetitively

in discrete time. A closed-loop regulation algorithm is necessary to compensate for process

disturbances in the ambient heat transfer and the heat source performance, certain welding
parameter alterations such as thermal drift of the material properties, as well as transient effects at

the start an end of the operation (arc spatter, molten craters etc.). For such a thermal regulation

strategy, if the sampling period Dt is long enough to cover the measurement, computation and
process delays in each discrete-time control iteration, the MIMO linearized model of the ARMA Eq.

1 can be inverted to form the basis of a stable one-step adaptive control law. With the specified

temperature values Td(k+1) in place of the anticipated T(k+1), and with the feedback thermal

measurements T in place of the temperature data T(k) .. T(k-n) in the augmented vector S(k), as

well as the applied past input values Q(k-l) .. Q(k-n), Eq. 1 can be solved for the necessary heat

inputs Q(k) in S(k):

ld(k+ 1 ) = 0(k) • S(k) <^ solve for Q(k) (4)

This multivariable adaptive control scheme, further elaborated in Ref. 5, has been adapted from the

original MIMO deadbeat algorithm in Ref. 19. In this reference, the stability of the thermal input

and output responses £)(k), T(k), the asymptotic tracking of the reference temperature field (i.e.

T(k)-> J_d(k) as k^°o) and the convergence of parameters 0(k) is generally shown for systems
with segment-bounded nonlinearities, such as the thermal dynamics of scan welding.

The resulting heat input distribution Q(i;k) could in principle be induced directly at each pixel

element of the part surface in raster-scanned welding by a rapidly deflected Laser or electron beam,
as already mentioned. However, in vector-scanned welding by a mechanically driven,

concentrated torch, this heat flux surface (Figure 4) must be implemented by properly guided
sweeping and scaling of the localized power density distribution of the heat source, manipulated
through the torch trajectory X(k), Y(k) and intensity Q(k). As it appears in Figure 4, the point heat

source introduces a radially symmetric Gaussian thermal distribution q at its current location,

which can generate the required heat input Q(i;k) by spatial and temporal superposition as the torch

moves. Thus, the torch motion should be guided to ensure an optimal fitting of the heat input

surface Q by the torch power distribution q, i.e. towards the dynamic maximum of a thermal

coverage index J(k) of the Gaussian-weighted heat inputs Q(i;k):

(x(i)-X(k))2+(y(i)-Y(k))2

|

2s2 J

lxm

J(k) = X
f-Q(i;k)

Hq2
exp
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where f, s are the efficiency and radius of the Gaussian power density distribution q, and x(i), y(i)

the coordinates of each heat input location i. Thus, guidance of the torch is posed as dynamic
optimization of the thermal coverage distribution J, i.e. driving the heat source along the locus of

the moving maximum of the J surface. This is obtained by a steepest-ascent method, by aligning

the torch velocity to the current gradient of the coverage distribution (Figure 4):

V(k)=Kv.VJ(k) => X(k)=X(k-l)+Kv.DJx(k).Dt and Y(k)=Y(k-l)+Kv.DJy(k).Dt (6)

= ^([Ja+m;k)-J(j;k)].(l-n
y ) + [J(j+m+l;k)-J(j+l;k)].ny),

n
y
=
Y(k

^
y(j)

DJ
y
(k) = ^{[J(j+l;k)-Ja;k)].(l-nx) + [J(j+m+l;k)-Ja+m;k)].nx)s

nx=
X(k

ŝ

X(i)

where the node j with coordinates x(j), y(j) is the one of the smallest number j among the four

nodes surrounding the torch position X(k), Y(k) (Figure 4). Eq. 6 actually represents a linear

interpolation of the gradient of" the thermal coverage index J at the source location, on the basis of

the J values at these neighboring four nodes. In the same way, the torch power Q(k) is modulated

proportionally to the linearly interpolated value of thermal coverage J(k) at its current position:

Q(k) = KQ.J(k) (7)

with J(k) = J(j;k).(l-nx).(l-ny) + J(j+l).(l-nx).ny + J(j+m).nx.(l-ny) + J(j+m+l).nx .ny
with nx ,

n
y
defined as before (Eq. 6) and Kv ,

Kq the velocity and power gains. Eqs. 6 and 7

define the control law of the torch motion from point X(k-l), Y(k-l) to X(k), Y(k) and torch

power Q(k) during the k-th sampling period Dt. Implementation of this heat source transition in

the laboratory setup by a servosystem or robot, as in Figure 2, ensures a smooth torch trajectory

between its two successive locations, consisting of a straight, constant velocity segment with

parabolic blends at its ends, due to the acceleration and deceleration of its motion. Finally, the heat

source power Q(k) follows a rapid first-order (exponential) transient to its final value during the

sampling period Dt, because of the fast dynamics of the welding transformer.

REAL-TIME THERMAL CONTROL TESTS

The thermal regulation strategy above has been implemented in scan welding both by off-line

computation, with the simulation software in place of the process hardware, and by real-time

experimentation on the plasma-arc laboratory setup, with feedback of infrared thermal images to

the control computer, under identical conditions. The scan welding tests involve processing of the

stainless steel coupons of Figure 4 along a composite weld centerline consisting of three segments

as in Figure 5, with process parameters similar to the open-loop configuration of Figure 3. The
desired dynamic reference field Td(t) is specified so as to ensure a longitudinally uniform thermal

distribution, with a smooth normal temperature profile across the weld bead (Figure 5a), and with

a uniform exponential rise in time from the ambient to the final thermal conditions. This nominal
distribution T^ was developed through numerical simulation, by a constant, uniform line heat

source along the weld centerline segments, with power density 30 kW/m.

In the computational model, the material parameters correspond to those of stainless steel (304).

The PAW torch characteristics, i.e. its efficiency f=0.71 and distribution radius s=1.2 mm, are

calibrated by comparison of the simulated solidus Ts isotherm dimensions to the size of the weld
nugget section. The torch power is limited by saturation to the amperage range 20-120 A, and the

manipulator motion is constrained within the coupon area, when is occasionally commanded to a

location off the weld edges. The computer regulation routine implements the control laws of Eqs.

6 and 7 for the torch motion X(k), Y(k) and power Q(k) respectively, on the basis of the deadbeat
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Figure 5. Closed-loop thermal control of scan welding,

a. desired temperature field Id (simulated) b. Experimental infrared temperature hill T
d. Time response of torch heat input Q(k) c. Simulated temperature hill T with torch path.

MIMO algorithm of Eq. 4. The parameters 0(k) in this linearized formulation are updated by the

adaptation law of Eq. 3 from their initial estimates, obtained by unit thermal perturbations of the

numerical simulation at the initial conditions Qd=0, Td=Ta , as already explained. The adaptation

gain is empirically determined to p=0.8, the control gains Kv=0.92-10~6 m2
/J, Kq=1.4-10-3 m2

,

and the sampling period of the control iterations is Dt=l s.

Figure 5b illustrates the eventual temperature hill T on the top surface of the scan welded coupon
after t=20 s, as measured by the infrared pyrometer, while Figure 5c shows the respective

prediction of the thermal field T by computer simulation. As in the open-loop tests of Figure 3,

their comparison validates the utility of the numerical model as an off-line computational testbed for

the development of real-time thermal control systems in scan welding. The RMS temperature

deviation of the experimental from the simulated field is 28 K, while its respective error with

respect to the reference distribution Id is 61 K. This larger thermal deviation of the actual from the

desired temperature field is attributed to speed limitations of the closed-loop system due to the

prolonged sampling period Dt, which is needed to provide for the time-consuming multiple

temperature measurements at the weld surface nodes. Despite the bandwidth constraints of the

infrared sensor, the feasibility of successful regulation of the two-dimensional thermal distribution

in scan welding by the previous control strategy is clearly demonstrated in Figure 5. As in the off-

97



line experiments (Figure 3), the deviations of the thermal hill T from Id are only significant at the

torch location because of plasma-arc effects, as well as at the ends of the weld bead on the coupon
edges, because of uncertainties in the assumed heat transfer conditions to the environment.

The computed path of the heat source during this closed-loop test is also shown in Figure 5c, and

consists of a zig-zag line defined by the successive torch locations X(k), Y(k), within a band of

width about ± 3 mm along the weld centerline. As expected, this jagged torch trajectory attempts to

track the moving peak of the thermal coverage surface J in real time, i.e. the weld region with the

highest heat input demand. For example, as the torch operates near one of the weld centerline

ends, the other end finds the time to cool down yielding a larger deviation from the reference field,

and thus the controller directs the heat source towards that end. This results in a continuous

reciprocation of the torch along the weld joint, in conformity to the scan welding motion. The
respective time response of the applied heat source power Q(k) is depicted in Figure 5d. It appears

that this transient of the current follows the exponential evolution of the specified thermal reference

Td, while its noise peaks can be correlated to the crooked torch trajectory.

COMPARATIVE EVALUATION AND CONCLUSION

This special morphology and dynamics of the temperature field in computer-controlled scan

welding gives rise to peculiar thermal characteristics of the joint relative to traditional welds.

Figures 3 and 5 illustrate the different features of the two arrangements. In traditional welding, the

concentrated temperature hill results in a localized ellipsoidal weld pool, which melts the base

material at its front part and solidifies at its back part in the longitudinal direction of the joint, as it

proceeds along with the torch motion. Thus, in classical serial welding the sequential torch motion
produces the weld bead in progressive longitudinal steps as the torch moves. On the contrary, in

scan welding the longitudinal uniformity of the temperature hill along the weld direction yields an

elongated pool covering the full length of the joint, and growing and solidifying in the cross-

sectional (transverse) directions. Thus, the torch reciprocation in scan welding deposits the entire

weld bead length simultaneously, in gradual cross-sectional increments. As a result, scan welds
do not display the familiar ripples on the bead surface, and eliminate craters and strikes where the

arc is initiated or extinguished, since this position is then overlapped by torch reciprocation. As
already mentioned, these defects are a major cause of failures (Ref. 3)

More importantly, this difference in the liquid-solid interface geometry and the dissimilar thermal

boundary conditions from the heat source in the two methods, result in different melt circulation

patterns in the pool. In conventional welding, the steady-state geometrical configuration of the

pool following the torch motion, yields at equilibrium a fully developed, constant 3-D flow field

with intense convective heat transfer and rapid melting and freezing of the metal at the leading and
trailing interface fronts respectively. This vigorous circulation of the melt results in steep

temperature gradients in the pool and fast solidification in the mushy zone, causing solidification

defects (Ref. 2). On the other hand, in scan welding the distributed heat input produces much
smoother thermal slopes on the pool surface, and thus considerably weaker surface tension and

torch momentum-induced flow streams, yielding a conduction-dominated heat flow. The
elongated puddle with changing cross sectional geometry results in a transient 2-D circulation

scheme, agitated periodically at each torch pass and causing fusion and solidification in progressive

steps at the lateral weld interface. The controlled melt freezing and slow development of the scan

weld bead limit drastically solidification defects. The solidification rate of scan welds is no longer

dependent on the travel speed of the torch as in classical joints, but can be separately controlled by
the diminishing source power at the end of welding. Thus, cooling of the scanned molten bead can

be specified as slow as needed, resulting in the desired microstructure of the weld.

Thus, in the heat affected zone the controlled cooling rates and smooth thermal gradients of

scanned joints ensure the development of the desired material phase distribution. The continuous,
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Figure 6. Dependence of traditional and scan weld widths on torch power.

gradual nature of thermal effects in scan welding results in better regulation of material equilibrium

transformations, i.e. sensitization (depletion of Cr by intergranular formation of C^C), grain

growth and possible formation of c-phase (Ref. 1). Moreover, the controlled thermal cycles to

which the scan weld material is subjected, provide close regulation of cooling rate-dependent, non-

equilibrium phase transformations, such as the nucleation of 8-ferrite and carbon supersaturation.

These also limit thermal cracking because of residual stresses and possible distortion effects of the

joint. Thus, scan welding reduces or completely eliminates the necessity for initial preheating, or

subsequent remedial thermal processing of the weld, as these operations can be performed in-

process by a proper heat input distribution of the scanned torch. This favorable metallurgical

structure influences the fracture toughness, as well as the fatigue and creep strength, the oxidation,

corrosion and stress-corrosion cracking resistance of scanned weld joints, and thus contributes to

the mechanical properties of the joint. In fact, a comparative static tensile strength testing (ASTM
standard A 370-92) perpendicular to the joint on a universal testing machine has shown that scan

welding resulted in a slightly but consistently higher (by about 5%) fracture load than traditional

welding (Ref. 8).

In summary, the previous discussion revealed the weld quality benefits of introducing computer
hardware technology, as well as control software methodology, to the redesign of traditional

sequential techniques to scan welding methods. These advantages are coupled to several

productivity benefits, such as higher welding throughput and/or lower processing cost. These can

indeed be realized, despite the fact that more power is needed in scan welding to obtain the same
weld bead width as in classical operations, as illustrated in Figure 6. One reason for improved
production speed or efficiency is that the heat source can be operated closer to its maximum or

optimal power rating in its scanned motion by the thermally regulated setup. More important,

automated realization of any desired thermal distribution leads to elimination of auxiliary stages of
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the welding operation, i.e. preheating and postheating steps, since these can be conveniently

implemented in-process by the thermally controlled scanning system. Moreover, simplification or

obviation of certain weld inspection requirements can be realized by the higher level of confidence

to the weld quality characteristics. These benefits make thermal control in scan welding particularly

valuable to critical applications, such as near-net shape and agile manufacturing of thermally

sensitive materials, with demanding specifications in geometrical tolerances, structure requirements

and resulting properties. As demonstrated in this paper, both in off-line numerical modeling and in

real-time thermal control of scan welding, the computer has been instrumental in transforming the

primitive practices of the human smiths of the past into the modern automated welding equipment
and know-how in the manufacturing industry.
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A METHOD FOR AUTOMATIC VOLTAGE TUNING OF CONVENTIONAL GMAW

G.C. Carvalho*, T.E.B. Ogunbiyi\ R. McMasterf

ABSTRACT

Published works have shown that on-line tuning of welding voltage for achieving process stability

is feasible if the mode of metal transfer and the stability of the process can be objectively assessed

and quantified. This paper presents a method of attaining process stability in conventional gas

metal arc welding by automatic voltage tuning (AVT). The AVT algorithm utilises fuzzy

production rules, which use as inputs the values of four monitoring indices calculated from the

welding current and voltage waveform features, the output of which is the voltage control

instruction. The control objective is to ensure that the welding voltage is not too low or

unnecessarily high, thereby preventing unstable arc and minimising the level of fume and spatter

generated.

INTRODUCTION

Current research work (Ref. 1) has shown that when welding procedures, that were established in

a previous work (Ref. 2) as giving good weld quality and stable welding arcs on one specific

power source, were transferred to another from the same manufacturer, problems such as bad

ignition, excessive spatter and fume generation occurs. These problems were eliminated by

trimming the welding voltage to a suitable level.

The effectiveness and consistency of the trimming process, however, depends on the skill and

subjective judgement of the welder(s). This led to the development of the automatic voltage

tuning (AVT) algorithm presented in this paper.

There is already a growing trend in equipping welding power sources with on-line automatic

voltage control to ensure process stability (Refs. 3, 4). This is achieved by monitoring and

objectively assessing the welding process stability in real time and then controlling the welding

voltage (Refs. 3, 5) and current (Ref. 4) based on the result of the assessment.

* GRACO - University of Brasilia - UnB - Brasilia, DF, Brasil

1 SIMS - Cranfield University - Cranfield, Bedford, MK43 OAL, UK
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Process stability is generally assessed by using descriptive statistical measures such as the standard

deviation and the coefficient of variation. For example, in dip transfer the standard deviation of

variables such as the arc voltage, the short-circuiting and arc current, the arc and short circuiting

period are used as a measure of process stability. The smaller these values, the more stable the

process is (Ref. 6). It should be noted that most of the published works on the stability of gas

metal arc welding, mainly focused on dip transfer; globular transfer is generally considered to be

unstable while spray transfer is considered naturally stable. However, in contrast to the established

practise of using descriptive statistical measures for stability assessment, some authors are using

ratios developed from the features of the welding current and voltage transient waveforms (Ref.

7).

The objective assessment of the stability of a welding process is critical to the on-line tuning of

welding voltage. The tuning objective is to ensure good arc stability while assuming that the travel

speed and wire feed speed are adequate.

The first published work (Ref. 5), seen by the present authors concerning on-line voltage tuning,

used the arc stability index developed by Mita et al. (Ref. 8) for assessing the arc stability of C02

welding. The Mita's stability index was a regression model developed from the normalised

standard deviation of short-circuiting time, arcing time, average short-circuiting current and

average arcing current, correlated with the subjective assessment of the arc stability provided by

experienced welders. Won and Cho (Ref. 5) used the index as input into a fuzzy-logic based

controller, that iteratively seeks a stable arc condition for dip mode metal transfer by automatically

adjusting the welding voltage until stability is achieved. The same authors (Ref. 5) used the

minimisation of the Mita's stability index as their objective function. Overall, the technique

presented was computationally time consuming, the authors reported that it takes about 1 5 cycles

(90 seconds) to obtain a stable welding condition. In a cycle, the welding voltage and current

were sampled at 1kHz for 2 seconds and the computation of the index and voltage correction

took about 4 seconds.

In a similar work, Mita et al. (Ref. 3), used fuzzy logic method to automatically set the welding

voltage in CO2 gas metal arc welding. The fuzzy rules used were developed from the standard

deviation of short circuiting and arcing times. It should be noted that, previous work by Mita et

al. (Ref. 8) has shown that the correlation between the stability of the welding arc and the

standard deviation of these parameters becomes poor as the welding current increases. Hence,

they divided the welding current into three ranges, namely: a) low range (80-200 amps); b)

medium range (210-290 amps); and c) high range (greater than 300 amps), and used different

production rules for each of the current ranges (for example 20 fuzzy production rules were used

for the low current range and 25 rules, for the medium current range). Mita et al. (Ref. 3) work,

compared to the work carried out by Won and Cho (Ref. 5), is a simpler approach of automatic

voltage tuning; the main concern is the number of rules used

102



It should be noted that, the automatic voltage tuning method presented in this paper is

conceptually similar to the work carried out by Mita et al. (Ref. 3) and Won and Cho (Ref. 5), in

the sense that the process is first monitored, the stability assessed and, based on the assessment,

voltage control commands are issued. The present approach is a more simplified, robust and fast

automatic voltage tuning method. The whole process is controlled with only 15 fuzzy production

rules (Ref. 1).

THE AUTOMATIC VOLTAGE TUNING (AVT) ALGORITHM

This section introduces the Automatic Voltage Tuning algorithm. The algorithm is implemented in

two stages: process monitoring and voltage control.

The process monitoring is carried out using indices calculated from the features of the welding

current and voltage transient waveforms (Ref. 7). The monitoring indices - Transfer Index (TI),

Transfer Stability Index (TSI), Dip Consistency Index (DCI) and Power Ratio (PR) - give

qualitative interpretation of the mode of metal transfer, an indication of the arc ignition behaviour

and of the stability ofthe welding arc. Equations ( 1 ) to ( 4 ) define the indices.

rpj jmean Anin ( ^ )

— ^nux ( ^ )

^mean

Vmean ^bk ( ^ )DCI =
V.

pj^ _ ^bk^bk ( ^ )

mean mean

where

Imean is the arithmetic average of the welding current transient samples collected in a fixed time

period;

hk is the arithmetic average of all the welding current transient samples less than or equal to

Imean-,

Imin is the minimum value in the welding current transient samples;

Imax is the maximum value in the welding current transient samples:
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Vmean is the arithmetic average of the welding voltage transient samples collected in a fixed time

period;

Vbk is the arithmetic average of all the welding voltage transient samples less than or equal to

v
' mean-

The indices have been proven to provide an accurate classification of the process stability and the

mode of metal transfer, and are described in detail by Ogunbiyi and Norrish (Ref. 7). Figure 1

shows a schematic summary of how they are used to classify the state of the arc and the mode of

metal transfer. The indices are however not valid for use with pulsed arc welding. Research is on-

going to develop similar indices for pulse welding.
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Figure 1 - Metal transfer and stability assessment chart (ref. 2)

The voltage tuning algorithm used fuzzy rules developed from the four monitoring indices above.

The output of the fuzzy rules is the voltage correction value, which is added to the current value

of the set-up welding voltage. The voltage tuning control equation is:

V
i+2

= V1+ /3AV (5)

where

P is the smoothing factor;

Vj is the set-up welding voltage in the monitoring cycle i;

Vj+2 is the set-up welding voltage in the monitoring cycle i+2;

AV is the voltage correction value.
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The algorithm and rules for obtaining the values of p and AV are fully described by Carvalho

(Ref. 1). It was decided that globular metal transfer mode would be prevented, since it is

considered to be very unstable. Depending on the level of current, the controller moves the

process to either dip or spray mode of metal transfer. A threshold welding current of 240 amps

was used for the switch. The power ratio (PR) was used as the major index for monitoring the

state of the process while the other indices (TSI, TI and DCI) were found to be useful in giving

indication about short term instabilities and spatter generation, mainly in dip and globular transfer

modes.

The automatic voltage tuning (AVT) algorithm was designed to keep the process operating within the

empirically established "stable zones" for the indices (see Figure 1) by increasing or decreasing voltage

as necessary. Figure 2 shows the schematic summary of the automatic voltage tuning algorithm,

showing the voltage tuning direction. The maximum voltage correction allowed in a control cycle

was constrained to -1.5 or 1.0 volts. A control cycle comprises of the monitoring/control period,

and the power source response time. A sampling rate of 2.5 kHz was adopted, resulting in a

monitoring/control cycle of about 250 milliseconds*. This sampling rate was used in all trials

carried out in this work. It was established experimentally that the response time of the power

source (that is, the time taken by the process to respond to a 2.0 volt step change) was around

200 milliseconds. Therefore the control cycle was fixed at 500 milliseconds (that is, twice the

monitoring/control cycle), hence making the assumption that the process would have reached the

voltage level required within a monitoring cycle. Also, the algorithm takes into consideration the

time needed to establish the arc at the weld start; this was fixed at 1 second.

Power Ratio Dip Consistency Index

1.0

0.97

0.95

0.6

0.4

0.2

„ -V
ideal spray

+v

ideal dip

+v

1.0

0.8

0.4

0.05

0
-

-V

ideal dip

+v

ideal spray

Transfer Index

1.0

0.45

0.3

0.1

0

Transfer Stability Index

6.0

-V

ideal dip

+v

ideal spray

1.9

1.6

1.1

1.0

-V

ideal dip

ideal spray

Figure 2 - AVT voltage control directions

1 At 2.5kHz sampling rate, it takes 205 milliseconds for acquiring 512 samples. Some time for data transfer and

computer processing elevated the monitoring cycle to 250 milliseconds approximately.
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EXPERIMENTAL RESULTS

The AVT method was implemented on a monitoring and control system, consisting of a personal

computer, equipped with A/D and D/A channels and signal conditioning, a power source with I/O

capabilities, and voltage and current sensors. The welding trials were performed using a

Migatronic BDH-550 inverter-based power source, 1 mm mild steel solid wire (BS 2901 pt.l GR
A18) and BOC Argonshield 5 (Ar 5%C02 2%02) shielding gas.

To demonstrate the effectiveness of the tuning algorithm, several welding trials were performed

with intentionally inadequate and excessive welding voltages. In all the trials carried out the

welding process was quickly stabilised by the AVT algorithm in less than three seconds. Figures 3

to 9 show the welding voltage plots and the resulting bead appearance.

10 20 30 40 50 60 fO 80 90 100 110 13$

Figure 3 - Bead appearance for uncontrolled and controlled trials

using insufficient initial welding voltage

Figure 3 shows a welding scenario where the set-up welding voltage was set so low that it was

difficult to maintain a stable arc thus resulting in a poor quality weld. The average values of the

indices, PR, TI, TSI and DCI were 0.13, 0.97, 3.21 and 0.53 respectively when the process was

not controlled, thus indicating and confirming the process instability in accordance to Figure 1.

Under control, the AVT algorithm brings to the process to a stable state in less than three seconds

and maintains the stable arc. It can also be seen from Figure 3 that, the weld quality was also

quickly corrected.

Figure 4 shows the comparison between the set-up welding voltage, measured voltage and the

power ratio (PR) for the controlled and uncontrolled welding trials. For clarity of the Figure, PR
was multiplied by 50 and the set-up voltage, by 3
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Figure 4 - Comparison between uncontrolled and controlled welding data for

welds shown in Figure 3 (nc = voltage not-controlled; c = voltage

controlled)

Figure 5 shows a situation were excessive welding voltage was used for the set-up wire feed

speed. The mode of metal transfer was classified as mix mode of dip and globular transfer. The

indices, PR, TSI, TI and DCI were 0.65, 2.68, 0.27 and 0.23 respectively. The measured current

during welding was less than 240 amps, therefore the mode of transfer was changed by the

algorithm to dip transfer. A stable dip transfer was achieved in less than two seconds (see Figure

6).

Figure 5 - Bead appearance for uncontrolled and controlled trials

using excessive initial welding voltage
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Figure 6 - Comparison between uncontrolled and controlled welding data for

welds shown in Figure 5 (nc - voltage not-controlled; c = voltage

controlled)

In spray transfer mode, welding with excessively high voltage usually leads to fumes, porosity and

undercut. Figure 7 shows the situation where spray transfer with excessive voltage was used to

produced a fillet weld. Porosity and undercut occurs, however, under AVT control, the porosity

was eliminated and the undercut, significantly reduced (see Figure 8).

Figure 7 - Welding trial carried out with excessive voltage in spray transfer (3.2 mm
thick mild steel sheet in flat position with: wire feed speed = 11 m/min;

welding speed = 0.8 m/min; initial welding voltage = 32.9 volts, kept constant

along the weld)
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Figure 8 - Welding trial carried out with voltage control for an excessive initial

welding voltage in spray transfer (3.2 mm thick mild steel sheets in

flat position with: wire feed speed = 11 m/min; welding speed = 0.8

m/min; initial welding voltage = 32.9 volts, reduced to 29.13 volts by

the controller in less than 3 seconds)

Figure 9 also shows a fillet weld produced using spray transfer with excessive voltage. The

resulting weld has a finger-like penetration, however, under control, this was eliminated.

Figure 9 - Comparison between bead profiles from uncontrolled (a) and

controlled (b) fillet welding trials, carried out in flat position (3.2

mm mild steel sheets, wire feed speed = 13 m/min, welding speed

= 0.7 m/min, initial welding voltage = 33.2 volts, reduced to 29.4

volts by the controller in less than 3 seconds)
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THE BENEFIT OF CURRENT WORK

The obvious industrial benefit ofthe automatic voltage tuning method presented is that it could reduce,

for the power source manufacturers, the time and effort used in developing synergic welding curves for

different gases and wires, by automatically setting up the welding voltage. While, it is noted that most

power sources already have voltage trim facility for this; the effective use of which requires (and

depends on) skilled welder(s). The results of this research work shows that the AVT method could be

used to replace the trim facility. The simplicity of the monitoring rules and the algorithm meant that the

method can easily be built into the controller of new generation of gas metal arc welding power

sources.

CONCLUSIONS

The following conclusions can be drawn from this work:

1. if the wire feed speed and travel speed are set at an appropriate level then by

controlling the voltage using AVT a stable arc and good quality weld would be

obtained;

2. simple indices calculated from the welding current and voltage waveform features can be

used to make quick and robust decision on how to tune welding voltage; and

3 . the automatic voltage tuning method presented in this work could be used to replace the

trim facility in gas metal arc welding power sources.
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SCIAKY W2000, A MULTIPLE WELD PROCESS CNC MACHINE CONTROLLER

S.R. Potter*, R. Thompson*

ABSTRACT

A manufacture of Resistance, Fusion and Electron Beam welding machines for over fifty years,

Sciaky Inc. has been a leader in employing sophisticated CN coordinated motion and real-time

process control in many of these systems. The advent of small "mini" computers into the

industrial arena during the 1970's provided the opportunity to satisfy an increasing demand for

weldment production requiring complex path motions combined with highly variable welding

parameters using the Electron Beam Welding process. Successful development of a

sophisticated CNC controller for Electron Beam was followed by systems employing GTAW
and resistance welding processes. By the mid 1980's, industrial computer technology was

rapidly changing and it was realized that in order to avoid constant hardware obsolescence a long

term view of control technology needs was required.

INTRODUCTION

The W2000 Control was conceived as a physically modular controller capable of being

configured to meet application requirements ranging from basic velocity loop single axis control,

to full CNC multi-axis systems independent of the physical machine configuration (physical

machine configurations are rectilinear). In all instances of the control hardware, real-time

process control was to be an integral function, while providing the user degrees of programming

sophistication. In order to meet this criteria, a long term view of the potential applications was

undertaken. The evaluation identified that control technology, particularly in welding

applications, requires broad capability and constant development of features, interfaces and

functionality. It was realized that to satisfy this continual development process the control

needed two fundamental components. Modular computer hardware that would allow for system

improvement without constant obsolescence, and a software language that offered high level

function in industrially popular format.

The paper describes the hardware selected, the system arrangement and software development

from initial concept philosophy through current day developments. Numerous application

aspects are described showing the versatility of the controller.

* Sciaky Inc., 4915 W. 67th
Street, Chicago, IL 60638
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CONTROL DESCRIPTION

Hardware Selection

During the mid 1980's there was a proliferation of welding control systems. In almost all

instances they were based on discrete processor systems. The result over time being wholesale

obsolescence and generational replacement. When considering hardware, PC technology and

commercial CNC controllers were reviewed. PC's were discounted as at that time they lacked

the capability to be hard real-time controllers. CNC's in all instances were considered discrete

control systems and would automatically fall victim to obsolescence by virtue of increasing CPU
capability and the integrated and dedicated software arrangements needed to run those types of

systems. It was necessary therefore to identify hardware that could evolve.

VME (Versa Modular Europa) hardware was finally selected. The hardware is a Bus based

system utilizing a card cage and bus back plane. The hardware is based on formalized

international standards requiring manufacturers of Printed Circuit Boards (PCB's) to conform to

an operational standards. By following internationally agreed standards, the selection of the

VME standard offered multiple sources of similar products performing at comparable and

consistent levels, thereby ensuring competitive pricing and evolution.

The most persuasive issue in the selection was the perceived longevity. The format, the

international standard and the numerous manufacturers of products for VME systems were

indicators that a VME system could have a reasonable expectation of fifteen years or more

without being overtaken by hardware obsolescence. When adopted as the hardware of choice,

the target of foreseeable use was the year 2000, hence W(Weld)2000.

Figure 1 shows the basic arrangement of the control which comprises of three major hardware

systems. The core hardware which resides on the backplane along with the system specific

hardware such as I/O and servo systems, the user interface where programming functions occur

and the portable pendant where operational and in process functions required for real-time

system operation are effected.

The modular arrangement of the control allows the addition or subtraction of I/O and axis related

cards as well as the Network Communication (NCP) microprocessor. The NCP processor is

dedicated to XMMI Man Machine Interface (MMI) functions on either a SPARC (Sun) or X86
(Intel) platform. The RTP microprocessor provides real-time control of system function during

operation. ICP provides communication to the portable pendant and the user computer interface.

This separation between processors allows high level critical control functions to occur without

interruption from requested or non-critical status and information data flows, which would

burden a general purpose processor if those functions of communication were resident. The

processors used in all instances of the control have been Motorola 680X0. In the first control

units 68010 processors were employed. The development of the hardware has resulted in the

current generation being 68040 processors. The processor speed improvement is approximately

a factor of four over the original 68010's. In all cases, 68040 processors can directly replace

prior generations with only minor software patches and with no other hardware substitutions.
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Figure 1 also shows several cards with specific functions; encoders providing axis position

feedback (two axes per card); a video text insertion card for overlaying welding or system status

data on CCTV images of the weld; I/O modules; D/A modules providing process reference

signals and AID modules providing process feedback signals. In each instance of the control, the

PCB population of the card cage may vary greatly depending on the actual application, but

always reflects some number of the primary cards (encoder, I/O, A/D, D/A). With the exception

of the encoder cards which are of proprietary design, almost all other cards are selected from

commercial sources.

Man Machine Interface

There are two Man Machine Interface (MMI) types offered with the controller, a DOS based

system and a UNIX based system. The most common unit for the programming interface is the

DMMI (D=DOS). Based on an industrialized PC platform, the DMMI stands alone from the

controller. Utilizing DOS, three programming formats have been created for the user to select
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from. All formats are resident in the system and can be selected based on program complexity or

operational preference.

For single one axis programs (linear or circumferential type welds) a graphic interface can be

employed. The user selects a parameter set to be programmed such as Weld Current, and then

completes a pull down table by numeric input to the specific parameter field. Initial current, run

current, final current, slopes, pulse rates, etc., are completed in this manner. The user repeats this

programming effort for the remaining discrete parameter sets that compose the weld and the

controller complies the program. The compiled format is displayed as a multi-channel time or

distance based graphic that allows the user to readily see the relationship of parameters in

time/distance and scale to one another. This is a simple, quick and intuitive format designed for

use by operators and engineers alike.

A second format referred to as "Blocks" offers the ability to program multi-axis positional welds

where more complex axis paths are required. Presented in a menu format, up to seven axes of

coordinated motion can be programmed. A "Block" is a page of the program that describes the

axis moves (from one special point within the machine envelope to another) and the associated

welding parameters as well as certain machine functions that the user can selectively employ.

Block 1 of a program would represent pre-weld information that is preparatory in nature

(positional moves to a start point and/or turning on gas flow or other system functions).

Subsequent blocks then represent various stages of a weld program. Depending on complexity

of the weld as few as 3 or more than 100 Blocks may be used. Each block presents three

columns of operating parameters to the user. The first column contains welding related set-up

information (AVC response etc.), (welding process dependent) and numeric values are input to

each parameter field. The second column provides motion data, again specific to the actual

machine configuration. Each axis is designated with appropriate CNC nomenclature and again

requires a numeric input into a fixed field. The programmer can select the mode of the axis

move; absolute, incremental, APT (Axis Position Table) or time based. Move modes can be

intermixed within one block, thus one axis can be moved to an absolute position while another

moves an incremental amount. This column also allows programming of actual welding

parameters that correspond with the motion. The third column presents machine functions and

allows features to be selectively turned on or off at points throughout the program (gas flow,

AVC, wire feed, etc.).

The third programming format is based on a generic NC language (G, F and M code) developed

from a prior generation of control (Mark VII), and is more sophisticated and powerful than

Graphic or Block formats. Designed for multi-axis machines where the user desires or needs to

create programs using abbreviated welding terminology for complex tasks, it offers a high degree

of flexibility. The interface employs function keys to access pull down menus to assist the

programmer. The format allows the creation of master programs (referred to as "schedulers")

and sub-routines that can be called directly from the scheduler or can be activated on a

conditional basis. The format employs G codes to set function type (Gl, G90, etc.) which

determine the function activity and F codes which relates to feedrate. The feedrate can be speeds

or time based as designated by the G code. M codes are available to set special functions. The

welding commands are derived from common welding terms (Wirefeed = WIR ON/OFF, Arc
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Voltage - AV, etc.). The format offers more than two-hundred abbreviated word functions to

create programs. Other programming constructs such as for/next loops, schedule registers, IF

logic, re-entrancy and arithmetic functions are available to accommodate a wide variety of

programming application tasks. Numerous function keys are provided to assist the programmer

and the user may also employ search/find functions, where used/common expressions and copy

sample text from context sensitive help files directly into program files.

With the XMMI system, the interface is based on a UNIX system running X windows. Only the

NC generic language format is offered for this system providing the most powerful programming

and display interface. As such, it has become the interface of choice for high

quality/sophisticated users. Being based on X Windows the system uses a keyboard and mouse,

and employs a point and click style of operation. The UNIX system is a true multi-tasking unit

and allows multiple windows to be opened for display of the welding system status as well as

program status. The system is designed to allow factory wide networking via an Ethernet

connection. Programs can be downloaded from a central host system providing work scheduling

directly to the factory floor. Conversely, the system can transport quality assurance data and

back to the host for archiving of weld results. In critical service applications this capability and

the traceability it provides are essential functions of process control.

Regardless of which programming interface is used, the result is a compiled form of code that is

then downloaded to the controller. This native code can be executed directly by the controller

without any additional interpretation resulting in less foreground cycle and memory overhead.

Figures 2, 3, 4, and 5 below show examples of the programming formats available.

The portable pendant as shown in Figure 6 provides local control and status information to the

operator. The system can be run directly from the pendant once programs have been loaded into

controller memory. The pendant provides jog functions, axis control, proportional process

overrides via digital encoders, and segregated information displays where the operator can

clearly see machine position and weld process information on the two LCD displays on a real-

time basis.
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Software

The software is best described as a loosely coupled user interface architecture. This has allowed

development of customer required features and interfaces by virtue of adding and tailoring of

software, as opposed to substantive rewriting of the code to accommodate such requests. A
secondary benefit of this arrangement is that the DMMI can communicate with the control via

three separate communication schemes; RS-232, Arcnet, or VMEbus techniques. The XMMI
utilizes both Ethernet and VMEbus communication. This latter interface, being X Windows,

also provides the user the advantage of remotely logging into the local interface (at the machine)

and running another instance of the XMMI at the remote location. In addition to monitoring of

machine operations, remote trouble-shooting and/or operation assistance can be accomplished at

distance.

With the exception of the interface operating systems (DOS and X Windows) the code has all

been generated in house. Over the thirteen years of existence, the code has been continually

developed and now represents in excess of one-hundred thousand man hours of effort. There are

major advantages to generating code internally, complete documentation control, the ability

determine prevailing philosophy and immediate modification and test capability.

Controller Development

The initial controller was developed based on the direct input of an aerospace gas turbine

manufacturer. The unit included the Graphic and Block modes of programming with the NC
language planned for inclusion in later units. Operating methods and information presentation

were defined by the initial user and have been continually refined by the company and users

through later systems. The welding processes of the first system were GTAW and PAW. The

PAW process was required for circumferential welds using the keyhole mode and therefore

required the use of a massflow meter to accurately control gas flows for the opening and closing

of the keyhole. This was the first use of a programmable mass flow meter for this application.

Shortly after the first control was developed, a standard machine configuration was designed for

GTAW/PAW operations and the NC language software was ported over from the prior

generation control.

In that same period, a number of machines were acquired for both domestic and international

space launch manufacturing. The domestic user required that additional quality assurance

systems be implemented in the controller. The quality assurance feature was enhanced to capture

all process feedback signals and compare them to the reference values. By employing user

programmable warning and error bands the control assured that any deviation from the

programmed value would be captured to a quality file and that the operator would receive a

warning signal. If the excursion from preset values continued and the error band threshold met,

the controller would automatically end the program in a controlled fashion to prevent part

damage.
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Several sensor based systems have offered process enhancement, of major interest are the vision

based sensors. Numerous applications have required that the control be able to find a component

within the work envelope and offset pre-programmed positions prior to welding. To accomplish

this, software has been developed for several different vision based systems. The most common
application has been High and Low Pressure Turbine blades for jet engines. These components

exhibit sufficient variability from part to part that without a vision system they would require

constant operator intervention. In the most advanced version of a vision system, the SPARC
station interface hardware was employed to analyze the digital vision image of the component

surface and automatically generate welding parameters most suited for that individual

component. Unlike several other systems that have relied on a data library to piece together weld

parameters, this system applied an "intelligent" algorithm based rule set. A variant of this

system was created eliminating the vision system hardware. By presenting the programmer with

some preset formats, the program guides the process of parameter development. This interface

known as the "Z" notch developer, has allowed weld programs to be optimized in several hours

as opposed to traditional developments that usually extended several days or even weeks.

Another aerospace application for solid rocket motor casings caused the development of a special

XMMI feature, the "Procedure Manager". In this feature the user describes the important

elements of the process, (special tooling or set-up, required operator actions, etc.) and causes the

operator to interact with the control confirming that process requirements have been fulfilled.

Figure 7 is a depiction of the machine hardware in which the procedure manager was first

included. Due to the large scale hardware being welded it was imperative that strict adherence to

process operation procedure was assured. The procedure manager provided the interactive

interface and as the operation progressed offered the operators a continuous menu of the

operation activity as well as providing a record of adherence.

Applications

While GTAW/PAW were the first users for the control, Electron Beam Welding systems and

resistance welding systems share the same hardware platform with differing PCB population, and

in some instances the software heritage of the control. GTAW/PAW machines have been

designed and built from small (bench size) through systems exceeding 120 feet long and 30 feet

high (see figure 7). EB controllers are currently being developed to provide immediate

diagnostic "health" checks on beam output along with other physical performance monitoring

exercises which will be performed immediately prior to production welds. These "systems"

health checks will involve real-time evaluation of the system against a known nominal

performance. Software and systems programs are also being developed that will provide in-

depth checks which will be made on a weekly or monthly basis. After each system check, a

report indicating a pass or fail status will be posted within the system and also reported to a

maintenance file. The maintenance file will in turn post messages calling for preventive or

corrective maintenance action.
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FIGURE 7

A new High Speed Data Acquisition (HSDA) system has also been developed for Electron Beam
Applications. This system continually monitors Electron Beam power supply systems and

buffers the feedback data. The gathering rate is 250K Hz across eight channels and allows the

user to gather data on "Micro Arc" events. These events have previously not been seen on

conventional data acquisition systems due to high speeds at which they occur. Analysis with

HSDA systems will allow users to identify precursor events that may lead to a major arc out and

the resulting defect. It will also allow rapid identification of areas requiring repair by capturing

event position data, or that same information could be supplied to an NDE file for close

examination of suspect weld areas to determine if repair work is required.

SUMMARY

The control hardware has met and exceeded every goal originally set. On-going software

development of custom applications continues to extend the range of the control and is expected

that more sensor technologies will be integrated as they are developed. A new resistance

welding control that employs Windows NT as it's operating system has been developed and will

be the subject of a future paper. The control has also been employed for Electron Beam Physical

Vapor Deposition (EB PVD) where six full controllers have been integrated into a shared Bus
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scheme. Because on the complexity of running six controls on a single operation, custom

graphic interfaces have been created providing instant depiction and control of the process while

complex programs run in parallel in the background. It is expected that multiple controllers will

be employed on future welding systems as operations and data assurance demands become

increasingly complex.

VME hardware continues to offer improved hardware performance with an extended range of

products. With this continued growth it is now anticipated that VME will continue to be the

platform of choice for at least another seven to ten years.
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AN INFORMATION MODEL BASED WELD SCHEDULE DATABASE 1

S. D. Kfeban* , G.A Knorovsky , G.K Hfcken" , G.A Gershanotf

ABSTRACT

As part of a computerized system (SmartWeld) (Ref. 1) developed at Sandia National

Laboratories to facilitate agile manufacturing of welded assemblies, a weld schedule database

(WSDB) was also developed. SmartWeld's overall goals are to shorten the design-to-product

time frame and to promote right-the-first-time weldment design and manufacture by providing

welding process selection guidance to component designers. The associated WSDB evolved into

a substantial subproject by itself. At first, it was thought that the database would store perhaps

50 parameters about a weld schedule. This was a woeful underestimate: the current WSDB has

over 500 parameters defined in 73 tables. This includes data about the weld, the piece parts

involved, the piece part geometry, and great detail about the schedule and intervals involved in

performing the weld.

This complex database was built using information modeling techniques. Information modeling

is a process that creates a model of objects and their roles (i.e. data & relations) for a given

domain (i.e. welding). The Natural-Language Information Analysis Methodology (NIAM) (Ref.

2) technique was used, which is characterized by: 1) elementary facts being stated in natural

language by the welding expert, 2) determinism (the resulting model is provably repeatable, i.e.

it gives the same answer every time), and 3) extensibility (the model can be added to without

changing existing structure). The information model produced a highly normalized relational

schema that was translated to Oracle™ Relational Database Management Systems for

implementation.

INTRODUCTION

This database system has two primary purposes. The first purpose is to provide a compatible

database for the SmartWeld Advisor (Ref. 3) to search for plausible weld schedules. The second

purpose is to provide a mechanism for storage and recovery of historical information about weld

schedules used in the Department of Energy complex. Previously, such weld schedules were

recorded on paper and stored in file cabinets or engineering notebooks. Developmental schedules

in particular were notoriously difficult to retrieve. Both production and developmental weld

schedules are intended to be recorded.

1

Sandia is a multiprogram laboratory operated by Sandia Corporation, a Lockheed Martin Company, for the United

States Department of Energy under contract DE-AC04-94AL85000
* Sandia National Laboratories, Albuquerque, NM 87 1 85
* Sandia National Laboratories, Livermore, CA 94551
? University ofNew Mexico, Albuquerque, NM 87131
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The WSDB can be accessed directly, for entering data or browsing by welding engineers, or in

an intelligent, automated fashion through the knowledge-based SmartWeld Advisor. The WSDB
is designed to store weld schedules for a number of welding processes including: 1) arc (GTAW,
PAW, GMAW), 2) electron beam (both high and low voltage), 3) laser (cw C0

2
and pulsed

Nd:YAG), 4) friction (continuous drive and inertia), 5) upset and pinch solid state resistance

welds, and 5) spot and seam fusion resistance welds.

The WSDB provides a user-friendly, systematic, and comprehensive interface for weld schedule

data storage and retrieval. The graphical user interface consists of hierarchical layers of screens.

These begin at the part description level, and then follow a natural progression in developing the

information storage. For example, after the part has been identified, the weld process is

identified, followed by characteristics of the weld itself (and the weld preparation), followed in

turn by the process parameters needed to achieve it (power, travel speed, equipment, etc.). Other

types of information are also included at logical points, such as required heat treatments, pre-

weld cleaning, post-weld inspection, and specifications. Finally, catch-all comment fields are

provided at every level to capture any information which is not explicitly noted.

In this paper, we will: 1) show the hierarchy of screens which are encountered for a typical

database entry, 2) describe the logical structure of the database, 3) describe the many types of

search procedures which may be conducted and 4) discuss how the database fits into the overall

SmartWeld system.

AN OVERVIEW OF THE WSDB

After the user starts the weld schedule database tool (if not started from within SmartWeld), a

login dialog window appears to authenticate the user. After completing this preliminary step, the

first screen appears, giving the user the option to enter data for a weld schedule. There are five

initial sections where the user can enter data, as depicted by the five buttons along the top of the

screen in Figure 1

.

vj Data Entry Window

Component B Weld Info I Piece Farts I Joint Geometry
jjj

Weld Process

Store Data
in the DataBase

Print Weld Schedule
Short Format

Print Weld Schedule
Long Format

Figure 1 . Initial data entry screen.
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The buttons along the bottom store the data to the ORACLE database, print the weld schedule in

short or long format (see details below), or close the application.

By clicking on the "Component" button, entry fields appear for information about the

component being welded as well as information about the subassembly it is contained in (Figure

2.)

"

1}

Component Weld Info

Data Entry Window

Piece Parts I Joint Geometry I Weld Process

Top Level Assembly:

Name IGTS1

Drawing NBR

Top Level Assembly
Comment

Component Level Assembly:

Name IGTS1

Assembly NBR (MC)

Drawing NBR

Family

Component Comment

Gas Transfer System

Existing TLA's

Battery

Development

GTS 2

GTS1

Sram

Delete TLA

Existing Components

Battery

CAP! CAPZ

D
GTS1
HF

Delete Component

Store Data
in the DataBase

Print Weld Schedule
Short Format

Print Weld Schedule
Long Format

Close

Figure 2. Database entry screen for component and subassembly information.
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To enter or obtain information about the weld, one clicks on the "Weld Info" button and the

screen in Figure 3 appears.

Component Weld Info

Data Entry Window

Piece Parts I Joint Geometry Weld Process

Weld Name |iCap1 Assy

Weld Filename

Primary Weld Function Structural

Equipment Location

Equipment NBR

Production Rate Per Day

Weld Penetration

Status

Weld Comment

SNLCA

GTS-1 Root-fi Secondary Weld Function

y Joint Location

Number of Passes

Data Source

Attachment f_
rGirth

4

4.0 HICKEN

17.9G999 mm

Established

Weld Length

Weld Width

169.018 mm

mm

Store Data Print Weld Schedule Print Weld Schedule
Close

in the DataBase Short Format Long Format

Figure 3. Weld Information.

For piece part information, one clicks on "Piece Parts" and obtains the screen illustrated in

Figure 4.
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Component Weld Info

Data Entry Window

Piece Parts I Joint Geometry I Weld Process

Side 1

Piece Part Name Cap1

Material Model

Drawing NBR I

Side Z

Piece Part Name

Drawing NBR

iCapZ

Material Model

Comment Comment

Extended Hemisphere

Select

Geometry
Extended Hemisphere

Cylindrical Length 1.54446 mm
1

Inner Diameter 254.3083 mm
|

Outer Diameter 70.399 mm
|

Cylindrical Length

Inner Diameter

1 .54446 mm

54.3083 mm

Outer Diameter 170.399 mm

Store Data Print Weld Schedule Print Weld Schedule
Close

in the DataBase Short Format Long Format

Figure 4. Piece part information.

Note that information for both piece parts is entered as well as material chemistry information

(by clicking on the "Material Model" button.) Figure 5 shows the joint geometry screen. In this

case it is a U-groove butt weld with reinforced shoulders.

129



Component Weld Info

Data Entry Window

Piece Parts I Joint Geometry Weld Process

U GrooveButtWithReinforcedShoulders

Geometry Type
Shoulder

Shoulder Height

Shoulder Width

3.23023

3.53306

mm

mm
I

UGroove

Land Thickness

Radius

fl .2921

n .2921

Angle 15.0

Land Width a .2921

mm

mm

deg

mm

Store Data Print Weld Schedule Print Weld Schedule
Close

in the DataBase Short Format Long Format

Figure 5. Joint geometry information.

Finally, by clicking on "Weld Process", the hierarchy of weld processes is presented and the

user is led through a series of screens particular to the process chosen. For GTAW, the series

starts with the most general Fusion information (Figures 6, 7), then Arc specific information

(Figure 8), followed by Non-consumable electrode information until we end with the most

specific information pertaining only to GTA welds. Fusion information includes data about the

weld fusion zone, such as its top and bottom surface contours, size and shape, associated

shrinkage and distortion, cleaning and inspection data, temperature (thermocouple data), filler
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(Figure 7), travel speed, and heatsink information. The Arc data includes voltage and current

information (Figure 8) and the Non-consumable screen includes data about the electrode and

torch. Current, voltage, filler, and speed are entered as interval data, that is, for a given interval

number beginning at time t, and ending at time t
2
the current went from Amps, to Amps

2 .

Lr

Weld Process

Weld Process Window

MonConsumahle Electrode

Top Surface Height MIN ji

Top Surface Height MAX

Top Surface Contour Rating

Top Surface Contour

Weld Shrinkage

Melting Efficiency
||

Distortion

Process Efficiency

Cleaning Spec NBR

Fusion Comment

mm I Height MIN
Jf

r\

Under Bead i

Under Bead Height MAX |T

Under Bead Contour Rating
|

Under Bead Contour

mm

%

%

Joint Position
J

Rat

SpecPenetration MIN
Jj

SpecPenetration MAX
j|

Cross Sectional Area
|

Speed... Temperature Filler ... Heat Sink ...

Time Beg Time End Speed Beg Speed End

sec
|

sec rpm rpm

1 0.0 3.0 0.0 0.0

2 3.0 109.8 0.43 0.43

Speed History

Filename

Comment

Add one Row

rj

'tI

mm

Done

Figure 6. Fusion zone information screen showing general fusion information and the Speed

interval values.
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Speed ... Temperature HeatSink

A.
Time Beg

sec

0.0

3.0

105.5

Time End
sec

I

3.0

105.5

105.5

Rate Beg
mmpsj

0.0

17.0933

17.0933

Rate End
mmpsj

0.0

17.0933

0.0

Feed Rate
History Filename

Filler

Comment

Wire

Spec

Wire
Size

Wire

Alloy

1.1647

306

L

Add One Row

Pulsed

J

Wire

mm

Existing Wires

Figure 7. Filler interval information including wire specifications.

Weld Process

Weld Process Window

HonGonsumaMe Electrode

Polarity

Stlckout

Shielding Gas

ArcComment

Pre Purge Time ij

Post Purge Time i

Arc Gap History filename I

SHeMng Gas Row Rale ii

Deflections...

Current History filename
jj

Comment i

Current Type I

Adtt One Row

Time
Beg

cycls

0.0

Time
End

6348.1 109.0

Peak
Current I

A

75.0

150.0

Current End

A i

Backgr.
Current Beg

A \

Backgr.
Current End

BZ.5

Current

Form

Square

Square

Peak
Tfcne

0.75

Backgr.

Tkne

0.25

Freq.

cps

1.0

Done

Figure 8. Arc information including Current interval information.
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Due to the logical structure followed, by the time the user reaches the last screen (in this case

labeled GTAW) all the salient information needed has already been filled in; thus, only a

comment field is included (not shown for reasons of brevity).

When all the information available is typed in, the user simply clicks the insert button on the first

screen to insert the weld schedule into the database. The WSDB does not expect all slots to be

filled.

DATABASE UTILITIES

Search

Anyone with access can search the database since this function only requires read access to the

data. The user is presented with a search criteria screen where material, a thickness range,

welding process, joint geometry, data source, and weld process expert can be specified as shown

in Figure 9. Once this is done a search is performed and the resulting abbreviated weld schedule

are presented in a table. The user can now select a particular schedule from the table of search

results to examine in more detail.

Search Window

Select Joint Geometry

Select Weld Process

Select Part Type

Selec t Location

Select weld
Process Expert

Select Material

1

rj

r\

SNLCA rj

r
|3Q4L _r|

From (mm) To (mm)
Enter Thickness

Interval

Select Assembly

Do Search

Assembly Component Weld Part Weld Joint
Name Name Name Type Process Geom

1 Development Small Acorn Acorn Gas Transfer System GTAW UGrooveButtWIUiReir

2 Development Large Acorn Acorn Gas Transfer System GTAW UGrooveButtWithReir

3 W87 W87BL AFTCAP Gas Transfer System Upset Square But (Joint

4 GTS1 GTS1 Cap! Assy Gas Transfer System GTAW UGrooveButtWiuiReir

5 GTS 2 CAP1 CAP2 CAP ASSY Gas Transfer System GTAW U_GrooveBuUWithReir

7 Sram HF 2 Gas Transfer System HighVoltageEB Square ButtWithAlignnrv

8 Sram HF 3 Final Gas Transfer System HighVoltageEB SquareButtWIthAlignnm

9 Sram D 1 Gas Transfer System HighVoltageEB SquareButtWithAlignmi

10 Sram D 6 Final Gas Transfer System HighVoltageEB Square ButtWithAlignmi
/

11 M 1

Show Detailed Weld Schedule 1 Show Copy of Schedule Delete Selected Record Close

Figure 9. The results of a search for welds done at SNLCA using 304L stainless steel.
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Update

Requiring more extensive access privileges, this feature works much the same as search, except

that once the user is examining a weld schedule in detail, an update or change of the data is

allowed. Also, the user can make a copy of a weld schedule. This is useful if one weld schedule

is very similar to another with only a few modifications. Instead of entering a hundred

parameters that are almost the same as an existing weld schedule entry, the user just copies the

existing schedule under a new name, and then changes the few values that are different.

Printing

On the top level data entry screen, the user can select a weld schedule for printing. Two choices

are given: 1) Print the schedule in short format, which only prints the parameters that have

values, 2) Print in long format, which prints all parameters whether or not data exists. The blank

fields are helpful to manually record information for subsequent data updates. Once the printing

is invoked, a dialog screen will appear asking the user which printer to use. The schedule is

printed in landscape format and usually takes three or four pages.

STRUCTURE OF DATABASE

The database was designed using the NIAM methodology which uses atomic facts, i.e. data and

relations, about the domain to produce an information model. This model was developed using

Asymetrix's InfoModeler™ on a personal computer. The model maps directly to a relational

schema that was implemented in the ORACLE relational database management system. The four

types of relationships between data objects used in NIAM are shown below in Figure 10.

Name _<C^Employee_Number^~^5

one / many

A FirstName can be had by many Employees

(one-to-many)

(^TmployeNumber

many / one

Many Employees can have the same FirstName

(many-to-one)

<^~Employee Number Each Employee has one SSN
(one-to-one)

<^first_Narne~^--

many / many

^DepartmenT^) A FirstName can be in many Departments

A Department can have many FirstNames

(many-to-many)

Figure 10. The fundamental relationships in information modelling.
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An overview of the information structure using these relations is shown in Figure 1 1 . The weld

itself is the heart of the structure and a unique internal identifier gets assigned to the weld by the

system (WeldID). A component can have one or more welds (one-to-many) but each weld is

uniquely identified. This overview diagram also shows that a weld can be performed by one or

more welding processes (one-to-many). That is, a root pass can be done with an arc process and

the remaining passes with a low voltage electron beam. The weld has a one-to-one relationship

with its PieceParts, i.e. a weld has one set of PieceParts and a set of PieceParts belongs to a

single weld (likewise with its JointGeometry). The other relationships are one-to-many; for

example, the equipment number (EquipmentNBR) that identifies a piece a equipment can be

used for many welds.

has /for

Figure 1 1 . Overview of the information model for weld schedules.

The Welding Process object shown in the top right hand corner of Figure 11, with a double oval,

shows that another entire information structure for welding processes exist. Each welding

process has a set of parameters that are common to all welds regardless of process and a set of

data specific to that welding process. A hierarchical information structure of the welding

processes is shown in Figure 12. Items near the top are more general and represent information

for all the welding process below them. The information increases in detail and specificity as you

traverse the tree depthwise. The dashed ovals represent actual data for the weld schedule and for

this information amounts to more than 500 elements that span 50 pages of the information

modeling diagrams.

This information model maps directly to a highly normalized relational schema (the information

cannot be expressed in fewer tables without loss of information or introduction of redundant

data). Once you have the information modeled, the implementation to a relational database is
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trivial and actually amounts to selecting the type of database management system (Oracle,

Ingres, Sybase, Informix, etc) and pushing a button in the information modeling tool. The code

that gets generated is called SQL (a database definition and query language) and it captures the

data and relations defined in the model and ultimately is used to create the database to store the

information.

The rest of the implementation is done using a database product and a third party tool for the

Graphical User Interface (GUI) implementation. For the weld schedule database, we used

Oracle's version of SQL to implement the data and relations and Kappa, an object-oriented

toolkit, to implement the graphical user interface for data entry, browsing, and update. For a

database of this magnitude, the GUI development turned out to be a sizable project. There are

commercial tools that make this implementation easier than using Kappa, but we chose Kappa

because the underlying object representation that is used for the GUI can also be used for

manipulating the weld schedule information in the Advisor, which is also written in Kappa.

Figure 12. A hierarchical representation of welding processes.

The mapping from relational tables to Kappa objects is an automated procedure provided by

Kappa. The tool is called DataAccess and maps any subset of a relational table to an object. The

advantage of using objects is that now the data from the database is in objects and we can attach

methods directly to each object to perform operations on the data. For data manipulation this
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becomes very attractive when using a relational database management system. Typically this is

done with a programming language specific to the database provider which can be cumbersome.

INTEGRATION WITH SMARTWELD

SmartWeld, developed at Sandia National Laboratories, is a concurrent engineering system that

integrates product design and processing decisions within an electronic desktop environment

(Ref. 1). The WSDB can be accessed for search, browse, and update directly by selecting the

"Weld Schedule DB" button from the toolbar at the bottom of the main SmartWeld screen,

Figure 13. The WSDB is also seamlessly integrated into the information flow of the guided

SmartWeld environment (the center buttons in Figure 13.) After defining the part to be welded

(materials and dimensions) and selecting a weld process and joint geometry as suggested by the

Weld Advisor, the next step is to determine a weld schedule. This can be done in SmartWeld by

either running an optimization code, SOAR (Ref. 4), to derive the weld schedule parameters or

by accessing the WSDB and searching for any similar weld configurations. In either case

(SOAR or the WSDB), the pertinent information required to determine the schedule (material,

penetration depth, weld process, joint geometry, etc) is passed by SmartWeld.

vj Smart Weld - Development

File Welds Information Process

Figure 13. Top level SmartWeld screen.

Since SmartWeld and the WSDB are both written in Kappa, the same software is reused for

searching the database and manipulating the data. Once a weld schedule is selected from the

advisor, the data is extracted from either source and mapped into an object representation for use
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downstream in the analysis codes that require the details of the weld schedule intervals including

the settings of power, speed, voltage, current, and filler wire parameters to model the welding

heat source.

SUMMARY

The WSDB described herein is complete and deployed for use at several DOE sites for manual

weld schedule data entry and search. It is anticipated that historical weld schedules will be

inserted into the WSDB on a gradual basis and current and newly developed schedules will be

input regularly. Future work includes enabling intelligent welding machine controllers to

transfer a major percentage of the weld schedule information to the WSDB with minimal human

intervention. Likewise, once SmartWeld and the user concur on a schedule, it will be

downloaded from the database to the machine controller.
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MANAGING WELDING WITH THE
PROWELD INFORMATION SYSTEM

Scholz W/ , Pinn T.
#
, Hunter A/

ABSTRACT

The New Zealand Welding Centre has investigated the requirements of welding procedure

development and costs associated to welding within several research projects with the overall aim

to increase welding productivity and weld quality. As a result of these consecutive projects, a new

approach of modelling welding procedures and providing essential information for cost

assessment and quantity surveying purposes has been developed and implemented in the

computer based PROWELD information system.

This paper describes the approach of welding procedure development, welding procedure manage-

ment, cost determination and cost comparison as implemented in the welding information system.

KEYWORDS

Welding, software, information system, welding procedure specification, welding procedure

management, welding cost, quantity surveying, project cost, arc welding processes.

INTRODUCTION

Everyone involved in welding related project planning, design, job scheduling, manufacturing, or

quality assurance comes across these typical situations:

• A new product with a short delivery time is ready for welding, but no procedures and work

instructions are available.

• A quality assurance system is installed and requires detailed documentation.

• A specified welding consumable is not available and an alternative has to be identified.

• A suggested welding procedure does not perform satisfactorily. An alternative is needed.

• There exist several welding process alternatives, which is the most cost effective?

• How can project specific welding procedures be quickly prepared?

• What electrodes comply to the required classification? For which applications are they

recommended?

• What quantities of electrodes and gases are required for a project?

• What are the welding man hour requirements for a project ?

• What are the total welding cost of a project?

* New Zealand Welding Centre, HERA, 17-19 Gladding Place, Manukau City, New Zealand
" formerly with New Zealand Welding Centre
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The welding information system described in this paper was specifically developed to handle the

above tasks. Based on several research projects conducted by the New Zealand Welding Centre

and the Manufacturing Systems Group at the University of Auckland (Ref 1 -6), the system design

utilises a modular structure that allows an evolutionary development of further modules gradually

enhancing the systems functionality in order to meet user demands.

The system is designed and written using sophisticated methodologies and engineering principles.

All modules provide a state of the art user interface, with extensive on-line help information. The

modules run under Windows 3. 1 or higher, on PCs with a 486 CPU or higher and a minimum of

8MB RAM (recommended Windows 95, 16MB and Pentium CPU).

THE PROWELD EXPERT AND INFORMATION SYSTEM STRUCTURE

Figure 1 shows the system modules and their interactions to assist in solving a welding task .

Figure 1 Module Structure ofPROWELD

The modules are applied as follows:

PROConsum - consumable information

PROConsum is the consumable database filled with consumable information provided and

maintained by the major consumable suppliers.

PROSpecs - Welding Procedure Management
Welding procedures are entered and maintained in the PROSpecs module.

PROExpert - expert advised generation of prequalified Welding Procedure Specification

Recommended joint preparation details following prequalified details of AS/NZS 1554.1 are

generated with the PROExpert module. The results of the generation are send back to the

PROSpecs module to add other procedure details.

PROCost - cost calculation

The cost of a welding procedure is calculated in the PROCost module.
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PROCompare - cost comparison

Cost analysed welding procedures can be compared in the PROCompare module. The comparison

shows the cost differences of alternative solutions and helps to identify where the specific

differences are.

PROProject - project summary
In the PROProject cost module procedures can be grouped as required by a welding project. Cost

of welding as well as quantities of consumable and labour requirements can be calculated by this

module.

The interactions between the modules will be controlled by the PROWELD management module.

USING PROWELD IN PRACTICE

The use of the welding information system is straight forward and is explained in the following

task descriptions related to managing welding.

Welding procedures development and maintenance

Not only are procedures to relevant fabrication standards often needed quickly, but they may also

include specific client requirements. For example a company wants to qualify their procedures to

more than one standard as is frequently the case in New Zealand.

The system handles the formats of most standards commonly used in Australasia and indeed the

world e.g. AS/NZS 1554, ASME IX, EN288 (ISO 9656), ANSI/AWS DLL The information

system is particularly suited to search existing procedures to find those suitable for a new welding

task. This can be done effectively by using the mouse as the system uses the Windows® interface

in a very efficient manner. New welding procedures can be developed interactively within

minutes.

Figure 2 shows the opening window for the procedure specification module. The system learns

from the previous input and also shows as option the previously inputted data making repetitive

data input simple. Figure 3 shows this option with the welding standards window open.

Figure 4 shows the procedure search window highlighting search options such as specification no,

job/project, specification type (WPS, Preliminary WPS, PQR), welding standard, material,

welding process.

Also the corresponding procedure qualification documentation such as the PQR's can be

established and maintained effectively in the system.
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fj§ Specification
- MMAWSAW 2G - 1 (Tutorial Example}

Spec Info Joint Operation Heat Treat Admin Info Info/Tests
J

Specification Type: j|WELDING PROCEDURE SPECIFICATION (WPS)

Job/Project No: EXAMPLE SPECIFICATIONS

Specification No; ;MMAW/SAW-2G- 1 (Tutorial Example)

Ref. No/PQRAVPAR: MMAW/SAW-2G - Test Report, QW-483 (Example)

Standard: ASMEIX Date created: 12/01/96

Comments on WPS: Material Details

This procedure is used in the tutorial.

We strongly recommend the user go

through the lessons of the tutorial.

It lists example data only and is no1

intended to be used for welding.

|
Standard/Spec. Grade/Type Pi Group No /Comments

i|ASTM |a3<5

tojjASTM |A36
|

veys verily specttication with asipfcabte stendatxi

s-runjoM expert and operateWashes* when

tf'.sss in red « e recjui
-** for co;t arrafysis*

Figure 2 Welding Procedure Specification Window

m PROWELD 2.5 - Welding Information System - [Specification MMAW/SAW-2G Test Report, Q...

PROSpecs Module Tabsheet Action Window Help

D & 1
Spec Info Joint Operation Heat Treat Admin Info Info/Tests

j

Specification Type: j|PROCEDURE QUALIFICATION RECORD (PQR)

Job/Project No; EXAMPLE SPECIFICATIONS

Specification No: IMMAW/SAW-2G - Test. Report, QW-483

Ref. No/PQR/WPAR:

Standard:

Comments on WPS:

This procedure is used in the hi'

We recommend, strongly to go

through the lessons of the tuto:

ASME IX Date created: 25/11/96

[BS] EN 288-4

AS/NZS 1554.1:1995

Specification and approval ofWPS for

metallic materials, Part 4: Welding procedure

tests for the arc welding of aluminium and its

alloys. Joint preparations suggested.

Structural steel welding, Part 1: Welding of

steel structures. Joint preparations

pre-quahfied, verify with standard.

J

! Ready 09.06.97 14:15

Figure 3 Welding Procedure Specification Window with Welding Standard Option
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Specification No Job/Project Specification Type Welding Standard

IflMHHHHHHMNRM |EXAMPLESPECinCATIOlU||pREQUALinED WELDING) Hi! AS/ NZS 1554 lU|

t [mm] 1 1 in range {mm]
|

Material Grade/Type
|

Mat. (P/Orp) | Initial Process | Welder

1
'

1

1 j| 3f™AW (MIGH|joe Welder. H
Pipe OD Range 1 Id Joint: ||F1 -i

Figure 4 Welding Procedure Search Option Window

Figure 5 shows the joint preparation window which allows to show preparation details in form of

sketches and the corresponding numerical input. A large number of frequently used preparation

details are stored in the database reducing the time required for drawing the joint preparation

sketches.

Wat Specification - MNMVWSAW-2G - 1 (Tutorial Example)

Joint Type:

Operation Heat Treat Admin Info Info/Tests
|

Pipe OD:

JB-C 5, Butt weld, complete penetration, double - bevel butt joint, welded both sides

RangeX-Section [mm2
]: 177 Recommendations

t[mml: j 21.6
1

i6.2to| 32.4

Range:

Qfmm): j 3j> 2 to 5

Fr[mm]: 0to3

40 to 55

Preparation Method: [Grinding Gouge Dressing: jGrinding

Gouging Method: JNA Gouge Check Method.' jjvisual

Figure 5 Joint Preparation Window
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PROWELD uses a very logical format for the development of specifications. An example is the

development of the individual welding operations which describe the run sequence and details of

the welding task. Figure 6 shows an example of a filled in operations window.

Kl Specification - MMAWSAW-ZG - 1 (Tutorial Example)

Spec Info Joint Operation Heat Treat Admin Info InrVTests
j

Operation Details | Operation 1 Operation 2 Operation 3 | Operation 4 | Operatr™

Description: Iroot rur<s) filling mn(s) Japping nm(s) | 1

Process: EMAW 3AW SAW

Position: horizontal 2G horizontal 2G horizontal 2G

Run Sequence: |l 2-3

Side welded: [side 1 side 1 & side 2 ;ide 1 & side 2

Filler Metal Tradename: Example 6013 Example 61 Example 61

StandardfiSpecification: ^S/NZS 1553.1-95 AWS 5.17-89 AWS 5.17-89

Classification: E4113 EM12K EM12K

Diameter [mm]:
-j 9 3 2

Filler Details (e.g. F, A NO.) for equivalent

Shielding GasJFlux Tradename:; Fhix 1061 Flux 1061

Shielding Details/Composition:

Shielding/Standard/Spec .: AWS 5.17-39 AWS 5.17-89

Shielding Classification: F7A8-EM12K F7A8-EMSJ

Flow[IAnin]AJsage[kg,>ri] Rate: r:f 12.00 +| -| 12.00 +

Arc Voltage [V]: 29 0 ±
j

2.0 30 0 ±| 1.0 29.0

Arc Current [A] 270 ±
|

To
_

4
J

V

. / 3
j

Power Source Characteristic: CC CV CV

Current Type: AC DCEP DCEP
2 J / ( 2 I

3

Other Settings (Pulse,etc.):

Electrode SHckout [mm]: 17.0 ±
|

16.0_
Travel Speed [mm/min]:

Wire Feed Speed [mAnin]:

310 ± j
io

Insert 1 Edit 1 Insert OLE 1

14 0

l<1 1

Figure 6: Welding Operations Window

Additional windows are available guiding through the topics of heat treatment, administrative

information such as qualified welders, and corresponding information such as qualification

testing.

Printed documentation of the procedures is well structured and clear. A printout of the first page

of a completed example procedure is shown in Figure 1 1

.

Expert Advice - PROExpert
PROExpert assists in generating welding procedures to meet the requirements of welding codes

and standards with the aid of stored expert knowledge. Currently joint preparations to AS/NZS
1554.1 are proposed by the system. Figure 7 shows an example of the "joint expert" which

proposes suitable joint preparations including dimensions:
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Joint Details Expert

Select position(s) for specification:

5

* y
Y~ M pipe rotated 1© T~ nor. pipe fixed 2G V v-up pipe fixed 5G

V v-down pipe fixed SG P" up pipe incl. 45° 60

< Back
|

Next >
|

Cancel

Joint Details Expert

Connection Type:

<~ Butt <? Tee <" Corner <"* Lap f Edge
j

Weld Type: Hollow SectioniPipe: Penetration:

<* Butt <~ No Complete
C Fillet

Surfacing
f1" Yes Incomplete

jnfllaj (loot)piocess:
|
I'glC^tJl^MMi

Plate thickness tfor selection of joint preparation:

Backing Type:

3

^ NA
f Permanent

C Non Permanent

<~ Purging

5.0 jnmj

Help < back Next > Cancel

Joint Details Expert

JoM Type: (Circular butt weld, complete penetration, T joint, welded one side

t[mm]: Lji - -ia\ 7
5~

t2[mm]:

G [mm]: 4.0 2.5 to 5.5

Fr [mm]: Oto 1.5

®1 n. 50.0
j

45 to 60

| 3 Joint Preparations found, displaying no. | 2 *7j Help < Back | rHnIi|ri| Cancel

Figure 7 Joint preparation details as recommended by PROExpert
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Welding Consumable Information - PROConsum
A comprehensive, up to date database with detailed consumable information covers electrodes,

wires, non consumable electrodes, fluxes and gases. The system contains detailed consumable

information from the major suppliers of Australasia. The filler metal consumable data can be

searched by material group, supplier, tradename and classification (Figure 8). The user can add its

own welding consumable information in PROConsum. The search through different supplier

catalogues is usually not needed.

GMAW Electrode - Exampie1309 MM
Description Spec/App Pack Data Weld Data Properties

j

Group:| Jl»w Alloy Steel

Tradename: Example 1309 Company: Example Supplier Ltd.

Description:

Examplel309 is a wire for gas metal arc welding ofbw alloy high tensile steel and creep resistant steel of the

0 5% Mo-type.

Applications; Welding Techniques:

Example 1 309 is recommended for welding creep

resistant steels of similar composition used in e .g.

pressure vessels and boilers with a working

temperature up to about 50CTC.

Also for welding of high tensile steels.

Recommendation for welding:

Example 1 309 is usually welded with mixed gas

:onsistmg of80% Ar and 20% C02.

Figure 8 Example of the Consumable Main Window

Productivity Assessment - PROCost , PROcompare and PROProject

There are frequently situations in which more than one process could be used satisfactorily to

achieve a required weld quality.

• A detailed cost analysis and comparison allows improvement of welding procedures and

identification of the most economic solutions.

• The cost analysis also considers all ancillary operations, as well as preparation, heat treatment

and equipment costs.

• The result of the cost analysis contains detailed information on required consumable quantities

and labour hours.

• Welding procedures can be attributed to a project to determine project cost and project

quantities.

The costing can be analysed based on default data or the user can easily customise it to particular

situations. As the module follows the welding procedure specification, costs calculated are

accurate provided the welding procedure information used is representing the true situation.

Results are presented as standard business graphics and in table form to allow easy analysis.
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Figure 9 shows as an example the cost analysis of a particular procedure.

HOES
Cost Spec Heat Treat Preparation Base Data Ancillary Equipment

|

Specification No: |MMAWSAW-20 - 1 (Tutorial Exampfe) Ancillary Activities:

Job /Project: EXAMPLE SPECIFICATIONS P TackWelding

Variation No: Var 2 / Filler metals with high ^rrlenrK rates amiS nrirpc
F Spatter Removal

Total Weld Length:
||

2200 00 m[ No ofWe

Comment Preparation activities conside:
Procedure Cost* 30.37 Sim 5567.83 $.Weld 66,814.00 $Hotal length

Operation Detail's Operation 1 Opei 25.2% 22.9%

No of Runs:

Spool/Electr. Weight [kg):

Filler Price [Wcg]:

Deposition Rate [tegfrt]:

0.125
)

3.50 f
2.85

1

63.00 fDeposition Efficiency [%{:
[

Equipment / Machine: jMMAw Machine 1Jsawm
Shielding [$AnA3] /[$Ag]:

.ancillary Labour

r~i Consumables

i Equipment

Non Productive Labour

Preparation

Welding (Arc on) Labour

31.5%
4.5%

Costs /Jimes
J

Quantities Recalculate CJose

Figure 9 Cost Example of a Sample Welding Procedure

PROCompare compares costs of alternative welding procedure solutions. The comparison

displays the cost differences in a graphical form, allowing an effective interpretation of the cost

structures (Figure 10).
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Ancillary Labour

Consumables

Equipment

Non Productive Labour

1 1 Welding (Arc on) Labour

Figure 1 0 Cost Comparison of Alternative Welding Procedures

Figure 1 1 shows as an example the printout of the first page of a welding procedure. Figure 12 is

from the corresponding welding consumable quantities and cost report. Figure 13 shows the

corresponding project summary.
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WELDING PROCEDURE SPECIFICATION (WPS)

Welding Standard: ASME IX

Specification No: MMAW/SAW-2G - 1 (Tutorial Example)

Ref. No /PQR/WPAR: MMAW/SAW-2G - Test Report (Tutorial Example)

Joint Details:

POBOX 76-134
ManuKau City

New Zealand

Tel ~64-9- 2S2 288S
Fax *-i34-9-262 2856

Material: ASTM A36 Positions:

to: ASTM A36

Backing: NA Pipe Outer Diameter Range:

Iflat 1G

Joint Type: B-C 5, Butt weld, complete penetration, double - bevel butt joint, welded both sides

Thickness [mm] t: 21.6 t2: 17.7 Qualified Range [mm]: 16.2 to 32.4

horizontal 2G
vertical down 3G
vertical up 3G
overhead 4G

Joint Preparation Weld Cross Section [mm*]:
_

~| G [mm]:

Fr [mm]:

|

© I [°]:

02 [°]:

R 1 [mm]

177

3.5 (2 to 5)

1.5 (0to3)

45 (40 to 55)

Comment:
This procedure is used in the

tutorial. We strongly recommend
the user go through the lessons of

the tutorial.

It lists example data only and is

not intended to be used for

welding.

Prpnaratinn Miothnri' Grinding Gouqe Dressinq: Grinding

i r»jn RilathArl' MAouuyiiiy iviciiiuu. i^*r\ Gouge Check Method: Visual

Operation Details Operation 1 Operation 2 Operation 3 Operation 4 Operation 5

Description: root run(s) filling run(s) capping run(s)

Process: SMAW SAW SAW
Position: horizontal 2G horizontal 2G horizontal 2G

Run No.(s) / Side(s) Welded: 1/sldel 2-3 / both 4 /both

Filler Metal Tradename: Example 6013 Example 61 Example 61

Standard/Specification: AWS A5.01 AWS 5.17-89 AWS 5.17-89

Classification: E6013 EM12K EM12K
Diameter [mm]: 5 3.2 3.2

Filler Details (e.g. F, A No.) or equivalent

Shielding Gas/Flux Tradename: Flux 1061 Flux 1061

Shielding Details/Composition:

Shielding/Standard/Spec.: AWS 5.17-89 AWS 5.17-89

Shielding Classification: F7A8-EM12K F7A8-EM12K

Flow[l/min]/Usage[kg/h] Rate: 12 12

Arc Voltage [V]: 29 ±2 30 ± 1 29 ± 1

Arc Current [A]: 270 ± 10 470 ± 10 450 ± 10

Power Source Characteristic: CC CV CV
Current Type: AC DCEP DCEP
Other Settings (Pulse, etc.):

Electrode Stickout [mm]: 17 16

Travel Speed [mm/min]: 310± 10 470 ± 10 560 ± 20

Wire Feed Speed [m/min]: 14 12

Arc Energy Input [kJ/mm]: 1.52 1.8 1.4

Preheat/Min. Interpass T.[°C]:

Max. Interpass Temp. [°C]:

Torch Angle [°]:

Technique:

Interrun Cleaning: Grinding

Additional Information: Two Welding Heads Two Welding Heads

Heat Treatment:

Preheating Method: required if temperature below 20 C

Temp. Check Method: NA

Heat Treatment Comment:

Warm to touch

Temp Check Location: NA

Postweld heat treatment / Cooling Rate: NA

Fabricator:

Welder: Joe Welder . 007

Revision: - Date:

Representative: Your representative

Signature:

Principal's Representative / Inspection Authority:

Contract: Contract Number / Description

Organisation: The Boss' Inspection Company Ltd.

Approved by:

Signature:

The Boss

Created: 1/12/96

Printed: 6/5/97

File Ref: EXAMPLE SPECIFICATIONS \ MMAW/SAW-2G - 1 (Tutonal Example)

PROWELD Welding Information System Pa9e 1 of 2

Figure 1 1 First page of an example welding procedure printout
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Consumables Quantities and Cost Report

Specification No.: MMAW/SAW-2G - 1 (Tutorial Example)

Scenario No.: Var 2 / Filler metals with higher depos. rates and prices

Job / Project: EXAMPLE SPECIFICATIONS

Total Weld Length: 2,200.00 m

No of Welds: 12

Average Weld Length: 183.3 m

Comment: Preparation activities considered

Electrode:

Tradename: Example 61

Standard/Classification: AWS 5.17-89 : EM12K

Diameter: 3.2 mm

Quantities and Cost of Example 61

1.10 kg per metre 201 .67 kg for each weld 2,420.00 kg over total weld length

$3.26 per metre $597.81 for each weld $7,173.76 over total weld length

Electrode:

Tradename: Example 6013

Standard/Classification: AWS A5.01 : E6013

Diameter: 5 mm

Quantities and Cost of Example 6013

0.27 kg per metre 49.50 kg for each weld 594.00 kg over total weld length

$0.95 per metre $173.25 for each weld $2,079.00 over total weld length

Total quantities of Filler(s) required for welding procedure:

1.37 kg per metre 251.17 kg for each weld 3,014.00 kg over total weld length

$4.21 per metre $771.06 for each weld $9,252.76 over total weld length

Gas / Flux:

Tradename: Flux 1061

Composition / Comment:

Standard/Classification: AWS 5.17-89 : F7A8-EM12K

Quantities and Cost of Flux 1061

2.41 mA
3 (kg) per metre 441.83 mA

3 (kg) for each weld 5,302.00 mA3 (kg) over total weld length

$4.82 per metre $883.67 for each weld $10,604.00 over total weld length

Quantities are listed in kg for 100% C02 and SAW Flux otherwise in mA3

Figure 1 2 Example of printout of consumable quantities and cost report
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Project Summary

Project No: Tutorial Example Project

Comment: PROWELD example procedure variations combined as project

Wanu^au City

Hew ZeoteriEJ

Tel. *64 9-263 3885

Variation No
Cost ofGMAW hollow section butt weld

Specification No
GMAW hollow section butt weld example

Var 2 / Filler metals with higher depos. rates and prices MMAW/SAW-2G - Plate - 001

Total Cost of Project: $196,534

$50,748

$64,830

$2,640

$43,734

$28,910

Ancillary Labour

Consumables

Equipment

Non Productive Labour

Preparation

Welding (Arc on) Labour

$5,672

Total Time of Project: 4,925 hours

2,161 h

,691 h

Ancillary Labour

Non Productive Labour

Preparation

Welding (Arc on) Labour

110 h 963 h

Figure 13 Print out of example project summary
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CONCLUSIONS

PROWELD is a easy to use, Windows® based welding information system. Using the welding

information system provides the following benefits:

• Simplifies development and maintenance of welding procedures related records.

• Improves productivity of welding and administration.

• Project estimation is made easier and more accurate.

• Improvement and simplification of welding procedure data management.

• Helps to find more economic welding solutions.

• Development of a knowledge base that is available within an organisation.

• A higher standard of quality assurance is achieved.
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A COMPUTER SYSTEM FOR PREQUALIFIED
STRUCTURE WELDING (AWS Dl.1.94)

A. El-Ashram *, E.A. Shaaban * and H.I. Shaaban

ABSTRACT

The American National Standard Structure Welding Code (ANSI / AWS . D 1.1) is

different from other welding codes (e.g., ASME, API .... etc.) .It presents prequalified

welding procedures if some requirements are fulfilled . These requirements include : joint

type, workmanship and welding techniques which are specified in details in various

Chapters of this Code.

The Present work aimed at transforming the available required data for prequalified

welding procedure into a computer software that facilitates the use of the data. A
complete set of logic decision trees were developed. Such set of trees remove most of the

decision making problems upon using the Code.

All decision trees were collected to form one computer software, Which is a type of

intelligent and user friendly system . The user is asked some specific questions about the

welding procedure being used . The final decision if this procedure is preqelified or not is

given.

INTRODUCTION

Welding codes and standards have been developed to provide public health
,
Safety and

high quality of the welded joints . Since the early development of the welding codes and

standards, all of which have been continually edited and revised to comply with the

demands of the growing technology . One of the most effective methods of technology

transfer is to apply a code or standard , either in welding or in any other industry.

It was found in Egypt that applying the welding codes in industry will be much easier if

these codes have been simplified for use. Thus a project have been developed to transfer

some of the most important welding codes to a simply used computer software. This

project is a joined work between researchers from Egyptian Atomic Energy Authority

and Alexandria University. In this project three welding standards have been dealt with .

These standards are:

a) The American Petroleum Institute Standard No. API-1 104 concerned with welding

* Alexandria University , Alexandria ,
Egypt.

** Atomic Energy Authority, Alexandria, Egypt.
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petroleum pipelines and related facilities.

b) The American Society of Mechanical Engineers Boiler and Pressure Vessel Code,

Section IX concerned with welding procedure and welder qualification.

c) The American Welding Society Code No. AWS D 1.1 -94 concerned with welding

of steel structures such as buildings, bridges and tubular structures.

It has been noticed that AWS Dl .1-94 Code is different from other codes in that welding

procedures can be considered prequalified, i.e. prequalification by tests is not required. In

this case, welding procedure variables must meet the prequalified conditions of the code.

In this paper, these prequalified conditions and requirements have been transformed into a

set of logic flow charts (LFC's). Then, these LFC's have been transformed into a simply

used computer software. Such software could be used to simply determine in advance

what are the conditions required for prequalification. Also, it could be used to check any

welded joint if it is prequalified or not.

The generation of the computer software as an aid in the welding technology has been

developed extensively in the recent years. Together with the specialized conferences an

computer technology in welding, most of the general conferences on welding have

sessions related to using of computer in welding (Ref. 1,2). However, in the fields of

WPS (Welding Procedure Specifications) preparation or qualification most of the

commercially available software are just data bases (Ref. 3,4). Very little of the published

work in this specific field in considered artificial intelligent (Ref. 5) . The present authors

had some publications in this field (Ref. 6,7)

.

CONTENTS OF THE SYSTEM

According to AWS D 1 . 1 -94 Code a prequalified welding procedure must comply with

Sections One through Four of the Code, as well as the applicable Sections of Eight, Nine

and Ten. Section One provides general requirements that pertain to the type of weldment

governed by this Code, which is restricted to welded steel structure. Also, this section

specifies the shape and type of material welded, which include carbon and low alloy

steels. The Section also specifies the prequalified welding process.

Section Two deals with the design of the welded connections. The section also contains

information about minimum and maximum weld size, length and spacing. A detailed set

of Tables are provided which describes prequalified partial and complete penetration

groove welds. Each Table includes : welding process, joint designation, base metal;

thickness, groove preparation, position, shielding gas, together with some notes.

Section Three provides requirements for workmanship, which includes production and

inspection of the welded assemblies. These requirements includes: preparation of base

metal prior to welding i.e. cleanliness, inspection of edges and sometimes repairs in

accordance with Code requirements. After preparation, assembly is discussed with regard
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to the fit-up of members to be welded, control of distortion and shrinkage of dimensional

tolerances. Acceptable and unacceptable profiles for fillet and groove welds (such as

overlap, undercut, ..etc.) are also discussed. Other requirements dealing with penning,

caulking, arc strikes, weld cleaning and weld termination are given in this Section. These

requirements are not specific to a particular process but apply to the weldment as a whole.

For a welding procedure to be prequalified the procedure must meet the requirements of

Section Three.

Section Four is process oriented, dealing with the prequalified processes which include :

SMAW, SAW, GMAW and FCAW; except in short circuit transfer. Each process is

discussed with regard to selection of filler metals for base metals listed in the Code. Care

and storage of filler metals, fluxes, and shielding gases requirements are also specified.

Other requirements such as weld size , maximum single pass fillet weld sizes, size of

electrodes, ambient temperature (the temperature in the area adjacent to the weld) and

other requirements are also discussed in this Section.

THE LOGIC FLOW CHARTS AND THE SOFTWARE

A complete set of logic flow charts (LFC's) were developed and collected to form a

computer software, the following is a brief description of these LFC's

The main stages for obtaining prequalified

welded joints are illustrated in Fig. 1. This main

LFC consists of three main modules including

joint requirements, workmanship requirements

and technique requirements. The first module

consists of two submodule: fillet weld and

groove weld submodules. Fig.2 includes data

and information collected from Section Two of

the Code. The main part of this submodule is

how to identify the Table containing all the

information needed, by choosing from 1 0 weld

types (square groove, single-v-groove, double-

v-groove, ...etc.) and 3 joint types (Butt joint,

Corner joint and T-joint). The program displays

the drawing of the joint, maximum base metal

thickness, root opening, tolerances, permitted

welding positions, gas shielding for FCAW and

some other notes.

Start

i

joint

requirements

i_. :..

workmanship

requirements

technique

requirements

i. ,,

end

Fig. 1 : The main stages for obtining prequalified

welded joint according to AWS - Dl . 1
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( Start )

enter the welding

process

I

SMAW
I

SAW FCAW

No.

enter the weld penetration

condition (cjp) or (pjp)

GMAW

is it short

circuit

transfer

Not qualified

complete joint

penetration

partial joint

penetration

enter the thickness

of the basemetal in

Mm.

display the

minimum, size of

the weld

enter the weld type No.

(10 choices)

enter the joint type

(3 choices)

display the prequalified

joint as in Fig. (2.4), (2.5)

end

Fig. 2: Groove weld submodule as a part

of the joint requirements module
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Start J.....

i

preparation of

basemetal

requirements

assembly

requirements /

control of

distortion and

shrinkage

L

The second stage (second module)

consists of five submodules discussing

the workmanship requirements. Fig.3

shows these requirements which are

collected from Chapter Three of the

Code. The five submodules include:

prequalification requirements for base

metal preparation, assembly, distortion

control, welded structure tolerances and

accepted weld profile. As an example,

Fig.4 shows the assembly submodule

which is divided into five types of

welds and joints. One of them is the

groove weld which contains three

different types of joints. According to

backing conditions the groove angle,

root opening and root face permitted are

determined in addition to some notes

needed to fulfill the requirements of the

assembly.

The last stage (module) for prequalified

welds consists of several submodules

illustrated in Fig. 5 and based on

information given in Chapter Four of the

Code. As an example of these trees a logic flow chart for electrode requirements in

SMAW are given in Fig. 6. This logic flow chart is explaining the electrode requirements

which is a part of the SMAW submodule. The LFC shows the electrode storage

temperature, period for getting dry, exposure time, moisture content accepted ... etc.

tolerances in

dimensions of

welded structural

member

4..jk._

accepted weld

profiles

(display)

±_

end )

Fig.3 : Stages of workmanship requirements

The software was developed using the Turbo-Pascal language. The system could be

considered as intelligent and user friendly system. It is an interactive system with the

user. Some examples of the obtained screens during the consultation process are given in

Fig.7.

CONCLUSIONS

1 . The developed computer software could be considered as an intelligent system with

two main objectives. The first objective is to determine if a specific joint is prequalified

or not. The second objective is to determine in advance (before welding) all the

prequalification requirements for any joint.
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yes
is it purchased

in hermetically

sealed container

yes
<

Q Start

is it low

hydrogen

covering

No

1
is it

conforming

to ANSI / /

AWS 5.1 /
< T

what is the

temp, in °C of

the driedness

yes
* <

if

r

yes between

260 - 430

No

1

what is the period of

driedness in houres

Not O.K.

if

yes,

j:
> 2 houres No

what is the

temperature of

storing oven

1
Not O.K.

No > 120 °C yes

Not O.K. what is the electrode

specification.

show the max. exposure to

atomsphere Table 4.6

go to procedure

requirements

No

is it

conforming

to ANSI /

AWS 505

No

Not O.K.

show notes if exceed the time or less

than the exposure time (4. 5. 2. 3.)

- moisture content

end

Fig.6 : Logic flow chart for SMAW electrode requirements.
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Prequalified joints

Make your selection : 2

1 . Joint requirements

2. Workmanship requirements

3. Technique requirements

4. Exit

Workmanship requirements

Make your selection : 2

1. Preparation of base metal

2. Assembly

3. Control of distortion and shrinkage

4. Tolerances in dimension of welded structure member
5. Weld profiles

6. RETURN

Choose one of there weld types

1. Fillet weld

2. Butt joint

5. Tack weld

3

Enter the thickness of thinner part joined in Mm?

50

Enter the departure from the optical alignment Mm?

5

The joint is not a prequalified joint you have to qualify it

Press any key to continue

2. Partial joined penetration

4. Groove weld

Fig. 7 : Typical screens during running of the program.
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2. The system could be used for training of personnel in using the AWS - Dl.l Code,

specifically in the part concerned with prequalified joints.

3. The work developed in this article is a part of a more comprehensive work

concerned with several welding codes and standards as a part of applying welding codes

in some Egyptian industries.
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WELDING DATABASES - EXPERIENCES FROM IMPLEMENTATION IN US,
CANADA AND EUROPE

E.Engh 1

ABSTRACT

A number of welding databases have been implemented on various hardware and software

platforms over the years. From a marketing point of view these databases should have a

similar approach and functionality and it should be able to implement them all over the world.

However, in practice, the implementation and requirements differ greatly between US and

Canadian fabricators and European fabricators. Historical background and culture as well as

fabrication experience and difference in standards, has led to different requirements in this

field. The understanding of what a database is, as well as the requirements for integration

with other systems, are different.

This paper summarizes the experience gained through the implementation of welding

databases in Europe, US and Canada and discusses some of the differences between these

markets. Some important questions are raised for the fabricator that wants to work in a

international environment with changing requirements.

BACKGROUND

4X Software has been working with the development of welding databases since 1992 both

in Europe as well as in US and Canada. The experience gained during this time is the basis

for this presentation. The company has been working with demanding clients in the offshore

business, as well as with fabricators building nuclear submarines, high quality boilers and

power plants, bridges, etc. In addition, the company has been developing the Norwegian

Quality Manual for ISO 3834 (EN 729) 'Quality Requirements '.

HISTORY

In the early 80' s the first computer systems for managing welding documentation appeared.

These were either proprietary systems developed on mini- machines or mainframes in-house,

or in the latter part of the 80' s, PC based systems running under MS-DOS.

Most of these systems were file-oriented systems, but due to the nature of the programs, they

were called databases or database systems. When we first investigated these systems, we
found that they had a limited functionality, especially when you wanted to store a welding

procedure. The procedure is typically stored with a file name in the file structure of MS-DOS.
The proprietary file structure resulted in difficulties if you needed to modify the structure. It

*4X Software A.S, Grini Naeringspark 1, 1345 Oesteraas, Norway
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is also nearly impossible to have a flexible way of searching for the properties or the essential

variables in these procedures.

These systems were designed to be a tool for the welding engineer and they were not intended

to be used for integration with other systems, if ever thought of.

Most of these systems were developed through Institutes or Universities in conjunction with

local fabrication industry. A limited number of systems were developed commercially by

private organization in US.

Later developments in the mid 90's started to use PC based database systems like Access,

Paradox and so forth and they moved to Windows 3.11 and later Windows 95. Still these

developments have been designed as a tool for the welding engineer only. Looking at the

possibilities for integration and flexible connections to other systems today, they still lack

some of the basic functionality.

STANDARDS (CODES)

One of the basic problems when developing software for the welding industry is that there

are a number of welding standards available. US standards and Canadian standards which

differ and European standards which differ even more.

The information required in a WPS (Welding Procedure Specification) is quite different when

you look at ASME DC and EN 288. The recommended document layout is also different for

these two standards. The same is true for the WPAR (Welding Procedure Approval Record)

or PQR (Procedure Qualification Record) as it is called in US. To make it even worse, the

test documentation required in ASME DC and in EN 288 are completely different. The

documentation itself (or the document layout) is also quite different.

Apart from the national standard, other requirements coming from the MIL standards as well

as the NORSOK standards for the offshore industry, makes life difficult from a documentation

point of view.

If we look at the boiler industry, the same problems will appear and special industry-related

requirements have been applied making it difficult to establish a common documentation.

The file oriented systems from the late 80' s could not cope with this situation. The results

have been that a number of systems have been developed in US and Canada for this market

and the same has happened in Europe. Since all these systems have a proprietary data

structure, exchange of information has been impossible. The document layouts that these

systems have are also proprietary and have been the result of a supplier's understanding of

the standard.
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SOFTWARE DEVELOPMENTS

When we started the development of the XWELD system in early 90' s, the challenges were

to overcome these barriers from a standardization point of view.

However, we ran into a number of other problems that we did not foresee, but at the end,

these were overcome:

Method dependent parameters.

As a welding engineer knows, the essential variables for a welding procedure will vary

depending on the welding process. This means that the welding parameters and the other

variables can change completely depending on the welding process that has been selected. A
typical example can be welding parameters for FCAW compared with the parameters for

GTAW Hot Wire. Neither ASME IX nor EN 288 covers this aspect from a documentation

point of view. The result is that the different fabricators choose their own solution to the

documentation problem.

One solution is the development of different process-oriented welding procedures where a

procedure is so general that it can cover more than one process or a range of processes.

A creative welding engineer, Lee Piggot O'Connell has selected another approach. He
developed a general purpose steel structure and piping welding procedure, each covering all

processes. These procedures are not suitable for production because they contain too much
information for the welders. When selecting a welding process, the system automatically

selects the correct output welding procedure layout which contains the correct parameters for

that very process only. By doing so he, at the same time, makes it simple for the welders to

read and understand the procedures.

Industry dependent requirements.

Many of the requirements in a procedure can be industry dependent. Offshore specifications

will require more information in a procedure than a normal steel structure of general nature.

The same happens on nuclear structures as well as in other industry types. Examples can be

that PCM, CE values and so forth can be required for these industries, but not directly

required in the standards. This kind of industry related information can vary from country to

country.

Standard related information.

When studying the ASME IX code and comparing it with EN 288, one will easily see that

the requirements for information are different. The way this is documented is also different.

If one looks at the ANSI standard for database contents one will not find that information in

any EN standard.

The document layout and the content in the documents for ASME IX and EN 288 are not

completely defined from a data type point of view. We very often see that the documentation

and its information content has been developed differently from company to company.
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A flexible system must cover both standards and the user should be able to select which

standard or code he would like to work according to.

Terminology.

One of the major problems that can occur comes from the terminology and the use of

technical units. For example, what is really meant by the phrase "layer" or "pass" or "string"

? What is "weaving" and "stringing"?

What is "as welded" ? Can you have used wire brush, cleaning or grinding to remove spatter

before ? What is a repair ? If you have flushed the weld by grinding, is that a repair ?

Questions like these create problems from a database point of view.

The documents that are designed should therefore have an explanation that can be uniquely

defined. If the expressions are different but the technical content is equal, the system should

store the information in the same place in the database.

Technical units.

Although standards have been defined, one must admit that old habits still hang around. Most

of the European countries now use the metric system, but some companies still use English

units, especially on pipe work. The Canadians still use decimal imperial, but a lot of the US
companies still use imperial units.

From a system point of view this causes problems. How shall you store the information in

the database and how accurate shall the values be stored ? If you use decimals, how many
decimals are appropriate for the different information ? What technical units shall be used for

the test data ?

Language.

The US and Canadian market has one advantage, the same language (except for Quebec in

Canada).

In Europe we have a number of languages. Although a lot of the welding information can be

written in English, one has to face the language problem and admit that procedures have to

be generated in a multilingual environment.

This can be solved through multilingual procedures, which will be so filled with information

that it is not practical to use in production, or it can be solved through a switch mechanism

that allows the user to select which language to work with.

The language problem can be of high importance specially when the job has been specified

in one country and carried out in a different country.
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SOLUTION

In an international environment, a system has to address and solve these problems. An
analysis of the requirements in the standards combined with an analysis of the above

problems has resulted in the following solution. This was to develop a database structure on

top of a relational database system. This allowed us to be flexible with regard to later

extension of the database itself. It allows us be flexible in the retrieval and search for

information and it lets us be open to interface and data exchange.

The other solution was to separate the data from the document layout. This means that the

documents as seen on the screen only represents the data that have been selected by the

document itself. This allows us to separate the data and the presentation. This will solve two

problems: the format according the standards or welding methods and the problem with the

presentation language.

The solution gave us full flexibility to meet any documentation requirements and any

language requirements.

From a software support point of view we have also solved another problem by selecting this

solution. The standard system could be isolated, the database could be standardized and the

customization could be added at the presentation level.

IMPLEMENTATION

The implementation of a database system for welding can be a straight forward job since it

influences only a limited number of persons in the company. A standard implementation can

be carried out within a couple of days including training. Such a system would typically be

used as a stand-alone system for the welding engineer and the welding foremen. In some

cases the test laboratory is also affected.

In larger companies this can grow into a company network with a number of users.

Two new areas are however growing:

An intranet welding network.

Such networks can either consist of a number of welding databases that are connected so that

the different users can communicate and select procedures from the different databases. Or

a corporate database is established and the different users are working from the corporate

database.

From experience, such network can reduce the qualification of new welding procedures by

approximately 20% to 30%, saving a huge amount of money and time.

Such intranets will require a standardization of the terminology throughout the company to

be able to use the correct search parameters for the database in order to be able to retrieve

information.
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Project oriented databases.

Such networks, established for projects only, are also growing. Because the new standards

often allow procedures to be used at different production facilities due to common welding

supervision or common quality requirements, we see an increasing use of project related

networks. Networks between a main supplier and a sub-supplier also fall into this category.

The sub-supplier can be approved and verified as a supplier and through the verification

process automatically gets access to the common welding database.

Again this saves time and reduces the need for requalification of procedures.

New business opportunities.

Most of the new standards require that the fabricator shall be responsible for the WPS. It does

not say too much about the WPAR (PQR). In some cases a fabrication can use prequalified

procedures or procedures based on experience.

This presents opportunities for a new market, the trade of welding procedures. If the

procedure (WPAR/PQR) is of such a kind that it can be used directly for generating a WPS,
it simplifies the whole process.

On the other hand, if a fabricator has to weld the WPAR (PQR), then a procedure that has

been welded before, containing acceptable test data, will be extremely valuable, because using

those data gives you the possibility to have a "hit" at the first try. For unusual material or

material properties, this can save enormous amount of money and time.

Integration with expert systems.

A welding database solves only the problem when you have done the welding before. New
technologies, neural nets and expert systems can be very attractive complementary

technologies. Integration of databases and these technologies should be of great interest for

the welding industry.

How can this be used ?

Expert Systems.

When you do not have experience, an expert system could lead the way through a number

of questions to a solution or a proposed solution which may be presented as a welding

procedure.

In some cases such a welding procedure can be used directly if there is no special

requirements for a WPAR (PQR).

Or, such a procedure can be used as a pWPS (preliminary Welding Procedure Specification).

A welding foreman or even a welder could generate this before welding the WPAR (PQR)

itself. Such a use can reduce the resource requirements of the welding engineer.
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Neural net.

The net could be trained to give a solution to a specific task or process. Thus, the net could

generate the required welding parameters as described above.

However, one could imagine a solution where a net was directly connected to the welding

process itself and was used in conjunction with a welding procedure to give feedback and

corrections to the welding parameters during the welding process itself.

Integration with robotics welding.

Robotic welding creates new opportunities for a technologist. Firstly is the problem related

to the geometrical path, pattern recognition and correction, adjustment of the welding

parameters according to changes in the fitup of the parts, compensation for welding distortion

and so forth.

The most common way of solving the settings of the welding parameters today in robotic

welding has been to develop a separate program or data entry in conjunction with the robot

itself.

From an isolated welding point of view this will work, but it creates some basic problems as

well. Firstly, it normally allows the operator to manually enter the data. From experience this

may result in data entry errors or alterations caused by individual reasons. Some of the most

common errors have been that the welding process "sound" is not correct and adjustments

have been made so that the correct "sound" appears. If there is any changes in the wire

characteristics, this can cause huge problems.

Secondly, the requirements in ISO 3834 for traceability of the welding process are normally

not met by such an approach.

One solution that may prove successful, was implemented at KARLSKRONAVARVET AB
in Sweden, welding military bridges in Weldox 1100 (1100 MPa) material. A welding

database was used, showing a normal welding procedure according to the EN 288

requirements. Such a procedure does not contain all the parameters necessary for robotic

welding and consequently a secondary datasheet was created to fulfill the requirement of the

robotic welding equipment.

The welding database was directly connected to the welding equipment and it was possible

for the operator to transfer the welding procedure, and consequently the robot data, directly

into the unit itself. This approach solved the documentation requirements, as well as the QA
aspect of using the correct data for the welding.

A two way communication was established from the operator to the welding engineer to allow

the operator to communicate instantly with the welding engineer if alterations or modifications

have to be made to the process itself, or if new procedures must be generated.

The production results have been outstanding with excellent quality and high productivity in

production.
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The fabrication process.

A welding database should not be a stand-alone system, although in most cases this is the

situation. The welding data should be of interest to the designer who should be able to

retrieve information from such databases to be able to make an optimum design. From a QA
and QC point of view, the welding database is essential for extracting data for other areas of

the information flow through production.

The welding foremen should have access to such a database for planning purposes. The QC
department needs to have access to welding information for reference purpose for the NDT
reports.

The document control department need access to the welding database when creating the as-

built documentation and final delivery documentation.

Welders certificates can be updated based on successful production welding. This require

reference both to the weld itself and the welding procedures.

In an integrated quality assurance system this means that the welding data will be accessed

for other purposes than the physical welding itself. The database must therefore be open for

integration with other database structures.

Examples of utilizing the welding database for other purposes which we have seen have been:

+ Generating statistics for welding defect type based on WPS
+ Generating defect rates for WPS
+ Generating filler requirements based on WPS and weld length

+ Generating Job - Cards based on WPS
+ Generating purchase order for filler based on weld length and WPS
+ Update of welders certificates based on WPS, weld number and NDT result

+ Download WPS data to robotics welding equipment

+ Analyzing differences in WPS over a range of methods and essential variables

CONCLUSIONS

From a historical point of view the term Welding Database has been used to cover a number

of technologies, from pure file system and text editing systems to real databases of different

types, hierarchical, relational and so forth. This has and still does, create a lot of confusion

in the industry.

However, a database system, based on relational or similar technology has a great opportunity

in the industry if implemented correctly.

A welding database should not be the solution, but it should be one of the building blocks in

an integrated system for quality control and quality assurance.

Special care has to be taken when implementing such databases in the company. Some of the

169



key questions you have to ask is:

+ Shall we work internationally and cover different languages and standards ?

+ Shall we adopt a TQM strategy for welding ?

+ Do we want to meet the ISO 3834 (EN 729) requirements ?

+ Do we foresee a changing environment for the company, and do we need to be

flexible for the future ?

+ Do we need to cooperate with other welding fabricators ?

If your answers are positive, an open approach must be taken when implementing a welding

database in the company.
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A Computer Accessible Welding Procedure Database System for use

with Intelligent Off-line Planning Systems

P. Sewell, N. B. Gomez, C. Sakata, J. E. Jones, V. Rhoades

N. A. Technologies Co.

Golden, Colorado

Summary

Today's welding procedure databases have three primary shortcomings

within the purview of recent advances in computer technology. First, there

are no provisions for connectivity across computer networks and directly into

other applications software; second, most systems do not store weld cross

section images, dynamic measurements of the weld, or the resulting quality

parameters; third, full multimedia support is usually not included.

N. A. Tech's N-Base™ welding procedure database addresses these issues.

The actual database can be stored in a central location as part of a LAN 1

; it is

integrated with the NAMeS™2 weld measurement software; and it includes

multimedia decision support for off-line planning of welding processes (in the

case of a Welding Procedure Specification). N-Base™ was developed as part

of a joint effort between the U. S. Navy, N. A. Technologies Company, and
several commercial organizations. N-Base™ supports multiple standards

such as AWS3 A9 & Dl, UNS4
, ASME 5 IX, and military welding specifications.

N-Base™ was developed to work with standard PC computers using the

Windows™ 95 and NT operating systems.
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Introduction

Computer Accessible Welding Procedure Database: There are

approximately 150 separate fields available in the database for storing

welding procedures. The database is divided into two areas: Weld Records,

and Weld Procedure Specification. The Weld Records area is designed to hold

information about individual welds. When a weld record has been

appropriately signed off by an engineer according to applicable Code, it

becomes a Procedure Qualification Record. The database is accessible by
authorized users through a graphical user interface that is designed for easy

data entry, search, and record retrieval.

Special provisions were made so that the database would be computer

accessible. The objective was to make it possible for another computer or

computer software system to be able to enter the database and retrieve

information that was useable by a computer program without a human being

having to interpret the data. Each field in the N-Base™ interface contains a

list of possible entries. These lists are called pick lists. As an example, when
entering the electrode used in a GMAW6 process, the pick list displays many
standard electrode wire classifications and specifications. If a new electrode

is developed or is not in the pick list, the welding engineer with the required

password can modify the pick lists. Since N-Base™ is built on this library of

pick lists which are used to populate each field in the PQR7
, it is impossible to

enter a non-recognizible base metal, electrode, joint type or any other PQR
field item. This ensures recognizable data for the computer, and makes the

decision-making ability of the PC an asset to the welding engineer.

N-Base™ incorporates standard networking protocols such as TCP/IP8
to

allow the addition, modification and recall of PQR's from anywhere on a

network. This allows for a single database location that can be accessed from

any password supplied client and prevents the growth of multiple databases

in the corporation. The database uses Microsoft™ standard communications

tools and is completely compliant with Windows™ 95 and NT.

Intelligent Off-line Planning Systems: N-Base™ was designed to work

cooperatively with the N. A. Tech's AiCES™ (Automated intellegent

Concurrent Engineering System) environment. AiCES™ migrates an initial

CAD drawing of a particular part to the production floor by defining weld .

placements, process procedures and automation programs. All of the

functions ofAiCES™ are accomplished automatically by the computer. The
computer understands, for example, what a T-Fillet weld is, and has

functions that plan the robot path and select welding procedures accordingly.

For this level of computer functionality, it is imperative that the databases

that are queried return information that the computer can understand. That
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is, the database must understand that the weld type is T-Fillet (which to a

computer is different than "t fillet", or "tee fillet"). The N-Base™ system can

be used from inside the AiCES system to define welding procedures for welds

on a particular part. This gives the engineer a powerful automated reference

tool right at his/her desktop.

N-Base™

N-Base™ Main Objectives:

• Provides electronic accessibility to data from any location on a network

and other DAO9 or OLE 10 compliant applications.

• Provide a more compatible database for using the PC as a valuable tool by

providing information in a standard form and including information about

the welding hardware.

• Contains pick lists that are populated with AWS, ASME, UNS and

Military standards information

• Fields sufficient to support the following welding codes: ASME IX, AWS
Dl.l, D1.2, D1.3, and D1.5, AWS B31.1, AWS A9.1 and A9.2.

N-Base™ stores information on the entire welding process. This information

is categorized into the following sections for ease of addition, modification

and recall.

Joint Detail

Base Metal Detail

Backing Detail

Heat Treatment Detail

General Detail

Process Detail

Filler Detail

Gas Detail

Insert Detail

Flux Detail

Power Detail

Testing Results

N-Base™ is more complete than previous welding databases. With the

addition of pick lists that contain items with which to populate the PQR
fields, it is essentially impossible for the user to enter incorrect data (figures

la, b & c). N-Base™ also contains information about the welding hardware.

Items such as the type of power supply, wire feeder, and robot are an integral

part of the database. This information is also necessary, because the uses of

this data, to go from CAD-to-production with a first time good part

necessitate that the welding procedures work correctly in the specific welding

cell selected for production. Since N-Base™ leaves little room for errors and

contains such complete lists ofPQR variables, it has the ability to make
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intelligent decisions about the PQR. The information contained in the pick

lists comes from standards such as AWS A9 and Dl, ASME IX, UNS, and
Military Specifications.

In order to facilitate the entering ofPQR data, N-Base™ features a PQR
wizard. This wizard guides the engineer through the appropriate steps for

creating a proper and complete PQR record. The PQR wizard assists all the

way from entering company information, process information, and test

results to saving the data in the database. Not only are the PQR's less time

consuming with N-Base™, but they are a lot easier to create.

Program Features

System Requirements: Although the database software may run on less

than the minimum system, it has been tested and will run on the minimum
system indicated below. However, the graphics will run faster and provide

improved response if the recommended system configuration is used, or one

that is upgraded from the recommended system.

Recommended System
Pentium 75 Processor (or better)

25 Mbytes available on Hard Disk

32 Mbytes RAM (or greater)

SV2" Floppy Drive

VGA Monitor and Graphics Card

Microsoft Windows™ 95

(Also works with Windows
NT)

Minimum System
486 DX/66 Processor

20 Mbytes available on Hard Disk

8 Mbytes RAM
SV2" Floppy Drive

VGA Monitor and Graphics Card
Microsoft Windows™ 95

(Also works with Windows
NT)

Record Access Modes : Weld records may be accessed through three

different modes (figure 2): viewing, adding or editing. Access type 1 lets the

user view weld records. Access type 2 lets the user add a weld record to the

database, as well as view a record. Access type 3 allows the user full access,

the previous two conditions, plus the ability to edit existing records. Both

levels, type 2 and type 3, require passwords for access.

Adding a record consists of several series of information entry screens. Each
series is grouped according to a specific topic, shown in the main view screen

(figure 3) adjacent to each magnifying glass. The first series of screens

pertain to general weld record information. The user should enter

information into each window. Three types of windows exist: l.)The user

may choose from a list by clicking on the down arrow button to the right of

the window. 2.)The user may choose from a list or enter information from the
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keyboard. 3.)The user will not be able to choose from a list and must enter

information through the keyboard. Some windows require the user to enter

information in order to proceed to the next screen.

The record-editing mode executes the identical sequence of screens as adding

a record with one exception. Current information in the record being edited

will appear in the corresponding windows of each screen.

Conclusions

A new generation database has been created that, unlike common welding .

databases today, is completely computer accessible and provides for future

uses ofwelding data.

The database has been successfully integrated into an intelligent automated
weld planning system, and is capable of supplying information necessary to

automatically plan a robotic welding process.
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Figure la. Standard pick list for

base metal details.

Figure lb. Specification pick list

for base metal detail.
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Figure lc. Groove type pick list for joint detail
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Figure 2. Record Access Modes Dialog

176



* N-Base 97 Weld Record 1.0a - N. A. Technologies
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Figure 3. N-Base™ main screen

1 LAN - Local Area Network
2 NAMeS - Native American Technology, Inc. Measuring System
3 AWS - American Welding Society
4 UNS - Unified Numbering System
5 ASME - Ameican Society of Mechanical Engineers
6 GMAW - Gas Metal Arc Welding
7 PQR - Procedure Qualification Record
8
TCP/IP - Transmission Control Protocol/Internet Protocol

9 DAO - Data Access Object
10 OLE - Object Linking and Embedding
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USE OF AN EXPERT SYSTEM FOR ON-LINE PROCESS OPTIMIZATION
IN GMA WELDNG

S. Roosen*, U. Dilthey
#

ABSTRACT

The Expert System MAGAPERT for parameter determination and process optimisation for

GMA-Welding was developed for offline operating by the Welding Institute at Aachen

University (ISF). Based on this system, AlAPERT was developed. With this new Expert

system online controlling for the optimization of the process parameters in gas metal arc

welding is possible. The just finished weld surface is measured online by a laser-scanning

system positioned directly behind the welding torch and determines information on the weld

seam appearance including the penetration pattern by using fuzzy logic based on the

knowledge of the weld seam preparation. This information and the actual process parameters

are input for the expert system. With these input parameters the system will determine the

new process parameters as input for the power source and the welding speed control.

ALYPERT requires DOS as an operating system. Further development of the expert system

MAGAPERT is the fuzzy logic based version using Windows, MAGWIN, which will be

integrated to operate online next.

INTRODUCTION

Today, expert systems are applied as soon as technical knowledge can no longer be described

by fixed algorithms but only by rules and facts (Ref. 1). This problem is well known in

welding operations, in particular if - together with the increasing automation brought about by

the use of industrial robots - broad-based training of the operator needs to be augmented by

specific training in arc welding techniques (Ref. 2). Although the operator may usually be

able to programme the robot, any lack of enhanced knowledge in adjusting and optimizing the

arc welding process may lead to long periods of disuse of the expensive investment goods.

This is the reason why the ISF developed the expert system MAGAPERT to determine and

optimize the parameters for the process of GMA-welding (Ref. 3). The expert system allows

the user to optimize the welding process in interactive communication with the computer, and

it offers a set of process parameters from the integrated database prior to the first welding test

(Ref. 4).

*German Welding Society, Germany

"Welding Institute (ISF), Aachen University, Germany
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However, this interactive procedure used in the process optimization is very time consuming

as repeated cross sections have to be prepared for the evaluation of the weld seam. Moreover,

the evaluation of the weld seam depends on the subjective assessment of the operator. Thus,

an automated optimization of the process during welding seems to be desirable. To that end

the expert system was integrated into a computer system which allows automated and rapid

optimization of the GMA-welding process even by an untrained user.

EXPERT SYSTEM FOR ADAPTIVE PROCESS CONTROL

With a view to achieving the on-line connection to the welding process the expert system was

first of all adapted to meet arising demands; this included, above all, adjusting the boundary

conditions and a highly efficient programming of the inference mechanism. Furthermore, the

expert system was integrated into the entire system.

Taken into consideration at present are square groove and V groove joints on unalloyed steels

of 2 to 10 mm in thickness and with varying weld seam geometries as well as different

shielding gases, wire types and wire diameters. Different kinds of arcs like short arcs, spray

arcs or long arcs can be employed here.

As in the off-line system, the process characteristics and technological boundary conditions

are determined interactively between user and computer prior to the start of the welding

process. Afterwards, both the user-defined data and the process parameters defined by the

system are transmitted to computer software which takes over the system control, including

both the control of and regulation of the power source. The computer initiates the start-up of

the process as well as the subsequent steps for the process optimization. This procedure

allows the user to define the welding task at his work place independent of the process

computer, provided his PC and the process computer are connected within a network.

DESIGN OF THE ON-LINE OPERATION

The software system ALYPERT developed at the ISF for automated process optimization

during GMA-welding is consisting of the following modules: an expert system, process

computer software, a laser-scanning process controller and fuzzy-logic-based welding seam

classification. The system runs on any commercial PC with a 486 processor and 16 MB RAM
equipped with the required A/D and D/A transducer boards for the connection to the power

source. The present system works alternatively by anlog and digital control of the power

source.

The computer software handles the power source and the feed device as well as control of the

power source in order to maintain the adjusted process parameters. During the welding

process the process data are monitored and average values are regularly determined which, if

necessary, are transferred to the expert system for process optimization. In order to determine

the weld seam geometry achieved, the weld seam surface is detected on-line by laser-scanner.

188



To that end, the sensor is adjusted to its maximum angle so that delay times can be as short as

possible because of the close distance to the welding torch, figure 1 . This procedure required

the development of special software to record the scanner data. Nevertheless, a minimum
distance had to be kept when welding with the hot spray arc with high radiant heat emission

of arc and hot seam in critical wave length ranges where the measurement of the laserscanner

is located.

The average values of weld seam width and weld reinforcement is calculated from the

measured geometry data and compared with the target values determined on the basis ofjoint

shape and process parameters. This is carried out within a fuzzy-logic based classification of

the weld seam shape, which, in the case of a non-optimum weld seam, is fed into the expert

system in order to allow process optimization. The course of this process is also controlled by

the process computer software. The inference mechanism thus initiated recommends

adjustment to the welding parameters of voltage, wire feed and welding speed which are

further transmitted to the power source and the feeding device, fig. 2. The procedure

described above is repeated until the process is adjusted to its optimum. Finally, off-line

documentation is made of the welding data and the corresponding classification that has been

carried out, fig. 3.

BEHAVIOUR OF THE SYSTEM DURING TESTING PHASE

Testing of the system revealed stable control behaviour, in particular where it has to contend

with external disturbances. With further optimizing of the control algorithm, the performance

of the system could be further increased. Appropriate timing of the process optimization and a

stable state of the already optimized process can be determined with both the severe

permanent as well as with momentary disturbances of the welding process.

SUMMARY AND FUTURE WORKS

AlZPERT, the modular on-line expert system developed at the ISF and described above,

allows an automated on-line optimization of the GMA-welding process during the welding

operation.

Further developments of the system are being tailored to include an integrated control of side

and height of the torch position during welding as well as implementation of the on-line

system under WINDOWS, as a new WINDOWS-based off-line system has already been

developed (Ref. 5). This fuzzy-logic-based system also allows optimization of the impulse arc

process which, due to the multitude parameters, can currently be adjusted only with great

difficulty. Together with the optimized impulse arc process, first results have been carried out

with the on-line operation of this system. Of course, rapid development of computer

techniques will contribute to this process whose complexity and scope of application is

currently still restricted for real time data processing by the computer memory available under

the DOS-system.
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Another interesting aspect of the future development of the system token into consideration is

the integration of the learning capability so that optimizations can, once gained, be stored

without having to be repeated.

ACKNOWLEDGEMENT

These investigastions were achieved within a programme of co-operative research,

administered by the 'Arbeitsgemeinschaft Industrieller Forschungsvereinigungen'

(Association of Industrial Research Organizations) on behalf of the 'Bundesminister fur

Wirtschaft' (German minister of trade and commerce) and the support of DVS (German

Welding Society). The authors wish to record their thanks for this funding and the generous

assistance of Cloos SchweiBtechnik, Haiger, Germany and Delft Instruments, Delft, The

Netherlands.

REFERENCES

1 Puppe F: 'Introduction to Expert systems' (Einfuhrung in Expertensysteme)
,
Springer

Verlag, Germany, 1988

2 Borutzki U: 'Use of Expert systems in Welding' (Einsatz von Expertensystemen in

der SchweiBtechnik), SchweiBtechnik , Vol 38 (1988), No 8, p340

3 Dilthey U, Habedank G and J-Y Park: 'MAGXPERT - A Knowledge Based Advisory

System for MAG Welding', Proceedings of the Workshop Computer Aided Welding,

IIW COM XII 08.Sept.1992, p77

4 Dilthey, U and S Roosen: 'MAGXPERT - A Knowledge Based Advisory System for

MAG Welding' (MAGXPERT - Ein wissensbasiertes Beratungssystem fur das MAG-
Schweifien), DVS-Berichte (reports of DVS), No 156 , p98

5 Park, J-Y: 'Fuzzy-Logic-based advisory system for process optimization and defect

analysis in GMA Welding' (Fuzzy-Logic-basiertes Beratungssystem zur

ProzeBoptimierunR und Fehlerdiagnose beim MAG-SchweiBen) , thesis Technical

University of Aachen, Germany, 1993, published by Verlag Shaker, series Aachener

Berichte Fugetechnik (reports ofjoining technology from Aachen), No 6/93

190



FIGURES

Figure 1 : Experimental set-up for the expert system ALYPERT
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THE JOINING INFORMATION NETWORK
BUILD IT AND THEY WILL COME

*

Ronald G. Citterberg

ABSTRACT

Materials joining processes are high-impact operations, and significant sources of value added.

Information on current welding technologies, procedures, and practices is critical to

manufacturing. More broadly, successful implementation of modern manufacturing and

organizational concepts is based on ready access to information on manufacturing technology,

capabilities, and requirements. Lead organizations must be aware of technologies, uses, and

providers - each partner in the development/production chain must have information on the

impact of their activities on the product cycle. Similarly, the prime's standards, specifications,

and recommended manufacturing practices must be readily accessible. Acquiring this

information is time-consuming and expensive - one manufacturer estimated costs of over $ 1 ,000

per engineer per project to identify information resources for materials joining. Mechanisms are

required to streamline the information gathering process, reducing design, development, and

implementation costs.

To meet this need, Edison Welding Institute, operates the WeldNet Joining Information

Network. WeldNet is a communications network serving the materials joining community to

ensure advancements in joining technology are quickly disseminated to U.S. industry and that the

joining capabilities of potential partners can be identified. WeldNet will also provide a platform

through which prime contractors can communicate designs, procedures, and recommended

practices to their supplier chains.

A "home page" has been established on the World Wide Web, allowing Internet access with ease

of navigation. The Web also allows greater capabilities in the transmission of graphic and

multimedia products, and serves as the interface for more sophisticated database activity. The site

is searchable to allow rapid access to the electronic contents.

WeldNet is a "one-stop shop" for joining information in electronic form; outside resources are

accessed via links and gateways. Levels of security are incorporated, allowing protection of

business sensitive information, while providing carte blanche access to public domain resources.

The system utilizes a simple user interface and relies on off-the-shelf components and software

for maximum reliability and ease of use.

Since its launch in 1994, WeldNet has grown into a leading manufacturing resource on the

Internet. The system is averaging over 3500 accesses per week. This paper describes the

* Edison Welding Institute, Columbus, OH 43221
® WeldNet is a Registered Trademark of the Edison Welding Institute
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development of the various databases, and how they interface with the WWW. During the

presentation, the system will also be demonstrated.

INTRODUCTION

The Edison Welding Institute (EWI), the nation's largest independent materials joining

technology center, through the Navy Joining Center (NJC), a Navy Manufacturing Science and

Technology Center of Excellence and the Alliance for National Excellence in Materials Joining

(NEMJ), an ARPA-TRP program, operates the WeldNet Joining Information Network (JIN).

This network provides an extensive network of linkages with the materials joining community to

ensure that the latest advancements in joining technology are quickly disseminated to U.S.

industry and that the joining capabilities of potential agile partners can be identified.

Edison Welding Institute (EWI)

Founded in 1984, EWI is the largest nonprofit industrially-driven engineering organization in the

U.S. dedicated to advancing and applying materials joining technology to benefit industry.

Established in Columbus OH, this resource center links industry, government, and academic

organizations to promote industrial competitiveness.

Navy Joining Center (NJC)

The Navy Joining Center is a Center of Excellence for the Navy Manufacturing Science and

Technology (MS&T) Program. The Mission of the NJC is to provide state-of-the-art material

joining solutions, develop leading edge materials joining technology, and disseminate joining-

related technology and information to the Navy, DOD, and US industry. Through its technology

transfer activity, the NJC launched and operates the Joining Information Network to accelerate

the rate at which state of the art joining information is disseminated.

The Alliance For Excellence In Materials Joining (NEMJ)
The Alliance for Excellence in Materials Joining, a program funded through the Technology

Reinvestment Program (TRP) links a nationally recognized technology center, EWI, with

thousands of small- and medium-sized businesses through a variety of mechanisms. This direct

support expands the materials joining technology base of these manufacturers, and creates a

structured technical assessments assistance delivery network. NEMJ's PrimeNet, is a pilot

program bringing industry leaders together for the advancement of materials joining. PrimeNet

is an assessment and technical assistance program designed to improve materials joining

capabilities of the supplier base of key defense and commercial industries. By joining forces

with prime manufacturers such as Chrysler, Caterpillar Inc, Allison Engine Co. and GE Aircraft

Engines, PrimeNet is able to provide proved materials joining assessment methods from which

all manufacturers can benefit. NEMJ Advanced Communications develop the required

functionality to electronically distribute materials developed by the primes to the various

suppliers which make up these agile networks.
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COMPONENTS OF THE WELDNET ON-LINE SERVICE

WeldNet Operating Principles

WeldNet was developed with certain basic operating concepts in order to maximize its

responsiveness to the small and medium businesses which comprise the majority of

manufacturing enterprises.

1) WeldNet is designed to be a "one-stop shop" for joining information in electronic form. If

manufacturers are required to access multiple resources to achieve their objectives, the utility

of the information technology is diminished. Other existing resources are access via links

and gateways. New services or enhancements are developed where necessary, but an attempt

is made not to reproduce existing services.

2) The system utilizes a simple user interface. This reduces the risk of new users being

frustrated with complex offerings and ensures wide access. The system also relies off-the-

shelf components and software. The use of custom code is minimized to provide maximum
compatibility with outside systems. Upgrades are designed to be backward-compatible

whenever possible.

3) Levels of access to the system are incorporated. This allows private corporations to protect

proprietary or business sensitive information, while providing open access to public domain

resources.

System Components

The system began alpha and beta site testing in July 1994, and was rolled out to public users on

October 1, 1994.

The Web server is an HP9000 series model 715/100 UNIX workstation, connected to the Internet

on a T-l link via a fiber optic link. To maintain databases of new material, WeldNet employs the

Texis database software, which has strong capabilities to process textual and numeric data, and

output HTML compatible documents.

World Wide Web: The EWI "home page" has been established on the World Wide Web which

is accessible from the URL address http://www.ewi.org/. The Web allows Internet access with a

greater ease of navigation, and provides the capability of providing new and innovative hypertext

mark-up language (HTML) documents prepared specially for the welding community.

Conversion of other electronic textfiles to HTML is relatively straight-forward, so data can be

accepted in a variety of formats. The Web also allows greater capabilities in the transmission of

graphic and multimedia products, and serves as the interface for more sophisticated database

activity.

Dial-in access: Modem speeds up to 28.8 kbs are supported. As a direct dial-in system, it

provides the easiest access to WeldNet services. It only assumes prospective users have access to
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a PC with a modem and phone line, and are able to use them to make the call. Therefore, a

prospective user can access WeldNet and make an assessment of the value of the Joining

Information Network with a minimal investment. Once convinced of the utility of the tools, the

user can obtain Internet access through a local provider and migrate to the WWW home page.

Database Capability: To maintain databases of new material, the WeldNet service employs Texis

software by Thunderstone Corporation. Texis has strong capabilities to process both textual and

numerical data. Its output is compatible with the hypertext mark-up language, HTML, required

for the Web. The database software is resident on the UNIX workstation. Linked to the network

are several Pentium based PC's and a Macintosh workstation for document preparation and

peripheral functions.

WELDNET FUNCTIONS

Electronic Communications

WeldNet provides an e-mail "home" for WeldNet participants in order to communicate with EWI
staff and each other. The WeldNet electronic mail gateway provides an Internet presence for the

staffs of NJC and NEMJ. Internet e-mail is processed by a private provider into format

compatible with EWI's local area network, while maintaining network security.

Significant effort has also been expended in assisting the PrimeNet prime-supplier networks in

establishing e-mail connectivity. This has proven to be challenging - many of the large

organizations have a legacy of internal e-mail systems which may not provide consistent access

to the outside world. It has been necessary for WeldNet system specialists to work closely with

systems administrators in these organizations to establish system compatibility. In other cases

there may be established policies which prohibit sending/receiving electronic mail outside the

organization. On the other hand, the smaller business on the other side of the prime-supplier

network have no existing systems. In most cases, suppliers have been directed to local resources

or national providers, such as CompuServe or America Online, to acquire reliable e-mail

capability.

On-Line Materials Joining Databases And Information Resources

This capability allows the generation of on-line databases of NJC and other research, profiles of

technology providers and educators. Initial applications are databases of project abstracts and

technology providers, but may grow into standardized process procedures and property data.

Similarly, on-line programs of interest to the welding community can be demonstrated and run.

It is important to note that classified information will not be stored on the network. Sensitive or

proprietary information is password and access-protected. These resources are categorized as

follows:

News Bulletins :

Continuous posting of topical information such as industry news, announcements for upcoming

events, lists of seminars, schedules for EWI, NJC or NEMJ sponsored training or
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demonstrations, announcements of recent technology developments at the EWI and elsewhere,

and listings of key EWI contacts for help in specific materials joining technologies.

Industry Links and Material Joining Resources on the Internet

EWI continuously searches the Internet for other relevant materials joining links on the Internet

and maintains a database of these links on WeldNet. These links are segregated into the

following categories:

Associations, Societies and

Institutes

welding and material joining associations,

societies and institutes

Commercial

Educational

Events

Processes

Projects

companies offering welding equipment, services

and information to the welding community

educational institutions offering degrees, courses

or continuing education classes relating to

welding

listing of conferences, seminars, meetings,

educational offering and other events by

organizations interested in welding and materials

joining

welding and other material joining processes

welding and material joining projects underway

at various societies and institutes

Publications

Software

welding publications

listing of engineering software relating to joining

activities

Standards

Technical

Other

standards resources and databases as they relate

to materials joining

companies, laboratories, universities, and other

organizations active in joining research and

development, or providing engineering services

relative to joining

other information or activities related to materials

joining
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Inquiries

Nearly two years ago, EWI setup an electronic registration form on WeldNet with the sole

purpose of trying to gain some insight about visitors to our website. The registration form has

always been completely voluntary and simply asks for the user's name, organization and their

welding and materials joining interests. To date we have received more than 1500 registrations

and the demographics mirror what is happening on the Internet today. The majority of

respondents are from commercial (.com) accounts, approximately 20% are international and a

good percentage access our website from home.

It did not take long for users to start submitting a myriad of questions along with their

registration information. Some of the questions are just requests for information, but others were

requests for assistance with a real materials joining problem they were experiencing. We have

now incorporated two additional forms on WeldNet. A simple "Ask Us" form to serve as a

request for more detailed information on something they may have seen on the website.

Secondly, a technical inquiry form, primarily for members, which prompts for very specific

information (welding process, material types, etc.).

The forms have been a great customer service tool for EWI. It basically provides a mechanism

for members and other users to submit inquiries and technical assistance requests 24 hours a day,

7 days a week.

Suppliers Materials Joining Database

As part of the effort to demonstrate how information technology can be used to support primes

and suppliers in an agile relationship, a suppliers materials joining database is under

development. The database, an effort of EWI, PrimeNet partner Allison Engine Company,

American Welding Institute, and Objective Computing, contains data from existing joining

design and fabrication information provided by Allison's Joining Development Group. Also

contained in the database are documents detailing Allison's recommended best practices, plus

welding procedure specifications for specified joints. Proprietary information will be contained

and accessible only by Allison authorized individuals.

The access software will include the use of hypertext which will allow it to access through the

WWW home page. Hypertext "hot buttons" and links will assist in browsing and searching data.

While the initial data will be specific to aircraft engine fabrication, the design is modular to allow

additions of other joining processes and information after its initial proving trials. Once

accepted, the database architecture is adaptable to support the construction of other specific

databases for PrimeNet consortium members. Lessons learned will be documented and made

available through WeldNet, guiding other manufacturers in utilizing the technology.

200



UTILIZATION OF WELDNET

Current Usage

WeldNet was rolled out to the public in October of 1994. Initial usage was numbered in the tens

of accesses per week. Mirroring the explosion ofWWW activity over the past year, utilization of

the service has grown rapidly. Statistics for the first six months of calendar 1997 show over

8 1 ,000 accesses to the system, with a significant growth trend.

Future Efforts

EWI is monitoring the usage of the system on an ongoing basis, and will be making adjustment

to the system to increase user-friendliness, outreach and more database driven content. The

current system emphasizes documentation to technology developments, typically characterized

by discrete projects. The future information content of the system will be shaped by Navy, DoD,

and industrial needs. The NJC is already receiving guidance from its Navy Advisory Group and

industry-led Technology Advisory Board, and is holding a series of workshops to discuss needs

on topics such as weld-induced residual stress and distortion. These efforts have indicated a

strong need to acquire and provide actual process, materials, and mechanical performance data in

order to capture the complete state of the art and practice in welding and joining. These and

other emerging requirements will determine the WeldNet of the future.

EWI also looks to expand its WeldNet service for members. EWI will soon be limiting access to

certain new information to members and/or certain classes of users.

EWI, NJC, and NEMJ will continue to identify additional resources and providers to assure

comprehensive service to the joining community. The Suppliers Materials Joining Database

shell, currently under development, should begin to be populated with procedures and

recommended practices specific to individual organizations. Links to major primes and

government organizations to identify and compile specific requirements for future manufacturing

needs.

IS THE INTERNET STARTING TO CREAK?

Both the number of Internet individual users and corporate users continues to explode.

Practically every new movie has an established website and, in most cases, even before the movie

is officially released. Every major league sports team has a website, and all the major television

networks are constantly hyping their own sites. The growth is global, with nearly every country

now having some type of Internet access. It has placed a huge burden on the infrastructure in

some countries, and other countries are scurrying to expand their existing infrastructure. For

example, China is building a colossal Intranet link .

To meet growing demand, the number of Internet Service Providers globally has expanded to

several thousand. According to US News & World Report, data traffic soared 300 percent in
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1996, and will easily exceed that again in 1977. The traffic jams you are encountering on the

Internet are indeed real. The backbone is starting to creak in spots.

Host Usage Statistics

A recent survey from Network Wizards shows the number of Internet "hosts", or machines

reachable through the Internet, reached 16,146,000 as of January 1997. That's an increase of 25

percent from July 1996 when 12,880,699 "hosts" were found, and a 94 percent increase over the

previous year. In January 1993 there were a mere 1,313,000 hosts.

A host used to be a single machine on the net. However, the definitions of a host has changed in

recent years due to virtual hosting, where a single machine acts like multiple systems (and has

multiple domain names and IP addresses).

Internet2 and vBNS
Two initiatives, Internet2 and vBNS, are already underway to expand the Internet to the next

level. In 1993 the National Science Foundation decided to concentrate on creating a very high

speed Backbone Network Service (vBNS) that would connect the Supercomputing Centers at

speeds of up to 2.5 gigabits (2.5 billion bits) per second — fast enough to transmit the contents of

two public libraries per second. Achieving these tremendous speeds is one of the goals of the

High Performance Computing and Communications (HPCC) program, a federal effort to develop

advanced communications, computer and software technologies. To support the HPCC program,

the NSF has restructured its data networking architecture by establishing network access points

(NAPs) and by selecting NAP managers, a routing arbiter, and MCI as the very high speed

Backbone Network Service (vBNS) provider.

Internet2 is a high performance networking initiative among major universities whose mission is

to: Facilitate and coordinate the development, deployment, operation and technology transfer of

advanced, network-based applications and network services to further U.S. leadership in research

and higher education and accelerate the availability of new services and applications on the

Internet. Several major corporations have recently become part of the Internet2 program.

The merging of these two initiatives has already begun. In May of this year, Vice President Gore

announced the High-Performance Connections for 24 Internet2 Members. They were among the

awardees of $12.3 million in grants to 35 research institutions across the United States. The

National Science Foundation (NSF) awards will allow them to connect to the very high speed

Backbone Network Service (vBNS) and to communicate with other Internet2 members at speeds

10 to 100 times greater than is possible through today's Internet. This grant brings to 44 the

number of Internet2 institutions connected to the vBNS.
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THE NIST AUTOMATED ARC WELDING TESTBED

W. G. Rippey*, J.A. Falco*

ABSTRACT

The Automated Welding Manufacturing System (AWMS) is a research and development testbed

for automated gas metal arc welding technology. Its activities are aimed at developing and
validating standards that will contribute to increased use of automated welding technology by
manufacturers. The National Institute of Standards and Technology (NIST) plans to work with

technology suppliers and manufacturing users to test systems in the AWMS. Our experiments and
control system designs will test the feasibility of interface standards and intelligent control

technology to increase productivity, improve quality, and reduce the cost of system integration.

Further, we will explore integration techniques that make multi-vendor system solutions more
effective and easier to build, program, and operate.

Keywords: data acquisition, gas metal arc welding, open architecture, robotic arc welding,

standards, welding automation, welding sensors.

INTRODUCTION

NIST's mission is to promote economic growth by working with industry to develop and apply

technology, measurements, and standards. The Intelligent Systems Division (ISD) is part of

NIST's Manufacturing Engineering Laboratory. ISD's goals are to foster the development and
implementation of advanced manufacturing systems, processes, and equipment and to anticipate

and address the needs of U.S. industry for the next generation of measurements and standards.

ISD began an effort to investigate technology in automated arc welding in 1995. ISD worked with

NIST's Materials Reliability Division (MRD), a group that has experience in welding process

research, to determine the initial approach of the project.

This document describes the current testbed hardware and the initial design for the control system

and off-line planning system of the AWMS. The testbed, shown in Figure 1 , includes a robot, arc

welding power source, gun and wire feed, control computers and sensors, and robot simulation

software. We emphasize modular software and hardware design to investigate opportunities for

standards and to allow insertion of components and algorithms developed by others, for studying

interface standards and doing performance testing.

AWMS GOALS

The three major goals of the AWMS testbed are to:

• validate and test standards
• incorporate new hardware and software components developed by others to investigate open-

architecture concepts
• develop advanced welding technology.

* National Institute of Standards and Technology, Gaithersburg, Md. 20899
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Figure 1. The robot arm of the AWMS testbed.

The scope of the standards work includes hardware and software interfaces for shop-floor

computerized welding equipment, and data formats for exchange between Computer Aided Design
Systems (CAD), welding procedure and knowledge bases, and off-line programming systems.

The goals are pursued using experiments in integration of components such as robots, power
sources, weld process sensors, and robot proximity and position sensors. Emphasis of the

experiments is on system welding capabilities and the ease with which products from different

vendors can be integrated into the testbed. The technology subsystems will primarily be imported

from commercial companies and research organizations. The AWMS project continues ISD's
efforts in open-architecture methods with focus on real-time control technology. Possible testbed

activities may include off-line planning and cell programming.

Standards cannot be validated and tested if there is an insufficient host of technology subsystems to

integrate. To accomplish our mission, we will work closely with commercial companies who
supply technology and who buy welding systems. We will also leverage new technologies at the

university and government laboratory level and are maintaining close relations with welding

standards organizations.

AWMS integration experiments will test the feasibility of:

• standards for interfaces between components that free integrators from product-by-product

interface engineering. This could allow them to offer their customers a wider range of

equipment options. Further, component developers and potential developers would know
that conforming to the standard would ensure compatibility of their products with other

components. For the relatively small welding technology industry this ease of integration is

essential to encourage companies to develop new products.

• open architecture interface standards that make it possible to access and store real-time weld

process data. The data would be used in developing process models and in monitoring and

controlling quality.
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AWMS APPROACH

The AWMS project emphasizes experiments in the testbed. ISD is maintaining testbed hardware
and software and incorporating state-of-the-art products and evolving research results. AWMS
experiments address welding techniques that apply to commercial manufacturing processes. The
testbed can be used to test progressing technology and to anticipate the near-future needs for

standards that arise from new technology development.

We are studying architectural designs and data formats developed by others, and will do validation

testing of them where appropriate. Where possible, we plan to study system-level configurations

and tools being developed by CYBO (Ref. 13), AWI (WeldExcel), PAWS, and Sandia National

Labs (SmartWeld) (Ref. 8), to find commonality in ways to make components from each usable in

other systems, or to make outputs of one system compatible with another. AWMS can be used to

test and validate data formats such as those being developed by American Welding Society A9
Committee, CYBO (Ref. 13) and NIDDESC (Ref. 10).

AWMS control system technology emphasizes open-architecture of potentially distributed systems.

The extent of distribution can range from using different computers on a local network for a cell's

sensor, motion control, and power source control, to using the Internet to allow users to remotely

program, control, and monitor a welding cell. The results of the open-architecture approach are

interfaces that allow interoperability of products from different vendors.

Possible standards issues within the scope of the testbed include realtime hardware interfaces to

robots and power sources, interfaces to sensors, open-architecture controller software APIs, data

formats for weld geometry and weld parameters, welding program data including motion and weld
parameters. We will address these issues in cooperation with industry research partners and AWS
and Robotic Industries Association standards committees. AWMS government-industry research

activities will identify standards needs for the near future and demonstrate new intelligent control

systems for the arc welding industry. Current manufacturing application areas being considered

include, but are not limited to, shipbuilding, automotive and heavy equipment manufacturing, and

the building construction industry.

TESTBED ARCHITECTURE

Figure 2 shows the major components of the AWMS testbed control structure. This is a logical

architecture— components are processes that may run on different configurations of computers.

The detailed architecture may change as we experiment with configurations or implement

commercial product interfaces. Our current plan is to run the robot controller on a 486 PC running

Lynx OS, and the IWC and Cell Controllers on a dual-pentium PC running Windows NT 1

. The
Cell to IWC communications will use NT shared memory, and communications to the robot

controller will be via the ethernet TCP/IP protocol.

The CAD/OLP system will integrate commercially available computerized components for weld
design and planning, and for motion planning with automation systems. An off-the-shelf CAD
system will be used to create part, assembly and weld designs. This design data will then be

extracted from the CAD system using an application layer and passed to an off-line planning

1 Certain commercial equipment, instruments, or materials are identified in this paper in order to

adequately specify the experimental procedure. Such identification does not imply recommendation
or endorsement by NIST, nor does it imply that the materials or equipment identified are

necessarily best for the purpose.
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system which will merge CAD data with existing welding knowledge bases. This merged data will

be input to a commercial off-line programming package where it will be integrated with motion
planning, producing a welding program specific to the AWMS testbed hardware including

robot/torch, speed, orientation, and sensor-guided actions. The program generated by the AWMS
OLP system will then be interpreted by the AWMS Cell controller. Ideally, predictive process

models could be modified to accept this standard format to verify welding plans.

Cell Controller
The cell controller supervises both the Robot Controller and the Intelligent Welding Controller

(IWC). The Cell controller interprets welding programs that it receives from the AWMS off-line

planning system and passes commands based on the weld program to its subordinates. The
commands are synchronized based on status updates that the cell controller receives from both the

Robot Controller and the Intelligent Weld Controller.

Robot Controller
The robot controller interfaces to the AWMS robot and generates joint commands based on motion
commands from the Cell Controller. The robot controller generates motion in either Cartesian or

joint space. The robot controller calculates and reports the current torch pose and velocity.

Robot Sensors
The first sensor implementation will use the touch sensing capability of the commercial power
source to measure part and weld-joint location. The commercial power source will notify the IWC
controller when an object is touching the weld wire. Our initial architecture will have all IWC
sensor status signals routed through the Cell controller. Robot touch sensing is implemented
through a cell controller algorithm of commanding the IWC to report wire touch status, giving the

robot a low speed move command, monitoring the IWC wire status until a touch is reported,

sending a stop command to the robot. An alternate architecture is to have the IWC wire touch

status conveyed directly to the robot controller and have the robot monitor it and generate its own
stop. We are experimenting with both approaches.

Intelligent Weld Controller
The Intelligent Weld Controller (IWC) supervises the wire snipper and the commercial weld
power source. It executes commands from the Cell controller and reports status about tasks and its

equipment and sensors. The IWC hosts welding control algorithms to be tested, and interfaces to

sensors and commercial power sources.

Weld Process Sensors
We will test weld process sensors from research and commercial sources, and investigate

hardware and software issues of sensor integration into a cell. We hope this will lead to working
with sensor vendors and users on hardware and software standards to make adding sensors, or

replacing one with another, easy and inexpensive. Our initial sensors are a photocell, and arc

current and voltage sensors. These inputs are used by the Arc Monitor System and the Arc Length
Controller (Ref. 7), both hosted in the IWC.

NIST BACKGROUND IN SYSTEMS ENGINEERING

The Intelligent Systems Division has over 15 years of experience in the development and
application of real-time control technology. We have developed and applied an engineering

methodology called Real-Time Control Systems (RCS) to the analysis of problems and the

subsequent development of computerized control hardware and software systems. Applications

for RCS have included manufacturing control and integration, e.g., the Automated Manufacturing
Research Facility (AMRF) (Ref. 14), control of autonomous vehicles, robotic deburring, and
robotic crane technology. The scope of the activities includes sensor integration, servo-level
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control, path planning, off-line task planning, and real-time image processing. (Ref. 15)

Our most recent direct research involvement with Industry is the Enhanced Machine Tool
Controller (EMC) project. (Ref. 1) (Ref.l l)(Ref.l2)(Ref.l5) NIST engineers developed a

controller for machine tools, based on open architecture application programming interfaces (APIs)

and commercially available components. Two versions were installed on commercial machine
tools: a machining center at the General Motors Powertrain Division and a milling machine in a

one-person shop near Baltimore, MD. The NIST team collaborated with two controller vendors-
Advanced Technology and Research Corp. and a unit of Hewlett-Packard—during the trials at

General Motors. The goal is to demonstrate "plug and play" interoperability between such
components as motion control and discrete input/output. The installations also help NIST evaluate

whether EMC interface specifications are complete, perform as intended, and are compatible with

the skills and preferences of factory personnel.

ROBOCRANE

NIST will use another robotic testbed, the RoboCrane (Ref. 5)(Ref. 2), to test concepts of

portability and interoperability by moving welding components developed on AWMS to

RoboCrane and its control system. The RoboCrane testbed, shown in Figure 3, has been
constructed with a six degree-of-freedom work platform suspended by cables driven by winches
under computer control. RoboCrane transforms the crane from a device for simply lifting and
placing heavy loads into a robot capable of precisely manipulating objects and/or maneuvering
power tools with position and force control in all six degrees of freedom. In addition the

RoboCrane has a large work volume — the 6 meter version has a work space of 20 mJ
(686 ft

J
).

We have done a quick adaptation of an arc welding torch to the RoboCrane and have done some
simple welds. Future experiments will use the RoboCrane to simulate a commercial welding

system that will host sensor and control technology developed or integrated into the AWMS.

PLANS

Our 1997 experiments will include weld process monitoring and control, recording and display of

weld quality data, sensory interactive robot motion for plate finding, and robotic simulation for

program tryout. We plan to add commercial robot sensors for non-contact plate-finding, weld
joint location, inspection and/or tracking. This will involve the software and hardware interfaces

to integrate the devices as well as software motion and control algorithms to use them. Activities

with other organizations and companies will be conducted under formal legal agreements called

Cooperative Research and Development Agreements (CRADAs). (Ref. 6)
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Figure 3 . The welding torch is mounted beneath the platform of the Robocrane, the wire feed

above. Two of the six winch driven cables can be seen at the upper left.
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PREDICTION OF LASER SPOT WELD SHAPE BY NUMERICAL
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ABSTRACT

Finite difference method and neural network were applied for predicting the bead shape in

LSW(laser spot welding) of type 304 thin stainless steel sheets with thickness smaller than 1mm.

The parameters of pulsed Nd:YAG laser spot welding such as pulse energy, pulse duration, sheet

metal thickness and gap size between the sheets were varied to make various experiments and

numerical simulations. At first the penetration depth and nugget size of spot welds measured for

specimens with no gap were compared with the calculated results to verify the proposed finite

difference model, and then three different combinations of process parameters were considered to

find out the appropriate input variables to the neural network. It could be found that the finite

difference model proposed for no gap and the neural network model proposed for various gap

sizes can estimate the LSW bead shape fairly well. Finally the LSW bead shape calculated with

no gap was used as the input variable of neural network. This combined model of finite

difference analysis and neural network could be effectively applied for the prediction of LSW
bead shapes.

INTRODUCTION

Laser beam welding offers a unique combination of high speed, precision and flexibility,

compared with conventional resistance spot welding. This combination is especially attractive

for electronic component joining. A wide range of research activities have been undertaken,

including laser beam delivery systems and mechanical behavior of laser-welded sheet steels.

However, research on the dimension of laser beam welds for given metal thickness remains

virtually not extensively studied. The weld pool dimension and weld quality of spot welds

produced by using a pulsed Nd:YAG laser welding machine depend on various process

Dept. of Mechanical Engineering, KAIST, Taejon, Korea

Industrial Research Institute, HYUNDAI Heavy Industries, Ulsan, Korea
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parameters such as the spatial intensity distribution of incident laser beam, the peak power of

pulse, the pulse energy, the pulse time, and the temporal shape of beam power during the pulse.

When developing the welding procedure for a specific application, each of these parameters must

be characterized and fully specified. This is usually done by using empirical techniques, since

most analytical and numerical models for laser weld pool development ignore various aspects of

the laser-material interaction(Ref. 1), thus making it difficult to accurately predict the weld pool

shape. Limited experimental studies of the effects of Nd:YAG laser process parameters on laser

spot weld dimensions and weld quality have been reported.(Ref. 2-3)

In this study, finite difference method and neural network were applied for predicting the bead

shape in laser spot welding of thin stainless steel sheets with thickness smaller than 1mm. The

penetration depth and nugget size of laser spot welds measured for the specimen with and

without gap were compared with the predicted results to verify the proposed model.

FINITE DIFFERENCE ANALYSIS

Governing Equation and Boundary Conditions

Heat transfer problem of laser processing can be solved by applying the heat conduction theory.

The thermal analysis of laser spot welding can be treated as an axisymmetric heat transfer

problem, Fig. 1. Thermal energy changes due to the chemical reaction and evaporation of

material during laser spot welding were not considered. The energy equation of the problem is :

v 2r = l^-^ CD
k dt k

G =—v ' exp - 2a
2
/ S2 - az] (2)

where, T(r,z,t) : temperature k : thermal diffusivity

k : thermal conductivity a : absorption coefficient

G : heat source function 8 : effective beam radius

R : reflectivity P : laser power

A special form of heat generation(Ref. 4) in the workpiece was adopted to simulate the laser

beam heat source which has the characteristics of keyholing. The boundary condition is :
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k^- = -h{T
s
-Tj (3)

where, n : unit vector outward normal to the boundary

h : convection heat-transfer coefficient

Ts : temperature of surface Too : temperature of atmosphere

Initial condition for the transient analysis is T(r , z , 0 ) = T0 {r ,z) at t=0, where To is the initial

temperature. The solution domain of the finite difference model used for the thermal analysis is

shown in Fig. 2.

Material thermal properties

The material used was type 304 stainless steel sheet. The thermal properties of the material were

assumed to be homogeneous and independent of temperature. Thermophysical constants used in

all calculations are presented in Table 1

.

NEURAL NETWORK

Back-propagation Algorithm

The neural network based on the back-propagation algorithm consists of three layers, that is, the

input, the output and the hidden layer. The purpose of the learning process is to decrease the

error between the desired output and the actual one obtained from the output layer of the neural

network, which can be expressed by a cost function as follows.(Ref. 5)

7 = (1/2)£XK-3j
2

v (4)

P k

where, p : the number of input patterns k : the number of output patterns

dfc : desired outputs afc : actual outputs from the output layer

The hidden layer, output layer and the weights between the layers are expressed as follows.
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(5)

S ( x ) = 1 . 0 /(1 . 0 + exp(- x -
0)) (7)

where, hi : output at the hidden layers sj : input according to each pattern

Wjj, wjk : weights 9 : internal offset value

S(x) : Sigmoid function

Selection of Appropriate Input Variables to Neural Network

Three different combinations of process parameters were considered to find out the appropriate

input variables to the neural network. Laser spot welding process parameters(focal length, energy,

pulse time), sheet metal thickness(upper and lower plate), gap size and bead shape(penetration

depth, nugget size) of the workpiece were selected as the input variables for the back-propagation

learning algorithm of the neural network and the bead shape(penetration depth, nugget size) were

considered as its output variables. In type 1, the focal length, pulse energy, pulse time, sheet

metal thickness(upper and lower plate), gap size, penetration depth and nugget size were selected

as the input variables, while in type 2 the sheet metal thickness(upper and lower plate), gap size,

penetration depth and nugget size and in type 3 the gap size, penetration depth and nugget size

were selected as the input variables.

Combined model ofFDM and Neural Network

Various combinations of stainless steel sheet metal thickness were considered to calculate the

laser spot weld bead shape of the workpiece with no gap, which was then used as the input

variable of the neural network for predicting the bead shape in the case of sheet metals with

various thicknesses and gap sizes.

EXPERIMENTS
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Experiments were designed to test the finite difference model and to determine the input and

output variables appropriate to the neural network. An experimental set-up for Nd:YAG laser

spot welding is shown in Fig. 3. A pulsed type Nd:YAG laser welding machine was used for all

experiments. The beam oscillator was capable of the maximum output power 400W. Type 304

stainless steel specimens with 5 different combinations of thickness(0.3mm+0.33mm,

0.33mm+0.5mm, 0.4mm+0.6mm, 0.6mm+0.5mm and 0.5mm+0.5mm) were prepared for

experiments.

RESULTS AND DISCUSSIONS

Figure 4 shows a typical example of cross-sections of experiments and calculations obtained for

the stainless steel thickness combination of 0.3mm+0.33mm with laser energy of 2J and pulse

time of 4ms. In the calculated result(Fig. 4a), it is shown that the nugget size and penetration

depth agree fairy well with the experimental result(Fig. 4b), while the experimental result shows

a somewhat wider top bead size than the calculated one. It is thought that the temporal pulse

shape, plasma formation and laser-material interaction influence the formation of top bead,

which cannot be considered in the developed finite difference model. However, the top bead size

is less important in determining the weld quality such as joining strength than the nugget size and

penetration depth. Consequently, this study is mainly dealing with the prediction of nugget size

and penetration depth.

Figure 5 shows that the error of predicted nugget size and penetration depth determined by

comparing them with experimental ones is less than 1 5% for the type 1 of the neural network,

where the focal length, pulse energy, pulse time, sheet metal thickness(upper and lower plate),

gap size, penetration depth and nugget size were selected as the input variables.

Figure 6 and 7 show that the neural network model of type 2 and type 3 can estimate the bead

shape of laser spot welds such as nugget size and penetration depth. From these results it could

be revealed that the process parameters adopted in type 2 and type 3 are also appropriate input

variables to the neural network.

Figure 8 shows the error of nugget size and penetration depth predicted by using the combined

model of finite difference analysis and neural network. Predicted results were compared with the

experimental ones of the specimen with thickness combination of 0.5mm+0.5mm. It shows that

the error was smaller than 10%. From these results, the combined model could be effectively

applied for the prediction of laser spot weld bead shape such as nugget size and penetration depth.

Figure 9 shows the windows program developed for the simulation and display of the combined

model of finite difference analysis and neural network. In this program, the user can select the
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process parameters such as sheet thickness, gap size, pulse time, pulse energy, focal length and

the bead shape calculated for no gap and then the bead shape is simulated for various gap sizes

by using the neural network and displayed.

CONCLUSIONS

From the results of finite difference analysis, neural network and experiments for laser spot

welding of thin stainless steel sheets, the following conclusions may be drawn:

1) The proposed finite difference model can estimate the laser spot weld bead shape of thin

stainless steel sheets considerably precisely, ifthey are layered tightly.

2) The developed neural network which uses the bead shape data of the specimen with no gap

and a few data of specimen with gap can predict the laser spot weld bead shape of thin

stainless steel sheets with various gap sizes fairly well.

3) The combined model of finite difference analysis and neural network could be effectively

applied for the prediction of laser spot weld bead shapes, because the numerical analysis of

laser spot weld bead shape for the workpiece with a gap between two sheet metals is highly

limited.
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Table 1 . Thermophysical constants used in finite difference analysis

Material k, w/cm °C k, cm2
/sec a, cm"

1 R

Type 304

stainless steel

12 0.053 6 0.3 1450

where, k : thermal conductivity

a : absorption coefficient

Tm : melting temperature
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Figure 3. Experimental setup of laser spot welding
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NONLINEAR ANALYSIS OF WELD THERMAL HISTORY

M. Becker1

ABSTRACT

Analytical models are developed for weld thermal history accounting for temperature dependence

of thermal conductivity and heat capacity. It is shown that adjustments made to linear solutions in

the literature are consistent with nonlinear solutions. Explicit nonlinear solutions are obtained for

instantaneous and rapidly moving heat sources, and for one-dimensional moving sources.

Approximate expressions are introduced for moving coordinates.

INTRODUCTION

Transient heat conduction associated with welding has been studied both analytically and

numerically. Analytical solutions have been summarized by Radaj (Ref. 1), and a recent

comprehensive solution has been presented by Kasuya and Yurioka (Ref. 2). Much of the analytical

work traces back to early work by Rosenthal (Ref. 3) and Rykalin (Ref. 4). Almost all of the

analytical work has been linear, i.e. assuming properties independent of temperature. Grosh and

Trabant (Ref. 5) performed a nonlinear analysis based on a Kirchoff transformation, but had to

assume that thermal conductivity and heat capacity varied in an identical manner with temperature.

In actual welding situations, these two properties can vary in opposite directions (thermal

conductivity decreasing, heat capacity increasing with temperature). Kasuya and Yurioka were able

to obtain good agreement between theory and experiment, but had to use different values of thermal

properties to predict different quantities. Moore, et. al. (Ref. 6) had found earlier that values suitable

for certain predictions were not as good for others.

In this paper, nonlinear analysis is performed. When a particular form of property variation is fit to

the data, explicit solutions are obtained for cases involving instantaneous or rapidly moving heat

sources based on the method of similarity variables. These solutions are used to develop expressions

for cooling times and cooling rates. The nonlinear solutions serve to explain the nature of the

adjustments and observations made by Kasuya and Yurioka and Moore, et. al. In one dimension,

moving source problems without restriction on magnitude of speed are addressed. These correspond

to progressive melting of an electrode (Ref. 1). Analytical solutions are obtained with a variety of

possible forms of property variation. For other moving source cases, analytical approximations are

developed which reduce to exact linear and nonlinear solutions in appropriate limits.

1 Oregon Graduate Institute, P.O. Box 91000, Portland, OR 97291-1000
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INSTANTANEOUS AND RAPIDLY MOVING SOURCES

Svensson (Ref. 7) observes that in most welding situations, arc speed is much faster than thermal

diffusion. The solution of the moving heat source problem then becomes equivalent to the solution

of an instantaneous heat source problem. A rapidly moving point source (thick plate case) becomes

equivalent to an instantaneous line source, and a rapidly moving line source (thin plate case)

becomes equivalent to an instantaneous plane source. In addition, for cooling of a thick plate directly

behind the arc, the results for the rapidly moving source apply independent of the speed of the

source, an important consideration in evaluation of cooling times. In this section, we will proceed

from the perspective of instantaneous sources. Later in the paper, we will examine the relationship

between the instantaneous and moving source perspectives. That examination will serve to

demonstrate the range of applicability of instantaneous source solutions and to construct expressions

for use in moving coordinate frames.

Nonlinear response to an instantaneous source can be studied using similarity variables. A detailed

derivation, including review of earlier literature, has been presented (Ref. 8) and will be outlined

here. Most attention in the literature has been for situations where properties increase with

temperature. Zeldovich and Kompaneets (Ref. 9) present a solution for declining conductivity in

plane geometry. Other authors have considered only properties increasing with temperature. For

important materials, such as low carbon steels, thermal conductivity declines with temperature.

The time-dependent heat conduction equation is

pC^ =( l/r
-i)|_

(r
-i^

)+ 06(r)6(f)
(1)

where m of 1,2 and 3 correspond respectively to plane, cylindrical and spherical geometry. The

source term involves delta functions, so that the source is zero except at the origin at time zero, and

so that the integral over volume and time of the source is Q. Temperature is relative to the reference

ambient temperature that prevails everywhere before the introduction of the source. Thus, the

temperature is zero everywhere for t<0. In addition, the temperature must go to zero as r goes to

infinity for any t>0.

Let the conductivity and the heat capacity depend on powers of temperature, i.e.

HW (2)

9c=(9c)Q(T/T0f (3)

223



Results will be useful to the extent that Eqs. 2 and 3, when fit to actual data, provide reasonable

representations of those data. If a new variable U is defined as (Ozisik, 1980)

U=(T/T
or l

(4)

then the heat conduction equation for t > 0 becomes

f^ifr^l^a-'f^) (5)
dx dr dr

where the parameter q is defined by

q=(ps)/(p+\) (6)

and where a modified time is defined in terms of thermal diffusivity a by

T=fy(pc)
0
=a

0
f (7)

For cases where conductivity decreases with temperature and heat capacity increases with

temperature, p will be positive, s will be negative and q will be positive.

Applying the method of similarity variables leads to a solution of the form (Ref. 8)

1 A Xlq

U(r,x) =

x
ml{2-mq

) qA (8)

2(2 -mq)

*\
=

(9)
x

1/(2 -m?)
yy)

Eqs. 8 and 9 reduce to the familiar linear forms when q goes to zero.

The coefficient A is obtained by equating the integral of energy over all space with the amplitude

of the source. This leads to (Ref. 8)

4tc(Pc7)0
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for the instantaneous line source, and

A < Qip^)fq 2T(l/g) 2ql^q)

2(pcr>
0y2(2^)

nmni/q -1/2) ^
for the instantaneous plane source. The line source result is simpler because the gamma functions

involved in the integration are easily evaluated.

COOLING TIMES AND COOLING RATES

Cooling times and cooling rates typically are evaluated by considering locations near the source, i.e.

setting the variable of Eq. 9 to zero. Radaj (Ref. 1) observes that cooling intervals tend to be

insensitive to the particular locations at which they are evaluated. Converting U back to temperature

from Eq. 4.

J ^ \l(p-s)

For the instantaneous line source,

m 1

(2-mq)(p+\) \+s
(13)

It then follows that

,T Us_k(T) T_A l,<r-*

where we have invoked Eq. 2 for conductivity. Using Eq. 10 for A, it follows that

T-SW (15)
AizKT)t

This is similar to the solution of a linear problem with two exceptions:

1 . The actual temperature-dependent conductivity appears, instead of a constant value.

2. The factor of (p+1) from heat capacity variation makes conductivity look smaller.
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This factor is pertinent to the observation of Moore et. al. that "unrealistically low" effective thermal

conductivities have been required to predict the cooling from 800 °C to 500 °C, commonly referred

to as t8/5 .
Recasting Eq. 5 to cooling time yields

4-Kk(T)T
(16)

Following a similar procedure for the instantaneous plane source leads to

t= (17)
k(T)p(T)c(T)T2

where the coefficient B is given by

B= q q
(18)

M 2(2-f) r(
l
)r(

f_l

2 q 2
)

As in the linear case, the cooling time depends inversely on the square of the temperature and on the

product of conductivity and heat capacity, with the actual temperature-dependent quantities

appearing instead of, as in the linear case, constant values.

The cooling rate from the instantaneous line source may be obtained by differentiating Eq. 15. After

some algebra, one obtains

This again is similar in form to linear solutions (Ref. 1), with the actual temperature-dependent

thermal conductivity appearing. For the instantaneous plane source, analogous procedure leads to

Again, a form similar to that for the linear solution (Ref. 1 ) is obtained with properties evaluated at

actual temperatures.

dT__ 4tz

dt (\+s)(p+\)Q
k(T)T2

(19)

dT _ 4tz

dT~ (2 +s +p)(p + \)QB
k(T)p(T)c(T)T 3

(20)
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INSTANTANEOUS SOLUTIONS - POSITION DEPENDENCE

The full solution of Eq. 8 is repeated for convenience as

1

<j-m/(2 -mq)

{1
qA

2(2 -mq)

2\Vq
T1

Z
}

(21)

In the previous section, r| was set to zero to give results near the source. The deviation of the power

of the time variable from its linear value was related to temperature, and thereby to the properties

thermal conductivity and heat capacity. A similar approach is taken here. Details of the derivation

are given in Ref. 8. It follows that

Ar\
:

(22)

Thus, the spatial dependence becomes similar to that of a linear problem if the thermal diffusivity

is evaluated at the current time at the heat source. (The form of the spatial solution tends to the

familiar Gaussian of linear solutions as q tends toward zero.)

MOVING COORDINATES - ONE DIMENSION

While instantaneous source problems provide much useful information for welding, the actual

situation involves a moving source. In a moving Eulerian frame of reference, formulation can be as

a static problem.. We will consider the nonlinear solution of the problem in plane geometry, which

has been used to model the progressive melting of an electrode (Ref. 1). Previous nonlinear solution

of this problem has been with the restriction of conductivity and heat capacity having identical

variation with temperature (Ref. 5). It will be shown that several alternate approaches can be used

to obtain general solutions.

The heat conduction equation with a source moving in the positive x-direction is

pc
p
vdT/dx+d/cbc(kdT/dx)=0 (23)

In a linear problem, with coefficients independent of temperature, the solution when temperature is

specified at the moving interface, is (Ref. 1)

r=rexp(-vx/a) (24)
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for positive x and constant for negative x, where the c subscript denotes value at the source (center).

Since positive x corresponds to negative time, this solution of temperature decaying with distance

in the positive x-direction is equivalent, in fixed coordinates, to temperature increasing with time

as the heat source approaches.

Consider first the case where conductivity and heat capacity vary as powers of temperature, as

treated above for instantaneous sources. With the same changes of variables used there, it follows

that

d/dx(UndU/dx) +(v/a
0
)dU/dx =0 (25)

This equation can be integrated to obtain

U=\/[U
c

~
q
+(qvx/a

Q)]
l/<1

(26)

Thus, for properties varying as powers of temperature, temperature rise in moving coordinates in

plane geometry can be obtained.

For more general variations of properties, it is convenient to introduce the Kirchoff transformation

Q=(l/k
Q)
fk(T)dT (27)

Grosh and Trabant invoked this transformation in their solution. This leads to

d 2
Q/dx

2
+(v/a)dQ/dx=0 (28)

They then assumed that conductivity and heat capacity varied identically with temperature. Thermal

diffusivity consequently is independent of temperature, and the equation for this new variable is

linear and can be integrated. The nonlinear character of the problem is recovered when transforming

back to the temperature variable.

For the more general case where thermal diffusivity and thermal conductivity are different functions

of temperature, let us make the substitution

C=dQ/dx (29)

The second order equation becomes a first order equation

W/6 +(v/a)C=0 (30)
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Let us now select a particular convenient functional form for thermal diffusivity

a=a
0
/(l+2c6) (31)

Substituting and integrating leads to

0/(1 +c0) =[ 0
c
/(l +c0

c
)]exp(-vx/cc

o) (32)

This can be rearranged to the form

0=0
c
exp(-vx/a

o
)/{l +c0

c
[l -exp(-vx/<x

0)]} (33)

To transform back to temperature, a particular form for conductivity variation must be assumed for

the Kirchoff transformation. Grosh and Trabant assumed linear variation with temperature. For

conductivity declining with temperature, we consider

k=k
0
/(\+bT) (34)

This relation will stay positive even for large temperatures. The Kirchoff transformation becomes

Q=(\/b)\n(\+bT) (35)

The reverse transformation, yielding temperature, is

T=[cxp(bQ)-\]/b (36)

Thus, a nonlinear solution is obtained for one-dimensional moving coordinate problem allowing for

separate variation of thermal conductivity and thermal diffusivity.

For analytical convenience, thermal diffusivity was expressed in terms of the new variable rather

than in terms of temperature. For the particular Kirchofftransformation used, the diffusivity can be

expressed in terms of temperature as follows

a=a
0
/[l+(2c/b)ln(l+JbT) ] (37)
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An alternate approach to obtaining nonlinear solutions is to transform variables based on heat

capacity rather than conductivity, i.e. to define a new variable

M?=[\l(9cp\]\
T
9cp

{T)dT (38)

This can be shown to lead to the equation

d/dx(adty/dx)+vdty/dx=0 (39)

This can be integrated directly, with the constant of integration again set to zero so that function and

derivative vanish at infinity. Then expressing diffusivity in the form

a=a
0
/(l+2c» (40)

the resulting equation can in turn be integrated to yield

i|r/(l +c'\|0=[t0/(l +c'\j/
0
)]exp(-vx/a

0) (41)

This is similar to the form of result obtained above with a transformation that was based on thermal

conductivity.

It may be observed that the moving heat source problem in one dimension can be solved with a

variety of assumptions about the behavior ofthermal conductivity and heat capacity. While there are,

as noted, applications of the one-dimensional problem, it is a restrictive case. Since after the heat

source passes, the temperature remains constant, the problem is a study of the rapid temperature rise

during heating. In welding thermal cycles, much of the interest is in the cooling part of the problem.

In the next section, we consider more general geometries with moving heat sources.

MOVING AND INSTANTANEOUS SOURCES

In the previous section, explicit solutions were obtained for moving sources in one dimension. In

more than one dimension, analytical solutions have not been obtained for nonlinear problems. As

was noted above, in most welding applications the heat source moves more rapidly than heat

diffuses, so that instantaneous heat source models apply. In this section, the relationships between

instantaneous and moving source models will be examined in linear cases. These relationships will

be used to infer the range of validity of instantaneous source models and to develop expressions that

may be useful in nonlinear cases for moving sources.
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Consider a moving point source. The temperature distribution is given by (Ref. 1)

T=(Q'/2TzkR)exp[-v(x+R)/2a] (42)

R 2
=x

2
+r

2
(43)

where R is the distance from the point source and r is the distance from the line of motion of the

source. Let R be expanded for small r/x

R=)&u\(r/x)2-kr/x)4 +...] (44)
2 o

For negative x (cooling), this leads to

r=^exP^TTi> +°t(-)
2
] (45)

Noting that x=vt, this becomes the instantaneous source solution with Q7v = Q/2. Near the line of

motion of the source (i.e. small r), the instantaneous source solution applies. Indeed, directly behind

the source (r=0), it applies independent of the speed of the source.

Generally, there is interest in distances r ofup to the order of 1Omm (Note that Moore et. al. consider

38.1 mm to be thickness of a thick plate, i.e. to be an essentially infinite dimension.) A typical arc

speed used in analysis by Moore et. al. is 3.81 mm/s. They cite cooling times t 100 measured by

several investigators to be on the order of 100 seconds for thick plates (over 600s for thin plates).

The parameter (r/x)
2
for 10mm and 100s equivalent to 381mm is about .0007. For such long cooling

times, the instantaneous solutions should apply. For t8/5 ,
Radaj (Ref. 1) shows temperatures in this

interval occurring between x distances of 30 and 40mm. The value of (r/x)
2
for r of 10mm and x

of 30mm would be about .1. The instantaneous model still should be reasonable, but deviations

might not be considered negligible. For smaller values of r, Suarez, et. al. (Ref. 10) show much of

the phenomena of concern taking place within 5mm, and (r/x)
2
will be much smaller.

Consider the following expression for temperature

T=[Q'(p + l)/2nkR] !
(46)

{1 +[4/4(1 -q)\v(x+R)l2cL}
yq{p+x)

Properties are to be evaluated at the current time and at the source(r=0). This expression goes to two

limits exactly. For small r/x (small r/vt), expanding R gives the nonlinear instantaneous source

solution. For any r/x, for small q (i.e. in a linear problem) the expression becomes the linear solution.

The expression applies to the nonlinear instantaneous solution a correction for actual source motion

based on the linear solution.
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For a moving line source, the linear moving source solution is

T *8a*r2F*£ (47)

where d is plate thickness and Kq is a modified Bessel function. With plate thickness incorporated

into the source term, the problem becomes two-dimensional in x and r. For small values of R,

expansion of the Bessel function and relation to the instantaneous source problem is complicated.

As the argument of the Bessel function increases,

vR

2a %
™exp(-^) (48)
vR 2a

R can be expanded as before to yield the instantaneous source solution plus a correction depending

on r/x. An expression analogous to that used with point sources and thick plates can now be used

which goes to the correct nonlinear instantaneous solution for small r/x, and goes to the correct linear

moving solution for small q. Such an expression would be

TAQ'/d)(p
+ l)B 1

2s/kpcvR
f 1+ g v(* +^) ]i/g(p+i) (49)

2(2-q) a

For distances such that the exponential approximation to the Bessel function is valid, this expression

reduces to the linear solution for small q. For small r/x, it reduces to the nonlinear solution.

APPLICATION TO REPORTED MEASUREMENTS

Moore et. al. (Ref. 6) reviewed reports of conductivities used by various investigators in matching

analytical solutions to experimental results. They noted that a variety of values between 20 and 41

W/m°C had been used. They demonstrated that use of a value of 25 W/m°C consistently gave the

best predictions for t8/5 . However, they noted that when this value was used, predictions of t ]00 were

significantly in error. Kasuya and Yurioka used an empirical formula to select the thermal

conductivity value for predicting t8/5 for moderate heat inputs. While different values were obtained

for different welding options, all were in the vicinity of27 W/m°C. In addition, Kasuya and Yurioka

used a value of 54W/m°C to predict t 100 . Kasuya and Yurioka stated that the linear solution should

be used with high temperature properties to predict t8/5 , and with low temperature properties to

predict t 100 . Moore et. al. commented that the value of 25 W/m°C that they recommended was

unrealistically low. It may be observed from Fig. 1 that thermal conductivity varies between 28 and

41 W/m°C in the temperature range of 800 °C to 500 °C. Moore et.al. noted that there are other

factors (surface heat transfer, phase transformations, etc.) that are treated approximately or neglected

in the analytical solution, and that the low conductivity at least in part represents compensation for
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these factors. The recommendations of Moore et. al. and ofKasuya and Yurioka, and the predictions

with the nonlinear analysis are summarized in Table 1

.

%5 tioo

Moore, et. al., Ref. 6 25

Kasuya and Yurioka, Ref. 2 26.6-27.3 54

Nonlinear Analysis, kc 25 59

Nonlinear Analysis, km 21 59

Table 1. Thermal Conductivities (W/m°C) for Predicting Cooling Times in Linear Models

For the nonlinear analysis, power fits were made to thermal conductivity and heat capacity data from

Ref. 11. These fits are shown in Figs. 1 and 2. They illustrate that power fits can represent data over

significant temperature ranges, but tend to become unrealistic at zero ambient temperature. This is

because fits for properties that decline with temperature, like thermal conductivity in this case, must

go to infinity when the temperature goes to zero, and fits for properties that increase with

temperature, like heat capacity, must go to zero. Since the power fits do match actual data over

significant ranges, the trends predicted by the nonlinear analysis should provide useful guidance.

Noting the relationship between linear and nonlinear solutions, we select thermal conductivity

according to

k=kJT)/(p + l) (50)

where k^T) is the actual value k from the power fit for cooling to a particular temperature (as for

t100) and is an effective value to use for an interval for cooling between two temperatures (as for t8/5).

The effective value is used because specifics in modeling and power fitting can lead to undue

sensitivity to small differences of large numbers in applying Eq. 16 to an interval.

It may be observed from the results ofTable 1 that the nonlinear analysis provides general agreement

with the results recommended empirically by Moore et. al. and Kasuya and Yurioka. The factor

(p+1) serves to reduce the apparent thermal conductivity, and is consistent with the observation of

Moore et. al. that the best value of k is unrealistically low. This factor, associated with the

nonlinearity of heat capacity, arises from application of the boundary condition that the total energy

(obtained by integrating the product of heat capacity and temperature) in the problem is a constant

determined by the amplitude of the heat source.
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To evaluate tg/5 , two options are considered in Table 1 for kg
ff

. One is the use of km=35W/m°C, the

mean value of k in the interval. The second is to use k
c=41W/m°C, the value of k at the coldest

temperature in the interval, 500 °C. This value is a mean value used by several investigators in the

past. The second option yields the value of25W/m°C recommended by Moore et.al. and is close to

values obtained by Kasuya and Yurioka.

At low temperature, the power fit leads to a departure from realistic values of thermal conductivity.

Consequently, there may be concern with range of validity of the analysis. However, the (p+1) factor

reduces that high value from the fit to one essentially equal to the actual conductivity and close to

the value recommended by Kasuya and Yurioka.

SUMMARY AND CONCLUSIONS

Nonlinear analysis has been applied to weld thermal history. The analysis predicts the thermal

conductivities adjusted empirically in the literature to predict important cooling times. Analysis has

been based on instantaneous or rapidly moving heat sources, conditions suitable for most welding

situations. Expressions also have been introduced to account for explicit effects of source motion.
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Figure 1 . Thermal Conductivity (Power Fit for Nonlinear Analysis).
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ABSTRACT

Two procedures are used to reduce the time and storage associated with analyzing weld thermal

histories. One is to utilize Eulerian moving coordinates in finite element analysis. It is shown that

this procedure is actually more accurate than standard Lagrangian fixed coordinate analysis, and

yields reductions in run time and in solution file data storage by a factor of 100. The second, oriented

to electroslag weld problems, is to incorporate three-dimensional effects into two-dimensional

calculations.

INTRODUCTION

Analysis of weld thermal cycles can be very time-consuming. Realistic, three-dimensional time

dependent heat conduction problems can take hours on modern work stations. Even when analysts

are willing to spend the computer time needed, data storage requirements may be such that the

problem cannot be handled by the computer. Welding has frequently been described as a moving

source problem, and theoretical descriptions have been developed (Ref. 1 ) in moving coordinates

(traveling in the direction and at the speed of the source). This approach is applicable to large plates

without concern for starting and ending conditions. While analytical approaches have been applied

in moving coordinates, numerical and computational approaches have been primarily in fixed

Lagrangian coordinates. This may be because typical commercial computer codes are oriented to use

in Lagrangian coordinate frames. There has been limited recent attention to Eulerian coordinates

(Refs. 2,3), which demonstrate the possibility of substantial potential gain. However, very limiting

assumptions were made - properties had to be independent of temperature and independent of

position or region. A more extensive discussion of the literature is given in Ref. 4. This paper will

demonstrate use of Eulerian coordinates with a commonly available commercial code (Ref.5), and

will demonstrate major gains in running time and in data storage requirements.

Electroslag welding (ESW) presents unusual features that can make problems more difficult, but also

that can motivate techniques for improving computational efficiency. ESW uses a slow-moving

high-input heat source affecting a relatively large region as it passes. This provides incentive

1 Oregon Graduate Institute of Science and Technology
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to economize by reducing the dimensionality of the problem. A simple procedure used to augment
center plane calculations so as to estimate temperatures between the center plane and surface of the

base plate.

MOVING EULERIAN COORDINATES

The heat conduction equation in moving Eulerian coordinates, for a source of magnitude Q moving
at speed v through a material with conductivity k, is

V-AVT + pcv— + Q = 0 (1)
dx

In this moving coordinate frame, values of the x-coordinate correspond to time. Positive values of

x correspond to the heating portion of the problem, i.e. to times before the center of the moving

source reaches a particular location. Negative values of x correspond to the cooling portion of the

problem.

The ANSYS (Ref. 5) heat conduction equation, which allows for mass transport of heat, is

pc(dT/dt+{v} T{L}T)-{L} T[K){L}T=Q (2)

where {v} is the velocity vector, {L} is the gradient operator in matrix form, and [K] is the

conductivity matrix. With appropriate selection of boundary conditions, the steady-state equation

with mass transport becomes equivalent to the moving heat source problem.

Eulerian and Lagrangian formulations were compared on the basis of accuracy of results, running

times and data storage. Cases considered are listed in Table 1, with results summarized in Table 2.

It will be demonstrated below that the moving coordinate Eulerian formulation, for the same spatial

detail, is more accurate than the fixed coordinate Lagrangian formulation. This is because the

continuous motion of the source is treated exactly in the Eulerian coordinates, but has to be

approximated by step wise discrete movements in the Lagrangian coordinates. Given this differential

in accuracy, comparison of time consumption and data storage will be made for problems of

comparable accuracy. These comparisons will show benefits of two orders of magnitude (factor of

100) in time consumption and in the result file portion of data storage.

RESULTS - ACCURACY

Fig. 1 shows results for a moving line source. Lagrangian results are displayed by converting the

time variable to a position variable by x=vt. The temperature history is characteristic of welding

thermal histories. This figure confirms that for the same spatial detail, the Eulerian result is more
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accurate than the Lagrangian result. Fig. 2 shows that the 50-interval Eulerian problem and the 80-

interval Lagrangian problem are of comparable accuracy. These two problems will be used for

comparisons of running time and data storage.

Fig. 3 shows results for a moving point source. The 60-interval Eulerian problem and the 80-interval

Lagrangian problem are of comparable accuracy, and will be used for comparisons of running time

and data storage. Also shown in Fig. 3 is an Eulerian result with 60 nonuniform intervals (i.e. putting

more spatial detail where temperature varies more steeply, and vice versa). The nonuniform spatial

intervals permits improving accuracy with essentially no cost. Because of the moving heat source,

applying a nonuniform mesh is difficult because of need for detail in the vicinity of the source

wherever the source may be. Ref. 3 recommends refining the mesh dynamically. That approach,

while providing potential gains, is complicated. The option is not available in all codes, and typically

is associated with in-house specialized programs.

RESULTS - RUNNING TIME

Figs. 4 and 5, as well as Table 2, show running times for the moving line and moving point source

cases. The differences in running times are dramatic. For the comparable accuracy cases identified

in the previous section (50-interval Eulaerian and 80-interval Lagrangian for the moving line source,

60-interval Eulerian and 80-interval Lagrangian for the moving point source), running time gains

are approximately a factor of 100.

Fig. 6 shows relative increase ofrunning time as spatial detail is increased for the moving line source

problem. This figure demonstrates that running time increases far more rapidly in fixed Lagrangian

coordinates than in moving Eulerian coordinates.

RESULTS - DATA STORAGE

Figs. 7 and 8 show data storage requirements for the moving line and moving point source cases. It

is interesting to observe that in the Eulerian problems, data storage requirements are comprised of

two comparable files - the data base file and the results file. The data base file is actually the larger

of the two. In the Lagrangian problems, the data base file is essentially the same as in the Eulerian

problem. However, the result file is much larger than the data base file. For problems of comparable

accuracy, the results files in the Lagrangian problems are about 100 times larger than the result files

for the Eulerian problems.

Fig. 9 shows relative increase in data storage as spatial detail is increased. Analogous to running

time, data storage requirements increase FAE more rapidly with spatial detail in fixed Lagrangian

coordinates than in moving Eulerian coordinates.
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ELECTROSLAG WELDING -REDUCED DIMENSIONALITY

Electroslag welding has been modeled at OGI by finite element analysis. The heat source produces

a large fusion zone. For calculational purposes, that zone provides a boundary condition of

temperature equal to the melting temperature. The heat conduction problem is then solved for the

temperature in the base plate. The weld area itself usually is covered with a moving shoe for

shielding and containment. The shoe is cooled and provides strong surface cooling. At the base plate,

surface heat transfer is by convection. Beyond the fusion zone in the plate, assume that the

temperature is given by

T(x,y,z,t)=Q(x,yMz) =Q(x,y,t)cosBz (3)

Much of the interest for temperatures and stresses is in the plane, i.e in longitudinal (direction of heat

source motion) and transverse (into the plate from the weld) directions. Eq. 3 provides for estimating

temperatures between the central plane and the surface.

The heat conduction equation at the center of the plate (z=0) becomes

—(*—)+— ~B 26=pc— (4)
dx dx dy dy dt

w

This equation is of a standard form solved by commercial computer codes like ANSYS. With U as

the overall boundary heat transfer coefficient, the surface boundary condition leads to a

transcendental relation between U and B in a plate of thickness D as follows

Btan(BD/2)=^
(5)

where the s-subscript denotes evaluation at the surface. For a thin plate, the relation reduces to

B =— (6)

EVALUATION OF THE B-PARAMETER

Several viewpoints are possible. One may assume that the overall surface coefficient U is known and

evaluate B from the transcendental equation. One may assume values ofB and obtain results for a

range of implied values for U. When experimental results are available, it may be possible to infer
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from examination of sections the shape of the temperature distribution in the thickness direction.

Over the base plate, the heat transfer coefficient and plate thickness frequently are such as to make

Eq. 6 valid

The authors have been concerned with assessment of existing structures containing electroslag

welds. There consequently is some uncertainty as to the actual conditions prevailing when the

welding was done. Plates cover a range of thicknesses. In addition, there may be uncertainties

associated with heat transfer to the shoe. In the results to follow, representative surface heat transfer

coefficients from Ref. 6 are used. Given the uncertainties, actual analysis calls for parametric

variation.

RESULTS

The electroslag welding configuration is shown in Fig. 10. In addition to the two-dimensional central

plane, two-dimensional cross-section (thickness z and transverse y directions) plane calculations

were performed to provide another measure of the variation of temperature between center and

surface. Fig. 1 1 shows the variation of surface temperature calculated by Eq. 4 and by the cross-

sectional plane finite element model. Surface temperatures are in good agreement in the base plate,

with deviations occurring near the interface with the fusion zone, where the cooling shoe provides

a step change in surface heat transfer. Table 3 shows these data and center temperature data. In

general temperature variations with thickness are moderate. It thus is appropriate to perform two-

dimensional calculations and to use an estimating procedure for the third dimension.

SUMMARY

Two procedures for computational efficiency in weld analysis have been presented, each of which

has the effect of reducing problem dimensionality. Use ofmoving coordinates was demonstrated to

reduce running time and solution file data storage by two orders of magnitude. Except for analysis

of edge effects (beginning and ending of arc motion), moving coordinates provides clear advantages

over conventional fixed-coordinate finite element analysis. The approach is applicable to a variety

of welding techniques. For electroslag welding, the B-parameter representation of variation with

thickness provides an efficient procedure for reducing dimensionality. These two procedures were

developed and tested simultaneously. There is potential for further gain in electroslag weld analysis

by combining the two procedures.
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Fig. 5. Temperature Distributions for Point Source on Thin Plate Problem (Plot Path along

the Line as Indicated).
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Fig. 1 1 . Plate Surface Temperatures.
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Problem Type Geometry and FEM Mesh

2D Line Source

H = 0.05 m (5 div.)

J

V

-L=1 m (50/80/100/200 div.)" m
Note:

1 . Uniform mesh along both length L and height H

2. The inverted triangle represents the location of the heat source in all cases studied

r

2D Point Source

7

t

0.15 m (5 div.)

1

_-= 1 m (60/80 div.) >-W H

Note: h

1 . Only half the plate was analyzed

2. Nonuniform mesh along the width W
3. Uniform/Nonuniform mesh along length L in the different cases and a denser mesh

near the source region when nonuniform meshing along L

3D Problem
H=0.05 m (5 div.)

1 W/2 = 0.025 m (5 div.)

Note:

1 . Only half the block was analyzed

2. Nonuniform mesh along width W and height H

3. Uniform mesh along length L

4. Natural convection boundary conditions at top, bottom, front and rear surfaces

Other parameters:

Thermal conductivity: k=\63W/m-K Density:

Specific heat: c = 502 Moving velocity

Initial temperature 7fl
= 30°C Bulk Temperature TX = 30°C

Heat transfer coefficient h = 70 W/ m^ K Adiabatic conditions on the surfaces h not specified

p=S030kg/m3

v = 2.5x10-4 m/s

Table 1. Parameters for Difference Problem Types.
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X

Center

TemDerature
(FEA Mid-Plan Model) B

Surface

Temnerature

(Estimated)

Surface

Temnerature

(FEA Cross-Section Model)

0 0.060 847.00 6.8 815.00 640.00

1 0.083 661.00 6.6 638.10 555.00

2 0.100 558.00 6.4 539.82 506.00

3 0.130 474.00 6.1 459.96 440.00

4 0.150 422.00 5.9 410.30 414.00

5 0.480 387.00 5.9 376.27 377.00

6 0.210 359.00 5.9 349.38 349.00

7 0.240 338.00 5.8 328.94 328.00

8 0.270 325.00 5.8 316.59 318.00

9 0.300 316.00 5.7 307.82 311.00

10 0.330 312.00 5.7 303.93 303.00

Table 3. Plate Surface and Center Temperatures.
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SOAR: AN EXTENSIBLE SUITE OF CODES
FOR WELD ANALYSIS AND OPTIMAL WELD SCHEDULES

G. R. Eisler*, P. W. Fuerschbach1

ABSTRACT
Four MATLAB-based software applications called SOAR (Smartweld Optimization and Analysis

Routines) have been developed to do weld analysis and provide optimal weld schedules for C02

continuous wave laser welding, pulsed Nd:YAG laser welding, and for non-consumable arc

welding processes. The optimization methodology consists of mixed genetic and gradient-based

algorithms to query semi-empirical, nonlinear algebraic models. The optimization output provides

heat-input-efficient welds for user-specified weld dimensions. User querying of all weld models is

available to examine sub-optimal schedules. The inclusion of thermodynamic properties allows the

extension of the empirical models to include materials other than those tested. In addition a heat

conduction equation solver for 2-D heat flow is available to provide the user with an additional

check of weld thermal effects. All solution methods are provided with graphical user interfaces and

display pertinent results in two and three-dimensional form. The code architecture provides an

extensible framework to add an arbitrary number of modules. The modules have been developed

as integral parts of the Smartweld engineering system.

INTRODUCTION

It has been a goal of advanced manufacturing initiatives at Sandia

to provide model-based applications to reduce the design cycle

time. In pursuit of this objective, a set of MATLAB-based
computer codes, SOAR (Smartweld Optimization and Analysis

Routines) has been developed to aid the welding engineer. The

contents cover solution methods to generate optimal weld

schedules for:

• C02
continuous wave laser welding (Fig. 1)

• Plasma or gas-tungsten arc welding

• Pulse Nd:YAG laser welding

For these applications, weld schedules represent the constant-value

settings on the device for output power (qQ) or energy delivered

(Q), part travel speed (u), and in the laser-device cases the focusing

lens size (f). In addition a fourth application has been written to

provide graphical solutions to a two-dimensional (2-D) steady-

state, heat conduction equation. Results of the constant-value weld

solutions provided by the "scheduling" applications can be entered

into this application (dubbed ISO) to provide the engineer with a

geometric check of weld thermal effects.

Figure 1 . C02 Laser weld in progress

Structural Dynamics Dept., Sandia National Laboratories, Albuquerque, NM, USA, 87185-0439

fMaterials Joining Dept., Sandia National Laboratories, Albuquerque, NM, USA 87185-1 134
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Since an important goal of Sandia's manufacturing initiatives is model-based design, it was

felt that more software tools were necessary to make the specialized knowledge more

accessible to the weld community. Smartweld is a concurrent engineering system

developed at Sandia National Laboratories that integrates product design and processing

decisions within an electronic desktop engineering environment. An application for C02

laser welding (Ref. 1) was an initial component for this system. Based on models given in

Ref. 2, additional weld schedule applications were able to be brought on-line. All have

implemented the following approach:

1. Formulate a semi-empirical, input response model of the weld process. (A conceptual

model is shown in Fig.2) These may consist of pure polynomial fits of experimental

data, or may be parameterized extensions of relations developed in the literature to

better fit experimental data. Model expansions to other than the experimentally-tested

materials is accomplished via the embedding of thermodynamic properties within the

model. The use of numerical scaling may be relied upon to achieve better data fits.

Figure 2. The Input-Response Model for C02 Laser Welding

2. Use a combination of genetic and gradient-based optimization algorithms to invert the

model by solving for the inputs to provide an "optimal" response. A surface of possible

responses for a "grid" of inputs is shown in Fig. 3. Typically, the optimal solution is

one that maximizes an efficiency metric (i.e., Melting Efficiency, which can also be

interpreted as minimizing heat input), while simultaneously yielding a weld of given

depth/width dimensions.
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The use of a mix of optimization algorithms

stems from the fact that genetic-based methods

can survey a wide range of solution possibilities

efficiently, and are thus better disposed towards

finding the most promising region in the solution

space from which a gradient-based scheme can

converge quickly to the final optimal solution.

Numerical scaling was used to aid the searching

algorithms when various quantities were

disparate in magnitude.

Figure

3. Provide 2-D and three-dimensional (3-D) presentations to allow the weld engineer to assess

how this type of solution, which may not always be intuitive, fits in with qualitative metrics

such as weld appearance, past experience, and equipment capability.

All applications were written in MATLAB (Ref. 3) which provides

integrated "number-crunching", graphics, and graphical-user-interface

(GUI) routines. The applications were separately launched from the

SOAR "executive" control panel in Fig.4. The architecture of this

panel allows the addition of an arbitrary number of analysis modules

to cover future needs. The applications will be covered in the ensuing

sections.

To access this panel:

1.Enter MATLAB

2.Type: soar (lower case) at the command prompt

Figure 4. The SOAR Executive Control Panel

THE C02 APPLICATION

This application was the first developed and is explained in detail in Ref. 1. It will be summarized

briefly here. For this study, the desired response characteristics are concerned with heat input effi-

ciency on a given metal, while attaining a user-specified weld geometry. Weld schedules consist

of constant values over a given weld for: 1) laser output power (qa) in watts, 2) part travel speed

(d) in millimeters(mm)/second(sec), and 3) laser focusing lens focal length characterized by spot

diameter (d) in centimeters (cm).

In the context of laser welding, qa and v can be considered to vary continuously over a given range.

However, spot diameter, d, corresponds to only a select few discrete lens focal lengths. It was de-

cided to model four output responses or process variables as functions of the weld schedule (WS)

parameters, q0 , u, and d. These quantities were:
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1. energy transfer efficiency (r)
t , dimensionless), defined as the ratio of net heat input to

the part to the incident energy produced by the power source.

2. melting efficiency (r\m , dimensionless), defined as the ratio of the amount of heat

required to just melt the fusion zone to the net heat input deposited in the part. Slow

travel speeds usually encountered in manual welding operations result in low melting

efficiency.

3. top width of the weld (W, mm). Area of the weld is used for the thermodynamic

calculation and a parabolic, weld shape approximation was used to map area to width.

4. weld penetration depth, (P, mm).

For C02 laser welding, the weld schedule (WS) implies the triple, q0 , u, d. The method pro-

posed for generating optimal weld schedules required a parameterized, algebraic model to

relate the WS to the responses, Tj
t ,

r\m , Wand P. Experimental input-response data for 126

different welds for the 304 stainless steel, 1018 steel, and tin were fit with a nonlinear least-

squares algorithm. The parameters in the algebraic model were computed to minimize the

sum of the squares of the errors (i.e., the least-squares fit) between experimental responses

(r\
ti

, P- for the /th weld) and those from the model. Given r|
t
and P, then y\m and W were

generated from known relations. Extensions to molybdenum, nickel, and titanium were

done via the use of material thermal diffusivity, a, and enthalpy of melting, bh, values em-

bedded in the model. The final response model was given by the following:

p =
c

\
aao

c 2 ,
c
3

x> d

[
T|, = c4 -c5

e

2

2atan(c6 <///>)i
Ry =

a
2
bh

nm = c-j + c
%
e
[c 10 ] [c,J

+ c
9
e

0)

Area =
Ry tt a

-—

>

V
W = ^^p

U
(parabolic shape approximation)

Numerical constants, c
iy
are those found via least-squares data fitting. Ry is the Rykalin

parameter Ref. 4.

Given the parameterized model which provides the best "least-squares" fit to the experi-

mental data, a genetic algorithm optimization method was used in consort with either a gra-

dient-based optimization scheme or a nonlinear algebraic solver to find the WS to solve the

following problems,

Performance Metric Goal Weld Specifications Solution Method

1.Maximize T)
t

2.Maximize T|
t

3.Maximize V\m

4.Maximize T\m

5.Maximize T|
t
*T|m

6.Maximize TJ t
*T|m

m p
desired' 'desired

Pdesired °nly

^desired' ^desired

Pdesired only

w. p
desired' ' desired

desired only

genetic w/nonlinear algebraic solver

genetic w/nonlinear optimization

genetic w/nonlinear algebraic solver

genetic w/nonlinear optimization

genetic w/nonlinear algebraic solver

genetic w/nonlinear optimization
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or stated somewhat differently

Maximize: r\
t(q0 ,x>,d), or r\m(q0 ,x>,d), orr\

t
*r\m(q0 ,x>,d)

Subject to: Wdesired
- W(q0 ,x>,d)=0 and/or Pdesired -P(q0 ,x>,d)=0

where the quantities followed by (q0,v,d) imply model responses resulting from the "constant" WS
parameters. The optimization space is discontinuous due to the discrete variable, d, and would ap-

pear as separate surfaces in a vertical stack (one of which is shown in Fig. 3). The largest lens (f=
7.5", d =.0294 cm) produces the lowest efficiencies and would be at the bottom of the stack. If d

had been continuous, this "space" would have appeared "solid". The gist of our optimization effort

is to "jump" to the highest surface (which corresponds to the lowest value of d), which will simul-

taneously yield a bounded WS solution to satisfy the ( Pdesired and Wdesire* pdesired) constraints.

In the genetic algorithm (GA), the Wdesired ,
Pdes ired constraints were attached as a quadratic penalty

function onto the performance metric to form a composite metric. The GA treats all values of q0

,x>,d as discrete, makes up various combinations of them (members of the population), and

evaluates the composite metric according to the response model. It then chooses the highest value

after a designated number of population or "generation" changes. In Ref. 1 the entire problem was

solved with the GA, but it was felt that the solution was too time-consuming for an adequate

convergence of the search. However, it was found acceptable for narrowing the response space for

initializing a gradient scheme.

Since gradient schemes necessitate continuous parameters (i.e., variables), it was necessary to

reformulate the discrete optimization problem as a continuous one. The solution was to pose the

following two types of problems:

1- ^desired > ^desired specified: For each value of d, solve for the qQ, d combination that

algebraically solves the constraint equations

Wdesired " W(ao ,V,d)=0 Pdesired -P(qQ ,\),d)=0

Since d is known, this reduces to solving two nonlinear algebraic equations in two unknowns.

Then, sort the solutions that produce acceptably small residuals in the constraint equations to find

the desired maximum according to whichever "efficiency" criterion (mentioned previously) was

chosen. This was accomplished using a Newton-type solution algorithm. The analyst should note

->notallWdesired > ^desired combinations are possible. An intersection of the contours for a given

d is needed to produce a solution.

2. Pdesired onty specified: For each value of d, solve for the q0 , u combination that

Maximizes: the efficiency criterion of interest (i.e. r|
t , r\m , or T|

t
*T|m)

Subject to: Pdesired -P(q0 ,V,d)=0

Then sort the solutions that produce acceptably small residuals in the single constraint to find the

desired maximum according to whichever "efficiency" criterion was chosen. This was accom-

plished using a MATLAB routine to do nonlinear programming.

The capability developed for optimization and graphical model output can be most effectively used

by integrating them via GUI tools (available in the MATLAB system). The GUI panel in Fig.5 al-
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lows the user to:

1. Select any of presently seven metals (304 stainless steel, 304L stainless steel, 1018

steel, tin, nickel, titanium, molybdenum) to analyze.

2. Plot any of five "responses" from the model (r|
t ,

r|m ,
T|

t
*T|m , W, P). Surfaces are

plotted as continuous functions of qQ , v and as a discrete function of d. Contours

appear as labeled iso-curves of the given response variable, continuous in qQ , u, and

for a single value of d.

3. Obtain the nearest optimal weld schedule for user-specified, Wdesired and/or Pdesired-

4. Display the assumed weld shape as it is changed by the user or the completed solution

5 . Get continuous weld model output via "mouse-down" button clicks on the 2-D contour

plots.

6. Get text help describing the application.

Item 5 provides the analyst with the flexibility to choose an alternative weld schedule. The

optimization algorithms are configured to attain the extremum, be it minimum or

maximum, regardless of the cost in terms of qQ, D. If an efficiency response can be further

improved or "optimized" by a few percent for a large increase in qQ or v, then that is what

the algorithm will recommend. It is up to the analyst to decide whether this

recommendation is practical.

THE ARC APPLICATION

Response characteristics for plasma-arc or gas-tungsten arc welding are concerned with

minimizing heat input on a given metal, while attaining a user-specified weld depth for an

assumed semi-circular weld cross-section. The schedules are produced by applying param-

eter optimization to the mathematical model in Ref. 4. Weld schedules consist of:

1 . laser output {q0) power in watts with a range of 100-2000, and

2. part travel speed (x>) in millimeters(mm)/second(sec), with a range of 1-50.

For arc welding, qQ and x> can be considered to vary continuously over given ranges. It was

not necessary to scale the model for this application.

Three output responses were modeled as functions of the WS parameters, q0, x>. These

quantities were: 1) melting efficiency (r\m ,
dimensionless), 2)top width of the weld (W,

mm), and 3)weld penetration depth, (P, mm). The weld cross-sections are assumed semi-

circular and therefore W=2P.
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The following is the nonlinear algebraic, plasma-arc model

no 9"'0 ^i""1 Lc" J
Ry = 0.8—— T)m = c

1
+ c

s
e +c9e

a 8h /«\

2
/?

,

r|ma .

Area = ——-— P = 2j(2Area)/n (semicircular area)

u

Note that the Ry relation used here assumes a constant T|
t
= 0.8. The gradient-based, non-

linear optimization algorithm (in MATLAB), described previously, was used to find the

WS to solve the single problem available for this application:

Maximize r\m for Pdesired only.

To compensate for initial guess sensitivity, this single problem was solved for five different

sets of initial conditions which represent the boundaries of the ranges on qQ , v>. The solu-

tions were sorted for those that produced acceptably small residuals in the single constraint

and of these the one which maximized r\m was chosen. The ARC user-interface was pat-

terned on that of the C02 application and is not shown.

THE YAG APPLICATION

Response characteristics for Nd: Pulsed YAG welding are concerned with minimizing

weld-induced temperature on a specific component, while attaining user-specified weld di-

mensions for an assumed parabolic-shape weld cross-section. The schedules are produced

by applying parameter optimization to a mathematical model obtained in Ref. 5 for 304

stainless steel. Weld schedules consist of constant values over a given weld for: 1) peak

power in watts (qp), 2) energy in joules (Q), and 3) lens focal length in mm (/)

qp
and Q can be considered to vary continuously over given ranges. /is discrete as in the

C02 application. It was necessary to scale the model for this application because of the

magnitude disparity on qp
and Q. Three output characteristics were modeled as polynomial

functions of the WS parameters, qp , Q, f. These quantities were: 1) temperature (T, °C), 2)

width of the weld (W, mm), (converted from area via a parabolic shape approximation), and

3) weld penetration depth, (P, mm).

The polynomial functions, for a given/, are of the form

T - f , + t2Q + t
3gp

+ t4Q
2
+ t

5qpQ + t
6q

2

p

Area = a, + a2Q + a-
}qp

+ a4Q
2
+ a

5qpQ + a
6q

2

p (3)

2 2
p = P\ + p2Q + Ptfp + PaQ + Ps<ipQ + Pfflp

where the coefficients tv av p l
are found via least-squares fitting of experimental data. Since

Wis generated for a parabolic cross-section model, W = (3Area)/{IP) . Travel speed (d,

mm/sec), pulse duration (x, msec), pulse frequency (v, Hz) are also computed, based on an

average power of 200 watts. These relations are:
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w o
x> = 50-^ T = 1000-^- v = (4)

The gradient-based optimization and nonlinear algebraic solver schemes described previously for

C02 were used to find the WS to solve the problems

1. Minimize T, Subject to: Pdesired onty (nonlinear optimization at each value off with sorting

over lens/for minimum T).

2. Minimize T, Subject to: Wdesired, Pdesired- (nonlinear algebraic solution at each value of/with

sorting over/for minimum T)

The solutions were sorted for those that produced acceptably small residuals in the constraints and

of these the one which minimized temperature was chosen. Due to the fact that the ranges of q„ , Q
were discontinuous (i.e., depending on the value off), the genetic algorithm was used to provide

an initial guess for the sub-WS (qp , Q) each time a new value off was considered.The YAG user-

interface was patterned on that of the C02 application and is not shown.

This application computes constant temperature contours due to saturation from a heat source ac-

cording to the 2-D steady-state, heat-flow equation as derived by Rosenthal (Ref. 6). The 2-D mod-

el arises from modeling the welding of thin sheets where the temperature variation is considered

negligible in the thickness direction. The steady-state description is derived from welding a plate

whose dimensions are large with respect to the size of the contours. A schematic is shown in Fig.6.

Easy access to temperature isotherms for a given set of welding conditions provides the optimiza-

tion user with an additional check of weld thermal effects. While melting efficiency indicates how
effective a given weld schedule is in minimizing heat input to the part, the Rosenthal analysis

graphically presents the resulting temperature distribution and indicates the geometric extent of the

weld heat input.

THE ISO APPLICATION

S plate of large

relative surface dimensions

Figure 6. Schematic of the 2-D steady-state, heat-flow problem
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The Rosenthal analytical solution is

(5)

2n(T-T
0
)k

s
t

Q
= e

where the following are input by the user via the GUI-driven application,

T = contour temperature of interest (deg C)

T0 = base metal temperature

ks = thermal conductivity of metal (Joules/(meter-sec-deg C))

t = thickness of metal plate (mm)

Q = energy (heat) input to the metal (Joules)

X) = welding speed (mm/sec)

as
= thermal diffusivity of metal (meters

2
/sec)

KQ is the modified Bessel function of the second kind and zero order (aMATLAB function)

and e is the exponential operator. The variable, r, radial distance from origin (fx
2
+y

2
)
m

in

millimeters), is manipulated by the application.

The contour solution reduces to solving the above nonlinear algebraic equation as follows:

c2x
1. solve the equation: c

x
-e Ka (c2x) = 0 for x = xmin ,

xmax using a nonlinear solver,

where the constants cj= (2n*(T-T0)*ks *t)/Q and c2=v>/(2*as). y (^min)=v(jcmax/)=0.

2. solve for the intermediate x values on the top half of the contour by inputting a range

of r values, abs(xmin)<r<xmax , and solving x=l/c2 *ln (C]/K0(c2 *r)), and then the

corresponding v=(r
2
-x

2
j
7/2

. In is the natural logarithm.

A complete contour is constructed by reflecting the top half and is approximately elliptical

in shape. The ISO user interface is shown in Fig. 7.

Computational methods have been developed to provide optimal weld schedules based on

semi-empirical mathematical models. The mathematical relations in the models originated

from past research and were modified to provide best least-squares fits to experimental da-

ta. Model extension to other metals was provided through the use of thermodynamic con-

stants. Genetic algorithms were used to provide initial guesses to gradient-based solution

schemes. Gradient schemes were used to provide tight convergence on specified weld di-

mensions as well as optimize various performance indices. Solution algorithms work well

provided that the required width and penetration specifications co-exist. In addition, the

Rosenthal 2-D heat flow equation was solved to produce a geometric view of weld effects.

GUI-driven input-output interfaces were provided for all applications. Future applications

can be added in a straightforward manner to the MATLAB architecture.

SUMMARY AND CONCLUSIONS
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material

Weld Speed (mm/sec)

Input Power (watts

Base Metal Temperature (deg C}

Plate Thickness (mm)

Plate Length (mm)

Plate Width (mm)

Weld Origin (fraction of Length)

eortou-' result

contour Tetnp~deg C iength-rnm max width-mm area~rmrr2

ISOTHERM has finished

For information contact

R. Eisler. greisle@sandia.gov P. Fuerschbach, pwfuers@sandia.gov

Weld Shape Zoom

10 20 30 40
x position - mm ( weld direction; <—

)

Figure 7. The ISO Application GUI
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HEAT AND MASS TRANSFER IN A MOLTEN DROPLET DURING GMA
WELDING

Valerian A. Nemchinsky

Abstract

The motion of melted metal in a droplet hanging at the tip of an arc electrode during

arc welding is considered. The motion is induced by a surface tension gradient due to

non-uniformly heated surface of the droplet. It is shown that the melt flow is confined

within a narrow boundary layer. The thickness ofthis layer and the melt velocity within it

are estimated. The influence of the metal motion on heat transfer in the droplet is

considered. A simple formulafor effective thermal conductivity which takes into account

the thermocapillary convection is obtained. Estimates show thatfor conditions typicalfor

arc welding, the effective coefficient of thermal conduction exceeds the regular one

approximately tenfold. Comparison ofthe calculated heatfluxes with those obtainedfrom

the observed electrode melting rates shows very good agreement.

1. Introduction

The tip of the electrode during GMA Welding is melted by heat from the surrounding

plasma. Liquid droplets detach periodically from the electrode and become part of the

welding pool. The effectiveness and the quality of the welding depend on droplet

parameters: its size, speed, heat content. The processes of mass and heat transfer in the

droplet, which determine these parameters, are, therefore, very important.

Heat transfer in the solid portion of the electrode is relatively simple. The heat, the

electrode receives from the surrounding plasma, and the heat generated within the

electrode by resistance heating are transferred by thermal conduction to the cooled end of

the electrode. Heat transfer in the liquid droplet is much more complex. A simple heat

transfer model, based on the thermal conduction only, is insufficient to describe the

observed heat fluxes. This was shown convincibly in paper (Ref. 1). The authors

compared the heat flux, provided by the thermal conduction to the solid-liquid boundary,

with the power necessary to melt the electrode at the observed rate. According to their

estimations, the thermal conduction should be increased ten to twenty times to be able to

supply the necessary heat fluxes (Our estimations give the similar result, see below.)

After (Ref. 1, 2) we conclude that heat convection should play a decisive role in heat

transfer.

There are several forces which can set the melt into motion and thus intensify heat

transfer: buoyancy, the Lorentz force (the force of interaction of the current with the

magnetic field created by this current), and thermocapillary forces. Let us estimate the

relative importance of different forces.

* ESAB Welding and Cutting Products. Florence, SC 29501
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For buoyancy we have estimation FB ~ 47iR pgPAT, where R is the droplet radius, p is

the melt density, p is thermal expansion coefficient, and AT is the temperature difference

within the droplet. By putting typical data R~1mm, AT-1200K (Ref 3, 4), p~7 10
3
kg

m"
3

, and p~l O^K"
1

, we obtain FB~3 1

0" 5
N.

Electromagnetic (Lorentz) force is due to interaction of the arc current with the magnetic

P 0 2
field created by this current. Its value can be estimated as ——I , where p0 is the

4n
permeability of free space and I is the arc current. For I-200A, F L

~4 10" N.

Thermocapillary force arises when there is a temperature gradient along the surface and,

correspondingly, a gradient of the surface tension coefficient. This creates a stress Va
directed from the locations with a lower a towards those with the higher a, i.e. to the

coolest part of the surface. There is no force in immobile liquid that can balance this

stress, so the thermocapillary motion arises in the liquid (Marangoni effect). The order of

dcr
magnitude of the thermocapillary force is Fxc ~ 27tR— AT , where doVdT is temperature

dT

gradient of surface tension. For typical values da/dT~ 4 10 N m" K"'(Ref. 5), AT ~

1200K, R~ 1 mm, we have FTC ~
3

" 1

0"3
N.

We see that buoyancy can be neglected whereas the electromagnetic force FL has the

same order of magnitude as the thermocapillary force. However, this does not necessarily

mean that the melt velocities caused by these forces have the same order of magnitude.

The distribution of the Lorentz force, even its sign, depends on the current distribution

inside the droplet (Ref. 6) which in its turn depends on the processes in the adjacent

plasma (Ref.7). Also, the Lorentz force, contrary to the thermocapillary force, can be

compensated to some degree by the pressure gradient. This can be seen from the

following expression for the volumetric Lorentz force fL :

fL = B x J = - p0 J x rot J = p0 { 1/2 grad (J
2
) + (J V)J }

where J is the current density and B is magnetic flux. One can see that if current lines are

parallel, the vortex component of fL is equal to zero. In this case the Lorentz force can be

compensated by the pressure gradient completely.

The melt motion caused by the thermocapillary force is considered in this report in some

more detail. Its influence on heat transfer is estimated. It is shown that thermocapillary

convection is intensive enough to explain the observed electrode melting rates.

2. Estimation of Flow Parameters and Heat Transfer Intensity

The flow pattern is shown in Fig. 1 . The liquid moves from the hottest central part of the

surface towards the liquid-solid interface, dives into the droplet and returns back through
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the droplet volume. During this circulation, the liquid transfers the heat from surface

layer to the droplet volume adjacent to the solid-liquid interface. Intensity of this heat

transfer depends on the speed of melt circulation and on the amount of liquid involved in

the motion. Let us estimate these parameters.

As we will see later, the Reynolds number of the flow is high. This means that the melt

moves within a relatively thin layer close to the surface and that the boundary layer

approximation is applicable. This also means that one can neglect the droplet curvature.

Vg
Figure 1. Schematic of the melt motion in a droplet. Left of the center shows the flow

pattern. Right of the center shows the coordinates used and the velocity distribution in

the boundary layer. V a shows the direction of the gradient of surface tension, d is the

electrode diameter and vw is wirefeed rate.

There is no characteristic length in the problem. Therefore, all the flow parameters should

depend on x, the distance along the surface from the center-line of the droplet. The

Reynolds number is ,
therefore, Re=xv/v, where v is kinematic viscosity. It is shown in

the boundary layer theory (Ref. 8) that the layer thickness is 8 ~ x/VRe. At the surface

the stress balance condition should be satisfied:
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pv
v da

8
~
dx

0)

Here p is the melt density. From (1) we obtain the estimate for velocity

fx)
/3

'ldav/

Vp dx)
(2)

and the estimate for the layer thickness

f 2 \
1/3

pv X

V da / dx>
(3)

Let us substitute in (2) and (3) the gradient of surface tension da/dx by Act/R, where Aa
is the a difference between its maximum value at the solid-liquid interface and its

minimum value at the hottest spot of the surface. Here R is the radius of the droplet. We
have the following estimations for v and 5 :

Pi

1/3

V W lpR.J

2/3

(4)

pv'R

I Ao J
(5)

Let x be the time the liquid particle at the surface is exposed to the heat flux from the

plasma. One can estimate x as R/v, the ratio of the particle path (in the order of the

droplet radius R ) to the particle velocity at about R distance from the droplet center. We
have

(**T
fRp"

2/3

AcJ
(6)

In order to determine how the motion of the liquid affects the heat transfer, the

temperature distribution should be considered. For the sake of simplicity, as we have

done with the flow problem, let us average the temperature distribution T(x,y) over x, the

coordinate along the droplet surface : T(y) = I T(x,y)dx / J dx. To obtain T(y), consider a

liquid particle moving along the surface of the droplet at the depth y. It takes this particle

x (y) ~ R / vx(y) time to travel along the surface. During this travel, the particle

accumulates an amount of heat pC T(y) (J/m
3

), where C is the specific heat and p is the

melt density. After its travel beneath the surface, the particle dives inside the droplet and
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there it is cooled by sharing its excessive heat with the rest of the droplet. The process of

gaining and losing of heat by the liquid in the boundary layer can be described by the

equation:

d
2T

dy
2

pCT

R
vx (y) = o (7)

This equation should be solved with the following two boundary conditions: First, at the

liquid-plasma boundary

dT(0)
-k—— = q

dy
(8)

where q is the heat flux density at the surface. Second, beneath the viscous boundary

layer, where there is no liquid motion along the surface, the heat is transferred by thermal

conduction only. In our case, when convective heat transfer is much more intensive than

conductive heat transfer, one may neglect the heat flux due to conduction and put

dT(y
0 )

dy
= 0 (9)

Here y0 is the distance from the surface where velocity of the liquid vanishes. The

boundary condition (9) can be justified in another way. There is a flow of the liquid in the

core of the droplet toward the surface, although slow, which does not allow the heat to

reach the central portion of the droplet

.

Let us assume a linear distribution of the liquid velocity inside the boundary layer: vx(y)
= vx(0) ( 1 - y / Yo )• The velocity profile inside the layer (the Blasius solution (Ref. 8))

can be well approximated by the linear dependence with y0
= 3.16 5 , where 8 = x /VRe

is the boundary layer thickness. With this approximation, equation (7) can be rewritten in

the following dimensionless form

d
20

dn
2

0 = 0 (10)

0'(O) = -1 0'(rio) = O (11)

where we introduced
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r| = y / 5T 5 T
= VaR/v x (0) 0

KT(y)

§Tq
0

3.165 I/O
= 3.1 6 Pr

5y

Here a = K/pC is thermal diffusivity. We are interested in 9(y=0) = 0O , since with the

given heat flux density at the surface, the heat transfer intensity is characterized by the

surface temperature. To take convection into account, let us introduce the effective

"thermal conductivity KefT by the formula

q
=
«

eff
T(y = Q)

R
(12)

We see that

K
(13)

By putting vx(y=0) from (4) into (13) we have finally

K
eff _

1/3

(

"2
1

K \ pv
2

j

(14)

Solution of the equation (10) with the boundary conditions (11) can be easily obtained by

expanding in series. The calculated dependence 60(r|0) is shown in Fig. 2.

100

0.1 10

Figure 2. Calculated ©oOW dependence
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For liquid iron, Pr ~ 0.1, so that in our case r)0 is close to unity. From Fig. 2 one can see

that 60(1)~ 2.2.

3. Comparison with the data obtained from the observed electrode melting rates

The power delivered to the solid-liquid interface by thermal conduction can be calculated

as

Qt=kSAT/L , (15)

where S is the arc attachment area and L is the average distance from the heated surface

to the interface boundary. When the droplet surface facing the arc is heated uniformly, S

is about 2nR and L is about 3R/2. In this case QT is approximately 4kRAT, the value

Cl/Q
10

0.1 - t

0.01

A

A°„ CP
XL

200 250 300 350 400

CURRENT, A

Figure 3. Comparison ofthe power consumed by electrode melting, as obtainedfrom the

observed melting rates, with the calculated power delivered to the melting boundary by

thermal conductivity (Qj/Qexp open symbols) and by convection (Qej/Qexp, full symbols).

Experimental data are takenfrom: O, (Ref 11, 12) ; U, (Ref. 11, 12) ; A, (Ref.13).
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we used in our computations. The power consumed by wire melting, Qexp , is determined

by the wire feed rate, vw ,
by the wire diameter, d, and by the energy of heating and

7id
2

melting of the electrode material, H (J/m
3
): Q exp

= —— pvwH .w .

For Qexp and Qx comparison we used data obtained (Ref. 9-11). These experiments were

conducted with a steel electrode of 1.6 mm diameter and with plasma gases of Ar,

98%Ar+2%02 , and 95%Ar+5%02 . The QT/Qexp ratio calculated for conditions (Ref. 9-

11) with AT = 1200K is shown in Fig. 3 with open symbols. Convection has been taken

into account by multiplying QT by the factor Keff/K

Qeff
=^Q

T (16)
K

The Qefi^Qexp rati° calculated in this way is shown in the same Fig. 3 with filled symbols.

One can see that convection increases heat transfer intensity approximately tenfold.

As an example, the details of calculations for the pure Ar case are shown in Table 1 . It

can be seen from this Table that the Reynolds number is in the range 1 000 to 2000, high

TABLE 1

current

A
vw

rn/min

R
mm

f

1/s

V

m/s

Re ft Qexp

kW
Qt
kW

QefT

kW

228 2.5 1.3 10 0.82 2100 0.016 0.701 0.196 1.91

241 2.8 1.1 15 0.87 1900 0.019 0.787 0.166 1.53

249 3.0 1.1 20 0.87 1900 0.025 0.843 0.166 1.53

264 3.2 0.96 29 0.91 1700 0.031 0.903 0.145 1.28

279 3.4 0.81 51 0.96 1600 0.043 0.955 0122 1.02

304 3.8 0.49 260 1.13 1100 0.11 1.07 0.074 0.52

342 4.2 0.47 320 1.15 1100 0.13 1.18 0.071 0.50

365 4.5 0.48 331 1.14 1100 0.14 1.26 0.072 0.51

389 5.0 0.48 360 1.14 1100 0.15 1.41 0.072 0.51
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enough for applicability of the boundary layer approximation, but not high enough for

transition from laminar to turbulent flow to occur. Calculations showed that the droplet

residence time is at least ten times larger than liquid particle circulation time: ft < 0.1

(see Table). As for conditions for droplet uniform coverage with the arc attachment, it is

not fulfilled at relatively low currents, under ~ 250A (see discussion below).

From Fig. 3 one can see that at currents above 250A the ratio between Qx and Qexp is

from 10 to 20 times. After the correction has been made, QefT
= K

ef!/K QT is in

correspondence with Qexp The difference of ~ 100% should be considered as

satisfactory for estimations valid within an order of magnitude. It can be seen that for

lower currents Qeff substantially declines from Qexp .We believe that this is because

formula (15) overestimates QT for these currents. There are two reasons for this. First, AT
in the globular mode is substantially lower than 1200K, the value we used for QT

calculations. According to (Ref. 3) AT is about 800K in this mode. For this reason only,

Qx is overestimated by a factor of 1.5
4/3 ~ 1.7 . Also, in the globular mode, the arc does

not cover the whole droplet surface, but only part of it (Ref. 10). Formally, it is

equivalent to some decrease of S and some increase of L in formula (15). This means

that QT should be additionally decreased. It is likely that both factors cause QT to be

overestimated by several times. After taking this into account, the deviation of CWQexP

from unily can be decreased. Although this correction improves the agreement between

Qeff and Qexp , formula (14) does not describe the situation of partial coverage of the

droplet by the arc.

At high currents, the shape of the suspended droplet declines from spherical : The higher

the current, the more the droplet is elongated in the direction of the current. When
obtaining the formula (14), the spherical shape of the droplet was not assumed. Therefore,

this formula can be used for the elongated droplet as well. In this case, parameter R in

(14) represents the droplet dimension in the direction of the temperature gradient. For

high currents, when the droplet is elongated, the value of R obtained from the droplet

volume measurements underestimates the suspended droplet dimension in the direction of

the curreni. According to (14), this underestimates the correction factor k^ic. Therefore,

taking the droplet distortion at high currents into account leads to the increase in Qeff/Qexp

and brings this ratio closer to unity.

4. Conclusion

In this paper, the simple formula describing the heat convection due to the Marangoni

effect in a droplet is obtained. The effective coefficient of thermal conduction is

expressed as a function of viscosity of liquid v and the surface tension difference Aa
along the droplet surface. The formula is applied to obtain the heat fluxes in the liquid

metal droplet hanging at the tip of an electrode during welding. Both v and Act are not

very well known under the very high temperatures existing at the droplet surface (nor is

the temperature itself known). However, these parameters enter the formula with a small

exponent only. Therefore, the result is not sensitive to the precise value of these
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parameters. Calculations based on this formula agree with data obtained from the

observed electrode melting rates.
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NUMERICAL MODEL OF SHORT-CIRCUITING TRANSFER PROCESS
IN GMA WELDING

Yoshinori Hirata*, Takafumi OSAMURA* Naoyuki GOTO#, Takayoshi Ohj\*

ABSTRACT

In this report are described the effects of capillary action and electromagnetic pinch force on

kinetics of bridging transfer of GMA welding. Time-dependent deformation of the liquid

bridge, which is formed between the electrode and the weld pool by a contact of a pendent

drop with the pool surface, is simulated with aids of the numerical solution technique based on

finite-difference method. It is shown that both of the breakup time and the liquid volume

bridging-transferred from the drop into the pool depend on the drop size before the contact in

addition to the short-circuiting current level that serves electromagnetic pinch effect squeezing

the bridge.

INTRODUCTION

In Gas shielded Metal Arc welding processes, short-circuiting transfer mode often serves for

welding with short arc length in joining various kinds of steels, especially in such a case that

welding operation in production is required in all position or with high speed. A cycle of the

process in the short-circuiting transfer mode is consisted from a series of three stages as

follows. In the first stage, a metal droplet is formed at the tip of the electrode wire which is

melted by arc heat. In the second stage, the droplet comes into contact with the surface of

weld pool, and subsequently the liquid bridge is formed between the wire tip and the pool. In

the third stage, the melted metal bridge is broken up by both of the capillary action and

electromagnetic pinch force induced by the transient high current at the instant of

short-circuiting, and re-ignition of the arc occurs. The spatter generation, which deteriorates

the weld quality and decreases the operation efficiency especially for mechanized or automated

welding, is observed almost in both of the second stage and the third stage.

In the beginning of this research, regarding the stationary liquid bridge between the electrode

and the pool, current and time required to breakup the bridge were theoretically and

experimentally investigated(Ref.l). Secondly, the criteria for bridging transfer from the

pendent drop to the pool were discussed focussing on the stability of liquid bridge(Ref.2).

Thirdly, phenomena associated with bridging transfer were cleared through model experiments

using mercury and an analysis with aids of the numerical solution technique, the Marker And
Cell(MAC) method(Ref.3). In the present study, modeling of the bridging transfer process in

* Welding and Production Department, Osaka University, 2-1, Yamada-oka, Suita, Osaka 565, Japan

# Tsu Labs., Engineering Research Center, NKK, Japan(formerly graduate student of Osaka University)
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GMA welding is carried out. Both of the second stage and the third stage prescribed are

focussed and replaced by a simple model for analysis(Ref.4), which involves the dynamics of

the liquid bridge made by the pendent drop. In this paper are described the effects of

capillary action and electromagnetic pinch force on the time and the volume of liquid

bridging-transferred from the pendent drop into the pool.

BRIDGING TRANSFER PROCESS CONTROLLED BY CURRENT WAVEFORM

Recent advancements in power devices such as power transistor and/or FET, and

microprocessors, have been making it possible for arc welding power supplies to give higher

speed response of output welding current. And various high performance welding processes

have been developed and realized. Figure 1 schematically shows a principle of current

waveform control method for reduction of spattering in short-circuiting transfer mode, as

described below;

©Forming a specific size of the metal drop at the tip by control of wire melting [(a)-(d)]
,

(D Soft contact of the metal drop with weld pool surface after lowering current C (e) ] ,

(3) Increase of current to break up the bridge, where current rise-up starts with a specific

delayed time T d after the contact C (f) ] ,

(D Squeeze of the bridge by electromagnetic pinch force of the higher current in the

duration Ts ((g)) ,

(D Breakup of the bridge by the inertia in the low level of current C (h)(i) ] .

I :Arc current
a

I
s

: Short-circuiting

current

I
b
:Base current

OA

Figure 1. Schematic explanation of bridging transfer process controlled by current waveform.
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The object of the present study is to simulate the bridging transfer process controlled by

current waveform, given in the above model. The cycle time or the short-circuiting

frequency is determined by the drop forming time( T m ), the approaching time to contact(T c
)

and the breakup time(T). The drop forming time depends on the drop size and the electrode

wire melting rate, mainly governed by arc current level applied(I a ). As a matter of course, it

requires longer time when the drop volume specified is larger and/or arc current is lower.

The approaching time is varied by wire feeding speed, and the spacing between metal drop at

the electrode wire and pool surface. The time to breakup is dependent on the drop size,

short-circuiting current(I s
), delayed time(T a ) and fluid properties of the melting metal. In

this report, the time required from contact to breakup and the metal volume transferred from

the drop to the pool were estimated using a simple numerical model.

NUMERICAL MODEL OF BRIDGING TRANSFER

In the present numerical model, the basic equations governing the motion of the conductive

liquid carrying electric current are used as follows(Ref.5);

V-7=0, (1)

d V
x
-> 1 1 ->— + ( v V ) v = Vp + g + vV 2 v+— J XB , (2)at p p

where, v :velocity vector (m/s), p
:pressure (Pa), v rkinematic viscosity

(m
2
/s), J :current density vector (A/m

2

),

B magnetic field vector (T), V :nabra

operator, and V 2
ilaplacian operator.

In order to simulate the change of bridging

shape and the liquid metal flow, the

dynamics of the bridging transfer are

theoretically analyzed under the following

assumptions;

[l]Surface tension, viscosity and density of

the liquid are constant, respectively.

[2]Shape and motion of the bridging

process are axisymmetric.

[3]The liquid velocity is uniform over the

cross-section (plug flow), velocity

component in axial direction becomes a

function of two variables, position z

and time t .

* Z

Figure 2. Coordinate system for calculation

of bridging transfer process.
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[4]The electromagnetic force is given using magnetic field induced in a long cylindrical

conductor having a diameter of 2R (m) by an axial current / (A) as follows;

J XB fiol
2 r

\ 8n 2R*

where, fio :permeability of free space(47T X 10" 7
H/m).

(3)

From the assumption [2] [3], velocity components ( u , v ) in both of radial direction or

r-direction and z-direction can be expressed as follows;

1 B vu=-— r
, (4)

2 b z

v = v (z,t) (5)

Using the coordinate system as shown in Fig.2, the following equations are derived from

eqs.(l)-(5);

BR 2 dvR 2

+ = 0
B t B z

B v B v
+ v

1 B p
B t

p = a +

B z

fiol
2

V6n 2-R'

p B z

pR 2

+ g + v
B

2 v fiol

16

B
2 v

3 z 2
p B z U6 7T

2R

1 / B v \
2

B
2 v

B z B t 2 I B z
+ v

B z
— v

B
3 v

3 z 3

(6)

(7)

, (8)

where, o xapillary pressure, o = y
( 1

+
1 \

and R :radius of the liquid surface.
\ r i r 2 /

The one-dimensional fluid equations given by L.E.Cram(Ref.6) and S.W.Simpson(Ref.7) were

a little modified due to adoption of the mean pressure. Numerical computation was carried

out by means of the finite-difference approximation to the continuity equation (6), the

momemtum equation (7) and pressure equation (8).

RESULTS AND DISCUSSION

Time-dependent deformation of the liquid bridge

Figure 3 shows calculated results of time-dependent deformations for two sizes of the liquid

drops at the wire tip in contact with the pool. Materials of electrode wire supposed is mild

steel and its diameter is 1.2 (mm). As seen, in the case of the drop height Z P =0.92 (mm),

the drop shape gradually changes after the contact and the stable bridge is forming between
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the wire and the pool. The bridge shape calculated is almost unchanged after t=2 (ms). On

the other hand, as for the drop height Z P =1.72 (mm), the drop is approaching the bridge

formation, but necking in the bridge occurs and it subsequently goes to the breakup. The

drop has the internal pressure due to surface tension, whereas the pressure at the pool surface

equals to atmospheric pressure. So, at the instant of the contact, the pressure difference

generates at the contact region between the drop and the pool. Accordingly, the liquid in the

bottom region of the drop is driven to flow into the pool by this capillary pressure, and then

liquid bridging is formed. However, occurrence of the breakup or the bridging transfer

depends on the drop size if short-circuiting current is not supplied. Because it is not possible

to form a stable liquid bridge between the cylindrical rod and the pool beyond its critical

height(Ref.l,2).

fO.Q«s t-0.3«s t-0.6«s t = 1.2«s t - Z t rs t-4.0«s

Figure 3. Time-change of the liquid bridge formed by a contact of the pendent drop with the

pool surface for two sizes of the drops.

(Mild steel wire 1.2 mm in dia., 7 =1.2 N/m, P =7.5 X 10
3
kg/m

3

,
v =1 X 10

" 6 m 2
/s)

-g 300 -

l 200-
3
° 100-

l = O.0ms ( = 0.05ms ( = 0.1ms ft=0.5ms (=1.0ms t=\.5

Figure 4. Time-change of the conductive liquid bridge squeezed by electromagnetic pinch

force due to short-circuiting current supplied.

(Mild steel wire 1.2 mm in dia., 7 =1.2 N/m, P =7.5 X 10
3
kg/m

3

,
v =1 X 10

~ 6 m 2

Is)
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A forced breakup of the bridge with short-circuiting current, which is caused by

electromagnetic pinch effects, is shown in Fig.4. In this case, supplying electric current of

300 (A) with the delayed time of 0.1 (ms) squeezes the bridge and produces necking toward

the breakup.

Factors affecting on breakup time

Figure 5 shows a relationship between the short-circuiting current, I $ and the time required

from the contact of the drop with the pool to the breakup, T. In these calculations the

delayed time are settled to be T a =1 (ms) and supplying of short-circuiting current is not

interrupted before the breakup. As seen, the time to breakup decreases with increase of

short-circuiting current for both sizes of drop. As for smaller size of drop Z P =0.92 (mm),

current level higher than 150 (A) is required in order to give the breakup or the bridging

transfer, because a small drop makes a stable bridge.

In higher short-circuiting current region, the breakup time(T) decreases with decrease of the

delayed time(T <j ). This implies that the bridge shape at the start of short-circuiting current

dominates the distribution of the pinch force in the conductive liquid bridge. Intuitively, if

the electric current flows immediately after the contact of the drop with the pool, bridging will

be quickly broken up. Because higher current density, due to small diameter of the necking

part in the bridge, makes the electromagnetic pinch force to act more effectively.

Short-circuiting current ls [A]

Figure 5. Relationship between short-circuiting current and time required from the instant of

contact to breakup of the bridge.
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Figure 6 shows a relationship between the drop height before contact and the breakup time

calculated. As seen, breakup of the bridge or bridging transfer occurs with larger size of the

drop than the critical drop size which is dependent on short-circuiting current level, diameter

of the electrode wire, and surface tension and/or density of the melting metal. In the bridging

transfer region, the breakup time increases with increase of drop height.

8

CO

E
r 6

a>

£ 4-4—

>

CL
3
J*

! 2
CD

Mild steel

D=1.2mm Td=1ms
- Calculation

o |=0A
a |=300A °

o a

° A

A

"0 1 2 3

Drop height Zp [mm]

Figure 6. Relationship between drop height before contact with pool and breakup time.

(Mild steel wire 1.2 mm in dia., 7 =1.2 N/m, /0 =7.5 X 10
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o
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o
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Figure 7. Relationship between kinematic viscosity of liquid metal and breakup time.
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As empirically known, surface

tension and/or viscosity of the

wire materials are varied with

few amounts of chemical

components, and affect on

periodicity or smoothness of

metal transfer in GMA welding.

Figure 7 shows a relationship

between kinematic viscosity of

the melted metal and the breakup

time. As the velocity of liquid

motion is lowered by viscous

resistance, so increase of

kinematic viscosity results in

longer time for the breakup.

Liquid volume transferred from

drop to pool

GMA bridging transfer mode

welding is cyclic process.

Accordingly, the metal volume

transferred per one contact is an

important factor to determine the

heat input for the electrode wire

melting for the next cycle.

Figure 8 shows a relationship

between the drop height and the

transferred volume. The

transferred volume seems to be

strongly dependent on the drop

size before the contact. It

increases with increase of the

drop height as shown but the

ratio of the transferred volume to

the volume of the pendent drop at

the wire tip before contact was

evaluated to be almost constant

value of about 80 (%) through the

calculation.
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Figure 8. Relationship between drop height before

contact with pool and liquid volume transferred

from drop into pool.
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Figure 9. Comparison of calculation with experiment

of mercury for liquid volume bridging transferred

from pendent drop into pool.

In order to examine the
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availability of the prediction by this calculation model, the model experiment was carried out

using mercury. The comparison of calculation with experiment for the transferred volume is

given in Fig.9. As seen, calculated results agree well with experimental. As for the breakup

time the prediction was confirmed to correspond to the experiment. However, from

observation of the high speed photography it was found that there exists a little difference in

the bridging shape between the calculation and the experiment.

CONCLUSIONS

Time-dependent deformation of the liquid bridge, which is formed between the electrode wire

and the pool by a contact of a pendent drop with the pool surface, is simulated with aids of

the simple numerical solution technique based on finite-difference method. Results obtained

in this series of research are summarized as follows;

(1)Bridging formation by a contact of the pendent drop with the pool results from the liquid

flow induced by the capillary action.

(2)Time-dependent deformation of the bridge shape is varied with the drop size, the start

timing and the level of short-circuiting current supplied.

(3)The time required from the contact to the breakup decreases with increasing short-circuiting

current that serves electromagnetic pinch force squeezing the bridge. The breakup time is

also dependent on the drop size, viscosity and surface tension of the melting metal.

(4)The liquid volume transferred from the drop into the pool depends on the drop size at the

electrode wire tip before the contact.
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CREATING NEW WELDING MATERIALS
ON THE BASIS

OF METALLURGICAL PROCESSES MODELING

M. Zinigrad* , N.I. Zalomov*, V. Mazurovsky", O. Aksyutin*

ABSTRACT

The main problem of welding technologies is the production of deposited metal (welds, coatings,

est.) with required composition and assigned properties. At present time these problems are gen-

erally solved empirically, i.e. either by means of technological experiments using existing experi-

mental data.

Alloying elements are introduced into welding materials either in the form of pure powders or in

the form of iron alloys. Both forms are expensive and fairly difficult to obtain.

It's possibile to switch from the use of the expensive pure components to their oxide compounds

which are found in many industrial wastes.

The mathematical modeling of real welding technologies based on the physico-chemical analysis

of the interaction between the phases (metal, slag and gas) was employed in the work. The model

was based on the fundamental equations of the thermodynamics and kinetics of high-temperature

metallurgical reactions and factors which take into consideration the thermal and hydrodynamic

conditions of the real process.

The model can be used for the forecast of the final composition of a weld metal or for finding the

optimal ratio between the components in the welding materials, which need to obtain the assigned

composition and properties of a weld metal.

Such approach permits optimization of the composition of the materials and the technology of the

process already at the planning stage with minimal expenditures oftime and materials.

KEYWORDS

Welding, new materials, thermodynamics, wastes, mathematical modelling.

Welding technology is one of the effective methods of worn-out parts restoration and creating on

speciment surface a layer providing higher wear and heat resistance and other advantages of the

alloy. Various welding materials allowing to obtain required metal properties due to the introduc-

tion of alloying additions in various welding materials, namely: electrode coatings, continuous and

College of Judea and Samaria, Ariel, Israel
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flux-cored electrode wires and bands, fired and fused fluxes, powder mixtures (Ref.1-3) were

used to harden any parts working under the conditions of abrasive and shock-abrasive exposure.

In this process the components were introduced into welding materials mainly in the form of not

readily available and expensive ferroalloys and alloying compositions, while alloying elements

losses during built-up welding reached up to 30-40 percent.

At the same time these elements are included into composition of oxidic compounds which are

industrial or ore concentrates and wastes which are sufficiently cheaper.

Thus the use of oxidic compounds with the purpose of extracting alloying elements with the help

of oxidizers introduction into flux seems promising because of obvious decrease of the built - up

materials cost and opportunity to involve into production local raw materials including various

side products and wastes.

In this case the metals - slag interaction will be critical for built - up metal composition which de-

termines its mechanical properties. Usually the degree of chemical processes completeness, both

in metallurgy and welding, is defined by chemical analysis of metal samples. This way of searching

for rational electrode materials compositions and built up welding technology is sufficiently diffi-

cult and time consuming. Therefore the existence of built - up metal composition prediction based

on the phases interaction, physical - chemical and mathematical modeling will allow to perform

the electrode materials compositions optimization using the modern computers technologies and

with minimum of experiments (Ref.4).

Previously (Ref.5) equilibrium metal composition calculations have been carried out using com-

puter. The metal was interacting with the slag containing iron, boron, chromium, vanadium, nickel

and tungsten oxides.

In terms ofthermodynamics the equilibrium in the metal - slag system can be described by any set

of reactions possible with the given composition of the contacting melts. It's most advisable,

however, to choose such reactions that contain one common reagent, for instance, FeO . Such an

approach allows to take into consideration mutual effects of concurrent processes since equilib-

rium concentration of iron oxide will be common for them.

Thus the interaction in the metal - slag system can be described by the reaction complex:

^[Ei] + (FeO) = ^(EinOm ) + [Fel ( 1)

where Ei is any element in iron and forming EinOm oxide.

The number of these reactions will be equal to Ei elements number. In equations of (1) type

there are (2i+l) unknown quantities: i of the elements concentrations of the metal, i of their ox-

ides concentrations of the slag and the iron oxide concentration of the slag.
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To solve this problem it's necessary to set up (2i+l) equations relating independent quantities. Let

us write down i equations of equilibrium reagent concentrations relations:

ll/m

Ei
(FeO)[Ei]

n m K }

It should be kept in mind that the values ofKEi in contrast to equilibrium constants depend not

only the temperature but change with the phases compositions. Therefore it's possible to take

equilibrium concentrations relationships from the literature sources only in case of similar phase

compositions when there are grounds to neglect the change of activity coefficients with the com-

position.

Thus for the one complex unit, producing element containing melts activity of the elements was

calculated on the base ofthe method described in (Ref.6, 7). Here the system of balance equations

is used:

oo oo i+l-c i+ l-c-/-...-p n

ZZZ- S^...»+Z^.=i. (3)
c=Oi=c+l /=0 *=0 7=1

oo oo i+l-c i+l-c-t-...-p

ZZZ- I(/+i-c-/-...-tK, »
C=0 j=C+l /=0 k=9 mr

i A\
oo oo i+l-c i+l-c-/-. ..-p ~ Me'O^ ' '

i+ZZZ- Z(*-<K« »
c=0 i=c+l /=0 *=0

oo oo i+l-c i+l-c-/-. ..-p

III- Z^.w *
c=0 i=c+l /=0 *=0 » r ,

=N„.°n> ( 5)oo oo i+l-c i+l-c-/-. ..-p Me O

i+ZZZ- Z(2'--«K> *
c=0 i=c+l /=0 *=0

oo oo i+l-c i+l-c-/-. ..-p

z Z Z - z**.> ,
.=.,=„,... ,,,, =

i+ZZZ - Z(*-'K,,
c=0 i=c+l /=0 *=0
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where polarization constants for binary systems FeO - Si0
2

is 0.9, MnO - Si02 is 0.2, MgO -

Si0
2

is 0.03, CaO - Si0
2

is 0.003, TV,. - ions concentrations.

Table represents ion composition and components activity for melts of FeO - MnO - MgO -

CaO - Si0
2
type, which are to the highest extend close to welding fluxes.

Table 1. Ions concentrations and activities FeO in the FeO - MnO - MgO - CaO - Si0
2 at

1873 K

Composition of Slag, %
N 1
iy

SiOt
N 1

a FeO

(Ref.8)CaO Si0
2

FeO MgO MnO

16.78 5.73 67.79 4.71 2.39 2.32 lO
-4

0.745 0.026 7.44 10'2 0.765

0.32 2.52 62.24 1.82 33.01 2.30 10"3 0.633 0.312 2.09 10"2 0.581

0.34 13.74 42.48 5.68 37.88 1.01 10"2 0.490 0.248 2.49 10"2 0.477

0.28 22.12 28.63 12.76 36.47 4.39 10"3 0.410 0.299 5.49 10"2 0.396

Calculations for oxide melts - metals and gas interaction modeling are based on thermodynamical

equilibrium constants and oxide melts components activity values.

Also let us write down i equations of material balance for every element taking part in the reac-

tions while bearing in mind that the element concentration changes in the metal and their oxides

concentration change in the slag correspond to the stoichiometry ofthe forces under study :

(l
Eil-lEih7K^H°Mn.o„l}. (7)

100«MK
VL J0 J/ 100M

m MeEn \Ei]-[EiX) Km-. \, « , >i— l—jo—l—
J = si— (Feo) - (FeO) \. (8)

100 tlVm MEi J

where it's taken into consideration that the sum of all elements moles quantities changes (meaning

the elements taking part in the reactions(l)) equals the iron oxides moles quantities changes spent

on the oxidation ofthese elements.

Here mMe and mst are masses of the metal and the slag, respectively;

M
Ei ,
M

Eiifim
and MFeQ are atomic and molecular masses of the element, its oxide and iron ox-

ide, respectively;

[£i]
0 ,

(EinOm ) o ,
(FeO)

0
and [is/], (EinOm ) ,

(FeO) are initial and equilibrium components

concentrations, respectively;
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* is quantity ofthe reactions of (1) type.

As it can be seen from equations (7) and (8), to make calculations it is important rather to know

the liquid metal mass / slag relationship which should be present in terms of specific technological

peculiarities ofwelding process, then to know absolute quantities ofthe said masses.

The calculation results of equilibrium metal and slag compositions for various conditions of their

interaction are in good agreement with the experimental results (Ref.5). The suggested method is

suitable to evaluate the completeness and flow direction of chemical reactions which determine

the compositions of metal and oxidic melts. Even at this stage of the analysis it is possible to se-

lect the components concentration regions taken as a base ofthe alloying flux composition.

Therefore the estimation of build - up metal composition, formed in a real technological process,

was necessary to choose a rational flux composition.

Advanced metal composition calculation methods for different technologies of welding and build -

up welding have been developed (Ref.4,9).

System of equations (2 - 10) can be considered as the mathematical model of the chemical proc-

esses in welding. Initial input data for the calculation were: the melt and slag baths compositions,

welding mode parameters, effective heating efficiency, thermal conductivity, heat capacity per unit

volume, effective thermal capacity and parameters required for the physicochemical constants cal-

culation. Output parameters were the compositions of weld metal and slag.

The metal composition calculation cited in (Ref. 10) on the built - up welding with flux was carried

out to check the adequacy ofthe developed mathematical model.

The mass ofthe molten metal was determined from the relationship (Ref. 1 1):

mm ^[F
p
+Fiywrz, (9)

, _ UaIw xyt\ T KHIw
where F =———— is the penetration area of the base metal; Fd = — is the area ofVwyAHm ' - rrT3600
the deposited bead.

Here U„ - arc voltage, V; Iw - welding current, A; Vw - welding velocity, cm/s; y - metal density, -

g/cm
3

; AHm- specific melting enthalpy, J/g; tjt - thermal efficiency of penetration, assuming that

the heat fraction consumed for the base metal melting was taken into consideration; rj - effective

heating efficiency of the source, assuming that actual heat input into the speciment differed from

the calculated patterns.

Having calculated the relative mass of the flux (Ref. 9)

:
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0.72
(10)

where d is the electrode wire diameter, one can determine the melted slag mass:

m
Sl = KfmMe (11)

The suggested method was used to develop the fired flux combination containing carbonic chro-

mium, tungsten and vanadium containing slags. The aim was to obtain build - up metal alloyed

with tungsten and vanadium with high content of carbon and chromium. High wear resistance of

the alloys containing these elements working at both ambient and high temperatures with expo-

sure to abrasive effects was convincingly demonstrated in (Ref.10). Lately, however, the output

of the said electrode materials was decreasing due to the shortage and high cost of the main com-

ponent. It seems promising to use relatively cheap materials such as tungsten and vanadium -

containing slags, carbonic chromium as flux components.

Mathematical model of the chemical processes occurring in submerged - arc built up welding has

been developed, the program allowing to calculate metal and slag compositions depending on the

process modes and initial input electrode material compositions has been prepared and debuged.

A computer program based on the model developed for physicochemical interaction of the phases

during welding was created for PC computers in Microsoft EXCEL 5.0 for WINDOWS soft-

ware.

The rational composition of fired flux was chosen with the help of the program.

Furthermore the set up mathematical model allows to dame with computer different variants of

technology effecting in such a way their optimization prior to their commercial testing.

"Technology games" played in terms of the given variant of the mathematical model of built - up

welding allow to resolve quite a lot of particular problems, namely built - up welding models op-

timization, choice of the electrode materials optimal composition, obtaining the built up metal

with assigned composition and properties etc.
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MICROSTRUCTURES IN THE HEAT-AFFECTED ZONES BASED ON
DILATOMETER DATA

E. A. Metzbower, G. Spanos, R. W. Fonda, R. A. Vandermeer

ABSTRACT

The objective of this study is to model the evolution of the microstructure and the resultant

hardness in the heat affected zone (HAZ) of HSLA-100 steel weldments. The experimental HAZ
results of Spanos et al. ,where four different weld thermal cycles, with two peak temperatures

(1400 and 900 °C) and two cooling rates (5 and 60 °C/s), were emulated in a heating/quenching

dilatometer, are compared to the results of three weld simulation models for the decomposition of

austenite. The three models are those of Kirkaldy and co-workers, Ion, Easterling and Ashby, and
Bhadeshia and co-workers. All of the models require the chemical composition, a thermal profile,

and an austenite grain size measurement. All of the models gave excellent results for the fast

cooling rates. Bhadeshia's model gave good results for one of the slower cooling rates, but not the

other. Neither Kirkaldy's nor Ion et al. 's model were satisfactory for the slower cooling rate

cases.

INTRODUCTION

The excellent mechanical properties of high strength, low alloy (HSLA) steels are achieved at low
carbon (less than about 0.08 pet) content by the presence of fine precipitates of metal carbonitrides

and copper. HSLA steels have the potential for being welded with little or no preheat, and with

less stringent process control, thus significantly reducing fabrication cost (Ref. 1). The thermal

cycling within the heat-affected zone (HAZ) as a result of the welding process has the potential to

significantly modify the size and distribution of the austenite decomposition phases, the

precipitates, and consequently the properties.

Spanos et al. (Ref. 2) have utilized a heating/quenching dilatometer to simulate the thermal cycles

in the HAZ of HSLA-100 steel. In these experiments they used four peak temperatures (675, 750,

900 and 1400 °C) and two cooling rates (5 and 60 °C/s from 800 to 500 °C) to simulate the thermal

cycles in the HAZ. They measured the prior austenite grain size, hardness and microstructure for

each peak temperature and cooling rate. The microstructures were identified by extensive

transmission electron microscopy, supplemented by optical microscopy, dilatometric analysis, and

hardness measurements.

The experimental data obtained by Spanos et al. (Ref. 2) will be directly compared in this paper to

the predictions of three models of the decomposition of austenite. Since the models assume that

the alloy is completely austenite in the initial condition only the thermal cycles from two peak
temperatures (900 and 1400 °C) will be analyzed; the peak temperatures of 675 and 750 "C resulted

in only sub or partially re-austenization. Based on the Ac3 temperature (770 °C) calculated from

the composition by the formula from Andrews (Ref. 3), 900 °C is sufficient to completely re-

austenitize the steel. This is confirmed by the data of Wilson et al. (Ref. 4) who show an Ac3
temperature of 825 "C on their continuous cooling curve of a similar composition steel. The
heating portion of the dilatometric data also indicated the complete transition from ferrite to

austenite. Optical micrographs of a specimen subjected to each of the peak temperatures and

cooling rates analyzed in this paper are shown in Fig. 1 Optical microscopy of these

microstructures is unable to reveal the

U. S. Naval Research Laboratory, Physical Metallurgy Branch, Code 6320, Washington DC 20375-5320 USA

298



Fig. 1 Optical micrographs of HSLA100 specimens from the dilatometer subjected to the

following thermal cycles: (a) Tp = 900 °C, CR = 60 °C/s; (b) Tp = 900 °C, CR = 5 °C/s;

(c) Tp = 1400 °C, CR = 5 °C/s; and (d) T
p
= 1400 °C, CR = 60 °C/s.
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difference between the various forms of martensite, lath ferrite, and acicular ferrite. In Fig. lb,

equiaxed ferrite is indicated by the arrows. The details of the extensive microstructural

determination in the paper by Spanos et al. (Ref. 2) will not be reiterated in this paper, only the

pertinent results will be stated.

The three models for the decomposition of austenite into her daughter products are those of 1)

Kirkaldy and co-workers, 2) Ion, Easterling, and Ashby, and 3) Bhadeshia and co-workers.

Kirkaldy et al. (Ref. 5-9) have developed hardenability algorithms that have been used by Watt et

al. (Ref. 10) and Henwood et al. (Ref. 1 1) to calculate the volume fractions of the constituents of

the microstructures in the HAZ of a microalloyed steel. In order to use these algorithms, the

eutectoid temperature (Ael), the Ae3 temperature, the ferrite solubility temperature as a function of

carbon, and the bainite and martensite start temperatures are required as inputs. These are usually

estimated empirically from the composition of the alloy. Kirkaldy et al. (Ref. 5-9) have developed

a set of equations which model the austenite decomposition reactions for each of the diffusional

products of austenite. These equations assume that a single continuous function can describe both

the nucleation and subsequent growth for each of the daughter phases. For each reaction, the

general reaction rate is characterized as

where X is the volume fraction of the daughter product, B is an effective rate coefficient which
depends on T, the temperature, and G, the austenite grain size. The semi-empirical coefficients, m
and p , are set to less than one to assure convergence in a form that is derived from a point

nucleation and impingement growth model (Ref. 12). B(G,T) is a different function for each
reaction product and expresses an empirical chemical dependence for each reaction. The explicit

form of B(G,T), m and p are stated by Watt et al. (Ref. 8) and will not be repeated here. The
result of this algorithm is that the volume fraction of ferrite, pearlite, bainite, and martensite can be
calculated. It should be noted that B, the effective rate coefficient, and the semi-empirical

parameters m and p were determined from data from the heat treatment of steels which usually

have a higher carbon content than the weldable steels to which the equations are being applied.

Ion, Easterling and Ashby (Ref. 13) developed algorithms leading to models and calculation

methods for precipitate dissolution, precipitate coarsening, grain growth and martensite formation

in the HAZ. They calibrated their kinetic models against data from real welds and presented

diagrams with axes of weld input energy and distance below the weld center line. They described

a semi-empirical method for predicting the microstructure and hardness of the HAZ as a function of

carbon-equivalent. Ion et al. (Ref. 13) used the data of Inagaki and Sekiguchi (Ref. 14) who
obtained continuous cooling transformation diagrams for a wide range of structural steels. Inagaki

and Sekiguchi (Ref. 14) were able to determine that the volume fractions of the various phases

depended on the time to cool from 800 to 500 °C and the carbon equivalent of the different steels.

Ion et al. (Ref. 13) used this data to calculate the cooling time needed for a 50% martensite/50%

bainite microstructure, and for a 50% bainite/50% ferrite/pearlite microstructure in terms of the

carbon equivalent. They then used a form of the Johnson-Mehl equation (Ref. 15) to calculate the

volume fraction of martensite and subsequently bainite and ferrite/pearlite. This equation may be

written as

MODELS OF THE DECOMPOSITION OF AUSTENITE

= B(G,T) Xm {\-X)P
dt

(1)

(2)
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where Vm is the volume fraction of martensite after a time Dt (characterizing the cooling part of the

weld cycle) and Ati/2 is the time required for half of the bainite/ferrite/pearlite transformation to

occur and is a function of the carbon equivalent of the steel. Similar expressions were developed

for the volume fractions of bainite. The volume fraction of ferrite/pearlite was taken to be one

minus the sum of the volume fraction of martensite plus the volume fraction of bainite. Ion,

Salminen, and Sun (Ref. 16) have recently modified the formula for the carbon equivalent in a

study of the laser welding of carbon-manganese steels.

Bhadeshia et al. (Ref. 17-19) have developed a semi-empirical model for the decomposition of

austenite based on thermodynamics. The model calculates the transformation start time for a time-

temperature-transformation diagram for the steel. The original model developed for the fusion

zone of weldments assumed an hexagonal prism to be a good representation of the grain shape

resulting from epitaxial growth and heat flow in welding. Allotriomorphic ferrite is calculated

based on the parabolic growth law. The volume fraction of allotriomorphic ferrite is then

calculated taking into consideration the hexagonal prism morphology of the grains. Widmanstatten

ferrite is then calculated based on Trivedi's analysis of the growth of parabolic cylinders, taking

into account the strain energy associated with the transformation mechanism (Ref. 18). There are

no models which allow the volume fraction of acicular ferrite to be calculated from first principles.

For many welds it is still possible to estimate the volume fraction of acicular ferrite (Va) by the

remainder of the equation

Va =1-Vfl -Vw -Vm (3)

where Va is the volume fraction of allotriomorphic ferrite, V\v is the volume fraction of

Widmanstatten ferrite, and V~m is the volume fraction of the microphases, martensite and retained

austenite, which are calculated by the algorithm proposed by Takahashi and Bhadeshia (Ref. 20).

For all three models the hardness is estimated based on the rule of mixtures and the hardness of

each phase as calculated by Maynier et al. (Ref. 21), based on the chemical composition and the

cooling rate at 700 °C.

None of the three models were directly applicable to the thermal profile prescribed by the

heating/quenching dilatometer and thus had to be modified to some degree. Kirkaldy and

Venugopalan (Ref. 5) demonstrated the applicability of their model to a Jominy bar, where the

thermal profile is a function of time and distance in the bar. A computer program originally

duplicated their results and then was tested by using the same cooling times from 800 to 500 °C
and obtaining very similar results. The model of Ion et al. (Ref. 13) included using a modification

of the Rosenthal (Ref. 22, 23) equation to describe the extended heat source and the "kinetic

strength" of the thermal cycle. The kinetic strength of the thermal cycle, a concept developed by
Ion et al. (Ref. 13) to represent the strength of the heating and cooling cycle, was determined by
numerical integration of the heating/quenching thermal profile from the dilatometer. Allowance for

grain growth was also utilized based on the austenite grain size data of Spanos et al (Ref. 2). A
third computer program was developed independently based on the paper by Bhadeshia et al. (Ref.

17) and its references and applied to the welding conditions in that paper. In order to apply the

program to the thermal cycles from the dilatometer, the cooling curve was fitted to the formulation

used by Bhadeshia et al. (Ref. 17). The hexagonal prism grain size was modified so that the c/a

ratio was one and was more representative of the grain morphology in the HAZ. Copper was not

an element considered in the original formulation by Bhadeshia et al. (Ref. 17) but was added by
including the magnetic and non-magnetic contribution (Ref. 24) to the free energy change from
austenite to ferrite.

301



EXPERIMENTAL VALUES

An HSLA-100 steel of composition given in Table 1 was used by Spanos et al. (Ref. 2) for the

dilatometry study. Table 2 gives the prior austenite grain size and the hardness values for each of

the four thermal profiles. HSLA steels obtain their strength through the formation of precipitates,

in the case of HSLA-100 the primary precipitates are a fine dispersion of e-copper and
carbonitrides (Ref. 2). The microstructure of the as-received, commercially processed steel was a

mixture of tempered martensite and some ferrite. The minimum yield strength of HSLA-100 is

690 MPa (100 ksi). This steel also has very good fracture toughness. The austenite fraction,

determined by the change in length of the specimen as a function of temperature, is given in Fig. 2
for the 60 °C/s curves and in Fig. 3 for the 5 °C/s curves for each peak temperature. The two
cooling rates were chosen to reflect the fastest and slowest rates expected in the HAZ from 800 to

500 °C.

Table 1 Composition of HSLA-100 Steel

C Si Mn Ni Cr Mo Cu
0.07 0.37 0.80 3.49 0.57 0.58 L61
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Fig. 2 Austenite fraction as a function of decreasing temperature for the cooling rate of 60 °C/s.

Table 2 Prior Austenite Grain Size and Hardness Values

Peak Temperature °C Cooling Rate, °C/s Prior Austenite Hardness, VHN
Grain Size, microns

Base Plate 1 1 270
1400 60 62 365
900 60 6 390
1400 5 54 365
900 5 6 315
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Fig. 3 Austenite fraction as a function of decreasing temperature for the cooling rate of 5 °C/s.

s

<4J

R
S3

•4

30

20

10

0

-10

•20

Peak Temperature 900 °C, 60 °C/s

250

I 1 1 j .1 1 1 •

I

1 1 I 1
I

1 1 1
j

1 1 1 1

j
CTE Martensite—-" -

'-

J 1 3 :

a
I Jz^Li
j

CIE Austenite
;

1 1 1 1 1 ^i i i i I i i i i 1 i i i i 1 i i i i

300 350 400 450

Temperature °C
500

Fig. 4 Trace from the dilatometer showing the change in length of the specimen as a function of

time.

The martensite fraction was determined using the method of Eldis (Ref. 25). Fig. 4 is a portion of
the experimental dilatometer data from the peak temperature of 1400 °C and a cooling rate of 60
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°C/s. The coefficients of thermal expansion (CTE austenite and CTE martensite) are the slopes of

the solid curves and were determined from a linear least squares fit to the data. At any temperature

the amount of austenite and the transformed product (martensite) can be calculated. Such a

calculation is shown at the temperature denoted by the vertical line BC, where the ratio of AC to

BC is the volume fraction of martensite.

The optical microstructure of HSLA100 steel is very fine as shown in Fig. 1. The details of the

microstructure can not be delineated at this resolution and it is only by utilizing transmission

electron microscopy that the microstructure can be described. Even at the resolution of the electron

microscope and employing selected area diffraction, it is difficult to distinguish between martensite

and lath ferrite. The volume fractions were determined primarily from the dilatometer and the

martensite start temperature of 420 "C. Analysis of the dilatometer traces as shown in Fig. 2 & 3

indicate the volume fraction of austenite that had transformed above the Ms. The remaining

austenite at the Ms was assumed to transfer to martensite. Transmission electron microscopy was
used to identify the actual microstructure that had transformed above the Ms .

In some cases the microstructural determinations by Spanos et at. (Ref. 2) differed significantly

from the prediction of the continuous cooling diagram of Wilson et at. (Ref. 4) which is shown in

Fig. 5. The cooling dilatometer curves are drawn such that time zero is set when the calculated

Ac3 of 770 °C, as determined from the composition and the formula of Andrews (Ref. 3), is

reached. These differences are attributed to the difference in austenite grain size, variations in

precipitate distributions, and chemical banding effects (Ref. 2). By cooling at 60 °C/s, regardless

of the peak temperature, the microstructure was predominantly martensite. The peak temperature

mainly influenced the type of martensite. With a peak temperature of 1400 °C and a cooling rate of

60 °C/s, the microstructure was completely martensitic, a combination of untempered martensite

and coarse plate autotempered martensite. With a peak temperature of 900 °C and a cooling rate of

60 °C/s, the microstructure was predominantly untempered lath martensite with about 10% lath or

acicular ferrite. At the slow cooling rate, the microstructures were more complicated. With a peak
temperature of 1400 °C and a cooling rate of 5 °C/s, the resulting microstructure was determined to

be untempered lath martensite with a small amount (5%) of lath ferrite. With a peak temperature of

900 °C and a cooling rate of 5 °C/s, the microstructure was predominantly ferrite (a combination of

polygonal and lath ferrite, 65%) with the remainder being lath martensite (35%). The volume
fractions were estimated by accurately determining from the dilatometer data the amount of

transformation that had occurred above the martensite start temperature of 420 °C and assuming

that the remaining austenite transferred to martensite. Detailed transmission electron microscopy

(Ref. 2) was used to determine the microstructures.

Examination of Fig. 5 indicates that at the fast cooling rate of 60 "C/s, the microstructure should be

completely martensitic, which is approximately the microstructure found experimentally. On the

other hand the curves of Wilson et at. (Ref. 4) would indicate that at the slow cooling rate of 5

°C/s, the microstructure would also be completely martensitic. Experimentally the microstructure

at the slow cooling rate was found to be dependent on the peak temperature and varied from 95%
martensite at a peak temperature of 1400 °C to 35% martensite at a peak temperate of 900

C.CALCULATION RESULTS

A comparison of the volume fractions of microstructure derived from the calculation and the

experimental results is shown in Table 3. The table gives the volume percentage of austenite that

was transformed to ferrite (both acicular and polygonal) before the Ms of 420 °C was reached, and

the corresponding volume percentage of martensite. Table 3 clearly indicates that at the fast

cooling rate all three models give the same result and are comparable to the experimental results.
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Fig. 5 Continuous cooling curves from dilatometer and continuous cooling curve diagram for

HSLA- 100 steel after Wilsons al. 4
.

Neither Kirkaldy's nor Ion's model result in any decomposition of austenite at the slower cooling

rate. Bhadeshia's model gives values comparable to the experimental results at the slower cooling

rate and a peak temperature of 900 °C but not at a peak temperature of 1400 °C. The experimental

and the calculated (based on Bhadeshia's model) hardness values are shown in Table 4.

Table 3 Comparison of Volume percentages, Experiment and Calculations

Peak Temp Cooling Rate Experiment Kirkaldy Ion Bhadeshia

Trans, Mart Trans, Mart Trans, Mart Trans, Mart
°C °C/s

1400 60 1,99 0,100 0,100 0,100
900 60 10,90 0,100 0,100 0,100
1400 5 5,95 0,100 0,100 85,15
900 5 65,35 0,100 0,100 75,25

Table 4 Experimental and Calculated (Bhadeshia's model) Hardness Values
Peak Temp Cooling Rate Hardness values,

VHN
°C °C/s Measured Calculated

1400 5 365 286
900 5 315 284
1400 60 365 320
900 60 390 324

DISCUSSION
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As stated earlier, Bhadeshia's model calculates the transformation start time for a time temperature

transformation (TIT) diagram for the steel based only on its chemistry. Although not a set of
continuous cooling curves, this TTT diagram can be utilized, with the cooling curves from the

dilatometer, to identify the different phases that may be present as a result of each cooling curve.

Such a diagram is shown in Fig. 6. Assuming the validity of the start time on the TTT curve and
realizing that the comparable CCT curve would be at longer times and lower temperatures above
the nose of the curve, the fast cooling curves indicate that the austenite would convert completely to

martensite regardless of the peak temperature. The slower cooling curves would indicate the

presence of a considerable amount of acicular ferrite/bainite as was found in the 900 °C peak
temperature curve. The discrepancy between the 1400 °C experimental results and the calculation

based on Bhadeshia's model can not be explained easily. Spanos et al. (Ref. 2) explained the

differences in the microstructure at the slow cooling rate and different peak temperatures in terms

of the significant difference in prior austenite grain size, the variation of precipitate distributions

(especially niobium-carbonitrides), and banding in the steel, none of which would be changed
significantly at the low peak temperature of 900 °C.

0.07 C 0.80 Mn 0.37 Si 3.49 Ni
0.57 Cr 0.58 Mo 1.61 Cu

Time, s

Fig. 6 Thermal Profiles from the dilatometer overlaid on the Time Temperature Transformation

Diagram for this HSLA- 100 steel.

The calculated hardness values in Table 4 are based on the rule of mixtures and are only given for

the volume fractions of microstructure based on Bhadeshia's model. The calculation of the

hardness is based on the work of Maynier et al. (Ref. 21) where the copper content was much
lower than in the HSLA100 steel with the result that the hardness of martensite as determined

through the work of Maynier et al. (Ref. 21) is significantly higher than the experimental value.

This is demonstrated in the case of the 900 °C peak temperature cooled at 60 °C/s where the

experimental value is 390 VHN for an almost completely martensitic microstructure, whereas the

model calculation also indicates a completely martensitic structure and a hardness of only 324

VHN. In HSLA- 100 steel a significant fraction of the copper forms a fine dispersion of e-copper

which significantly contributes to the excellent strength and toughness of the alloy. In Maynier et

al. (Ref. 21) steels, copper is most likely a substitutional alloying element. The difference in
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hardness between the two peak temperatures cooled at 60 °C/s is reflected in the microstructure.

The higher value (365 VHN) of the 900 °C peak temperature is a result of its untempered
martensitic structure, whereas the 1400 °C peak temperature has both untempered martensite and
coarse autotempered martensite and a hardness value of 315 VHN. The difference in hardness

between the two peak temperatures cooled at 5 "C/s is reflected again by their microstructure. The
higher value (365 VHN) of the 1400 °C peak temperature is a result of its untempered martensitic

structure, whereas the 900 °C peak temperature has more than 60% ferrite and a hardness value of

315 VHN.

CONCLUSIONS

Several conclusions can be drawn from this study.

1. The semi-empirical TTT curve generated by Bhadeshia's model is generally realistic in

identifying the phases when compared to the CCT curve in the literature and the experimental

results of Spanos et al. (Ref. 2).

2. For HSLA-100 steel the decomposition of austenite at fast cooling rates can generally be
explained by all three models.

3. For HSLA-100 steel the decomposition of austenite at slow cooling rates is best explained by
Bhadeshia's model, but there is considerable difference between measured and calculated volume
fractions which cannot be easily rationalized.

4. The effect of copper and nickel on the decomposition of low carbon austenite is not well

understood. The models need to be refined and critical experiments need to be completed.

5. The effect of copper on the hardness of HSLA-100 steel needs to be reformulated in terms of

how much copper is in the lattice as a substitutional atom and how much is in the steel as fine

precipitates.
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MATHEMATICAL MODEL OF PREDICTION OF PHASE COMPOSITION,
STRUCTURE AND PROPERTIES OF WELD METAL

N.V. Korolev*, V.N. Boronenkov*, O.V. Pimenova*

ABSTRACT

A mathematical model permitting to prognosticate type and quantity of the initial and eutectic

hardening phases as well as chemical and structural composition of the matrix of surfacing alloys

has been described. Wear resistance of alloys is being evaluated by specific work of destruction of

phase and structural components. The calculation results for a number of alloys have been given as

an example. The model permits to significantly facilitate the choice of the optimal composition of

surfaced metal.

INTRODUCTION

It is known that a wide range of materials that provide surfaced metal of various structural classes

(Ref. 1-4) exists and is used for surfacing of parts exposed in work to abrasive and impact-

abrasive affects: austenite and austenite-martensite steels with carbide, carboboride and

carbonitride hardening, alloyed cast irons and composites. A certain optimal structural state of the

surfaced metal corresponds to every concrete condition of working loading. That is why it is

necessary to establish the relation between chemical composition of the surfaced metal and its

structural-phase composition.

One of the methods of prognosis of workability of the surfaced metal and choice of its optimal

composition for conditions of impact and abrasive-impact affects based upon the structural-

energetic approach to evaluation of its properties (Ref. 5,3) has been considered below. The

method is based on successive calculation of the type and quantity of resulting initial carbides,

borides and nitrides, the quantity of hardening phases of the eutectic origin, the structural

composition of the matrix of the alloy, and, on the basis of the above data, the evaluation of

power-consumption of destruction ofthe alloy.

TYPE AND QUANTITY OF INITIAL PHASES

We write down the reaction of phases formation in the general form:

x[E
i ]
+ [C] = (E

ix
c) (1)

y[Ei] + [N] = (EiyN) (2)

2[Ei] + [B] = (E
iz
B) (3)

where Ei, C, N, B, are the elements dissolved in the metal. The possibility of formation of several

* Ural State Technical University, 19 Mira St., Ekaterinburg, Russia, 620002
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types of the phases comprising one element is being taken into consideration by different values of

x, y and z. We note that the state of equilibrium of the system is being completely described by the

set of reactions (1-3) therefore there is no need to consider other possible reactions between

substances included into the set (1-3). Mutual influence of reactions is automatically being

considered through the common reagent.

The state of equilibrium is being described by the constants of equilibrium:

where a; =N; -y^ a
4
Nj

, y j - are activity, mole fraction and activity coefficient of the i-th

component.

The "kinetic" method (Ref. 6) based on the use of the law of acting masses with successive

calculation in time of approximation of solutions' concentration to equilibrium was used for the

calculations. In the case of multi-component solutions the necessity of solution of the systems of

equations in so doing is eliminated. The method has been modified for the multi-phase systems

under consideration: the law of acting masses is being expressed through the activities and the

elaboration of thermodynamic constants, masses of all phases, the list of possible reactions etc. is

being performed at each stage.

The equations of velocity of reactions of formation of carbides, nitrides and borides are expressed

in the following form:

^^(^•([E.ftCl-K^m;

VN, = (KN,)0
([E

i ]

Y
[N]-KNi)m; (5)

V
Bii
^(KB,i)0

'([Eif[B]-KB,i
):ta;

where K
i0

- are formal constants of velocity, their values are chosen for reasons of stability and

swiftness of solution, K
r
are balanced products of concentrations found in accordance with (4)

from equations:

K
C;i

= M* •Mc • (S[E,] /M^1

/ ((KC l )p
• y* yc )

;

KN,i
=ME

i

MN (EIeJ/mJ^
1

/((v^-Ye, -Yn) (6)

KB,i
= M* •MB • M,)

Z+1

/ ((KB,)p
• jI y B

)

Here M
;
are molar masses of elements.
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The thermodynamic data for the calculations of constants of equilibrium (kc ^ , (kn j | and

(^B,i)
p
^ taken from works (Ref. 7 and 8). The coefficients of components activity were

calculated by Wagner:

ln Yi -lnyf+i^-N; (7)
j=2

The values of y? at 1873K and 8- were set in accordance with (Ref.4). For other temperatures

T
the values of yf are to be determined from equation lny j(T) = lny°

.

1 873

After the span of time At of one cycle of calculations from kAx to (k + 1)At masses of carbon,

nitrogen, boron and alloying elements participating in the reaction as well as carbides, nitrides and

borides will reach the value

m
c,(k+i)

= m c,k -Pfc-J vCi •Mc • At
; (8)

m
N,(k+ i)

= mN,k
" m k •Z VN;i •MN • Ax ; (9)

m
B,(k+i)

= m B,k - m k •E VB;i •MB • Ax ; (10)

mE
1
,(k+i)

=mE
i
,k -%'(lx-Vci +SyVNji +Zz-VB,i)-M E .

-At; (11)

m

m
E ixc,(k+D

= mE ixc,k
- mk •XVc>i •MEixC • At ; (12)

EiyN,(k+l)
= mEiyN,k

-mk 'XVN,i •MElyN ' At i ( 13)

ElzB,(k+ i)
= mEIZB,k

- mk •IVB i
•M

EizB
• At ; (14)m

where mk is the melt mass by the beginning ofthe cycle of calculation.

In the process relative change ofthe melt mass during one cycle will be equal to

S k+1 = m k+1 / m k
= 1 - (XVC4 •Mc +Z VNa •MN +Z V

B;i
•M B +)

+ (S x • VC4 • M
Ei +1 y • VN;i

• M E[ +1 z • VBjl
• M Ej ) (15)

The change ofthe melt mass by the moment kAT relative to the initial one we determine as

S0,k =VS 2 - ••Sk O 6)

The carbon, nitrogen, boron and the interacting elements concentrations in the melt at each

successive moment are determined by equations

312



[C]k+1 = ([C]k -1

V

CJ
•Mc • Ax • l6o) / Sk+1 ; (17)

[N]k+1 = ([N] k -1VNji
• MN • Ax • lOo) / Sk+1 ; (18)

[B] k+1 = ([B]k
-£ VBjl

• M B • Ax • lOo) / S k+I ; (19)

[
E

i
L =

([
£

.

]

k
" (£ x • Vc ,i

+Z Y • VN)i +Z z
• VBji ) M Ei

• Ax • lOo) / S k+1 (20)

The carbides, nitrides and borides concentrations relative to the system mass we find as

(E
ix
C)

k+i
= (E

ix
C)

k
+ S0>k

• V
c>i

•M
E]xC

• Ax • 100; (21)

ML =ML +

s

°* y»* • Me
.yn •

At • 100

;

(22)

(E
iz
B)

k+i
= (EiBB)k

+ S0>k
• V

B>i
• M

EizB
• Ax • 100 (23)

We assumed the concentration distinction of not more than 0.01% rel. for all reactions as a

criterion ofthe attainment of equilibrium, this corresponding to the conditions of:

.J^L-tcu [e,l.[n] JELlM*! < 10-< (24)
*^C,i ^N.i *^B,i

The calculation practice has demonstrated that at Ax = 1-5 s this condition is satisfied at K=50-

200.

PHASES OF EUTECTIC ORIGIN

The melt with balanced concentrations of alloying elements [C]
p ,

[B]
p
h [eJ

p
, determined as a

result of the previous calculation for the temperature close to the temperature of crystallization of

the alloy is being considered at this stage.

We assume that in alloys close to the eutectic ones the fraction of dendrite cells and difference of

their composition from that of the solid solution of eutectic is small that is why the system at the

moment of completion of crystallization consists of two phases, i.e. solid solution and caroboride

phase. Influence of liquation processes in this case is insignificant while the distribution of alloying

elements among phases is close to equilibrium and can be found from the respective diagrams of

state and from the results of experiments. In particular, after averaging we assume the following

values of the distribution coefficients (Ref. 9): T^cr^S; riNi=0; riMn=l,6; tiMo
= 10; r|V=7,5; r|Ti=50.

The carbon distribution coefficient depends on concentration of other alloying elements and can be

assumed as constant (t|c=10) only at the initial stage of the calculation when evaluating

concentration of alloying elements in the solid solution, after that its value is to be defined more

precisely. Distribution of boron among the phases can be taken into consideration provided that

this element is contained only in the carboboride phase as its solubility in austenite is low (0.02%
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at 1 150 C) (Ref. 10). Taking into account of carboboride phase content was executed by parameter

A(Ref.9):

/ % /x m-Mpo-100
A = (C)c + (B)c = - 08 -

; (25)
n • ME + m • MCB

where (C)c ,
(B)c are concentrations of carbon and boron, respectively, in the carboboride phase,

% by mass; n,m are stoichiometric coefficients of the En(CB)m;
MCB = (mc +M b)/2 = 11,5 is

the average atomic mass of carbon and boron; ME is the average atomic mass of metals included

into the carboboride phase (it is close to the atomic mass of iron MFe = 56).

At the carbon concentration up to 1.5% and the [B]/[C] ratio < 1.4 in general the phase of the

Me23(C,B)6 type is being formed, for which A=5.1. At [B]/[C] > 1.4 the Me2(B,C) phase, for

which A=9.3, appears alongside with the Me23(C,B)6 phase. With content of carbon in the melt of

more than 1.5% and the [B]/[C] ratio < 0.1 the phase of the Me?C3 type is being formed generally

while at [B]/[C] > 0.1 the phases Me7C3 and Me2B are being formed (Ref 11). For the areas

characterized by the presence of two types of caroboride phases we assume equivalent values of

the A parameter that change linearly with the change of the [B]/[C] ratio. Thus, at [C] < 1.5%

and [B]/[C] = 1.4-3 A = 3 [B]/[C], at [C] > 1.5% and [B]/[C] = 0.1-1.4 and [B]/[C] - 1.5>3 A =

5+3[B]/[C]. If in the last case [B]/[C]-1.5 < 3, than A = 8.2+[B]/[C]. (Ref. 5).

The calculation of the type and quantity of eutectic phases and the composition of solid solution is

to be performed in two stages. First, assuming that rjc=10, we calculate the carbon concentration

in solid solution in accordance with the formula (Ref. 9):

[C]
y
= (d - (D2 - 4 • Tic • A • [C] P)^) / 2 • tic ; (26)

where D = (tic -l) [B] p +tic [C] p +A.

The mass fraction ofthe carboboride phase we find from equation:

P= [^Ti) ; (27)

Concentrations of other alloying elements in the solid solution are determined by equation

[e^tJ^ ; (28)

At the second stage we assume that the carbon concentration in the solid solution is equal to the

limit calculated by the equation obtained as a result ofthe analysis ofthe state diagrams:
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ln[C], - 0,70 - 44,2 • [B]
y
- 0,06 • [Cr]

y
- 0,028 • [Ni]

y
- 0,2 • [Mn];

0
'
3
- 0,19 • [Mo]

y
- 0,82 • [V] (29)

More precise value ofthe fraction of the carboboride phase we determine as (Ref 9)

r
[C]p + [B]P -[C1

A-[C], '

(JU)

and concentrations ofboron and carbon in the carboboride phase are determined by equations

[B]
f
=[B] p /P;[C] f

=A-[B]
f ; (31)

The concentration of alloying elements in the solid solution we find by Equation (28) with the help

of the precise value of P.

STRUCTURE OF THE MATRIX SOLID SOLUTION

The main factors that determine the structure of the matrix of wear-resistant alloys are its chemical

composition and rate of surfaced metal cooling in the process of surfacing, that can vary in the

wide range. As a result of our experiments and calculations it was established that in the process

of electric arc surfacing with the optimal modes the rate of cooling of the second layer of the

surfaced metal can vary in the range from 20 to 60 degree/sec. Further the cooling rate of 40

degrees/sec was assumed to be a characteristic one.

The field of application of the Potak-Sagalevich structural diagram (Ref. 13) was expanded on the

basis of the analysis of a number of works (Ref. 11,12), anisothermal diagrams of austenite

transformation at the cooling rate 40 degrees/sec for carbon and alloyed steels as well as on the

basis of the authors' research. In particular, the areas of formation of bainite and perlite structure

were revealed together with more precise defining of boundaries of martensite, austenite and 8-

ferrite areas. This made possible the use of this diagram for the evaluation of structural

composition ofthe matrix of high carbon surfacing alloys in the wide range of their alloying.

On the basis of the analysis of dependence of the matrix structure of more than 200 alloys upon

the concentration of alloying elements equations for the calculation of ferrite formation (Kf) and

martensite formation (KM) coefficients were written in the following form:

K f ^[Cr^-l^ lNi^-OJS lMn^-K! ^ +[N]
Y ) + [Mo] Y

+ 4.([Ti]
y
+[Al]

y )
+

+ l,5-[V]
y
+0,5[W]

y
+0,9[Nb]

y
+0,2-[Si]

y ;
(32a)

KM = 18 -K 2 ([C]
y
+[N]

y
)-K

3 [Cr]
y
-K 4 [Ni]

y
-K

5
[Mn]

y
-0,6-[Mo]

y
-l,5-[V]

y
-

- 1,9 • [Ti]
y
- 1,1 • [W]

y
+ 0,1 • [Al]

y
- 0,7 • [Si]

y ;
(32b)
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where K, = 5-([C]
y
+ [N]

y )

_U
+8

;

K2 =6.([C]
T
+[N]

7
)"

1,5

-10;

K 3
= 3-0,17-[Cr]

y
if [Cr]

y
<10;

K
3
=l,3 if[Cr]

T
>10;

K4 - 0,6 - 0,03 • [Ni]
y

if [Ni]
Y
< 10

;

K4 =1,2-0,06 [Ni]
y

if 10<[Ni]
y
<13

K4 =0,4 if [Ni]
y
>13

K5
= 1-0,065 -[Mn]

y
.

EVALUATION OF WEAR RESISTANCE OF ALLOYS

In the works of a number of authors (Ref. 3, 14) it was noted that the metal resistance to abrasive

wear can be evaluated by the quantity of energy spent in the process ofwear for removal of a unit

of its volume. This permits to use a structural-energetic approach to the evaluation of wear

resistance of alloys (Ref. 3,5,15).

With difference in power-consumption of distraction of the strengthening phases and structural

components of the alloy matrix it is possible to assume the additivity of each component

contribution to the general power-consumption ofthe alloy destruction:

AU = XPrAU
i

(33)

where AU is the specific power of alloy destruction; Pj is the volume fraction of the i-th phase in

the alloy; AUi is the specific power of distraction ofthe i-th phase, kJ/cubic sm.

The value of specific work of distraction in the process of abrasive wear is in good correlation

(Ref. 3, 5) with the heat of melting.

Low ductility and deformation ability of carbide, nitride and boride phases permit to consider the

condition of their crystal lattice to be analog to the utmost distorted crystal lattice of ductile

materials at the melting temperature. In this case it is possible to presume that specific power of

distraction of these phases with sufficient precision can be determined through their latent heat of

melting. Thus, according to the data of (Ref. 3) specific work of distraction for the most

frequently used strengthening phases calculated by the melting heat is (kJ/cubic sm): TiC-24,7,

VC-23,7; NbC-26,55; WC-17,2;Cr3C2-12,75; Cr23C6-l,535; Cr7C3-9,23; MnC-13,3;Fe3C-13,3;

B4C-15,3.

It is known that complex carbides are being formed in iron-carbon alloys. In these carbides a

fraction of atoms ofthe main carbide-forming element is replaced by iron. Because of the absence
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ofthermodynamic data for mixed carbides, the work of distraction of simple carbides of the given

type for the leading element was used for estimation ofwear resistance.

We determined experimentally (Ref. 16) specific work of distraction of separate structural

components and it was, depending on alloying: 3-5 kj/cubic cm fir stable austenite; 4-8 kJ/cubic

cm for metastable austenite; and 6-8 kJ/cubic cm for martensite.

CHECK OF THE MATHEMATICAL MODEL

A program for the calculation of the phase composition, structure and wear resistance of the alloys

alloyed with 14 chemical elements has been developed to realize the described model.

Table I. Composition of the surfaced metal (numerator) and calculated concentration of alloying

elements in the matrix (denominator), % by mass.

Alloy C Cr Mn Mo V Ti Nb B Si Others

1 0,92

0,29

19,10

13,61

0,60

0,53

0,20

<0,01

3,00

0,02

0,60

0,72

2 2,00

0,33

15,00

11,70

1,00

0,92

0,30

<0,01

0,70

0,02

1,50

1,70

3 1,80

0,25

12,00

9,64

0,60

0,56

0,25

0,10

0,60

0,65

W 1,00

0,32

4 3,00

0,18

14,45

10,13

0,50

0,44

1,30

0,34

0,10

0,03

0,20

<0,01

0,90

1,09

5 2,60

0,15

14,00

12,25

3,00

1,25

3,00

1,25

6,00

0,16

6 1,90

0,38

6,90

6,16

2,78

1,35

1,55

0,01

3,90

0,10

Ni

0,50

0,64

Table II. Phase composition, structure and wear resistance of alloys

Alloy Hardening phases, % Composition of the

matrix, %
Wear
resist.

AU,
kj/cm3

initial eutectic

1 0.37% TiC 43.2%E,(B.C)

44,0% Cr2(B,C)*

21.1%A+78.9%M
23,0% A+77,0% M*

7,48* 9,56

2 0.56%TiC 30.5% E7 (B.C),

15%CCr,Fe)7(B,C)3
*

11.4%A+88,6%M
15,0%A+85,0%M

3,75* 7,55

3 26.0% E,C

15,0% (Cr,Fe)3C*
9.1% A+90.9%M
30,0% A+70,0%M*

3,72* 6,62

4 0.37% TiC 46.2% EX
40,0% (Cr,Fe,Mo)3C*

14.9%A+85.1%M
15,%A+85,0%M

5,96* 7,80

5 6.27% TiC+4.54%NbC

15,0% (TiC+NbC)**

28.7% E^C«
24,0%(Cr,Fe,Mo)23C6**

42.4% A+57.6%M
A+M

6,65*< 8,01

6 2.83% TiC+3.32%NbC
8,00%(TiC+NbC)**

20.0% E,C«

25,0% (Cr,Mo,Fe)23C6
**

3.6% A+96.4%M
A+M

5,27*^ 7,96

*Ref. 3, **Ref. 17.
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The program accounts for the possibility of forming of 27 independent carbides and borides (B4C,

Cr^Cg, Cr7C3 ,
Mn23C6,

Mo2C, MoC, VC, V2C, TiC, NbC, SiC, ZrC, W2C, WC, Fe3C, CrB2,
CrB,

NiB, Ni4B3 ,
VB, TiB, NbB2,

ZrB2, AlBi 2,
FeB2,

FeB) as well as complex carbides and

carboborides. Depending on alloying the matrix structure can de defined as austenite, austenite-

martensite, martensite, austenite-bainite, bainite or perlite with the evaluation of quantitative ration

of structural components. Table I gives compositions of the surfaced metal (numerator) and

calculated composition of their matrix. Table II shows the results of calculation (numerator) of the

phase composition and structure of the surfaced metal as compared with experimental data

contained in references (Ref 3, 17)

CONCLUSIONS

The developed mathematical model precisely enough prognosticates the phase composition,

structure and wear resistance of the surfaced metal in the wide range of alloying and can be used

for selection and development of new surfacing alloys. It is necessary additionally to take into

account the heat conditions of surfacing and the degree of stability of components to increase the

precision of the prognosis.
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PREDICTION OF FERRITE CONTENT IN THE HEAT AFFECTED ZONE OF
DUPLEX AND SUPER DUPLEX STAINLESS STEELS

S. M. Khafagy*, J. C. Suarez\ F. Molleda'

ABSTRACT

The fusion welding zone and heat-affected zone (HAZ), heated above the ferrite solvus

temperature and followed by a rapid cooling to room temperature, have been shown to exhibit an

increase in the ferrite content compared with the base metal. This increase in ferrite/austenite

balance is known to promote deterioration of both the corrosion resistance and toughness of the

joint. Concerning this problem, a mathematical model based on empirical relations between the

maximum ferrite content in HAZ and logarithm of cooling rate has been developed, in order to

predict the ferrite content and the width of HAZ at high temperatures. On the other hand, this

model enables to determine approximately the heat input required for welding plates of defined

thickness and targeted ferrite content.

KEYWORDS

Duplex stainless steel, super duplex stainless steel, modelling, HAZ, ferrite, heat input.

INTRODUCTION

Duplex stainless steels (DSS) usually consist of approximately equal percentages of austenite and

ferrite. This microstructure enables to take advantage of the properties of both phases. Compared

with ferritic stainless steels, they can offer improved formability, weldability and toughness,

compared with austenitic stainless steels, higher strength, better corrosion resistance, and

improved resistance to corrosion cracking. For that reason this type of steel is used in chemical

and petrochemical industries.

During the weld process, the microstructure completely changes in the HAZ, i.e., from

temperatures just below the melting point to room temperature. These changes are controlled by

the weld thermal cycle, that is a function of several weld variables such as arc speed, voltage and

current intensity. Therefore, it is necessary to find a physical model able to predict the

microstructural changes happening in the HAZ during the welding process, when a certain set of

welding parameters are used.

A review ofthe related literature shows two ways to investigate the effect of welding variables on

the microstructural changes. Some researchers [ref 1,2,3] studied the ferritic grain growth of this

zone by utilizing the Ahrrenius equation, in which grain growth is function of temperature and

* Escuela Tecnica Superior de Ingenieros Navales. Universidad Politecnica de Madrid. Ciudad Universitaria,

28040 Madrid, Spain
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time during the weld thermal cycle. Actually, HAZ consist of a few ferritic grain rows which

surround the fusion zone and in some cases it is difficult to find complete grains like in the TIG

welding process. Therefore, most ofthe researches have used different weld simulators to produce

specimens with a microstructure similar to the real HAZ. They also related grain growth to the

cooling time from 1200-800° C and this value is then correlated to the heat input to provide a

method for prediction ofHAZ grain size based on welding parameters.

In other studies, variations in the ratio ofphases (8/y) in the HAZ were experimentally determined

and the correlation between weld parameters and the change in the relative proportion of phases

established. For example, Hannerz et al [ref 4] studied the effect of the cooling rate on the

simulated HAZ for different types of duplex stainless steels. They have used a regression analysis

to find out a mathematical model that determines the austenite content in the HAZ, starting from

the weld conditions and physical properties ofthe base metal.

THEORETICAL MODEL

Prediction of ferrite content

To obtain a good predictive analysis, it is very important to use suitable equations for the

calculation ofthe weld thermal cycle. Rosenthal [ref 5] was the first to use an analytical solution of

the heat flow difFerential equation. Ms solution gives the temperature (T) in a point located at a

distance (r) from the welding line as a function of the time (t). For a given heat input, two limit

solutions have been used: thin plate and thick plate. But this solution has been lately modified by

some other [ref. 6,7,8,9,10].

To calculate the thermal cycle, a mobile heat source (electrode) is assumed, displacing at a

constant speed (v). Therefor, heat input is calculated as:

Q=-— (i)
V

where:

rj = efficiency ofthe welding process.

V = arc voltage (V).

I = arc current intensity (A).

Energy losses by radiation and convection from the hot surface have been included in the

efficiency factor, r\. Therefore, the equation for heat flow conduction is given by:

dt
~ cp\dx2

+
dy

2
+
dz2

;

where:

T = temperature (K).

t = time (s)
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X = thermal conductivity (J m

s

_1K _1

)

cp = specific heat per unit volume (J m 3K

To solve the previous differential equation, the following assumptions were assumed:

• Thermal conductivity (A,) and specific heat (cp) do not change with temperature.

• Fixed coordinate system (x,y,z) is replaced by a movable coordinate system (£,y,z), where the

coordinate £ is given by:

4 = x - vt (3)

Therefore, equation (2) yields the following limit solutions:

For thick plate:

f ?\Q/v
T = T0 + T17 exP

ZTTAt v 4atJ
(4a)

For thin plate:

where:

Q/v
T = T0 + —

/
exp

d^4xAcpt V 4at)
(4b)

To = initial temperature (K).

r = distance from the heat source to the point in which T is calculated (m).

a = X/cp.

For thick plate, equations have been slightly modified to take into consideration that the heat

source has a finite radius (rB), transforming into:

T0 +
Q/v

2.7t.X^t(t + t0)

exp < J_
4a

(z +z 0f
+

f
t +t

(5a)

where

:

4a
(5b)

z0
rB narB

(5c)

In the case ofthick plate, part of the heat input is absorbed by the liquid metal as a latent heat of

fusion (L). Subsequently, during solidification, this heat is given back to the base metal. For

calculation ofthe actual heat input, the latent heat should be subtracted from the total heat input. If

the fusion zone is modeled as a semicylinder of radius (Zm), actual heat input is:
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(6)

A linear relationship has been found between the maximum ferrite content and the logarithm ofthe

cooling rate at 700° C. This relationship has been confirmed by the works of some other

researchers [ref. 1 1,12], as shown by the following equation:

%Ferrite = $\o%V70o + ¥ 07)

where:

£ = constant related to the nitrogen content in the base metal.

i|/ = constant.

V70o = cooling rate at 700° C (K/s).

To determine the thermal cycle of the HAZ experiencing high temperatures, i.e., in which the

austenite phase transforms totally to ferrite during heating, it is necessary to calculate the distance

(r«) between this zone and the heat source using the previous equations for the thermal cycle. For

the thin plate, value of ferrite solvus temperature (Ta) is replaced in equation (4b), determining this

distance using equation (8):

Q/v
2dcp(Ta -T0)\ 7te

(8)

For the thick plate, value of ferrite solvus temperature (T«) is replaced in equation (4a),

determining this distance using equation (9):

2Q/v
(9)

cp\e(Ta -To)

Once the distance r„ is known, the cooling rate at 700° C can be determined in this zone, where

the amount of ferrite is maximum, by differentiating equation (4b) respect to the time. For thin

plate:

A B 1 ( B\
v^Jt^A--§) (10a)

where:

0= time at which the temperature reaches to precisely 700°C during the cooling (s).

Q/v
l0

d^4nhcp

B-'f (10c)
4a
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To simplify equation (5a), it has been assumed that the point where the maximum ferrite content is

calculated remains just below the axis of arc displacement (y=0, z=ra). Therefore, equation (10)

can be rewritten as:

V700 C

G
exp

fl

4o(e I u)

2+ to G
2[e(o+t0)]

+
1\

(Ha)

where

Q/v
c~l* (Ub)

^ (lie)
4a

Substituting the value of V700 into equation (7), the maximum ferrite content in HAZ can be

predicted.

Prediction of suitable heat input

Figure (1) shows the result of this model, explaining the role of heat input and thickness of thin

plate of duplex stainless steel (SAF2205) on the maximum ferrite content in the HAZ. At the

highest heat inputs, equations switch from the case of thin plate to thick plate, corresponding to

the gray area in the drawing.

go j 1 1 1 1 1 " ' 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 >-

62,500 162,500 282,500 362,500 462,500 562,500

Heat input (J/m)

Figure 1. Effect of heat input and plate thickness on ferrite

content in the HAZ

.

From this figure, we can obtain a relationships between the maximum ferrite content (a) and heat

input (HI) applied for welding plate of thickness (d), without no need of determining the cooling

rate at 700° C, as shown in the following equation:
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HI = (vd + e) exp(ax) (12)

where: x, £ and % are constants depending on the base metal.

Repeating the previous steps by using physical properties and constants (CT) obtained from

reference 11, we can determine the constants for different types of duplex and super-duplex

stainless steels, as showing in table (1).

Material X X E

UNS 31803 (SAF2205) -0.0841 7.933E10 3.73 1E06

URANUS 45N -0.140 2.261E12 4.736E08

UNS 32550 -0.0845 8.582E10 6.059E06

URANUS 52N" -0.185 2.394E13 8.574E08

Table 1. Values of constants ofequation (12) for several duplex and super duplex stainless steels.

MODEL RESULTS

The first part of this model determines the weld thermal cycle, constant temperature profile and

cooling rate, specially at 700°C, in any point ofthe joint. Figures (2-5) show the calculated thermal

cycle and the variation of heating and cooling rates during welding in a point located at 4.5 mm
from the heating source. For this example, thin plate (6 mm) ofDSS (SAF 2205) is welded with

TIG, using a heat input of 0.42 MJ/m. Figures (2) and (4) show the heating half of the weld

thermal cycle and variation in heating rate. This is divided into two region. In the first region, at

low temperature, the heating rate increases up to a maximum value. But in the second region,

heating rate decreases with increasing heating temperature until it reaches zero at peak

temperature. During cooling, figures (3) and (5), the variation in cooling rate behaves in the same

manner as the heating rate but with higher and negative value.

1800
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1300

1100

800

700

500

300

0.08 0.28 0.48 0.88 0.83 1.08 1.28 148 1.1

Time (s«c)

Figure 2. Half thermal cycle, during the

heating period ofthe weld process.

1900

300 0=i

2.3 7.3 12.3 17.3 22.3 273 32.3 37.3 42.3 47.3

Trine (sec)

Figure 3. Half thermal cycle, during the

cooline oeriod ofthe weld orocess.
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2500
I
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Figure 4. Variation in heating rate. Figure 5. Variation in cooling rate.

Velocity of arc displacement is an important factor that determines the heat input, as explained in

the equation (2). Consequently, figures (6) and (7) show four thermal cycles and cooling rate

diagrams calculated for different values of arc velocity. Data for these curves correspond to points

located just below the fusion line, where the peak temperature is 1650 K. Dash line represents the

variation ofcooling rate at 700° C as welding time advances.

Figure 6. Effect of arc speed on the thermal Figure 7. Effect of arc speed on the

cycle. variation ofcooling rate.

Figures (8) and (9) show isothermal diagrams for thin and thick plates respectively, with the same

process variables. It can be observed that the Heat Affected Zone for thin plate is spread in a wider

area and so is for the Fusion Zone, as compare with a thick plate.

—
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Figure 8. Isothermal diagram for thin plate.
Figure 9. Isothermal diagram in the case of thick

plate.
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The second part of model can predict not only maximum ferrite content in the HAZ but HAZ
width also. Figure (10) show the effect of heat input on HAZ width for DSS thin plate with

different thicknesses. It should be noted that HAZ width diminish with increasing plate thickness

and decreasing heat input, as heat transfer condition approaches to thick plate, where model

equation predicts that HAZ width is virtually independent ofplate thickness.

o r i , i i i . i , i i i , i i i , i i i i , , i i i i i , i i i i i i i i i i

0.4 0.« 0.8 1 1.2 14 1.8 1.8 2

HAZ width (nun)

Figure 10. Effect of Heat input on the HAZ width

ofDSS(SAF2205).

Figure (11) explains the variations in the maximum ferrite content of the HAZ for different types

of duplex and superduplex stainless steels, both for thick and thin plates. The graphic shows the

difference in ferrite content between all these types of duplex stainless steels. It is observed that

ferrite content is higher for thick plate than for thin plate as a result of higher cooling rate at

700°C.

Heat input (I'm)

Figure 12, Maximum ferrite content in the HAZ as

a function ofheat input.

From equation (12), heat input needed to weld thin plate of known thickness can be calculated.

Figures (13-15) present the results obtained by the referred equation. These graphics are easily

used to select the optimum heat input. On the other hand, they can also predict ferrite content in

the HAZ from chosen welding variables.
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Figure 13. Correlation between heat input

and ferrite content in the HAZ of DSS
(SAF-2205) with different thicknesses

.

Heat Input (MJ/m)
—O—M —V—

2

—e— 1 —ft— 15
—&-1.5
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Max. ferrite content In HAZ (".I

85

Figure 14. Correlation between heat input

and ferrite content in the HAZ of DSS
(Uranus-45N) with different thicknesses.

o < 1

« *9 70 7« 80 •*

Mas. fenite content In HAZ

Figure 15. Correlation between heat input

and ferrite content in the HAZ of DSS
(Uranus-52N) with different thicknesses.

CONCLUSION

1 . It has been presented a mathematical modeling for calculation ofthe thermal cycle, cooling

and heating rates during welding process in DSS and super DSS. This modeling also

enables to predict the maximum ferrite content in the Heat Affected Zone.

2. It is necessary to determine several constants for every type ofDSS and super DSS. In this

paper, these constants have been determined for different types of DSS by using physical

properties and other constants obtained from references.

3. For a pre-determined ferrite/austenite balance, the model enables to predict the welding

variables, i.e. heat input, necessary to obtain the desired microstructure.
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COMPUTATIONAL MODELING OF MICROSTRUCTURE EVOLUTION
IN WELD HEAT AFFECTED ZONE OF LOW ALLOY STEEL
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2

ABSTRACT

Preliminary studies by the authors revealed some serious limitations of the Watt algorithm in the

prediction of microstructure evolution in the weld heat affected zone of low alloy steels. The

core of the Watt algorithm was the reaction kinetics model for austenite decomposition

originally developed by Kirkaldy and Venugopalan. Although theoretically sound, the Kirkaldy-

Venugopalan model was found to underestimate steel hardenability significantly and it has to be

modified to give more reliable predictions.

The pioneering work of Kirkaldy and his associates has laid down the foundation for the

computational prediction of phase transformations under non-isothermal conditions. Based on

that, a new model has been developed for the prediction of austenite decomposition reactions

under arbitrary cooling conditions. The new model was empirically calibrated with CCT
diagrams. This paper presents some fundamental aspects of predicting microstructure

development in weld heat affected zone of low alloy steels and the development and validation

of the new model. This new model was applied for the prediction of microstructure evolution in

the HAZ of electroslag cladding onto carbon steel. The predicted HAZ microstructure was found

in good agreement with the metallographic examinations. The predicted HAZ microhardness

was found in excellent agreement with the hardness measurements.

INTRODUCTION

Weld heat affected zone (HAZ) has both intriguing metallurgical complexities and considerable

commercial significance. Mechanical properties of this area are different from, and usually

inferior to, those of the base metal. It is the most common region of weld failures with failures

generally related directly to the HAZ microstructure. Prediction of microstructure evolution and

mechanical properties in the weld HAZ has thus become an important subject in modern

computational weld mechanics (Ref. 1). The objective of this study was to predict the

microstructure evolution in the HAZ induced by electroslag cladding of nickel alloys onto high

strength low alloy steel.

In the preliminary studies by the authors, the algorithm originally proposed by Watt et al. (Ref.

2) was used for the prediction of weld heat affected zone microstructure and hardness of a

hardenable steel (close to HY80 type). The Watt algorithm was one of the few open literature

1

Center for Welded Structures Research, Battelle Memorial Institute, Columbus, Ohio
2
Materials Science and Engineering Department, Oregon Graduate Institute, Portland, Oregon
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methods that predict complete microstructure evolution as a function of arbitrary thermal

history. It incorporated the austenite grain growth model by Ashby and Easterling (Refs. 3,4),

and the reaction kinetics model for austenite decomposition by Kirkaldy and Venugopalan (Ref.

5). The computed results led to unexpected amount of ferrite and bainite, whereas

metallographic examination showed that the microstructure of the heat affected zone is primarily

martensite and bainite. There was no martensite predicted even in the coarse grain heat affected

zone of such hardenable steel.

To further verify the computational results, the Watt algorithm was then applied to predict the

hardness distribution in end quench bars, commonly known as the Jominy hardness. The reason

for doing so for the model validation was that, end quench test is a well known hardenability

test, and there are lots of measured end-quench hardness data readily available in the open

literature. Again, the Watt algorithm was found to underestimate steel hardenability by a factor

of 3 to 5 for selected steels with different hardenability.

The core of the Watt algorithm is the austenite decomposition kinetics model by Kirkaldy and

Venugopalan. Studies by the authors (Ref. 6) as well as others (Ref. 7) have shown that the

Kirkaldy-Venugopalan model gives reasonably accurate predictions for low hardenable steels

but gives less than desirable predictions for steels with moderate to high alloying element

content. These results led to the decision to develop a modified prediction methodology that

would be applicable to medium and high hardenability steels as well as low hardenability steels.

This paper presents the computational model and its application in the prediction of

microstructure development in the HAZ induced by electroslag cladding onto low alloy carbon

steels.

MATERIALS AND EXPERIMENT

This study involved prediction of the microstructure evolution in the heat affected zone induced

by multipass electroslag cladding of nickel alloys onto carbon steel propeller shafts of

submarines. The compositions of materials included MIL-S-23284, Class 1. The strip

electrodes were 30 mm wide and 0.5 mm thick and were made of Ni Alloy 625, 70Cu-30Ni,

20Cu-70Ni and Ni. Compositions of materials used in this study are listed in Table 1

.

The optimal cladding parameters were determined by experiments. Current was found to be 650

amperes and the voltage 27 volts. The cladding speed was 7 in/min (2.96 mm/sec). The strip

feed rate was 70 in/min (2.96 cm/sec) during the cladding. All clads were made at a heat input

level of 59 kJ/cm ( 150 kJ/in).

Cladding onto one shaft was analyzed in this study. The shaft was uniformly preheated to the

predetermined preheating temperatures, 150 °C. The shaft was of a dimension of 61 cm (24 in.)

in diameter, 12.7 cm (5 in.) in wall thickness, and 104.1 cm (41 in.) in length. Transition from

pass to pass was accomplished by a stepping technique with a slope of 1/7.
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DESCRIPTION OF MICROSTRUCTURE EVOLUTION IN THE HAZ

The microstructural evolution in the weld HAZ of carbon steels is primarily determined by the

thermal cycle and steel composition. From a thermodynamics standpoint, any low alloy steel

can be regarded as a multicomponent Fe-C-X system. Shown in Fig. 1 is a schematic illustration

of phase diagram of multicomponent Fe-C-X system along with a typical thermal cycle in the

weld HAZ. It should be noted that the equilibrium phase diagram of a low alloy steel differs

from commonly known binary Fe-C equilibrium diagram. The eutectoid reaction in such a

multicomponent system would occur in a temperature range, which is represented by a multi-

dimensional region. The authors have designated Ae, and As, temperatures as the upper and

lower limits the eutectoid reaction region.

During the heating cycle in the weld HAZ, it is reasonable to assume that phase changes in weld

HAZ follow equilibrium condition. HAZ microstructure would remain virtually unchanged until

temperature reaches As, temperature. At As, temperature both ferrite and pearlite in the HAZ
start to change into austenite. All pearlite is completely transformed to austenite at Ae,

temperature and all ferrite is completely transformed into austenite at Ae
3
temperature.

At temperatures slight above Ae
3
temperature, only austenite exists, newly formed austenite has

very fine grains. For most low alloy steels, the average size of newly formed austenite grains is

approximately 5 microns. These grains have strong tendency to grow larger so that the surface

energy at grain boundaries would be reduced. Growth of austenite grains is very stagnant at

temperature slightly above the Ae
3
temperature due to insufficient thermal activation and the

pinning effect of carbide and nitride precipitates. The pinning effect of carbide and nitride

precipitates would disappear when the precipitate dissolution temperature, T
DISS , is reach.

Austenite grains would grow at temperature higher than the dissolution temperature. Austenite

grain growth is stopped when either Ae
4
temperature is reached or certain maximum value has

been reached which is associated with the dispersion of oxide precipitates and the temperature

gradients.

As the temperature goes below Ae
3
during cooling, austenite starts to decompose into ferrite

phase. Ferrite has a body-centered crystal structure. In the welding HAZ, ferrite normally

appears as a network or in parallel laths. It is a fairly soft and ductile structure.

At temperature below Ae,, ferrite transformation continues and pearlite transformation also

starts. Pearlite normally appears in colonies and each colony consists of alternate plates of

(FeM)
3
C and ferrite, with ferrite being the continuous phase. Pearlite is not a phase, but a

mixture of two phases: (FeM)
3
C and ferrite.

Both ferrite and pearlite reactions are nucleation and growth transformations controlled by the

diffusion of elements. Ferrite and pearlite are usually recognized as austenite decomposition

products at high temperatures. In the weld HAZ of low alloy steels, it is very rare for these two

reactions to reach completion. The lower the welding heat input and/or the better the steel

hardenability, the harder it is for these two reactions reach completion.
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At temperatures below B
s
temperature, the formations of bainite would take precedence over

ferrite and pearlite. The untransformed austenite would start to transform into bainite. Like

pearlite, bainite is not a phase, but a mixture of ferrite and carbides and it is slightly harder than

ferrite or pearlite structure. Bainite reaction is also a nucleation and growth transformation.

As the temperature goes below M
s
temperature, the untransformed austenite starts to transform

into martensite and bainite formation would continue until there is no untransformed austenite.

Martensite reaction is known to be athermal. The transformation is a function of temperature

only. It is produced by shear movements of the austenite lattice, which produce a body-centered

tetragonal lattice. Martensite is considered a phase and is the hardest of all austenite

decomposition products in steels.

COMPUTATIONAL MODEL

To predict the microstructure evolution in the weld heat affected zone, one has to know the

thermal history experienced by the weld HAZ. The thermal history needed for the

microstructure prediction was obtained from the results of previously reported finite element

analyses. The methodology of the finite element model developed for analyzing the heat

transfer induced by multipass electroslag cladding has been presented in (Ref. 8). Its accuracy

has been verified with temperature measurements. The finite element mesh used in the heat

transfer analysis is presented in Fig. 2. Commercial finite element code ANSYS was used in the

heat transfer analysis (Ref. 8). The computed nodal temperature results were written into ASCII

files for later prediction of microstructure development. Temperature history in the HAZ was

used as the thermal input for the subsequent analysis of microstructure evolution.

The methodology adopted by the authors in this research is similar to that in the Watt algorithm.

Some subtle but important modifications have been made (Ref. 9). This model development

effort concentrated in three major areas: 1) prediction of equilibrium phase composition and

transformation characteristics; 2) reaction kinetics model of austenite decomposition on cooling;

and 3) kinetic model for the austenite grain growth. The model for the prediction of

microstructure development was coded in a Fortran program. The input for this program is the

temperature history and the compositions of the materials. The output from this program

includes the history of microstructure evolution and the resultant room temperature hardness

distribution.

In the Watt algorithm, empirical formulas were used to estimate the temperatures of equilibrium

phase transformations as well as the equilibrium amount of phase transformation products. In

this study, it was found that empirical formulas were adequate for the estimation of phase

transformation temperatures. Watt et al. combined empirical equations for Ac
3
and Ac, to

estimate the eutectoid point and used the level rule to estimate the equilibrium amount of ferrite

and pearlite. This approach often leads to erroneous results. In this study, temperatures of

equilibrium phase transformations were computed using a rigorous thermodynamics model. The
accuracy of the thermodynamics model was verified with experimentally measured phase
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transformation temperatures in the open literature (Ref. 10). A typical comparison between the

predicted and measured Ae
3
temperatures is presented in Fig. 3.

Also developed was a new reaction kinetics model for austenite decomposition. Two
distinctions should be made between the new reaction kinetics model and the Kirkaldy-

Venugopalan model. First, this new model was formulated in the way that reflects the well-

accepted hypothesis that the effects of alloying elements on steel hardenability are

multiplicative. The original Kirkaldy-Venugopalan model implies the effect of alloying

elements were additive. Second, the new reaction kinetics model for austenite decomposition

was calibrated with continuous cooling transformation (CCT) diagrams. The Kirkaldy-

Venugopalan model was calibrated with isothermal transformation (IT) diagrams.

It is rather difficult, if not impossible, to verify the accuracy of the model in a straightforward

manner. An indirect approach was taken to verify the reliability of this new model against

experimentally measured Jominy hardness of end-quench bars. This new austenite

decomposition reaction model was found to give reasonably accurate predictions for Jominy

hardness curves of low as well as medium and high hardenable steels. The predicted Jominy

hardness curves using both the new model and the Kirkaldy-Venugopalan model are presented in

Fig. 4 along with the experimentally measured ones.

The approach adopted in the current computational model for the prediction of austenite grain

growth is similar to what was in the Watt algorithm. The difference is that, in the current

program, computation of austenite grain growth was performed only during the heating cycle.

As soon as the peak temperature is reached, computation of austenite grain growth was

terminated. This approach was validated by the experimental observation of Ikawa et al. (Ref.

11), which says, austenite grain growth in the weld heat affected zone only takes place during

the heating cycle.

RESULTS AND DISCUSSION

Computations showed that prior austenite grain size is rather uniform in the coarse grain region

of the heat affected zone induced by electroslag cladding and the average diameter of prior

austenite grains was around 105 (im. This was confirmed with experimental examinations.

The predicted HAZ microstructure consisted primarily with martensite and some amount of

bainite in the coarse grain region. In the grain refined region, the microstructure is primarily

bainite plus some martensite. The predicted martensite and bainite distributions are presented in

Fig. 5 and 6. The predicted microstructure is found in qualitative agreement with the

metallographic examination (Ref. 12).

The predicted hardness distribution along the centerline of the HAZ is presented in Fig. 7 in

comparison with the measured microhardness. The agreement between the prediction and
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measurements is very good. The predicted final room-temperature microhardness distribution in

the clad is presented in Fig. 8.

SUMMARY

A fundamentally based and empirically calibrated reaction kinetics model for austenite

decomposition has been developed, and it is the core of the computational algorithm used in this

study for the prediction of microstructure development in weld HAZ of low alloy steels. This

study has demonstrated that this algorithm gives more reliable predictions than the Watt

algorithm. The predicted microstructure and hardness distributions in weld HAZ as well as

Jominy end-quench bars are found in good agreement with experimental measurements.
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Table 1 Composition of base metal steels and strip electrode

Material C Mn Si Ni Cr Mo W Fe

A36 0.20 1.01 0.10 0.02 0.02 0.002 Bal.

A588 0.24 0.98 0.10 0.02 0.02 0.001 Bal.

4140 0.38 0.81 0.28 0.11 0.98 0.22 0.003 Bal.

Class 1 0.24 0.31 0.20 3.04 0.39 0.44 0.011 Bal.

Ni 625 0.03 0.08 0.09 Bal. 21.50 9.00 4.25
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Figure 2 Finite element mesh used in the heat transfer analysis
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Figure 3 Comparison between the predicted and measured Ae
3
temperatures

338



oooooo ooooooooooooo ooooooo\o*n"3-co<N~H oo *o m m cm

(ah) ssgupjBH (ah) ssaupj^H

339



Figure 5 Predicted bainite distribution (volume fraction)

Figure 6 Predicted martensite distribution (volume fraction)
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Figure 7 Predicted and measured microhardness along the centerline of the HAZ

Figure 8 Predicted hardness (Hv) distribution

341



!

i

I

l



MODELING - RESIDUAL and

MECHANICAL STRESSES





COMPUTER SIMULATION OF WELDED CONNECTIONS IN SEISMIC TESTS

O. Blodgett* and T. Spear*

ABSTRACT

A Windows based PC program has been developed to simulate an actual seismic test of a beam-

to-column connection. A number of technical publications have addressed the wide range of vari-

ables that may affect the performance of the connection. The relative influence of the potential

variables is a subject of continuing research, and it is extremely important that these variables be

individually evaluated before assigning any particular relevance to their degree of influence.

This computer model evaluates the variables of connection geometry, and the steel properties of

the beam and column. It assumes a perfect weld between the beam and column flanges, and

therefore does not consider the following parameters: workmanship, notch effects, uneven stress

distribution along the weld length, fatigue properties, notch toughnesses of the weld metal, base

metal, or heat affected zone, or the effects of triaxial stress on ductility. These issues are the sub-

ject of research currently underway. The model will help researchers and practitioners alike to

select details for research or for testing of actual structural applications that have a high proba-

bility of success, providing the other contributing variables are also addressed.

INTRODUCTION

The unexpected fractures that occurred in many of the welded connections of steel framed build-

ings during the Northridge earthquake caused the engineering community to reassess the basic

concepts that had been employed for the typical connections used in Special Moment Resisting

Frames (SMRFs). Much of the research has focused on geometric modifications to the connec-

tion. These changes have, in general, resulted in better performance in the test assemblies.

Geometric modifications have included options that strengthen the connection, such as cover

plates, ribs or haunches, as well as designs that reduce the demand on the connection such as the

reduced beam section approach, commonly called the "dogbone." The computer model pre-

sented here allows each of these alternate geometries to be evaluated relative to its expected

behavior.

When the test specimen is loaded into the plastic range, that is, beyond the yield point, the behav-

ior of the specimen is significantly affected by the strain hardening properties of the steel in the

beam and column. This model allows for the evaluation of various strength levels of steel for the

beam and column in order to determine expected deflection.

*The Lincoln Electric Company, Weld Technology Center, Cleveland, Ohio.
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MODELING PRINCIPLE AND TECHNIQUE

An actual seismic test of a beam-to-column connection is modeled (see Figure 1). The top and

bottom portions of the test column are held with a pin. The end of the test beam is forced to

move vertically up and down at a given distance.

LJ
n.

H

i
Figure 1 . Beam-to-column seismic test setup used by Michael Englehardt of the University of

Texas at Austin.

Since the differential equations needed to consider the elastic as well as the plastic regions would

be very complicated, numerical integration, in which very small segments of the beam are

applied, is used. The web is divided into one hundred segments, fifty segments above, and fifty

segments below the neutral axis of the beam. The beam flange (and cover plate, if used) are each

divided into five segments. The entire length of the beam is divided into one-inch-long sections.

As it is modeled, the vertical force placed on the end of the beam causes bending moments (MX)

along the length of the beam, as shown in Figure 2. These bending moments set up bending

stresses across all sections of the beam. It is usually assumed that the bending stress is zero at the

neutral axis and then increases linearly to a maximum at the outer fibers. One side of the outer

fiber is under compression, while the other is under tension. As illustrated in Figure 2, the

moment which is used to find the deflection of the beam varies along the length of the beam. The

COLUMN

MOMENT DIAGRAM MX

irnnTTirm-m-^

BEAM

Figure 2. Moment distribution of test beam.
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beam and column resist this moment. The resisting moment (MEX) of the section is calculated

based upon a linear increase in stress (SX) for each segment. This stress is increased until the

resisting moment (MEX) is equal to the bending moment (MX). When l.ecessary, the stress will

be increased above the yield point. This occurs because the steel will strain harden into the plas-

tic region. Strain hardening is accounted for by comparing the actual strain to a true stress-micro

strain curve. After the resisting moment (MEX) is made equal to the applied moment (MX)
through a trial and error method, the strain in the outer fiber of the beam is used to calculate the

angular rotation of the section. The resulting angle of rotation per inch of length of the section is

multiplied by the particular length (LX) to give the increment of deflection at the end of the beam.

For every inch-long section of the beam, an initial force of 40 kips is used to calculate the rota-

tion of the section. Then the cumulative deflection from the entire length of the beam at 40 kips

is compared with the desired deflection input by the user. In each iteration, if the calculated

deflection is smaller than the desired deflection, the force is increased by an increment of 40 kips

until it is greater than the desired deflection. Then, the load is returned back to the previous set-

ting and a smaller increment of force is then used. The iteration process goes on in a similar fash-

ion until the desired deflection reaches within a range of 1 kip in force.

Within each section of the beam, the total resisting moment (MEX) is calculated by integrating

twice (above and below the neutral axis) the stress over the area multiplied by the distance to the

neutral axis (DH), as shown in Figure 3. The applied moment (MX) is obtained by the product

Figure 3. Developing resisting moment (MEX) of beam section.
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of the starting load (40 kips) and the distance to the end of the beam (LX). Within the elastic

limit, the bending stress (SX) is equal to SY*(MX/MEX) as shown in Figure 4. Strain is equal

USING SY
FIND MEX

NOW FIND SX
DUE TO APPLIED
MOMENT MX

SX = SY
MX
MEX

Figure 4. Finding bending stress in beam section (sx) if below yield strength.

to the stress divided by the modulus of elasticity. As Figure 5 illustrated, the rotation (TH) is

equal to ET/(DB/2). The incremental deflection is obtained by multiplying the rotation by the

length to the end of the beam. As the moment arm increases, it may reach the yield point. Above

the elastic limit, the total resisting moment (MEX) is made equal to the applied moment (MX) by

STRESS STRAIN

Figure 5. Finding angle of rotation (TH) of beam section.

reducing DY in another iteration cycle. DY is the point at which yield stress is reached. Once

DY is found, a true strain (ET), and the angle of rotation at the outer fiber, are determined as

shown in Figure 6.

Consider the strain hardening in the plastic region. The usual stress-strain (engineering stress-

strain) curve for steel has little value because the results depend upon the gage length used.

However, a gage length approaching zero must be applied in this case. A better method is to

assume that a given volume of steel remains constant as it is being pulled in tension. The actual

diameter in the necked down zone is then measured for various tensile loads. The true stress-
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Figure 6. Finding point (DY) which will develop resisting moment (MEX) when above yield

strength.

micro strain curve is then found by dividing the applied force (F) by the true cross sectional area

of the necked down specimen. Figure 7 will compare a common stress-strain curve with the true

stress-micro strain curve. Now the computer program will use this true stress-micro strain rela-
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Figure 7. Using micro strain to find true stress of stress-strain curve.
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tionship for every section and segment of the beam stressed above its yield strength to determine

the new strain hardened stress. When the beam is "unloaded" to zero, the previously calculated

stresses in each segment and section are recalled from the arrays. This stress is used to give the

elastic energy (inch kips) stored. This is accumulated to give the total inch kips of internal ener-

gy. Upon loading, the beam absorbs elastic energy up to the yield strength, and plastic energy

above the yield strength. When unloading, the energy is given up as elastic. Therefore, the total

energy is set equal to half of force (F) times deflection (DXR). From this, one can solve for the

elastic movement (DXR) and know the position of the beam when unloaded (DXI). Figure 8

illustrates this released elastic energy and its effect on the beam deflection.

H DXI —H H-DXR

DEFLECTION DEFLECTION

LOADING UNLOADING

STORED ELASTIC ENERGY =

OR Ep =

(SX)(£)(VOL)

(SX)
2
(VOL)

2E

INTERNAL ENERGY

ALSO EP = <2^
EXTERNAL ENERGY

Figure 8. Finding spring back distance (DXR) when beam is unloaded.
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SOFTWARE IMPLEMENTATION

This program, converted from Basic into Delphi, is a 16 bit Microsoft Windows based

application. It is designed to run under Microsoft Windows 3.1, 3.1 1, Windows for Workgroups,

Windows 95 and Windows NT operating systems. The graphical user interface, which complies

with the Microsoft Windows' GUI standards, will minimize the need to train experienced PC

users.

Beam Deflection - SBWC.MOD
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Configuration Simple Beam Vvlth Cover Plate
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n LE
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-LP-^

BEAM
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TFC-* M-
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)
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Figure 9. The screen capture of the Beam Deflection Application.

The Input page (in Figure 9) allows the user to model various geometrical and the material

properties of the beam and column connection. The top image field is a representation of the

beam and column configuration while the bottom one illustrates the definition of the variables in

the drawings. As the beam configuration is selected from the dropdown list, unrelated input

fields will be hidden and initialized to zero. If a previously saved file is loaded, the configuration

information will also be extracted. Once a valid set of data is entered, a click at the start button

will automatically take the user to the Output page. The Output page displays a list of calculated

data, such as load, moment, deflection, angle, stresses in the connection beam flange, and panel

zone. The Chart page automatically displays the force vs. deflection in a graphic form. This

charting tool has some friendly functions that will allow the user to alter the scales, select grid

options, specify legends and titles, as well as save, retrieve and print the chart. If more elaborate

functions are desired, the force vs. deflection data set can be saved in a standard comma
delimited type file, which allows the data set to be imported into more advanced scientific or

graphing tools for better illustration or comparison.
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RESULTS

The results of actual tests performed at the University of Texas-Austin (Ref . 1 ) were compared

with the behavior predicted by the model. In each case, the correlation was quite good. For

example, Figure 10 represents a "dogbone" detail.

300

3'-4" Radius

Grind Smooth
Grind Parallel to Flange

2.375"

-3-2-10 1 2

Displacement (inches)

Figure 10. The "dogbone" configuration.

The model permits quick evaluation of the effects of individual variables. For example, in Figure

11, the behavior of the beam with coverplates is evaluated by changing the yield strength of the

beam. The higher yield strength increases the demand on the connection. Other variables, such

as the shear stress in the panel and the compression stress in the flange of the beam can be exam-

ined along with the critical buckling stresses in the panel and the flange of the beam to gauge the

buckling potential of the structure.
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Figure 11. Shows how higher yield strength beams will result in higher stresses in beam-to-

column connections.

CONCLUSIONS

The computer model facilitates a quick selection of various parameters in the beam-column con-

nections including geometric modifications and strength levels of the base metal. Most signifi-

cantly, a more accurate evaluation is made possible through the strain hardening derived from the

true stress-micro strain curve.

While this computer program has demonstrated good ability to replicate the behavior of actual

specimens that have been tested, the model is not to be used as a replacement for analysis or test-

ing. Post-Northridge specifications require that the configuration anticipated for construction be

physically tested to determine its ability to perform as expected. This model permits the engineer

to quickly evaluate various possible options and to select the best candidates for testing, reducing

the risk of testing details with lower probabilities of success.
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MEASUREMENT OF RESTRAINING FORCES FOR A GAS METAL ARC WELDED
MILD STEEL BUTT JOINT

M. A. Wahab*, M. J. Painter" , P. E. Stafford*

ABSTRACT

Distortion is the change in shape experienced by metals as a result of the fusion welding

process. This arises from the non-uniform thermal field generated by welding which causes

non-uniform expansion. Numerical methods such as finite element analysis are now being used

to predict the effects of distortion. In order to fine tune, debug and validation of the finite

element models, experimental results are needed. A jig was designed and built which uses load

cells to measure the force required to restrain two steel plates while they are being welded.

After checking for reliability, tests were carried out to check the effects of various welding

speed and heat inputs on the restraining forces. The results showed that welding speed has little

effect on the restraining force and increasing heat input increases the restraining force. The

most useful information on the effects of the welding conditions are derived from the slope of

the graph of "force versus distance".

Keywords : Gas Metal Arc Welding, Post-Weld Residual Stress, Distortion, Restraining

Force, Butt-Welded Joints, Welding Jigs.

INTRODUCTION

Distortion is the change in shape experienced by metals as a result of welding. To generate

input information and fine-tune finite element models which predict distortion, experimental

results are needed. The aim of this study was to produce experimental results which could be

used by such finite element models. A jig was designed and built which could restrain two steel

plates in the same way as the finite element model and measure the forces applied to the

restraints as a function of time while being welded.

Objective: The objective of this project were:

• to design and build an instrumented jig capable of measuring the forces required to restrain

two steel plates while being butt welded;

• to check that the results of the jig are reliable and repeatable;

• to use the jig to record some results for various welding conditions;

• and to analyse the results and find any specific pattern.
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Background: Distortion is caused by an expansion and shrinkage of the base metal due to the

heat of the arc as well of the shrinkages of the weld on solidification. When two parts are

welded under condition of restraints, the compressive stress applied b> the restraints, change

the stress distribution. Therefore the results from unrestrained distortion can not easily be used

to predict restraining forces in restrained welding. The distorted shape is the result of a

combination of the following three types of distortion:

• Perpendicular to the direction of the weld (transverse distortion)

• Parallel to the direction of the weld (longitudinal distortion)

• Transverse to the surface of the deposit (angular distortion)

METHODS FOR MEASURING RESIDUAL STRESS AND DISTORTION

There have been significant amount of research on the measurement of residual stress and

distortion. These methods either measure free-distortion of an unrestrained plate or residual

stress of a restrained plate after post weld cooling. No literature has indicated measurement of

restraining forces or distortion of restrained plates. Some methods for measuring residual stress

and distortion found in the literature and discussed as follows:

Strain gauges can be placed on the surface of a plate to measure strain while welding or used to

measure residual stress in a welded plate. The laser speckle method reflects a laser off the

surface of the steel and collects the reflection with a linear image sensor (Ref.l). Displacement

transducers contact the surface of the steel and measure the displacement in one direction

(Ref.2). The distorted shape can be measured and compared to the undistorted shape. (Ref.3)

Design; To generate the experimental data required, a jig was designed and built. The aim of

the jig was to hold two steel plates in position while being butt-welded and measure the

restraining forces in positions which can be simulated by the finite element model.

The jig was designed to comply with the following constraints:

• to hold two hot rolled mild steel plates, 10mm x 100mm x 500 mm.
• to allow measurement of restraining forces typically in the vertical and horizontal directions

during simple butt -welding.

• to allow access to a Gas Metal Arc Welding robot.

• to allow flexible placement of the restraint positions.

To measure the restraining forces, it was necessary to use some suitable force measuring device.

The two types of force measuring device available are strain gauges and load cells. For ease of

interpretation of output and simplicity of design a load cells were selected.

As a result of thermal expansion and the restraints, the welded steel plates will shrink in the

direction perpendicular to the direction of the weld. The jig was designed to measure only in

compression which includes the restraining forces for expansion and contraction down to 0.0

kN. This is sufficient to meet the aims of the project because all of the changes to the structure

of the steel happen in this range.
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Configuration: The aim of the design of the jig is to hold the load cells against the plates so

that they can prevent the plates from distorting and measure the restraining forces. The load

cells are attached to studs which tighten against slotted beams above and to the side of the

plates. An important part of the design of the jig was making sure that the bed and restraint

supports were stiff enough. If either the bed or restraint supports deflected significantly, the

results would become inaccurate. The layout of the jig consists of two end plates with the bed

and restraint supports between them.

Because the two plates being welded were identical, the restraining forces for both are the same.

For this reason, the jig is designed to only restrain one plate with load cells. The plate restrained

with load cells will be referred to as the measured plate.

Figure 1: CAD drawing of the jig (some restraints not shown).

Figure 2: Close up of the jig. Note the

load cell to the left and the welding Fi§ure 3: The with the robot welder

torch to the right at the end of the weld. in tne background
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An important part of the design of the restraint supports was to make them versatile enough to

restrain the plates with any number of restraints in any position. This was achieved by the slots

in the beams which allow the studs to slide to any position.

INSTRUMENTATION AND TESTING

The data was collected with two load cells connected to a load cell amplifier with the output to a

data logger. A 20 kN load cell was used in low force positions on the jig. The 100 kN load cell

(Tokyo Sokki Kenkyujo CLP 10B) was used in high force positions. The load cells were

calibrated by compressing them in an MTS testing machine and charting the output voltage

from the amplifier against the measured load on the MTS

The restraints can be tightened against the plate with a compressive force, called preloading.

The effects of preloading had to be determined to find the best experimental procedure and

ensure that the experiments could be reliably repeated. A large pre-load greatly decreased the

restraining force before and after the peak force value (Figure 4). This can be explained by the

restrained expansion, free contraction model described by Cornu (Ref.4) When the yield stress

of the base metal is exceeded in the high temperature region near the weld, the restraining force

is relieved by plastic deformation. In the case of a large pre-load, the pre-load is also relieved

by plastic deformation. This results in greater shrinkage so the restraining force drops.

The Effect of Preloading
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Figure 4: The effects of side pre loading measured from the midpoint of the side of the

plate.

For the force values taken from the side positions to be true, there must be no sideways force

resisted by the top restraints. Increasing the force on the top of the plates did not reduce the

force measured by a load cell on the side of the plate.
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DEVELOPMENT OF EXPERIMENTAL PROCEDURE

The aim of the experiments is to gain an understanding of what factors influence distortion by

undertaking two main sets of experiments, varying one parameter at a time. As this research

aims to look at the overall trends for each parameter rather than calculation of the effects of a

small change; only three samples were taken, from the upper, central and lower bounds of what

may be used in commercial practice.

Two restraints on each of the top and edge of each plate were used. This gives cleaner and

easier to understand results than those for three restraints tried earlier. This gives a total of four

positions which data will be collected from: Top Start, Top End, Side Start and Side End.

Welding Conditions: The first set of experiments consider the effect of holding the welding

speed constant while changing the heat input. The range in heat inputs covered spans from the

minimum to maximum which could be used on the 10x100 mm mild steel.

Table 1: Welding conditions for constant speed, varied heat input.

Current (Amps) Voltage (V) Heat Input (kJ/mm) Speed (mm/min)

124 20 0.5 300

232 23 1.0 300

278 27 1.5 300

The next set of experiments examines the effect of applying the same heat input at various

speeds.

Table 2: Welding conditions for constant heat input, varied speed.

Current (Amps) Voltage (V) Heat Input (kJ/mm) Speed (mm/min)

228 23 1.5 200

278 27 1.5 300

334 31 1.5 400

Table 3: Constant Welding Parameters

Filler Wire 1.2 mm diameter LW1
Gas Argon with 1.5% Oxygen

Air Temperature 18-25 degrees Celsius

Stick Out 16 mm (except 0.5 kJ/mm: 11 mm)
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EXPERIMENTAL RESULTS

The results presented in this study are for the position "at the side of the plate at the end of the

weld" as shown in Figure 5, as this position gave the highest restraining forces and the clearest

correlations.

Dir«ctioo of Weld

Plain Restraint

Load Cell

Figure 5: Position of load cell for side of plate, end of weld.

Varied Speed: Figure 6 shows that as the speed increases, the peak occurs earlier and occurs at

a higher force. The reason for the peak occurring earlier is because as the speed increases, the

weld finishes earlier. The peaks occur at the finish of the weld in all cases this is shown by the

black line which is drawn where the welding current drops to 0 for each weld.

Side, End, Varied Speed
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Figure 6: Side, End, Varied Speed.

An easier to understand graph uses a distance scale rather than a time scale (Figure 7). This has

all of the welds starting and ending at the same position on the x-axis and only shows the force

while welding is happening.
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Side, End, Varied Speed

Distance (mm)

Figure 7: Time Scale

Figure 7 shows that the restraining force is independent of speed for most of the graph and only

gains a dependence on speed in the region close to the restraint. This indicates that at a certain

welding speed, the graph will be linear and any further increase in speed will have no effect on

the restraining force at this position.

The linear rise in restraining force with distance indicates that the maximum force reached is a

linear function of the length of the welded plates, so as a means of comparing two alternative

welding processes, the slope of the linear part of the graph would be more useful than the

maximum force.

After the arc cuts out, the force against the restraint relaxes with time. The pattern is not

immediately visible in Figure 6 so the origin is placed at the point where the arc stops for Figure

8.

~

Force Relaxation From End Of Weld, Varied Speeds

Time From Finish of Weld (seconds)

Figure 8: Relaxation of restraining force with time. The origin for each graph is taken

from where the weld finishes.
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The result shows that the force relaxation is a function of time which is not affected by welding

speed or the restraining force at the end of the weld.

This graph shows that the relaxation of the restraining force while cooling is determined by

deformations which take place at stresses above the yield stress while the welding is taking

place. The stress relaxation is simply the contraction of the welded plates with no plastic

deformation. The fact that the contraction for all three welding speeds is the same indicates that

all three welds must have undergone the same deformations in the expansion stage and therefore

have the same structure. This indicates that the departure from linearity of the force-distance

curve resulting in a lower peak force has little effect on the deformations of the plate,

reinforcing the idea that the slope of the curve is more important than the peak force.

This is an important result for modelling because once the force relaxation curve for a given

heat input is known and the force at the end of the weld is known; the restraining force can

easily be calculated.

Varied Heat Input: Figure shows the restraining forces for varied heat input and constant speed.

Side, End, Varied Heat

1.5 kJ/mm

0.5 kJ/mm

1.0 kJ/mm

0 50 100 150 200 250 300 350 400

Time (seconds)

Figure 9: Variation of restraining forces with heat input

As a means of comparing Figure to Figure 6, the graph for 1.5 kJ/mm, 300mm/min is the same

on both charts. Figure 9 has four distinct sections which will be considered separately. These

are: a flat heating time, a linear rise, a non-linear rise and force relaxation. To make the first

three sections easier to see, Figure 10 is plotted for the time from the start to the end of the

weld.
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On this chart the flat heating time is clearly visible. The heating time is the same for all three

heat inputs. The linear rise starts at the end of the heating zone and extends to the non-linear

zone near the end restraint. This is the most important part of the graph because the slope of the

linear section gives a direct means of comparison of the effect of different heat inputs. For a

clearer comparison of the effects of heat input on restraining force, Figure 1 1 shows the slope of

the force-time curve plotted against heat input.
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Figure 11: Heat Input and Slope of Force versus Time Graph

This plot shows that the relationship is certainly non-linear but only has three data points so it

can not be conclusive at this stage. This graph can be used as a rough guide as to what the slope

of the linear part of the force - time graph will be. It should be mentioned once again that the

slope of the force - time graph is dependent on the shape and size of the two plates being welded

and therefore the numbers presented in this paper can not be applied directly to other sized

plates without investigating further.
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CONCLUSIONS

1 . For a given heat input, the restraining force will be the same as a function of distance except

close to the end of the plate while it is being welded, regardless of welding speed.

2. For a given heat input, the force relaxation after welding will have the same shape regardless

of welding speed and maximum restraining force reached.

3. Decreasing welding speed makes the force versus distance graph depart from linearity earlier.

4. Increasing the heat input, increases the slope of the force versus time graph and the

maximum restraining force.

5. The slope of the force versus time graph gives a better indication of the effects of the welding

conditions than maximum restraining force.

6. The restraining force for the top of the plate increases with increased welding speed

7. The restraining force for the top of the plate increases with increased heat input.
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FINITE ELEMENT MODELING
OF SPOT WELDING SIMILAR AND DISSIMILAR METALS

W. Zhang, H. H. Jensen and N. Bay

ABSTRACT

Numerical modeling of resistance welding is carried out using the finite element method with

coupled electrical and thermal analyses considering the dynamics of the welding current and force

as well as the influence of temperature on the properties of the materials. Models for contact

resistance and thermal conductivity at the interfaces are developed based on the friction theory of

Wanheim and Bay, by which the welding force is included as a process parameter. An FEM
program is developed for simulation of resistance welding processes with an animated display of

the development of the electrical field and the temperature field. In order to verify the simulations,

experiments of spot welding stainless steel to stainless steel and stainless steel to mild steel with

identical and different thicknesses were carried out. After welding the weld interface was

investigated in a microscope to determine the size and shape of the weld nugget. Results of

simulation show the influence of the basic parameters, such as the process parameters, the material

properties and the geometries of the workpieces, and are generally in good agreement with the

experimental results.

Keywords: Spot welding, FEM modeling, stainless steel, mild steel

INTRODUCTION

Resistance welding is a complicated process, which involves interactions of electrical, thermal,

mechanical and metallurgical phenomena. Many parameters are of influence in the process

including the welding current, the welding time, the welding force, the geometry and material

properties of the workpieces, the electrodes and the contact interfaces, as well as the dynamic

behavior of the welding machines. For welding of dissimilar metals, the process becomes further

complex. In order to determine the process parameters, to design the electrodes or to chose the

capacity of the welding machine while developing a new product or maintaining an old process in

industrial production, a great number of running-in experiments have often to be carried out. This

increases the cost of products and in many cases delays the production operations.

Applying numerical methods may not only reduce the costs and time required for product and

process development, but also reveal some internal phenomena in the materials which may be

otherwise difficult to see thus facilitating the understanding of the resistance welding processes.

The first numerical model for the temperature development in resistance welding was attempted by

Institute of Manufacturing Engineering

Technical University of Denmark, Building 425

DK-2800 Lyngby, DENMARK
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Roberts et al. (Ref. 1) using an analytical method. A number of other studies have followed in the

recent years. However, most of the published work dealt only with the temperature development in

spot welding of similar metals. The electrical analysis was usually not carried out coupling with the

thermal analysis, and arbitrary assumptions were made on the contact resistance. The numerical

methods applied were generally analytical methods (Refs. 1-2) and the finite difference method

(Refs. 3-5), although in a few publications commercial FEM code for general purposes have been

used for modeling of spot welding of similar materials (Refs. 6-7).

In order to facilitate the industrial application of resistance welding, numerical modeling of the

resistance welding process has been carried out using the finite element method(FEM). Considering

the physical process of resistance welding, the main tasks of numerical modeling are divided into

three models, namely the electrical model, the thermal model and the mechanical model for

deformation and stress analyses, whereas the metallurgical phenomena are included in the thermal

model. These models are strongly interrelated with each other. The electrical model outputs the heat

generation but requires the temperature distribution from the thermal model in order to determine

the material properties, and the stress distribution and the geometry of the workpieces from the

mechanical model in order to determine the contact properties and the distribution of parameters.

The thermal model outputs the temperature distribution but requires the heat generation from the

electrical model and the stress distribution and the geometry of the workpieces from the mechanical

model. The mechanical model outputs the stress distribution and the geometry of the workpieces,

but requires the temperature distribution to determine the materials properties.

It is very difficult to couple all these three models simultaneously, since it implies a very

complicated, sometimes impossible numerical modeling. Instead, a strong coupling is made only

between the electrical and thermal models, whereas the mechanical model will be coupled stepwise

with the other two models. In this way, the non-linearity of the electrical and thermal models is

limited to only materials properties and the time parameter. Convergence of these two models can

be easily achieved simultaneously. The more complex non-linearity of geometry and materials

properties is confined to the mechanical model. It is much easier to achieve convergence of this

model independently.

The finite element equations of all three models have been formulated. So far, a software package,

named SORPAS, has been developed for simulation of resistance welding processes, where the

electrical and the thermal models are strongly coupled ensuring the nonlinear influences of

temperature on the material properties and time on the temperature development. The mechanical

FEM model has been developed independently but not coupled with the other two models yet.

BASIC EQUATIONS OF THE ELECTRICAL AND THERMAL MODELS

There are basically four physical phenomena involved in resistance welding, namely the electrical,

the thermal, the mechanical and the metallurgical phenomena influenced by numerous parameters

involved in the process, the materials and the welding machine. According to the physical process

of resistance welding, it is understood that the electrical phenomena concern the electric potential

distribution, the current flow and the heat generation due to Joule heating; the thermal phenomena
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concern the heat transfer and the temperature distribution; the mechanical phenomena concern the

stress distribution and the deformation of the workpieces, the electrodes and the contact interfaces;

whereas the metallurgical phenomena concern the variation of material properties, the phase

transformation especially the melting and solidification.

The complexity of the problem is that all of these phenomena occur simultaneously under strong

influence of the dynamic parameters of the process and the welding machine. At the first stage the

electrical and thermal models are developed considering the variation of material properties with

temperature and the liquid-solid phase transformation as well as the dynamic process parameters.

The mechanical model for the deformation of workpieces and electrodes are under development.

Basic equations of the electric model

In two-dimensional problems, the governing differential equation for the electric potential

distribution is expressed by Laplace's equation:

d2
<D d2

0>

dx 2 dy1

where O = <t>(x, y, t) is the electric potential as a function of coordinates and time. There are two

kinds ofboundary conditions to be specified in the electrical analysis:

cD = 0>
0 (2)

on the boundaries in contact with the power supply with known potential <J>0, and

= o m
dn

on the free boundaries, where n denotes the normal direction of the boundary.

After determining the potential distribution, the current density can then be calculated as:

1 d$> 1

p ox p dy

where / is the current density, and p is the electric resistivity, thus the heat generation rate per unit

volume is obtained:

Q = pJ 2
(5)
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Basic equations of the thermal model

The governing differential equation for the transient heat conduction with internal heat source is

expressed as:

d_

dx
k— +— dT

dx) dy\ dy)
+ Q = yC

dT

~dt
(6)

where T = T(x, y, t) is the temperature as a function of coordinates and time, k is the thermal

conductivity, Q = Q(x, y, t) is the internal heat generation rate per unit volume, y is the mass

density and C is the heat capacity per unit mass. There are three kinds of boundary conditions

involved in the thermal analysis:

T=T0 (7)

on boundaries with specified temperatures,

-k— = 0 (8)
dn

on the lines of symmetry, and

-k^ = h(T-T
e ) (9)

on

on the free surfaces taking the convective heat exchange into account, h is the convection heat

transfer rate of the surrounding air and Te is the temperature of the air.

Contact properties at interfaces

The contact resistivity pCOntact at the interfaces is calculated according to Wanheim and Bay's model

for plastic deformation of surface asperities determining the real contact area between rough

surfaces (Ref. 8):

= 3
s_xofl

J
+ Pconlaniinani (10)

where <rs_soft is the flow stress of the softer metal, <j„ is the contact normal pressure at the interface,

and the subscripts 1 and 2 indicate the two metals in contact. The contact resistance is influenced

not only by the constraint contact between the rough surfaces but also by the surface contamination.

An extra term pamlaninanl is therefore introduced in the equation to include the influence of the

surface contaminants, such as oxides, water vapor, grease etc.

367



Following a similar procedure as regards the contact thermal conductivity kcontact at the interfaces

this is calculated as:

co/ilacl

1
f \

3 2 J
(11)

Latent heat during melting or solidification

In order to simulate the nugget development in resistance welding realistically, the latent heat

during melting or solidification is included by estimating an effective heat capacity in the

temperature range of melting (Ref. 9):

C = C + JT^T ^hen{T
s
<T<T

t ) (12)

where L is the latent heat and F
v
and T, are the solidus and liquidus temperatures ofthe material.

FINITE ELEMENT FORMULATIONS

The domain or solution region can be discretized into a set of subareas or finite elements. The

solution of the domain can be obtained by analyzing each element and then solving the assemblage

of the elemental equations over the entire domain. In the present analysis, the linear triangular

elements are used. Within an element the electric potential can be expressed approximately by the

values at the three corner points:

Similarly, the temperature can be expressed by:

T(x,y,t) = fj
N

i
(x,y)T

i
(t) (14)

where Nj(x, y) are the shapefunctions of the elements.

Introducing eqn. (13) into eqn. (1) and integrating over the entire domain by applying the Galerkin

method and the rule of integration by parts, the system equations for the potential distribution are

derived:

[A]{0} = {F} (15)
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where n is the total number of nodes, [^] is the electric conductance matrix, {F} is the boundary

conditions vector and {O} is the unknowns vector for the nodal potential values.

Similarly, the matrix system equations for temperature distribution are obtained:

nxn nx\ nxn I J^rT I nx\

(16)

where [A] is the thermal conductance matrix, [C] is the heat capacity matrix, {F} is the vector of

heat source and boundary conditions and { T) is the unknowns vector for the nodal temperatures.

The Crank-Nicolson method is applied for the time stepping:

¥1 ^ ff ft ^11

[C]+0.5At[A]
ri *. i

\
T

] A
= [C]- 0.5A/[^]

nx I nx]

(17)

Solving eqns. (15), (4) and (5), the potential distribution, the current distribution and the heat

generation will be obtained. Solving eqn. (17) the temperature distribution will be obtained as a

function of time.

EXPERIMENTS OF SPOT WELDING

In order to verify the numerical models, experiments were carried out with an AC welding machine

spot welding stainless steel (Type 304) and mild steel (Tibnor SS 1 142) in two different thicknesses

of 2 mm and 1 mm with the following combinations:

a) 2 mm stainless steel to 2 mm stainless steel,

b) 2 mm stainless steel to 2 mm mild steel,

c) 2 mm stainless steel to 1 mm mild steel,

d) 1 mm stainless steel to 2 mm mild steel.

The welding current and the welding force were measured during spot welding. The weld nuggets

were observed in a microscope after welding. Micrographs of the cross section of the welds were

made in order to compare with the numerical results.

Fig. 1 shows an overview of the weld nuggets in all the 4 metal combinations. It is noticed that a

symmetric weld nugget is formed in spot welding of stainless steel to stainless steel with identical

thickness, as shown in Fig. 1 (a). In spot welding of stainless steel to mild steel with identical

thickness, as seen in Fig. 1 (b) the weld nugget is formed in an unsymmetric shape with a larger

diameter in the stainless steel due to its higher resistance. In spot welding of stainless steel to mild

steel with different thicknesses, as seen in Figs. 1 (c) and (d), the weld nuggets formed are very
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different when the thickness of the two metals are reversed. It is seen that the formation of the weld

nuggets is strongly influenced by the geometries and the material properties of the workpieces.

(c) (d)

Fig. 1 : Weld nuggets in spot welding, (a) stainless steel to stainless steel with identical thickness of

2 mm, (b) stainless steel to mild steel with identical thickness of 2 mm, (c) 2 mm stainless steel to 1

mm mild steel and (d) 1 mm stainless steel to 2 mm mild steel.

RESULTS OF SIMULATION AND DISCUSSIONS

An FEM program has been specially developed for numerical modeling of resistance welding with

coupled electrical and thermal analyses. The numerical simulation requires the welding voltage,

welding force, welding time and geometry and material properties of the workpieces and electrodes

as input. The output covers the following parameters: the welding current, energy consumption,

total resistance, potential and current distribution and temperature distribution in workpieces as well

as electrodes.

Spot welding of stainless steel to stainless steel with identical thickness

Fig. 2 shows a comparison between the simulated and the experimental weld nuggets in spot

welding of stainless steel to stainless steel with identical thickness. The welding force was 2250 N,

the welding current was 8.8 kA and the welding time was 10 periods as measured in the

experiments. The welding current applied in the numerical modeling was increased to 12 kA in

order to get a similar size of the weld nugget. This is because the mechanical model was not

coupled with the electrical and thermal models thus assuming the stress distribution to be uniform

over the interface. This will introduce some error in calculation of the contact properties.

It is also noticed that the thickness of the simulated weld nugget is smaller than that in the

micrograph. This is probably due to the calculated contact thermal conductivity being too high. The

heat developed in the workpieces has transferred quickly into the electrodes, thereby reducing the

thickness of the weld nugget.
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Fig. 2: Comparison of the simulated and experimental weld nuggets in spot welding of stainless

steel to stainless steel with identical thickness of 2 mm.

Spot welding of stainless steel to mild steel with identical thickness

Fig. 3 shows a comparison of the simulated and experimental weld nuggets in spot welding of

stainless steel to mild steel with identical thickness. The welding force was 2250 N, the welding

current was 7.1 kA and the welding time was 10 periods as measured in the experiments. The

welding current in the numerical modeling was increased to 1 1 kA. It is found that the simulated

weld nugget for dissimilar metals is developed in the same way as in the experiments. This implies

that the numerical simulation can successfully demonstrate the influence of material properties on

the formation of a weld nugget.

Fig. 3: Comparison of the simulated and experimental weld nuggets in spot welding of stainless

steel to mild steel with identical thickness of 2 mm.
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Spot welding of stainless steel to mild steel with different thickness

Figs. 4 and 5 show the comparisons of the simulated and experimental weld nuggets in spot

welding of 1 mm stainless steel to 2 mm mild steel and 2 mm stainless steel to 1 mm mild steel

respectively. The welding time was 10 periods, the welding force was 2250 N and the welding

current was 7.9 kA in both cases. The welding current in the numerical modeling was increased to

10 kA. It is found that the simulated weld nuggets are in good accordance with the micrographs

implying that the program can demonstrate not only the influence of the material properties but also

the influence of the geometries of the workpieces.

Fig. 4: Comparison of the simulated and experimental weld nuggets in spot welding of 2 mm
stainless steel to 1 mm mild steel.

Fig. 5: Comparison of the simulated and experimental weld nuggets in spot welding of 1 mm
stainless steel to 2 mm mild steel.
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CONCLUSIONS

A finite element program has been developed for numerical modeling of resistance welding with

coupled electrical and thermal analyses. The simulated weld nuggets are compared with the

experimental results. Good agreement is generally obtained. Results of simulation show the

influence of basic parameters involved in spot welding of similar and dissimilar metals including

the welding current, force and time as well as the materials properties and geometries of the

workpieces. This implies that the program is useful in supporting the understanding of the process

parameters thereby facilitating process development. More accurate simulations are expected to be

achieved when the mechanical model is coupled with the electrical and the thermal models.
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TWO DIMENSIONAL FINITE ELEMENT ANALYSIS OF RESIDUAL
STRESS IN ELECTROSLAG BUTT WELDS

Leilei Zhang*, David G. Atteridge*, Lemmy Meekisho*, Martin Becker*

ABSTRACT

The electroslag welding process is an attractive process for welding of thick plates which includes

construction of ships, storage tanks, pressure vessels, bridges, buildings and other heavy

structures. Computational models developed to calculate the magnitude and distribution of

residual stresses for electroslag welded plates are presented in this paper. Two two-dimensional

idealized models using finite element methods were developed to evaluate the residual stress

distribution along the length and through the thickness of the welded plates. Mid-plate residual

stress distribution was found to be influenced by the presence of cooling shoe induced accelerated

surface cooling, and to be a complex function of distance from weld centerline. Tensile residual

stresses were found perpendicular to the welding direct while a combination of tensile and

compressive stress were found parallel to the welding direction. Residual stresses at weld

centerline as a function of plate thickness were found to be tensile perpendicular to the welding

direction and compressive stresses parallel to the welding direction.

Key Words: Finite Element Analysis, Residual Stress, Electroslag Welding ( ESW )

INTRODUCTION

Electroslag welding (ESW) was developed by Paton and coworkers in the Paton Electric Welding

Institute, USSR, in the early 1950's. (Ref. 1 ) It is a unique welding process that is an arc-less

process and is, in general, a single pass process no matter what the thickness of the material.

The weld wire is added into, and melted in, a slag bath covering the molten pool, as illustrated

in Figure 1. The molten slag and weld pool are restricted from flowing out between the plates

to be welded by the use of (water-cooled) shoe "dams", see Figure 1.

This results in essentially welding a cast "plug" between the two plates to be joined. The large

heat input associated with the process results in a coarse cast structure and an extended coarse

grained heat affected zone (HAZ) region unless special plate and consumable alloying chemistry

are invoked. This typical coarse grain structure can lead to low fracture toughness and hard to

detect weld defects which are the main reasons for ESW not being used more extensively for

welding thick tension-member plates. In addition, cenerline grain orientation and segregation can

lead to hot cracking. Bridge members fabricated using ESW have had a history of brittle failure.

( Ref. 2

)

* Oregon Graduate Institute of Science and Technology, Department of Materials Science and

Engineering , P.O. Box 91000, Portland , OR 97291-1000 )
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Figure 1(a) Illustration of Electroslag Welding Processes ( b ) Mid - Plane Model Position

and Shape ( c ) Cross - Section Model Position and Shape
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The unique combination of welding thick plates with a single pass technique and accelerated

surface cooling due to the cooper shoes presents the potential mat the weld-induced residual stress

state for ESW will be different from that associated with conventional multi-pass welding. Initial

study results on ESW-induced residual stress distribution is presented herein.

The first modeling work on the ESW process was presented by Dallier, Szekely, and Eagar (

Ref. 3 ). They calculated the heat and fluid flow in the liquid slag and liquid metal regions in

an idealized two dimensional systems using finite differential methods. After that they used a

three dimensional model to calculate the temperature distribution associated with different ESW
operating parameters. ( Ref. 4-6 ) They didn't consider phase transformation effects on thermal

distribution during welding process and did not predict resultant residual stress distributions.

The total stress state at the tip of a crack or crack-like defect is one of the most important factors

influencing tho mechanism of fatigue, brittle fracture, or stress corrosion cracking. In all of these

failure mechanism, the residual stress of weldments can make a major contribution to the stress

field at a crack tip. Detailed research work or modeling on residual stress of the ESW processing

hasn't been done yet. Results from computational models developed to calculate the magnitude

and distribution of residual stresses for ESW welded plates are presented in this paper. Two
dimensional idealized models were used to evaluate the residual stress distribution along the

length and through the thickness of the ESW welded plates. Residual stress analysis was done

based on the results of thermal analysis, i.e., a decouping analysis was used in this study.

Because of the decouping of the thermal and stress processes, the same geometry was used in

the residual stress analysis as in the thermal analysis. At the same time, because of the

complexities of the underlying phenomena, unavailability of a material property database and

limited computer configuration, simplifying assumptions were necessary. It should be noted that

these simplifications are only expected to affect the magnitude of residual stresses but not the

residual stress distribution. Elastic-plastic temperature dependent mechanical properties were

included in this model as were phase transformation effects.

MODEL

Assumptions

Multiple modeling simplifications were necessary to allow model development. They are listed

below.

1) The weld pool remains in a steady state condition during the ESW process.

2) The weld pool shape is simplified to be rectangular for the slag phase and a half circle

for the metal phase.

3) The melting point of the metal is used as the boundary conditions at the contact layers of

the molten metal/base metal, molten metal/plate, and molten slag/plate. A convection

boundary condition has been used for the remaining sides of the welded plate.

4) The heat generated by the deformed solid is neglected.
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5) The actual non-linear thermoplastic-viscoplastic problem was assumed to be a linear

thermoplastic problem. A linear elastic-plastic stress-strain relation was assumed. The

elastic and plastic regions were defined by elastic modules and plastic modules,

respectively. The yield stress defined the separation between these two regions. The

thermal coefficient is assumed to be constant.

6) Potential defect or crack formation was ignored, as well as creep and hardening.

Simplifying yield strength laws were used. The Von-Mises yield criterion and associated

flow rule with kinematic hardening were assumed to consider the Bauschinger effect. As

in most welding problems, creep effects were neglected on the basis that time spent at

high temperature is short for a weld.

7) The phase transformation expansion effect was considered to be similar during heating

as well as during cooling because of the lack of available thermal expansion coefficient

values. Plastic strain due to the change in volume during allotropic phase transformation

is neglected in this study. A more representative treatment would involve incorporating

the transformation plasticity effect for weld metal as well as different HAZ regions.

8) The same material properties were used for base metal, weld metal and HAZ. This will

change the magnitude of the resulting residual stresses. Although, the overall residual

stress distribution are expected to be unchanged. Since the objective of the research work

was to study the residual stress distribution instead of specific stress values, the final

conclusions will not be affected dramatically with this assumption.

Initial and Boundary Conditions

The heat transfer field equation is solved under the given initial and boundary conditions. Room
temperature ( T= 298K ) is prescribed to the all points in the domain except the heat source

boundary as the initial condition for the calculation. During the ESW process, the weld pool was

considered as the heat source. The heat flow behavior in welded plate is affected by the shape

of weld pool. The heat source distribution could be modeled using the essential boundary

condition (T(x, y) = T
s ( x, y ) ). Melting temperature of the welded plate is used for T

s

( x, y ). That is to say, a temperature boundary versus a heat flux heat source model was used

in this study. This greatly simplifies the numerical simulation work.

The surface defined as AjBjBj in the mid-plane model, Figure lb, is the heat source at a certain

time step. AjBj defines the fusion line of the molten pool (modeled as a quarter circle of radius

0.04 mm (1.6 in.) while BjBj defines the slag pool to plate boundary. Note that the temperature

of the complete AjBjBj surface is defined as the steel melting point, 1773K. This heat source

configuration is stepped from the bottom to the top of the plate at a given welding speed.

Equilibrium configuration of the weld pool is assumed as starting and stopping blocks are used

during the process to allow pool development prior to plate welding initiation and to assure the

pool is above the top of the plate prior to weld termination.

The weld pool in the mid-plane model retains a constant configuration throughout the model

calculation. This is not true for the cross-sectional model pool. Here the pool starts at a

maximum dimension and then continuously decreases in cross section until it completely
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disappears, as illustrated in Figure lc. This is because the molten pool approaches, intersects,

and then passes through the cross-sectional model plane position. Note that the effect of the

copper shoe was simulated by an increase in surface heat transfer coefficient, as mentioned

above.

Only symmetry boundary conditions were used during the residual stress analysis. The residual

stress was modeled under self-restrain only. No external restrains were applied in the analysis.

To prevent rigid body motion during the finite element analysis, only two nodes on the domain

edge were fully restrained. This suggested that the welded plate is not restrained but is pivoted

around these restrained nodes and the restraint free condition is realized. This is illustrated in

Figures lb and c.

Mesh and Time Discretization

The mesh needs to be sufficiently fine to model the heat source accurately. Therefore, weld

metal and HAZ regions should be discretized with smaller elements than regions far away from

the heat source. At the same time, use of element types such as linear or quadratic elements will

also affect the mesh coarseness.

Because of the symmetry nature of the ESW weldment, only half of the weldment for the mid-

plane model and one quarter of the weldment for the cross-sectional model,with one end at the

weld center plane, were modeled. For both of the models, the modeled plate thickness was

0.08m (3. 15 in.) and the length was 0.8m (31.5 in.), as shown in Figure 2, where the x = 0 line

is the weld center line. Note that the "effective" plate length of each welded plate was 6. 12 m
(20 ft) due to use of a length-specific modified heat conductivity as a plate end boundary

condition. A nonuniform mesh with 1419 elements and 1456 nodes was generated over the

domain for the mid-plane model. 154 elements and 183 nodes were generated for cross sectional

model. The density of elements varies as a function of distance from the weld center line. The

mesh for both mid-plane model and cross-sectional model are given in Figure 2.

Short time increments and relatively large temperature convergence tolerance should were used

due to the sharp temperature rise in the initial heating period, while longer time increments and

smaller tolerances were used during cooling.

SOLUTION PROCEDURE

The ANSYS 53 finite element code was used for the analysis. A transient thermal analysis was

first performed to obtain a nodal temperature solution. The nodal thermal history was used as

input as the thermal load in the structural analysis. The same geometry and finite element mesh

was employed in both the thermal and structural analysis. The temperature dependent thermal

properties and mechanical properties of A36 steel were used in the model. For thermal analysis,

thermal conductivity and enthalpy were required. ( Ref. 7-8 )
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Figure 2(a) Mesh of Mid - Plane Model

2-0 Analyia of T«mp«ratur» Distribution during ESW

Figure 2(b) Mesh of Cross - Section Model
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A static stress analysis was used during the solution part ofANSYS analysis. Large strain option

and Newton-Raphson solution procedures were used. The input loads were chosen from the

thermal analysis to represent the thermal history as close as possible. Different load steps were

defined by reading nodal temperatures corresponding to certain time intervals. This load stepping

scheme was essentially the same as the temperature history from the thermal analysis, i.e., the

time stepping was much finer in the initial part of the thermal cycle and gradually coarsened in

the later part of the weld cooling.

RESULTS

The thermal models yielded reasonable temperature profiles as a function of distance from the

WCL, as illustrated for the mid-plane model in Figure 3; note that increasing node number

relates to increasing distance from WCL. The two models did, however, exhibit different heating

and cooling characteristics at equal distances from WCL/fusion line, as illustrated in Figure 3b

and c. The mid-plane results yielded higher peak temperature and longer cooling time than the

cross-sectional model. The residual stress distribution results from the two models were also

different.

The mid-plane model results for residual stress distribution along the length of the weldment are

illustrated in Figure 4. Residual stress perpendicular to the weld line (Figure 4a) begins at a high

tensile value at weld centerline, decreases slightly and then increases into the fusion zone/HAZ,

and then decreases to zero with increasing distance down the weldment. Its initial value is

approximately at plate material yield strength level of 250 MPa (36 ksi) with its maximum
approximately 0.025 m ("1 in) from weld centerline (WCL), and decreases to zero around 0.2 m
("8 in). Residual stress parallel to weld centerline, Figure 4b, begins at a tensile stress

approximately 170 percent of plate material yield strength at weld centerline, decreases to a

compression value near 33 percent of yield strength, and then increases to zero as distance from

weld centerline increases. Maximum compression residual stress occurs around 0. 15 m ("6 in)

from WCL, and zero residual stress is approached near 0.4 m ("16 in) from WCL.

The cross-sectional plane model results for residual stress distribution at mid-plane along the

length of the weldment are illustrated in Figure 5. Residual stress perpendicular to the weld line

(Figure 5a) begins at a tensile value at WCL, decreases rapidly and then increases into the fusion

zone/HAZ, and then decreases to zero with increasing distance down the weldment. Its initial

value is approximately 45 percent of the plate yield strength, decreases to a tensile stress of 15

percent of the yield strength, rises to a tensile value of approximately 90 percent of yield

approximately 0.05 m ("1.6 in) from weld centerline, and then decreases to zero around 0.2 m
("8 in). Residual stress parallel to weld centerline (Figure 5b) begins at a compressive stress

approximately 50 percent of yield at weld centerline, decreases to a compressive stress of 90

percent of yield, increases to a tensile stress of approximately 110 percent of plate yield 0.05 m
(~2 in.) from weld centerline, decreases to a compressive strength of 30 percent of yield and then

increases to zero as distance from weld centerline increases ("0.14 m, 0.55 in).
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Distance from Weld Center Line ( m )
Distance from Weld Center Line ( m )

Figure 4(a) Residual Stress Perpendicular to Weld Line of ESW Processes as a Function

of Distance from Weld Centerline

( Mid - Plane Model, v=3 x 10 ^ m/s, 1=6. 12m, t=0.08m )

Figure 4(b) Residual Stress Parallel to Weld Line of ESW Process as a Function of

Distance from Weld Center Line

( Mid-Plane Model, v=3 x 10 ^ m/s, 1=6. 12m, t=0.08m )
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Cross-sectional model residual stresses along the weld center line as a function of distance from

the middle of the welded plate are shown in Figure 5c. Residual stresses perpendicular to the

welding direction are tensile at mid-plate (40 percent of plate yield). They then decrease to near

zero and then increase with increasing distance from the middle plane of welded plate to a tensile

value near 160 percent of plate yield at the plate surface. Residual stresses parallel to the

welding direction are compressive at mid-plate (50 percent of plate yield). They then decrease

to 90 percent of plate yield and then increase to slightly over zero at the plate surface.

DISCUSSION

The above described mid-plane residual stress distribution results from both models are directly

comparable. The two different model results exhibit similar general trends while at the same

time exhibiting different model-specific results, as should be expected as they model different

cooling scenarios. Both models exhibit similar trends for the distribution of residual stress

perpendicular to weld centerline (Figure 4a and 5a) with the slower-cooling mid-plane model

exhibiting higher tensile stresses and the cross-sectional model exhibiting fusion/HAZ peak tensile

stresses farther from the WCL.

All mid-plane residual stress distributions appear to exhibit a "dip" in residual stress near WCL
with the parallel residual stress distributions exhibiting two dips as a function of distance from

WCL. The cross-sectional model dips near weld centerline are more pronounced, with deeper

"troughs" and wider "mouths". This appears to result in lower residual stress at/near WCL.
Cross-sectional model perpendicular residual stress at WCL are greatly reduced and parallel

residual stresses change from tensile to compression, with respect to the mid-plane model. Thus

accelerated plate surface cooling induced by the cooling shoes, which is only modeled in the

cross-sectional model, appears to be beneficial to the final residual stress distribution.

Assessment of the over-all results of the mid-plane analysis indicates that the effect of the copper

cooling shoes/surface cooling can not be ignored even at mid-thickness for this thickness weld.

Thus a significant portion of the heat transfer in ESW for plates (at least) less than or equal to

0.08m (3. 15 in.) thick is in the welded plate thickness direction due to the cooling effect off the

cooper shoes, instead of down the length of the plate, as would be expected in other (multi-pass)

welding techniques. A considerably greater thickness plate would need to be welded by ESW
to yield true 2D cooling at mid-plane. Thus it is expected that there will be high compressive

residual stresses parallel to weld centerline present at weld centerline.

CONCLUSIONS

1) Modeling of the effect of accelerated surface cooling in ESW is important even at mid-

thickness.

2) Tension residual stresses perpendicular to the welding direction are present at mid-
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thickness. The highest tension stress value is in the yield stress range.

3) A combination of tension and compression residual stresses are present parallel to the

welding direction at mid-thickness. The prediction of the presence of tension or

compression stresses at WCL depends on the type of model assumptions used.

4) The modeling results indicate two stress reversals take place in the fusion/HAZ region;

i.e., stress initially decreases, then increases, and then decreases again, with increasing

distance from WCL.
5) Residual stress decreases and then increases from WCL as a function of plate thickness.

Residual stress perpendicular to the welding direction starts at WCL and ends at the plate

surface at a high tensile value while residual stress parallel to the welding direction starts

in compression at WCL and ends near zero stress at the plate surface.
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FINITE ELEMENT MODELING OF RESISTANCE SPOT WELDING
OF GALVANIZED STEEL

M. V. Li,
1

P. Dong,' and M. Kimchi
2

ABSTRACT

Resistance spot welding of galvanized steel has been analyzed with advanced finite element

analysis procedures. The predictions are verified with experimental measurements. Some
intriguing observations can be made. First, the contact resistances at both the electrode to sheet

and sheet to sheet interfaces are much smaller comparing to those of bare steel, their effects in

the early stage of the welding process can not be ignored. They provide localized heating at the

interfaces, which leads to the reduction of contact areas in the first few cycles. They increase the

current density during the early stage of the welding process. Second, free-zinc coating is

melted after one cycle at the faying surface and three cycles at electrode to sheet interfaces. At

certain stage of the welding process, the areas of melted zinc at the interfaces may become larger

than the mechanical contact areas. The molten zinc is then pushed to the periphery of

mechanical contact areas, which enlarges the effective area for the conduction of electricity and

hence reduce the current density. Both experimental studies and numerical analyses revealed

that the effect of molten zinc is primarily dependent upon the ratio between the electrode face

diameter and sheet thickness. The thickness of free-zinc coating also contributes to the molten

zinc effect.

INTRODUCTION

Demands for increased product performance in automotive industry have motivated the steel

making industry to develop a wide range of new steel products. One major innovation is to

apply various coatings designed for improved corrosion resistance. Coated steels have

introduced considerable impacts on the weldability of the steels and have led to reduced

electrode lives. Many experimental studies have been conducted to investigate the effects of

different coatings on the weldability and on electrode lives (Refs. 1-10). These studies have

established the current knowledge base for the resistance spot welding of coated steels.

Hot-dip galvanized steels are commonly used in the current automotive industry. The key issues

regarding the resistance spot welding of galvanized steels include weld quality and electrode

wear. Manufacturing issues include electrode sticking and weld surface appearance.

Resistance spot welding of galvanized steels has never been analyzed with previous modeling

prior to this study. This might have been hindered by three reasons. Firstly, decoupled

1

Center for Welded Structures Research, Battelle Memorial Institute, Columbus, Ohio
2
Edison Welding Institute, Columbus, Ohio
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thermoelectric analyses have been used for a long time without incorporating the interaction of

the thermomechanical effects (Refs. 11-13). Only recently, there are a few coupled numerical

analysis procedures based on finite element method which effectively take the thermal,

mechanical, and electrical interactions in to consideration (Refs. 14,15). Secondly, there was no

realistic model to characterize the contact resistance for the welding of galvanized steels (Ref.

16). Thirdly, because of the lack of a realistic contact resistance model, most of the modeling

work to date has used contact resistance values on the trial-and-error basis to get optimal fit

between the predicted nugget sizes with the experimentally measured ones. The effect of molten

zinc on the effective contact area for the conduction of electricity has not been recognized and

simulated.

Finite element analysis was conducted in this study to simulate the resistance spot welding of

galvanized steel. The three major difficult problems associated in the finite element analysis of

resistance spot welding of galvanized steels are tackled in this study. The results presented in

this paper revealed some intriguing interactions between thermal, mechanical, and electrical

aspects of resistance spot welding of galvanized steels, and particularly the importance of

incorporating molten zinc effect into the finite element model.

FINITE ELEMENT ANALYSIS

In this study, the incrementally coupled finite element analysis procedure previously developed

for the analysis of resistance spot welding of bare steel (Ref. 15), was adopted for the analysis of

resistance spot welding of galvanized steel. The finite element model used in this study is shown

in Fig. L

In this paper, three cases were simulated using the welding parameters employed in the

experimental validation test. In the first case, the contact resistance was ignored. It was widely

perceived that contact resistance played a negligible role in the resistance spot welding of

galvanized steels. This was because the measured static contact resistance values are much
lower than those encountered in the welding of bare steels. A case study was then performed to

evaluate the legitimacy of this perception. In the numerical implementation, the contact

resistance was ignored by assigning the electric resistivity values of steel substrate to the contact

elements.

In the second case, the contact resistance was taken into consideration and the electric contact

areas were assumed to be the same as the mechanical contact areas. This case study was to

further understand how contact resistance affects the heating process during spot welding. The

contact resistance during the welding of galvanized steel was simulated using the contact

resistance model presented in Refs. 16 and 17. In this contact resistance model, the contact

resistance during the spot welding process is estimated from the characteristic relationship

between the voltage drop across the interface and the maximum interface temperature.

V 2 =4L(TS
2 -T0

2
) (1)

390



In the numerical implementation of this contact resistance model, the maximum interface

temperature, T
s , for both the electrode/sheet and sheet/sheet interfaces to maintain solid contacts

were assumed to be the melting temperature of pure zinc, 420 °C.

In both case I and II, the effective contact areas in the thermoelectric analysis were assumed

equal to the mechanical contact areas. As indicated earlier by Howe (Ref. 8), the molten zinc at

the periphery of mechanical contact areas may enlarge the effective electric contact area.

Therefore, in case three, the molten zinc effect was incorporated into the numerical analysis

procedure. In this analysis, the temperature at the periphery of the mechanical contact area was

checked after each time increment during the thermomechanical analysis. If this temperature fell

within the temperature range for liquid zinc to exist, 420 °C (melting point) to 911 °C

(evaporation point), the effective contact area for the thermoelectric analysis was thus

determined by the radius where solid to solid contact was established.

EXPERIMENTAL VALIDATION

The material used for this study was 0.8 mm thick hot-dip galvanized steel, sheared into 44x106

mm (1.75x4 in.) coupons. The substrate is AISI-SAE 1008 type steel and is coated on both

sides with coating weight of 130 g/m
2

.

Experimental studies were conducted to study the nugget growth and to verify the finite element

model. Welds were made with a 100 KVA Taylor-Winfield pedestal-type resistance spot

welder. The welding setup and conditions were taken from Ford Motor Specifications BA 13-1

and 13-4. The electrode caps used in the experiment were made of a RWMA Class II copper

alloy. The electrode caps have the A-nose configuration specified by the American Welding

Society and the face diameter of the electrodes is 6.37 mm (0.25 in.). The applied electrode

force was 2.4 kN (550 lb.) during the squeeze, weld, and hold cycles. The welding current was

13.1 kA (RMS). The weld time was 12 cycles. The hold time was 12 cycles.

To study nugget development, welding was interrupted after each cycle. Two weld specimens

were made at each set of welding conditions. One specimen was used for metallographic

examinations, and a second for peel test to measure the button sizes. The experimental

measurements were then compared with those predicted by the model.

RESULTS

Case I

When the contact resistance was ignored, the simulation ended up with no melting by the end of

12 weld cycles. By the end of 12 cycles, the maximum temperatures reached at the faying

surface and the electrode tip surface were 1 102 °C and 443 °C respectively. The predicted radii
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of contact areas are plotted in Fig. 2. Note that contact radii have been normalized to the radius

of the electrode tip surface, R
E

.

Apparently this simulation has demonstrated that the effects of contact resistance in spot welding

of galvanized steels are not negligible despite its small magnitude comparing to those

encountered in the welding of bare steels. The results of this simulation confirmed that contact

resistances play an important role in the resistance spot welding of galvanized steel. Accurate

analysis of the heat generation in the welding process has to incorporate the contact resistance

into the model.

Case II

The predicted radii of contact areas during the process are presented in Fig. 3. Fig. 3

demonstrates that the contact resistances at both the electrode/sheet and sheet/sheet interfaces

have significant impact on the changes of contact areas and the current density in the early stage

of welding process.

The predicted nugget sizes are presented in Fig. 4 in comparison with the experimentally

measured nugget sizes from, metallographic examination and the button sizes from peel tests. It

is clearly shown that failing to incorporate the molten zinc effect would lead to overprediction of

heat generation in the welding process. In this case simulation, initial melting was predicted to

take place by the end of 5th cycle at the faying surface, whereas the actual nugget was not

formed until the end of 7th cycle. In fact, expulsion was predicted to occur by the end of 10

cycles.

Case III

When molten zinc effect was properly accounted for in the numerical procedure, the predicted

contact areas are shown in Fig. 5 and 6 for the electrode/sheet and sheet/sheet interfaces

respectively. The predicted nugget sizes are presented in Fig. 7 in comparison with the

experimentally measured ones. Excellent agreement is found between the predictions and the

measurements.

DISCUSSION

The effects of contact resistance on the resistive heating during spot welding should be

understood in two perspectives. Firstly, it directly generates localized heating in the vicinity of

the contact interfaces. Secondly, the localized heating leads to thermal expansion and reduces

the contact area. Consequently, it indirectly increases the current density. Increased current

density would further intensify localized heating. The actual contact area during the welding

process would be determined by the competing effects of thermal expansion due to localized

heating and softening of materials.
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When molten zinc is in effect, it enlarges the area for the conduction of electricity across

interfaces. As a result, it decreases the current density and slows down the heating process. Fig.

4 and 6 clearly demonstrated that the molten zinc effect delayed the nugget formation by two

cycles. Molten zinc at the periphery of electrode tip surface also slows down the nugget growth.

Molten zinc effect has only one advantage, that is, welds can be made with wider current range.

The disadvantage is that, as shown by Howe (Ref. 8), it shortens the electrode life. It also

requires higher current to make welds.

SUMMARY

Although the contact resistance values at both the electrode/sheet and sheet/sheet resistance are

low, much lower in comparison with those encountered in the welding of bare steel, their effects

on the resistive heating during the welding process can not be ignored. They provided the initial

heating at the contact interfaces, which reduced the contact areas and increased the current

density.

At certainly stage of the welding process, the zinc coating at the periphery of mechanic contact

areas was melted. The molten zinc was pushed outward and formed annulus at the periphery of

mechanical contact areas. The molten zinc annulus thus enlarged the effective contact area for

the conduction of electricity and reduced the current density and heating rate at the interfaces.

Numerical simulation demonstrated that the nugget would have been formed by the end of 5th

cycle if the molten zinc were not present. In actual welding experiment, the nugget was formed

by the end of 7th cycle. Apparently the molten zinc effect had delayed the nugget formation by

2 cycles.

Numerical procedures have developed to incorporate the effect of molten zinc on the effective

contact area for the conduction of electricity. Excellent agreement has been obtained between

the predicted nugget sizes with the experimentally measured ones after incorporating the molten

zinc effect into the finite element analysis.
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Figure 1 Finite element mesh for the incrementally coupled analysis.
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Figure 2 Predicted contact radius in the Case I (contact resistance ignored)
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Figure 3 Predicted contact radius in Case II (contact resistance incorporated)
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Figure 4 Predicted and measured nugget sizes in Case IT (contact resistance incorporated)
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THE NUMERICAL SIMULATION OF WELDING.
DESCRIPTION OF REQUIRED FUNCTIONS.

INDUSTRIAL APPLICATIONS WITH THE SOFTWARE
SYSWELD+

F. Boitout , G. Mangialenti, J.M. Bergheau
FRAMASOFT (ESI Group)
84, Bd Vivier Merle
69485 LYON Cedex 03,
FRANCE

1. INTRODUCTION

The increased power of computer resources, combined with the development of
scientific software products, has opened the way for numerical simulation of
manufacturing processes such as welding. These processes induce metallurgical

transformations and mechanical state modifications which have a major impact on the

behaviour of the structure. That means that the modelling of these processes requires to

take into account several physical phenomena (thermics, metallurgy and mechanics) and
their interactions.

Numerical simulations provide a complement to experimental techniques, which can be
cumbersome and costly in their execution. Moreover, numerical simulation provides

rich and comprehensive information concerning all the quantities involved
(temperatures, metallurgical phase proportions, strains, stresses, etc.), and
consequently makes it possible to achieve clear comprehension of the processes

concerned.

2. DESCRIPTION OF THE REQUIRED FUNCTIONS

Three physical phenomena (thermics, metallurgy and mechanics) and their interactions

are involved.

The influence of mechanics on thermics and metallurgy can be neglected. Major
interactions resulting in residual stresses and strains concern the link between thermics

and metallurgy, and their influence in mechanics.

2.1. Thermo-metallurgical link

There are three types of interaction between the thermal and metallurgical analyses :

1. Metallurgical transformations depend directly on the evolution of temperatures in

time.

2. Metallurgical transformations modify temperature distribution by latent heat effect.

3. The thermo-physical properties of materials depend on the various phases of their

constitution.

The solution of the heat equation based on an enthalpic approach guarantee a rigorous

consideration of latent heat effects.
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A purely phenomenon related approach of metallurgical transformation modelling has

been proposed by J.B. Leblond. It can be extended to Johnson-Mehl-Avrami law.

These models can be used for transformation occuring during heating and cooling. They
can be applied to steels and alloys. They are particularly suitable for diffusion-controlled

transformations.

Other laws are dedicated to transformations involving other mechanisms.

The martensitic transformation in steels generally follows the law of Koi'stinen-

Marburger.

Although tempering is not a genuine metallurgical transformation, the Leblond approach

can be used. A transformation corresponding to (as-quenched structure --> tempered
structure) is introduced.

Two kinds of metallurgical transformations can occur in Aluminum alloys :

recrystallization or dissolution/coarsening of precipitates. The corresponding kinetics

can be taken as the form : dP/dt = f(P,T) where T is the temperature, t the time and P a

metallurgical parameter.

2.2. Mechanical analysis

The following capabilities are required :

- usual thermoplastic effects,

- dependence of material properties (yield stress, strain hardening) upon temperature

and metallurgical phases or parameter,
- volume changes arising from transformations, which always play a role in the

generation of residual stresses -for steels only-,

- the transformation plasticity phenomenon (plastic flow resulting from a variation of the

proportions of the phases, which occurs even for very small stresses applied)-for steels

only-.

3. INDUSTRIAL APPLICATIONS WITH THE SOFTWARE SYSWELD+

The SYSWELD+ finite elements software developed by Framatome then

Framasoft+CSI over the last fifteen years for the simulation of welding fully integrates

the functions described above.

Several industrial applications will be presented :

- the welding modelling of aluminum alloys at AEROSPATIALE : welding simulation

of ARIANE 5 main cryogenic tank

- FRAMATOME : welding of ferritic and stainless steel pipes
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FULLY AUTOMATIC GMAW SYSTEM

A. Kolasa*, P. Cegielski*

ABSTRACT

Equipment used for fully automatic gas metal arc welding (GMAW) systems has to meet high

technical requirements. It becomes more and more complex, microprocessor controlled apparatus

with its own programming units, data memories, etc. Modern fully automatic welding

installations consisting of a welding power supply, an industrial robot, a positioning table, a wire

feeder and a number of auxiliary devices become a multicomputer systems. In order to assure

proper functioning of all such system components, they have to be connected using an interface

with relevant input and output sets. Since in some cases the installation has to be completed of

apparatus of various make, the problem of their proper connection is of a great importance. In

this paper the concept of fully automatic GMAW system assembled of industrial robot and

synergic GMA welding equipment connected by an especially designed interface is described.

INTRODUCTION

Automation was once thought to be most applicable to the automotive industry and other highly

productive industries, but it is now realized that it can be a feasible means of increasing

productivity and quality in many types of manufacturing operations. In recent years, it has

become particularly attractive to the welding operations. Beside a number of advantages resulted

from an automated welding system application, such as increased productivity and high

repeatability, a significant improvement of an operator natural environment is a vital factor. A
human labor from the role of a direct manufacturer is replaced by the role of operator and/or

supervisor. In the case of welding processes the removal of man from dangerous and hazardous

environment is of great importance.

An automation of welding processes creates high requirements to be met by both personnel and

the equipment used. In case of personnel the most important could be change of mentality. The

high accuracy of an automated welding setup operation requires better preparation of parts to be

joined. The welding equipment becomes more and more complex, computer controlled

apparatus. Under such conditions the optimal solution of automatic welding system should fulfill

the following requirements: (i) to be simple in operation, (ii) to be reliable, (iii) to be safe for

personnel, equipment installed, and manufacturing process being applied, (iv) to be low cost

investment. The concept of a welding robotic installation being presented in this paper meets all

above requirements. The installation consists of commercially available two major component

parts: industrial robot Irp-6 and microprocessor controlled GMAW equipment Optymag 500. In

order to connect both parts and assure proper communication between them, an especially

designed interface has been employed. All component parts are made in Poland. Additionally the

istallation has been equipped with a number of auxiliary devices to make it fully productive.

* Department of Welding Engineering, Warsaw University of Technology, Narbutta St. 85, 02-524 Warsaw, Poland
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MULTICOMPUTER SYSTEMS

All industrial robots are equipped with a microprocessor control system owing both

programming and data memory units. Similarly, recent welding power supplies are also

controlled by microcomputer systems with its own programming and memory units. Therefore

modern robotic welding installations become integrated multicomputer systems (Ref. 1). In order

to assure proper communication between these microcomputer controllers, they must be

connected with an interface using their own input and output systems, shown in fig. 1. In this

solution both microcomputers are of an homogenous, equivalent configuration and they can

communicate with each other.

^1
MEM(DRY

INPUT/OUTPUT

— INTERFACE

uP2

^2

INPUT/OUTPUT

MBflORY

Figure 1. Multicomputer system: uP], UP2 - microprocessors, u.Ci, uC2 - microcomputers.

The interface is used to transmit signals between them and, if necessary, to convert signals from

the source microcomputer to a form usable by the microcomputer receiver. Those signals could

be of either control and alarm mode.

CONTROL SYSTEMS

The control of any apparatus is an action the aim of which is to assure its functioning in a

required manner. There are two kinds of controllers: open-loop unable to make needed

compensating changes that influence the course and quality of a given process and closed-loop to

produce high quality products in spite of variations.
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The major components of all arc welding robotic systems are industrial robot and welding

equipment. There are a wide variety of both robots and welding machines offered on the market.

Taking into account demands of welding process, very often there is a need to combine in one

welding installation these two main components made by two different manufacturers. Therefore

the main problem to be solved is a proper connection between both controllers and programming

units ,i.e. a connection that assures proper functioning of the entire installation. This is usually

done by an interface which transmits all communication signals necessary to produce high

quality welds. There are control and alarm signals. Signals of the first kind are used to select

proper welding parameters and directly control tool and work motion devices, while signals of

the second kind have to warn each of the component against any malfunctions that might occur

and cause a defense reaction.

In practical applications there are three types of signals used for welding power supplies control.

They could be analog, digital (on-off), and both analog and digital used together. The use of

analog output/inputs may control such process parameters as welding voltage and wire feed

speed during GMAW or welding current during GTAW process. The use of digital output/inputs

is possible with welding power supplies equipped with programmable control units and

memories. In early construction of semiautomatic welding power supplies, the control of welding

parameters was done by switching sets of potentiometers (each used for adjusting one particular

parameter) with use the of electromagnetic relays. This system was adopted in A3OA robotic

system of ESAB, shown in fig. 2. In the case of modern welding machines with synergic control

having the possibility to program and store welding process parameters, the robot controller,

being a source digital output signals can directly activate previously stored sets of parameters

including pulsed current welding.

Cooling unit

Welding

power sources

Current relay Welding current

Mains

supply

Positioner or

fixture

Robot

Gas Shielding gas

relay

Programmer

PAF 16

Wire feed

unit

Nozzle

cleaning

Fume extraction

throtting device

Take-out

box

Compressed air

Fume
extractor

Figure 2. Block diagram ofESAB A30A welding equipment for robot operation (Ref. 2).
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The most advanced controllers use both techniques. The analog output/input signals are used for

continuos welding parameters control, while digital on - off signals are reserved for auxiliary

functions such as emergency status. This solution has been employed by Fronius Co. in TSST
153 robotic system, shown in fig. 3.

Robot control Welder control

(+24V)

+24V

GND SUPPLY
+ I5V

-I5V

GND WELDER

WELDER
CONTROL +24V

GND

WELDER
CONTROL +24V

GND

/

/

1

1 - SIGNAL -NO GAS

THROUGH-FED / ROBOT 1

THROUGH-FED / ROBOT 2

OPTION WIRE RETRACT

ROBOT IDENTIFICATION

+24V

GND SUPPLY
+15V
- 15V

GND FOR COMMAND VALUE
COMMAND VALUE 0- 1 OV POWER
COMMAND VALUE 0- 1 OV DROP DETACHMENT CORRECT.
COMMAND VALUE 0- 1 OV ARC LENGHTCORRECTION
COMMAND VALUE 0- 1 OV BURN BACK
+ REAL VALUE - WELDING VOLTAGE
- REAL VALUE - WELDING VOLTAGE
REAL VALUE -CURRENT(IV= I00A)

COMMAND -ARC ON

COMMAND - GAS ON

COMMAND - WIRE INCHING

COMMAND -PULSING

COMMAND - EMERGENCY STOP

—i SIGNAL -CURRENT FLOW

SIGNAL - ERROR (NO WATER-FLOW / OVER-
TEMPERATURE / OVER-UNDERVOLTAGE)

+24V ROBOT IDENTIFICATION

THROUGH-FED / ROBOT 3

THROUGH-FED / ROBOT4

Figure 3. Fronius TSST 153 interface (Ref. 3).
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ROBOTIC WELDING INSTALLATION

The proposed, typical robotic GTAW arrangement is shown in fig. 4. All components are

controlled by the Irp-6 robot controller with digital output/inputs. For more complex applications

or including the whole setup in an automatic line or flexible manufacturing system, the

application of a master controller is also possible.

Figure 4. Robotic welding installation: (1) IRp-6 welding robot, (2) robot control unit USR-6,

(3) welding power source OPTYMAG-500R, (4) positioning table PH-2-100, (5) torch cleaner

with wire cutter, (6) positioning table control unit.

The robot that was used in the presented installation is of an anthropomorphic type,

manufactured in Poland. It consists of three major component systems: the supplying system, the

mechanical system (manipulator), and the controller. It has five servo-driven motion axes (fig. 5)

with repeatability less than ± 0.20 mm and the handling capacity of 6.0 kg.
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CNI

Figure 5. Dimensions and working range (in mm) of IRp-6 robot (Ref. 4).

The next main component of the robotic installation is the welding equipment. The

semiautomatic, synergic GMAW power supply with separate wire feeder and water cooled

machine welding torch, called Optymag 500, was applied (Ref. 5). It can be used for welding

low-carbon and low-alloyed steels with an active shielding gases as well as stainless steels and

aluminum alloys with inert shielding gases. The microprocessor controlled synergic power

source can supply both constant and pulsed welding current with an option to store up to 49 sets

of welding parameters, referred to as welding programs.

Having these two commercial machines, i.e. robot and welding equipment, our task was to

design and implement the mutual connection of them as well as to equip the constructed

installation with all necessary auxiliary devices to make it fully productive. Additionally it has

been assumed that the installation should fulfill the following requirements: (i) to be simple in

both construction and operation, (ii) to be reliable, (iii) to be low-cost, and (iv) to be safe for the

operator, all installation equipment and welding processes performed. To reach project

objectives, the following tasks have been undertaken:

0 the adaptation of welding equipment for continuous duty,

0 the adaptation of robot controller,

0 the design and implementation of an interface connecting the robotic controller and the

welding equipment,

0 the completion of auxiliary devices, such as positioning table, torch cleaning device, electrode

wire cutter, etc.

The adaptation of semiautomatic welding equipment was aimed to increase its output parameters

stabilization and operation reliability. Also it has been decided to locate the interface inside the

power supply cabinet providing a necessary connector to be joined with the robotic controller.
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The necessary adaptation of the robotic controller enabled it to have control of the welding

equipment and to maintain emergency cases. As an addition to the controller circuitry a function

called "stop welding program " can immediately, in case of any emergency, put out of action the

robot and all other active devices. However , the most important for the proper communication

between robot and welding equipment was the interface.

The control unit of the welding power source allows a direct access to any set of parameters

stored in a memory by simply pointing out the number of the welding program. This was the

main point to the choice digital signals for controlling welding equipment. The robotic controller

was equipped with 16 digital output/inputs that could be easily used for this purpose. Such a

solution made the interface structure simple and low-cost in manufacturing. The designed

interface uses two-directional digital signals for mutual communication between the robotic

controller and the welding equipment. Assisted with relevant software the robotic controller

played the master role in the controlling and the supervising of the system operation. Control

signals are limited to the most significant for the GMAW process as follows.

The "Welding program" signal is used for selection by the robot control unit through the

interface of one out of fifteen sets of parameters which are stored in the welding power source

memory. This signal is coded on four lines and decoded on one-out-of-fifteen basis.

The "Wire extension" signal is used for wire inching after the welding operation in order to cut

off the end of the wire to a required length by an automatic wire cutting unit.

The "Welding start" signal actuates the power source, the wire feeder and the shielding gas

valve.

The "Error " signal is sent from the robotic controller that monitors all malfunctions and resets

the power source and the wire feeder, i.e. the welding operation may be resumed once the error

has been remedied and a new start instruction has been given. This signal may be generated by

any of the following malfunctions:

(i) overtemperature; if the duty cycle is exceeded or if the cooling system malfunctions,

(ii) no program; if the program selector does not act correctly or the parameters set is

incomplete,

(iii) power on reset; for 2 sec. after the power source is switched on,

(iv) robot reset; if an emergency stop command is given for the robot.

The 'Wo water" signal is generated if the cooling water pressure/level transmitter reports an

insufficient water flow while welding is being carried on. It effects a reset of the power source

and wire feeder.

The 'Wo gas " signal appears if the shielding gas flow transmitter reports an insufficient gas flow

while welding is being carried on. This signal effects a reset of both the power source and the

wire feeder similarly to "no water" and "error" signals.

The "No wire " signal is generated by the electrode wire detector when the whole wire has been

consumed. This signal acts as "no water" and "no gas" signals.

The "No arc" signal is generated by the currant flow sensor after a sudden welding arc

extinguishing and effects a reset of both the power source and the wire feeder. This signal is also

used as a confirmation signal of the arc ignition while the welding operation is being initiated.

The "Thermal overloading" signal appears when the operation temperature of the thermally

protected component of the installation exceeds the limited value and immediately stops the

welding process.
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Fig. 6 shows the scheme of interface connections with the robotic controller and the welding

equipment.

Robot controller

IRp-6

COMMAND - WELDING
PROGRAM [4 LINES]

COMMAND - WELDING START
COMMAND - WIRE EXTENSION
COMMAND - EMERGENCY STOP

SIGNAL

:

POWER SOURCE ERROR

Interface Welder controller

OPTYMAG 500R

WELDING
' PROGRAM [1 -15]

START / STOP
WIRE
STOP

NO GAS
NO WATER
NO WIRE

|
— SENSORS

NO ARC
OVER-
TEMPERATURE

Figure 6. Block diagram: robot control unit (LRp-6) - welder control (OPTYMAG-500R)

interface.

CONCLUSIONS

Presented here the concept of robotic installation is a compromise between the requirements

concerning the industrial robot - welding equipment system employed to a typical welding

application and the technical specification of these two component units. The implementation of

the installation done so far approved the correctness of design assumptions and practical

solutions.
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INTELLIGENT AUTOMATIC PIPE WELDING
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ABSTRACT

An automatic production system for welding large diameter pipe structures is described. The

system integrates: 1) Off-line programming, 2) Motion planning for redundant robots, 3)

Collision-free motion planning, and 4) Sensor-based control. The paper outlines the software

architecture and the production system. An implementation made at Odense Steel Shipyard Ltd,

Denmark demonstrates the system can be used for automatic welding of complex structures in

small batches.

INTRODUCTION

Generally, welding of large pipe structures involves many quite labour intensive manual

operations. Because of the high degree of human involvement in the welding process and the

high demands on kinematic manipulation associated with pipe welding, automation by robots

offers a great potential to improve welding rates and in particular improve welding quality.

However, there are only few reports on industrial implementations of automatic robot-based

methods for welding of large diameter pipe structures. The main reasons behind this are believed

to be: 1) the total quantity of equal products are usually low, often one-of-a-kind, 2) the welding

seam forms a rather complex shape, and 3) often there are relatively large tolerances on the

workpiece shape.

Hence, there are a number of challenges involved in applying robots for pipe welding. First of

all, due to the small batch sizes, the costs and time associated with generating the necessary

programs to the robots are critical. Thus, efficient automatic off-line programming techniques

must be developed and applied.

Secondly, due to the complex geometry, a need exists for complex manipulation of the welding

torch as well as the workpiece. Hence, robots with more than 6 degrees-of-freedom must in

general be applied. Furthermore, the complex geometry as well as the application of highly

redundant robots increases the need for automatic collision avoidance schema's.

Finally, compensations of the off-line generated robot programs must be made, due to the large

workpiece tolerances. To carry out the compensations, deviations between the physical world

Dep. of Production, Aalborg University, Fibigerstraede 16, 9220 Aalborg, Denmark, email: i9om@iprod.auc.dk

AMROSE Ltd, Forskerparken 10, DK-5230 Odense M, Denmark.

Odense Steel Shipyard Ltd, P. O. Box 176, DK-5100 Odense C, Denmark.
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and the models after which the robot is programmed must be identified by a sensing system.

Compensations can then be computed by an appropriate control strategy.

Hence, automatic pipe welding can be performed by combining: 1) Off-line programming, 2)

Control of redundant robots, 3) Collision free motion planning and 4) Sensor-based control. In

literature a number of references can be found to work focusing on one or two of these areas (e.g.

Ref. 1-5). However, for a large scale penetration of robots into the area of pipe welding, systems

coping with all the four areas must be available.

In this paper the outline of a system is presented where all the elements are integrated. The

system is currently running-in as a production-cell at Odense Steel Shipyard Ltd., Denmark.

THE WELDING TASK.

The task of the robot cell at Odense Steel Shipyard Ltd. is to assemble pipe structures used in

ship sections. The diameters of the pipe structures welded in the robot cell are typically in the

range of 250 mm - 600 mm (10 inches - 24 inches). The lengths of the pipe structures are up to 6

meters (20 feet). Figure 1 shows some examples of the pipes welded in the cell.

Figure 1 . Examples of workpieces to be welded in the robot cell (Ref. 5).

The pipe structures have been tack welded before they arrive to the robot cell. I.e. nozzles have

been tacked to the main pipe, flanges have been tacked to pipe ends, and pipe segment ends have

been tacked to other pipe segment ends.

Gas metal arc welding (MAG-welding) is used, and in most cases multiple passes (2-3 passes)

are needed to fill the welding seams.

SYSTEM HARDWARE

A picture of the robot cell is shown in figure 2.
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Figure 2. The robot cell.

The system consist of a 6-degree-of-freedom robot RV80 robot from REIS-robotics in Germany.

The robot is equipped with a so-called "coordinate interface" making it possible to control the

robot on-line from an external computer. In the cell, coordinates are transmitted to the robot via

the coordinate interface with a frequency of app. 30 Hz.

The pipes are mounted on a 2-degree-of-freedom workpiece positioner RDK1100 from REIS-

robotics. The pipes are mounted such that the positioner can rotate the pipes about their center

axis. The positioner is also controllable via the coordinate interface.

A welding torch is mounted on the robot arm. The welding machine providing the necessary

welding power and feeding the electrode material is a MIGATRONIC BDH 550. This welding

machine is controllable from an extern computer via a digital and analogue interface.

A laser scanner is mounted approximately 35 mm ahead of the welding torch. The laser scanner

used in the system is a MVS 30 from Modular Vision Systems in Canada. During welding the

laser scanner is positioned such that it can provide an external computer with profile

measurements with a frequency of approximately 1 0 Hz.

The robot, workpiece positioner, laser scanner and welding machine is controlled from a PC with

a Win-NT operating system. All necessary reference data (more about this below) are transmitted

to the PC via the shipyard network.
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SYSTEM ARCHITECTURE.

Figure 3 shows the general software architecture of the system controlling the robot, workpiece

positioner and the welding machine. In the figure functional entities of the system are represented

by circles, to and from which data enters and leaves (in the figure represented by arrows). The

sources and destinations (terminators) of the data (represented by boxes) represent other systems

which interact with the system. In the following, first the system terminators are presented,

followed by a presentation of the functional entities. Finally the principal mode of operation of

the system is presented.

Figure 3. System outline.
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System Terminators.

As it appears from the figure the system interacts with three terminators.

The main task of the Task Manager is to control the sequence and modes in which the

functional entities of the system are triggered. Furthermore, the Task Manager initiates the

system by sending a pipe specification to the Geometry Modeller. The pipe description contains

a basic specification (e.g. pipe length, number and placement of nozzles, thickness etc.) of the

pipe to be welded. The pipe description is generated in a ship design system HICADEC-PIPE
and stored in a database containing the overall ship design. From here it is retrieved by the Task

Manager. The Task Manager used in the robot cell has been implemented by a team, ROB-EX,
from Odense Steel Shipyard Ltd.

The task of the Profile Sensor is to provide the control system with profile measurements.

The Process Equipment consists of the robot, the workpiece positioner, and the welding

machine.

Functional Entities.

As it appears from figure 3 the system contains five functional entities: Geometry Modeller,

Welding Process Modeller, Motion Planner, Welding Process Controller, and Process

Equipment Controller.

The task of the Geometry Modeller is to provide the Welding Process Controller and the

Motion Planner with an shape model of the workpiece to be processed (see figure 4).

Figure 4. An example of an workpiece shape model from the Geometry Modeller.
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To generate the required data, the pipe description from the Task Manager is transformed into a

3D spatial NURBS geometry model. To obtain a sufficiently accurate geometry model, general

knowledge of cutting procedures and bevel angles are the necessary.

The main task of the Welding Process Modeller is on request to provide the Motion Planner and

the Welding Process Controller with welding control variables (torch angles, torch positions,

travel speed, oscillation patterns etc.) to be used is certain positions along the welding seam (only

torch positions and orientations are transmitted to the Motion Planner). These variables are

computed as a function of parameters describing the seam profile. To perform this computation a

number of welding process models have been developed. E.g. for welding of nozzles, a model

has been developed relating the bevel angles and the root-gap to travel speed, torch position and

torch orientation (Ref. 6).

It is also the task of the Welding Process Modeller to compute the desired orientation of the seam

relatively to gravity in the point of welding. This is computed such that a satisfactory weld

quality can be obtained along the seam.

The Motion Planner plan the motion of both the workpiece manipulator and the robot. The

Motion Planner applied in this project is developed and provided by AMROSE Ltd., Denmark.

It generates an optimal trajectory for the workpiece manipulator. Given the actual mounting of

the workpiece, the workpiece manipulator trajectory is planned in a such a way that the

instantaneous orientation of the grove in the point being welded is optimal relative to gravity.

The collision-free motion planning for the robot is split into three phases (see Figure 5):

1) To plan inter-task robot trajectories, i.e. plan a trajectory that brings the robot from the end of

one welding seam to the beginning of the next seam.

2) To plan start-point detection trajectories, that place the profile sensor relative to the seam,

such that the start-point ofthe seam can be detected.

3) To plan task trajectories. The collision-free motion is designed in such a way that the weld

torch observes the specified position and orientation along the welding seam.

Figure 5. The three robot motion planning phases.
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The resulting robot and manipulator motions are specified as joint trajectories.

The AMROSE motion planner is based on very new mathematical principles allowing so-called

forward dynamic calculations of the robots collision-free motion in environments of any

complexity (Ref. 7).

Provided with a CAD model of the workpiece the AMROSE Motion Planner guides the robot

through the structure, regardless of the number of degrees of freedom of the robot. The Motion

Planner applies a multi-agent system (Ref. 8) in order to continuously ensure avoidance of

collisions between the robot and it's environment, as well as prevent problems with reachability

and singularities. Thus, every robot trajectory generated by the AMROSE Motion Planner is

guarantied to be collision-free.

The result of the Motion Planner can be visualised in a 3D-simulation system developed by

AMROSE Ltd (see figure 6).

Figure 6. Example of a simulation of the result from the Motion Planner.

The task of the Welding Process Controller is to compute welding control variables matching

the shape of the physical workpiece. The computation is based on measurements from the profile

sensor. An example of a measurement is shown in figure 7. Since the sensor is mounted on the

robot arm and moved along the seam while welding, a measured 3D-model of the workpiece can

be generated by combining a number of profile measurements as shown in figure 7.

The measured 3D-model is used to update the workpiece shape model so it corresponds to the

shape of the physical workpiece. The measured 3D-model is not used directly because there are a

number of features which cannot be measured sufficiently accurately by means of profile

information (e.g. plate thickness and bevel angles).
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Figure 7. Different steps in the interpretation of signals from the profile sensor.

Profiles generated from the updated workpiece shape are transmitted to the Welding Process

Modeller which uses these to compute welding control variables. These are then transmitted to

the Process Equipment Controller.

The Welding Process Controller has been developed at the Department of Production, Aalborg

University, Denmark in collaboration with the MultiPro-group at Odense Steel Shipyard Ltd. See

Ref. 5 and Ref. 9 for more information.

The task of the Process Equipment Controller is to control the execution of the trajectories

from the Motion Planner and the Welding Process Controller. It transforms the trajectories to

control statements understandable to the Process Equipment, and it controls the transmission of

the control statements to the Process Equipment. The Process Equipment Controller can operate

in two different modes:

1 . It can directly execute the robot trajectories from the Motion Planner.

2. It can execute the trajectories of welding control variables from the Welding Process

Controller. In this mode the Process Equipment Controller performs inverse kinematic

transformations of the cartesian torch positions and orientations specified in the welding

control variables. To aid the selection of solutions in joint space, the Process Equipment

Controller uses the collision-free robot trajectory computed by the Motion Planner.
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The Process Equipment Controller is operating in the first mode when performing inter-task

movements and in the latter when performing the actual welding.

The Process Equipment Controller has been implemented by a team, CON-OSS, from Odense

Steel Shipyard Ltd.

Mode of operation.

The fundamental mode of operation of the system is as follows:

1 . The Geometry Modeller generates workpiece shape models of the seam to be welded.

2. Based on these models, the Motion Planner computes a collision-free trajectory for the inter-

task motion and for the welding operation. The trajectory of the workpiece manipulator is

computed such that the instantaneous groove orientation relative to gravity is as specified by

the Welding Process Modeller, which also specifies the torch positions and orientation along

the seam.

3. The Process Equipment Controller executes the inter-task motion, which will bring the sensor

to the modelled starting point of the seam.

4. The Welding Process Controller performs a search for the starting point of the physical seam

by acquiring measurements from the profile sensor. If an acceptable profile can be measured,

the seam is found. Otherwise, the Welding Process Controller will compute a new robot

location, which is transmitted to the Process Equipment Controller. After reaching the new
position it will attempt to make a new profile measurement. It will continue moving the robot

and making new profile measurements until the seam is found or until the robot is moved

more than a predetermined distance from the modelled start point. In the latter case an error

signal is transmitted to the Task Manager.

5. Having found the starting point of the seam, the Welding Process Controller computes the

starting location of welding torch by means of a profile measured in the starting point. The

measured profile is used to update the profile of the workpiece shape model. The updated

profile is transmitted to the Welding Process Modeller, which computes welding control

variables. The torch position and orientation is then transmitted to the Process Equipment

Controller such that the torch can be moved to the starting point.

6. The motion of the torch to its starting point can now be performed. While the torch is being

moved, a number of profile measurements are acquired by the Welding Process Controller.

These are used to update the workpiece shape model, and to compute welding control

variables.

7. When the torch reaches the starting point, the welding control variables computed while

making the initial motion are transmitted to the Process Equipment Controller and the welding

can be started. While welding the sensor is being moved along the seam, profile
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measurements are acquired by the Welding Process Controller, the workpiece shape model is

updated, and new welding control variables computed.

8. When reaching the end of the seam, the computation of welding control variables is stopped.

The welding is finished when the torch reaches the point of the last welding control variables.

CONCLUSIONS

In this paper a robot based automatic pipe welding system has been described. The system

integrates: 1) Off-line programming, 2) Control of redundant robots, 3) Collision free trajectory

planning, and 4) Sensor based control. The integration enables automatic welding of complex

pipe structures in small batches. A task which can not be solved with traditional off-line

programming and/or welding control systems. Instead the system is based on highly advanced

technologies, and we believe that this system is unique.

REFERENCES

1. Holm, H., 1988 . Off-line Programming of Robots for High Strength Welding of Tubular

Joints. Main report from the ROPS-project, April 1988.

2. Koguchi, T. et. al., 1990, Development of Automatic Welding Method for Large Diameter

Nozzle Attached to Piping With GMAW. IIW Doc. XII-1 162-90 . July 1990.

3. Madsen, O., Holm, H., Lauridsen, J. K, 1995, Control System Architecture for Robotic

Welding of Tubular Joints. In proceeding of 4th International Conference on Trends in

Welding Research. Gatlingburg, USA, June 1995.

4. Huissoon, J. P., Strauss, D. L., 1994, Automatic Control of a Robotic Gas Metal Arc

Welding Cell, 5th World Conference on Robotics Research . Cambridge, Massachusetts,

Sep. 27-29, 1994.

5. Overby, J., Simonsen, S., Nielsen, C. P., 1996 . Through-the-Arc Sensor Based Welding

Control System . 9th semester report, Department of Production, Jan 1996.

6. Madsen, O., Holm, H., Boelskifte, J., Hafsteinsson, I., 1995, Model of Root-bead Welding

for Off-line Programming and Control, CAPE'95 . Beijing, China, 16-18 May 1995.

7. Overgaard, L., Petersen, H. G., Perram, J. W., 1995, A General Algorithm for Dynamic

Control of Multilink Robots, International Journal of Robotics Research . Volume 14,

Number 3, p. 281-294.

8. Overgaard, L., Petersen, H. G., Perram, J. W., 1996, Reactive Motion Planning: A Multi-

agent Approach, Applied Artificial Intelligence . Volume 10, Number 1, p. 35-51.

9. Madsen, O., Holm, H., 1997, Model and Sensor Based Control of Industrial Robots,

International Conference on Manufacturing Automation fICMA'971 Hong-Kong, April

28-30, 1997.

420



RESISTANCE WELDING



!

1



MODELING OF CONTACT RESISTANCE
DURING RESISTANCE SPOT WELDING

M. V. Li,
1

P. Dong,
1

and M. Kimchi
2

ABSTRACT

A fundamental-based contact resistance model is proposed for the analysis of resistance spot

welding. The contact resistance model was formulated based on the characteristics of voltage

and resistance of electric contacts and the well-established theory by Khlrausch, which has been

experimentally validated by many sources. The numerical implementation of this contact

resistance model is presented in the context of finite element modeling procedure for the analysis

of resistance spot welding. To demonstrate the effectiveness of this contact resistance model,

resistance spot welding of bare steel was analyzed. The predicted nugget sizes were found in

excellent agreement with the experimental measurements. The corresponding electrical,

thermal, mechanical interactions associated with the welding process are also discussed in light

of the contact resistance model.

INTRODUCTION

Resistance spot welding is a strongly coupled electrical, thermal, mechanical, and metallurgical

process. The physics associated with the process is very complex. Over the recent years, there

has been a growing interest in achieving a better understanding of the welding process,

particularly for the development of reliable control and monitoring system (Ref. 1). The key to

achieve such a goal is to quantitatively characterize the mechanical, electrical, thermal, and

interactions during the welding process. Computational modeling has been proven to be a very

powerful tool in gaining the insights on the process physics associated with welding processes

including resistance spot welding (Refs. 2-4).

One of the major challenges in analyzing resistance spot welding is the modeling of contact

phenomena at various interfaces, especially the electrical contacts (Ref. 5). It should be noted

that the majority of the modeling works to date on the analysis of resistance spot welding were

conducted by prescribing contact resistance values on the trial-and-error basis to achieve optimal

fit between the predictions and experimental measurements.

Although there are lots of experimentally measured static and dynamic resistance data readily

available in the open literature, they were of little use for numerical studies (Ref. 5). Normally,

static resistance is measured with search currents of relatively small magnitudes, which generate

insufficient heat in the vicinity of the contacts. Static resistance measurements are often

1
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2
Edison Welding Institute, Columbus, Ohio
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performed using a DC bridge, which may provide a current, for measurement purposes, of the

order of 1 ampere. Examinations of the reported contact resistance values in the open literature

revealed that the measured static contact resistance values are mostly attributed to the film

effects (Ref. 5) and are dependent on the surface condition, search current used in the

measurements, temperature, and applied force. Electric contacts under such conditions are

normally characterized as quasimetallic. The measured static contact resistance values can not

be directly used in the numerical studies because it is now well known that film breakdown

occurs very early in the welding process, typically in a fraction of the first quarter cycle. After

film breakdown, the contacts become almost purely metallic and the measured static resistance

prior to the film breakdown does not represent the contact resistance in the rest of the welding

process. Dynamic resistance, on the other hand, is defined as the ratio of the instantaneous

voltage to the current passing through a purely resistive conductor at the same instant in time,

during actual welding operations. It is believed that the measured dynamic resistance values are

more representative to the resistive heating during an actual welding process. However, there

are many factors that would affect the dynamic resistance values. These factors include

electrode geometry, welding current, sheet thickness, electrode force, etc. and their effects are

difficult to be quantified.

To overcome this difficulty in computational modeling of resistance spot welding, a fundamental

based contact resistance model was proposed. The contact resistance model was derived from

the characteristics of voltage and resistance of electric contacts. In this paper, the contact

resistance model and its numerical implementation are presented. The contact resistance model

was applied to the analysis of resistance spot welding of 0.8 mm bare steel. The predictions by

the finite element analysis were validated with experimental measurements. The electrical,

thermal, and mechanical changes encountered in the welding process are discussed in light of the

contact resistances.

CONTACT RESISTANCE MODEL

In this analysis, contact resistance prior to the film breakdown was ignored because it takes place

at the very early stage of the welding process, typically in a fraction of the first quarter cycle.

After the film breakdown, contact resistance during the resistance spot welding becomes metallic

and it can be estimated based on Khlrausch model (Ref. 6). This model was developed based on

the relationship between the voltage drop across a metallic contact interface and its resistance.

Diesselhorst (Ref. 7), Bowden and Williamson (Ref. 8), Greenwood and Williamson (Ref. 9),

published strict proofs under well defined conditions to substantiate this model. This model

simply states that, the voltage drop across the contact interface can be estimated by

V 2 =4L(TS
2 -T0

2
) (1)

In this equation, V is the voltage drop across the contact interface, T
s
and T

0
are the maximum

temperature at the interface and the bulk temperature respectively. L is Lorentz constant and its

value is about 2.4x1

0

8

(V/°K)
2

for most metals. This model is valid for metallic contacts and

contact members obey the Wiedemann-Franz-Lorentz law
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kp = LT (2)

where k is the thermal conductivity in W/m°K, p the electric resistivity in Q./m, T the

temperature in °K. Details of the mathematical derivation of Kohlrausch model can be found in

the book by Holms (Ref. 10). Holms also discussed deviations from Kohlrausch model caused

by geometric and material variations.

For the analysis of resistance spot welding of bare steels, we have specified T
s
to be the solidus

of bare steel at the faying surface. For the E/S interface, T
s
was set to 814 °C, which is the

eutectoid temperature of Fe-Cu alloy. Consequently, we were able to obtain the voltage drop

across the interface at any bulk temperature (T
0)

below T
s , and thus the equivalent contact

resistance/resistivity as a function of temperature by dividing the voltage drop with the welding

current. The voltage drops evaluated from Eqn. 1 for the welding of bare steel are presented in

Fig. 1. At temperatures above T
s

, electric resistivity values of the steel sheets are used for the

contact elements.

NUMERICAL IMPLEMENTATION

A coupled finite element analysis procedure (Ref. 4) was used to model resistance spot welding.

This modeling procedure is automated using an input file prepared with the Applied Parametric

Design Language of ANSYS. In this modeling procedure, the mechanical, thermal, and

electrical interactions are taken into account during the resistance spot welding and the

temperature and stress distribution in the weld are tracked down at specified time instant.

Due to the geometric symmetry, only a quarter axisymmetric model was used in this study to

analyze the resistance spot welding process. Commercial finite element code ANSYS is used in

this study. Almost identical mesh was used for the thermomechanical and thermoelectric

analyses. The only difference between the finite element meshes for thermomechanical and

thermoelectric analyses was the surface elements. ANSYS treats mechanical contact as a surface

problem whereas thermal and electrical contacts as a volumetric problem. In reality, this is true.

Consequently, nodes on surfaces of contact members shared the same coordinates in the

thermomechanical model. Whereas solid elements with finite thickness of 0.02 mm to simulate

the electric contact in the thermoelectric analysis. Matching nodal numbers were used in these

two models.

The finite element mesh for the thermomechanical analysis is shown in Fig. 2. Two-
dimensional quadrilateral thermoelectric solid elements were used for thermoelectric analysis.

The nodal degrees of freedom of these elements are voltage potential and temperature. Two-
dimensional isoparametric solid elements and point to point contact elements were used in the

thermomechanical analysis. The nodal degrees of freedom of these elements are in-plane

displacements.

In the mechanical analysis, the application of electrode force was assumed to remain constant

during the squeeze, weld and hold cycles. A normalized current waveform, as shown in Fig. 3,
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was used in the thermoelectric analysis. In a normalized current waveform, the current is

assumed to be sinusoidal during the conducting time. There exists a relationship between the

peak current value and the RMS value (Ref. 11)

where IRMS and IMax are the root-mean-square and peak values of current, t and t
0
are the total and

conducting time in a cycle. From this relationship, one can expect that, to provide the same

RMS current, the less the conducting time, the higher the peak current.

The inner surface of the cooling chamber is subjected to forced convection induced by the flow

of cooling water. Empirical relationships readily available in the heat transfer textbooks (Refs.

12,13) were used to quantify the heat transfer coefficients at the cooling water chamber surface

subjected to forced convection and other surfaces subjected to free convection in ambient air.

The merit of using such relationship is that the cooling effect in the cooling chamber of electrode

caps can be related to the water flow rate and temperature in a rational manner.

Thermal, electrical, and mechanical properties of copper electrode and carbon steels commonly
used in the automotive industry are readily available in materials handbooks (Refs. 14-16). In

this study, all the materiel properties are treated as nonlinear, temperature dependent properties.

Latent heat of fusion is also incorporated into the enthalpy change of materials.

Based on the dependence of voltage drop across a contact interface on the bulk temperature of

the interface, Eqn. 1, the temperature dependent contact resistance of each interface was

calculated using the Ohm's law and the welding current. Furthermore, the temperature-

dependent contact resistance values were converted to the equivalent electrical resistivity for the

contact elements.

Experimental studies were conducted to study the nugget growth and to verify the finite element

model. Welds were made with a 100 KVA Taylor-Winfield pedestal-type resistance spot

welder. The welding setup and conditions were taken from Ford Motor Specifications BA 13-1

and 13-4. The electrode caps used in the experiment were made of a RWMA Class II copper

alloy. They were machined into 45° truncated cones with 6.0 mm (0.24 in.) face diameters.

Bare steel sheets of automotive grade carbon steel AISI-SAE 1008 were used. The thickness of

steel sheets was 0.8 mm (0.031 in.). The RMS current values used in the experiments were 7 kA
with 74% conducting time. Weld time was 12 cycles (60 Hz). The applied electrode force was

2000 N (450 lb.). Squeeze time was 60 cycles. The hold time after terminating electric current

was 12 cycles.

To study nugget development, welding was interrupted after each cycle. Two weld specimens

were made at each set of welding conditions. One specimen was used for metallographic

(3)

EXPERIMENTAL VERIFICATION
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examinations, and a second for peel test to measure the button sizes. The experimental

measurements were then compared with the prediction by the model.

RESULTS AND DISCUSSION

For the experimental case simulated in this study, the pressure distribution after squeeze cycle at

both the E/S and S/S interfaces are presented in Fig. 4. It is clear that after squeezing, the

electrode tip surface is in full contact with the steel sheet. The diameter of the S/S contact area

is approximately 15% larger than that of the electrode face diameter. For both the E/S and S/S

interfaces, pressure is concentrated at the periphery of the contact areas.

The sizes of contact areas and pressure distribution pattern are changed soon after the welding

current started passing through. The changes of contact radii at the E/S and S/S interface,

normalized to the radius of the electrode tip surface, are presented in Fig. 5. As one would

expect, heat generation during the first cycle of electric current was very localized at the

interfaces. Localized heating caused localized thermal expansion, which pushed the contact

members apart and reduced the contact area. The reduction of contact areas further increase the

current density and thus intensify localized heating until considerable volume of metal are heated

up and softened. The contact areas at the E/S and S/S interfaces reached their minimums by the

end of the first cycle. As the welding process proceeded, more materials were heated up and

softened and the contact areas gradually increased. Also the contact resistance decreased as the

temperature increased. By the end of 12 weld cycles, the contact areas at both the E/S and S/S

interfaces were still smaller than the electrode tip surface.

Accompanied with the change of contact area at the S/S interface, the pressure distribution

pattern was also changed as shown in Fig. 6. After one cycle, the pressure is concentrated at the

center of the contact area. Pressure concentration at the center reaches its maximum at around 3

to 4 cycles right before the nugget was formed. After nugget formation, pressure became less

concentrated at the center. When nugget reached a decent size, the periphery of the contact area,

which contained the molten nugget started picking up some pressure concentration. This

pressure distribution pattern is considered beneficial for the nugget containment.

The temperature profile by the end of 12 cycles is shown in Fig. 7, plotted on the distorted

geometry. From this plot, an interesting observation one may make is that the electrode tip

surface was no longer perfectly flat during the weld cycle. The tip surface resumed its flatness

after cooling down. A more significant observation is that, by the end of the weld cycle, contact

areas at both the E/S and S/S interfaces are still smaller than the electrode tip surface. This

implies that, at the given force level, the maximum nugget size one can obtain without causing

expulsion would not be larger than the face diameter of the electrode for the welding of bare

steel. If larger nugget diameter is desired, one should either change electrodes with larger face

diameter or increase the electrode force.
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Temperature distribution at the faying surface during the welding cycle is presented in Fig. 8.

Heating rate at the faying surface is very fast in the first three cycles. This is primarily due to

the contact resistance. The contact resistance has two effects: first, it directly contributes to the

heat generation in the vicinity of the interface, second, localized heating results in thermal

expansion and reduced contact area, which in turn increases current density and heat generation.

The predicted nugget growth profile is shown in Fig. 9. Lines in this figure represent the

isothermal lines with temperature equal to the solidus of the steel. After 4 cycles, nugget was

formed. The newly formed nugget has an appreciable penetration in the thickness direction.

There is a drastic growth of the nugget in the first three cycles after the nugget formation (4-7

cycles). The volume increases in these three cycles are approximately the same. By the end of

eighth cycle, the nugget has reached its full penetration. In the last four cycles, there were slow

increases of nugget diameter. This is accompanied with the increase of contact area at the S/S

interface.

The comparison between the predicted nugget diameter and measured button size is plotted in

Fig. 10. They are in excellent agreement. Close examination of the nugget formation revealed

that initial melting did not occur at the center of the contact area at the faying surface, but at a

radius of about approximately 2/3 of the contact radius. The newly formed nugget was found in

the shape of a toroid. This molten zone expands rapidly to fill in the center region of the toroid

within a fraction of a quarter cycle after its formation.

This contact resistance model presented in this study has a great advantage of being a generic

model. It suggests that the static contact resistance have negligible effect on the resistance spot

welding process. It also implies that the contact resistance after film breakdown is solely

dependent upon the welding current. The applied electrode force does not affect the contact

resistance itself. It does, however, affect the size of contact area, the current density, and

measured dynamic resistance during the welding process. Sensitivity studies using this model

have revealed that the applied electrode force has significant effect on the weldability lobe. For

the same current level, low electrode forces favor the nugget formation but also lead to small

nugget size. Increasing the electrode force delays the nugget formation and often requires higher

welding current or longer weld time, but larger nugget size can be obtained.

CONCLUSIONS

This study proposed to a fundamental-based contact resistance model for the modeling of

resistance spot welding. This contact resistance model has been incorporated into the finite

element analysis and it was applied in this study to analyze resistance spot welding of bare steel.

The predicted nugget sizes were found in good agreement with the experimental measurements.

The proposed contact resistance model offers a number of unique features in comparison with

typical trial-and-error approach in the past. Being a generically applicable model, it allows

sensitivity studies to be performed in a systematic manner, which offers insightful understanding

of the effects of welding parameters on the nugget formation.
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Figure 1 Finite element model for the simulation of resistance spot welding
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Figure 2 Schematic illustration of a normalized secondary current waveform
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Figure 7 Temperature distribution by the end of 12 cycles

2000

0 i i i i i i i i i i i

0.0 0.2 0.4 0.6 0.8 1.0

Radius r (l/rE)

Figure 8 Temperature distribution at the S/S interface
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Figure 9 Predicted nugget growth profile
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Figure 10 Predicted nugget diameter and measured button size
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MODELING OF NUGGET FORMAION PROCESS
IN RESISTANCE SPOT WELDING

K. Matsuyama*

ABSTRACT

A numerical simulation procedure has been developed based on a dynamic increasing model of

contact areas (contact diameters) at electrode-to-sheet interface and at faying one during each

resistance spot welding, in which the contact diameters were calculated with a fast estimation

algorithm determined by many calculation results for the contact problem of electrode-to-sheet

and sheet-to-sheet obtained by FEM with elas-plastic deformation model. And then, the

interface (surface) contact resistance existed at each interface has been examined, which is so-

called contact resistance. As a result, it is clarified that the interface contact resistance is not so

important to make nugget in resistance spot welding, and that the initial contact resistance

phenomenon can be explained only by the contact diameter model. Finally, the simulation

procedure with the varying contact diameter model and with zero contact resistance can be

suitably applied to estimate nugget formation process.

INTRODUCTION

Many investigations have been performed to be developed various types of numerical simulation

program in order to examine and predict the nugget formation process in resistance spot welding.

The first famous research had been reported by J. A. Greenwood (Ref 1). In the report, only

potential and temperature distribution patterns had been computed, where the contact diameter

during each resistance spot welding kept constant in given values for electrode-to-sheet interface

and faying one, respectively. After that, T. Okuda et al. proposed that an increasing contact

diameter patter during welding at each interface is very important to perform highly accurate

simulation of actual nugget formation process with numerical simulation (Ref.2), because the

generated heat density within weld part is governed by four powers of contact diameter, and only

square of welding current value. No modeling of varying contact diameter during welding,

however, was used in his study. Only measured contact diameters obtained from actual spot

welds were input as given boundary condition to achieve the accurate numerical simulations of

nugget growth pattern.

Fully self-consistent model of the nugget formation process had not appeared before the 1980's.

In the middle of 1980's, simple self-consistent model was developed and applied to explain the

influence of current wave forms on the nugget formation process in resistance spot welding steel

sheets by K. Nishiguchi et al. (Ref.3). The simulation program consisted of four parts; one is an

estimation part of contact diameters at each interface, another is a calculation part of potential

* Faculty of Engineering, Osaka University, 2-1 Yamada-Oka, Suita, Osaka 565 Japan
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distribution in workpiece to estimate current density distribution, the others are a calculation part

of temperature distribution in workpieces and electrodes and modifying part of physical

properties for next time step. These calculations were cyclically repeated in each time step till

given end time, and it was shown that relatively accurate simulation results could be easily

obtained without the so-called contact resistance model.

Most researchers except our group, however, have believed that the contact resistance model is

important, and supposed that the contact diameters keep constant during each spot welding in

order to run the simulator (Ref.4-6). Especially, in resistance spot welding aluminum alloy

sheets, it has been understood that the contact resistance is very important and strongly affects

the nugget formation process, although rapidly decreasing phenomenon of the contact resistance

less than several ms to about ten ms had been well known in Japan, and same results were

reported in USA, too (Ref.7).

So, the author has developed a combined model of the previous contact diameter model and the

contact resistance one at electrode-to-sheet and faying interfaces, and examines the effect of

contact resistance on the nugget formation process. Moreover, the details of our dynamic

increasing model of contact diameter are also introduced for understanding the nugget formation

process in resistance spot welding.

A SIMULATION PROCEDURE BASED ON DYNAMIC INCREASING
MODEL OF CONTACT DIAMETERS DURING EACH WELDING

A modeling of nugget formation process and its simulation algorithm

Two stack sheet model is examined here as a typical target of the numerical simulation. A
schematic illustration of the weld part is shown in Fig. 1(a). An axisymmetric coordinate system

was used to make easy the computation. Current distributions were calculated with a Laplace

equation after contact diameters at electrode-to-sheet interface (Je) and at faying interface (tic)

were fixed. And then temperature distribution patterns were computed from a thermal

conduction equation by FDM. Therefore, the decision of all contact diameters has to be

achieved as a first step of the computation. The flowchart is shown in Fig. 1 (b).

The computation procedure is separated into eight stages. After input of welding current / and

electrode force P at each calculation time step /, the contact diameters c/e and dc are estimated

with FEM results. And then, the potential distribution is calculated to estimate current density

distribution and Joule's heat one not only in workpiece but also in electrode. After that,

temperature distribution in both of the workpiece and the electrode are computed to estimate

nugget shape and size, etc. At the end of this sequence, material properties are modified for

next time step calculation, because the all physical properties have strong temperature

dependency. Especially, influence of melting of weld part is remarkable, and moreover the

increasing the value of resistivity is also remarkable influence on the calculate result, and

stability of such a time step calculation. These stages are repeated by a given end time. The

computation was done for quarter area of the illustration in Fig. 1(a).
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Fast estimation procedure of contact diameters during each welding

Contact diameters at electrode-sheet interface de and at faying one do, were originally computed

with an elastic and plastic deformation contact model by FEM since the calculated contact

diameters change depending on applied electrode force P, flow stress curve (yield stress curve in

low temperature), electrode tip profile, and Young's modulus E. In the calculation, the correct

contact diameters were determined by changing the fixed boundary area and checking both of the

stress distribution and geometrical fitness at each interface. Very long computation time,

however, requires to estimate one nugget formation process if the FEM part is installed in the

flowchart to estimate the contact diameters at each time step. So, making some approximation

equations was tried to reduce the computation time.

A typical calculated result of the contact diameters is shown in Fig. 2. The calculation was

achieved for a combination of steel sheets and Cr-copper electrodes, where Rt is initial tip radius

before contact. The contact diameter de at electrode-sheet interface increases to be almost

proportionate to square root of the applied electrode force P. The relation between dt and P is

almost same in hardness test to estimate the strength of target material. This means that a

simple equation can be made in order to estimate contact diameter with the information of

material strength by using various calculation results obtained by FEM. So, relationships

between the mean value of yield stress ay at each part in weld and mean contact stress az applied

at electrode-sheet interface were examined. An arranged result is shown in Fig. 3. Each
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weld part and mean axial stress on the interface Mean yield stress calculated in plate <7y (MPa)

hatched area schematically illustrated in the figure indicates each soften area boundary in weld

part. In this case, averaging ay was done within the solid line connected from the re radius

point at electrode-sheet interface to the rc one at faying interface, and with an exponential

function as a weight function toward thickness direction of the sheet.

The result suggests that the contact diameter do, in plastic deformation contact condition can be

calculated only with Eq.l. The limit of integration range was a little shifted toward outer side

than the solid line shown in Fig. 3 in order to improve the estimated accuracy of contact diameter.

^= 2.6^-2.6 ^,,
'

<»

jc— \\ Wrdrdz
4 Jo Jo

Where, ay : Flow stress or yield stress of workpiece at each location in weld

W : A weight function

2(z-/?)i

: Limit of integration range at each z position

dc (dc-dc)z 3 .

Hz) = 1 hV
' 2 2h 8

h : Sheet thickness of workpiece

Moreover, the contact diameter dc at faying interface changes just like only shifting the de curve

438



toward upper side in almost constant value except near zero electrode force condition as shown

in Fig. 2. Such shifting phenomena can be also recognized in the other calculation results, and

the shifting value was almost proportionate to the sheet thickness h. So, the contact diameter dc

at faying interface was calculated with Eq.2 as an approximate equation.

dc = de + a h (2)

Where, a : 0.7 - 1 .0 ( 0.7 - 0.8 for steel, 1 .0 for aluminum alloy )

The contact diameter dc, however, can be alternatively estimated with following equation made

by a concept where a certain soften area contacts at faying interface.

dc
2 = %P/uGB (3)

Where, aB : Flow stress or yield stress at the end of contact area

P : Actual force applied at the faying surface

This equation can be applicable in a three stack sheet case or more beside the two stack sheet

case., and selected instead of Eq.2 when needed high accuracy.

In addition, contact diameter dc at electrode-sheet interface in elastic deformation contact

condition, which usually appears just at initial period in each welding, was estimated with Eq.4 if

the electrode tip shape is dome, and the value of initial radius Rt is given. And then dc for

faying interface was calculated with the Eq.2.

dc r,,A 3

Ah)
4

1-v 2 1-v 2

R<PV
/3

(4)

Ei E 2

Where, P : Applied electrode force v : Poison ratio

E\, E 2 : Young's modus of electrode and sheet materials

f(h) = 0.5/? + 0.81 (correction factor for two stack condition)

These equations are deduced from elastic and plastic deformation model, but actual behavior of

the contact problem has to be treated as a viscoelastic-plastic model. The effect was involved

as added following value Adcp to the contact diameters calculated with the above equations.

At/cp = Ccp h dn V77 - A/ (5)

Where, Ccp : Constant (tiny value)

dn : Nugget diameter

At : Time interval from now step to next step in calculation

Potential distribution and current distribution in workpieces and electrodes

Potential distribution V in workpiece and electrode is calculated with a finite deference equation

yielded from the following Poison equation with the control volume method.

V( k V V ) = 0 (6)

Where, k : Electric conductivity
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_.. . _ a _ . , , , Contact diameter dt (mm*)
Fig.4 Additional node used to

improve the simulated accuracy Fig. 5 Calculated resistance of electrode tip

The calculation was achieved with a movable node system as shown in Fig.4, since the value of

contact diameters is remarkably influence on the generated heat density in resistance welding.

Variable size mesh system was also used to decrease the total mesh number within electrode tip,

and reduce computing time in keeping high accuracy. Moreover, the elimination method was

employed for the solver, since the simulation program can also apply in a condition with shunting

current to some previous spot welds.

The value of voltage drop in electrode is not so small. Some calculated results are shown in

Fig. 5. The results are indicated with resistance value for easy understanding, and arranged as a

function of the contact diameter at electrode-sheet interface. The resistance value in small

contact diameter is almost same order as that in resistance spot welding aluminum alloy sheets.

In addition, a conformal mapping technique was employed to suppress the influence of current

concentration at the edge of contact area at each interface, and improve the calculated accuracy

of generated heat quantity at and near the edge part of each contact area. The conductance

matrix values near the contact edge part were modified with correction factors determined by the

conformal mapping calculation.

Current distribution within sheets and electrode tips are calculated from the potential distribution

patterns. Each calculation was achieved at each time step to determine Joule's heat distribution

in electrode tips and workpieces.

Temperature calculation at each time step

Temperature distribution in workpieces and electrode tips at each time step was calculated with

another finite difference equation deduced with the following heat conduction equation.

Co— = V(KVT) + p5
2 (7)

Where, C : Specific heat, a : Density, K : Thermal conductivity,

p : Resistivity, 8 : Current density, T : Temperature
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Latent heat at melting temperature was treated at each grid, and convection effect within molten

nugget was treated as an increment of thermal conductivity. The calculation formula were fixed

up with an implicit scheme, and the calculations were carried out with the Gauss-Seidel iteration

method for the same mesh system in the potential calculation. 1/300 s (for steel) to 1/600 s (for

aluminum alloy) was selected for the time step duration. Moreover, the conductance matrix

value near the contact edge part were also modified with the same manner in the electric

conductance matrix.

Modification of material properties for the next time step

After such calculations, the calculated results of potential distribution, current distribution,

temperature distribution, the consumption state of latent heat, and contact diameters were

recorded on a floppy disk. Nugget size and shape were determined with the temperature

distribution and consumption state of latent heat at each grid. And then, all material properties;

thermal conductivity, specific heat, density, resistivity, and flow stress, were updated for the next

time step calculation with a predicted temperature pattern, which was estimated with the present

and the previous temperature distributions. Moreover, strain rate for determination of the flow

stress value was supposed to be equal to the volume expansion rate caused by temperature rise.

EXAMINATION ON THE INFLUENCE OF INTERFACE CONTACT RESISTANCE

Estimation of the interface contact resistance caused by surface roughness

First, the interface contact resistance, so-called surface resistance, was theoretically examined to

make a contact resistance model inserted into each interface as one dimensional element because

the concentration resistance, which is one of contact resistance, can be automatically treated with

the simulation program.

Now, sheet surface is assumed to be covered with many corns of same size as shown in Fig. 6(a).

In this case, the collapse state of corns can be estimated with the perfect plastic deformation

theory(Ref.8), and the interface contact resistance can be calculated as only within truncated corn.

The calculated results are shown in Fig.6. Figure 6(a) shows the relationship between non-

dimensional load applied on the corns and collapse ratio of the corns which was determined with

the reducing ratio of height. The collapse ratio decreases with decreasing corn number N
existed in same contact area. Figure 6(b) indicates the relative surface (interface) contact

resistance value calculated only within the truncated corn. The value remarkably increases with

decreasing the collapse ratio.

At first sight, it seems to be suggest that the interface contact resistance is important, but the

actual value is not so high, since the reference value Roo shown in Fig. 6(b) is very small. For

example, the value is only 26 nQ in usual contact condition for steel sheet in room temperature,

and 5 nQ for aluminum alloy sheet. These results means that the interface contact resistance

caused by workpiece surface is not so high, and tiny.

Of course, the interface contact resistance becomes high value if there is high resistivity film

layer on the workpiece surface. No large difference by brushing the workpiece surface,
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Non-dimensional load P / Oy • S Collapse ratio 3d/2h (%)

(a) Load vs. collapse ratio (b) Collapse ratio vs. surface resistance

Fig.6 Estimation of interface contact resistance with perfect plastic deformation model

when the surface profile can be approximated to be gathered many small corns

however, can be observed even in nugget formation process and in dynamic voltage between tips

(Ref.9). This means that the high resistance film on workpiece surface should not be

considered in usual welding condition and materials.

On the contrary, roughness height on electrode tip surface is not so low. For example, the

height after many resistance spot welds of aluminum alloy sheets was measured in almost 20 \xm

- 50 \xm or more. Moreover, the copper electrode surface is allied by the workpiece material,

and the resistivity increases after many welds. If the resistivity becomes five times, and

roughness height is 50 |um, the reference value can be supposed to be about 150 nQ in d
x
= 4

mm(j). This result suggests that electrode tip roughness is important for understanding the

interface contact resistance.

Influence of the interface contact resistance on the nugget formation process

The above described interface contact resistance was installed into the numerical simulation

program as a one dimensional element without volume, the value was set up as a function of

temperature as shown in Fig. 7. The interface contact resistance value is defined as a specific

contact resistance, and the value in low temperature was determined by the above described

reference resistance value Roo and estimated collapse ratio value (= 40%). The decreasing

pattern of the curve was also determined with the temperature dependence of the flow stress

curve for the workpiece, since the aluminum alloy becomes soft at lower temperature than that of

electrode copper. Moreover, it was supposed that the same interface contact resistance exists at the
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Fig.8 Influence of interface contact resistance

on nugget formation process

Figure 8 shows a typical simulated results

with the interface contact resistance model.

One-dotted chain line shown in Fig. 8(a)

indicates the interface contact resistance

calculated for the electrode-sheet interface,

and a broken line for the faying interface.

Both values are pretty small, and rapidly

reduced comparing the total resistance

value r&\\
displayed with a solid line. The

nugget growth patterns calculated with

and without the contact resistance model

are shown in Fig. 8(b). Solid line indicates the result with the interface contact resistance, and

one-dotted chain line is in that without the contact resistance model. 0 jiQ is corresponding to

the no contact resistance model in the simulation. There is a little difference in the nugget

growth patter, and the difference appears only at the initiation period of nugget growth. The

interface contact resistance did not affect the maximum nugget size. Moreover, any difference

in increasing pattern of contact diameter could not be observed in this case.

This result suggests that the contact resistant is not so important for simulation of the nugget

formation process in normal resistant spot welding conditions except the case that the electrode

tip surface is remarkably rough, there are some deep dimples, and the surface material is highly

alloyed by the workpiece material.

Understanding of the initial contact resistance by the new concept

The reason why the high initial resistance appears in the resistance spot welding aluminum alloy

sheets was examined with the dynamic increasing model of contact diameters. The simulation
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results without the interface contact resistance model are displayed in Fig.9(a), and observed

result of the resistance between tips is shown in Fig. 9(b). The experiment was carried out in the

same welding condition as in the simulation. The calculations were achieved in two initial

contact diameter conditions. A one-dotted chain line and a dotted line indicated in the upper

figure of Fig.9(a) show the calculated result for the resistance between tips and twice value of the

resistance of workpiece, and simulated in the dc im
= 4. 1 mmf A solid line and a broken line in

the upper figure also show the same resistance values obtained in the dcmi = 5.1 mmij). Two
solid lines and two broken line in lower figure of Fig. 9(a) show the calculated results of contact

diameter dc at faying interface, nugget diameter dn and nugget penetration pn

This difference of initial contact diameter only influenced on the initial dynamic resistance,

which scarcely affected the nugget growth pattern. The high initial resistance curve observed in

actual resistance spot welding of aluminum alloy sheets was explained only with the dynamic

increasing model of contact diameter during welding. This means that the numerical simulation

of resistance spot welding can be achieved with no contact resistance model.

ADAPTABILITY OF THE SIMULATION MODEL
BASED ON THE CONTACT DIAMETER CONCEPT

Adaptability of the present simulation procedure made of varying contact diameter concept with
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Fig. 1 0 Adaptability of the present simulation procedure

with dynamic increasing model of contact diameter

zero interface contact resistance

model was examined with some

experiments. The experiments

were carried out with AC spot

welding machine for aluminum
alloy sheets, and HF-DC spot

welding machine for steel sheets.

Nugget diameter dn and nugget

penetration pn were measured from

etched cross-section at center of

weld part, and the contact diameter

dc at faying interface was measured

from the corona bond diameter

after removing one side sheet by a

torsion tool.

Typical comparison results

between the estimated and
experimental ones are shown in

Fig. 10. Figure 10(a) indicates the

nugget growth pattern, and
Fig. 10(b) shoes the relationship

between the estimated results and

experimental ones for nugget size.

Both figures indicate that the

estimated and experimental results

are good agreement with each

other. Similarly good agreement

was observed for the aluminum

alloy sheet case although the

results does not shown here.

So, it is concluded that the simula-

tion can be successful if contact

diameters are correctly treated.

SUMMARY AND CONCLUSIONS

A numerical simulation procedure was developed based on a dynamic increasing concept of

contact diameter to examine the influence of contact resistance on the nugget formation process

in resistance spot welding. As a result, the contact resistance is not so important in usual

resistance spot welding not only steel sheets but also aluminum alloy ones. And then, the

adaptability without the contact resistance model was made clear by comparing experimental

results. In addition, the simulation program can be applied to estimate the critical expulsion
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current condition in resistance spot welding if it is supposed that the molten nugget diameter

becomes larger than the contact diameter at the faying interface.

This simulation program, however, does not almighty, since the accurate flow stress data must be

needed to run program. The flow stress data in high temperature near melting point over

softening temperature are not completed. There are only few data. So, the simulation has to

be used for qualitative examination of the resistance spot welding phenomena.

This problem can be resolved with some monitoring date during welding. One is voltage

between tips, and the other is welding current. If both data are measured as continuous data, the

dynamic increasing pattern of contact diameters can be estimated with these data and the present

described simulation program (Ref. 10-11). This method can be also applied to in-line quality

monitoring of weld, and it is useful to examination adequacy of the material properties used.
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THE COUPLED ELECTRICAL-THERMAL-MECHANICAL PROCESS
ASSOCIATED WITH ALUMINUM RSW

Xin Sun*, Pingsha Dong*, Menachem Kimchf

ABSTRACT

A comprehensive analysis procedure has been developed to perform the incrementally coupled

thermal-electrical-mechanical analysis to simulate the resistance spot welding process of

aluminum alloys. Since aluminum has high thermal conductivity, low melting temperature and

low yield strength, distortions resulting from resistance spot welding are expected to be more

severe than that for steel. Compared with most of the published work in this area, this paper

takes into account the incremental changes in sheet deformed shape, contact area and current

density profile as well as large deformation effect. It describes electrical and thermal contact

resistivities to be not only functions of contact temperature, but also functions of pressure.

This new procedure is suitable for predicting many important parameters such as contact area

changes, electrode movement, dynamic resistance as well as other factors that affect the weld

quality such as weld size, weld indentation, sheet separation and weld residual stresses. It can

also be a very powerful tool for studying nugget development and for analyzing the mechanisms

of electrode wear and weld cracking.

INTRODUCTION

Spot welding is the major joining technique used in the automotive industry. With the rapidly

increasing use of aluminum alloys for automotive body and structural components, robustness

and control of aluminum spot welding have received considerable attention. Spot welding for

steel and for aluminum alloys share the same principles. However, the productivity of aluminum

spot welding is relatively low than steel and the control of weld quality is much more difficult.

Since aluminum alloys have higher thermal and electrical conductivity, higher welding current

and electrode force are required for the weld nugget to form. The resulting higher stress and

current density concentration would in turn lead to faster electrode wear.

Because the RSW process is so fast (often done within 200 msec), it is very difficult to

experimentally monitor the important transient data such as current density distribution and

temperature distribution, etc. Furthermore, the intrinsic nature of the process variation itself

gives rise to large scatter of the experimental measurement data on nugget growth and size.

Numerical modeling can be a very effective and inexpensive tool to study the RSW process in

quantitative details. Greenwood (Ref. 1) investigated the temperature distributions in spot

welding by solving a two dimensional boundary value problem using finite difference method.

* Battelle Memorial Institute, Columbus, OH 43201.
+ Edison Welding Institute, Columbus, OH 43210.
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Han et. al (Ref. 2) conducted a similar study but allowed for variations in the physical properties

of the workpiece. Cho and Cho (Ref. 3) developed a finite difference scheme to predict the

temperature and voltage distribution incorporating the thermoelectric interaction at the interface

in the weldment. More recently, the similar problem has been addressed by several authors using

the advanced finite element method. Among them, are Nied (Ref. 4), Browne et al. (Ref. 5 and

Ref. 6), Tsai et al. (Ref. 7), Sheppard (Ref. 8), Murakawa (Ref. 9) and Dong et al. (Ref. 10).

The complete spot welding process is a physical coupling of electrical-thermal and mechanical

processes. Since aluminum has high thermal conductivity, low melting temperature and low

yield strength, the distortions resulting from RSW are expected to be more severe than that for

steel. Therefore, the conventional decoupled approaches that model squeezing cycle and welding

cycle in sequential order will no longer be sufficient to model this complex behavior. Since there

is no commercial software in the market that is able to handle these simultaneous coupling

effects, an incrementally coupled finite element analysis procedure has been developed in this

study. The commercial FEA code ABAQUS is used and an infrastructure has been set up to

automate the modeling process. As a final product of the procedure development, a simulation

run can be done by typing one command on the UNIX command line.

The modeling procedure is then validated with nugget growth data obtained from experimental

measurements. Excellent predictions are obtained compared with experimentally observed

nugget size. Final weld residual stresses and weld indentation are also obtained using this

analysis procedure. It is shown that the simulation will not only provide useful insight on nugget

growth history, it also provides valuable information on the electrode wear mechanisms.

MODELING PROCEDURE

A typical 2" radius faced truncated cone electrode is used to weld 2.0mm gauge AA5754 sheets.

Axisymmetric models as shown in Figure 1 are used in both thermal-electrical and thermal-

mechanical analyses. Different welding currents and electrode forces are used in two sets of

experiment and the model validation will be discussed in the following sections.

To simulate the spot welding process, an incrementally coupled approach is used. First, the

squeeze cycle is modeled by a mechanical analysis. Contact surface interactions between the

electrode-sheet interfaces and faying interface are modeled by the concept of contact pair.

Results from the squeezing cycle mechanical analysis, including deformed shape, contact

pressure, contact radius, gap opening and etc. are then passed into the next step electrical-thermal

analysis in which the welding current is applied. The temperature distribution resulting from the

above mentioned electrical-thermal analysis is then used as initial conditions for the subsequent

thermal-mechanical analysis. This updating procedure repeats itself for every half cycle until the

entire welding cycle is totally completed. The flow chart of the analyses procedure is shown in

Figure 2. Modeling details for each analysis module are discussed next.

Following the mechanical analysis for the 10
th

welding cycle, a sequentially coupled thermal-

mechanical analysis is performed to determine the weld residual stresses. To simulate the

joining effect, nodes on the faying interface which have experienced temperature higher than

448



solidus of AA5754 are joined together using multiple point constraints (MPC). With these nodes

being tied, the weldment is cooled down to room temperature and the final weld residual stresses

are predicted.

uuunuMt/if///i

2

3 1

m

Figure 1 . Model geometry

deformed geometry

Electro-thermal analysis

temperature distribution
deformed geometry

pressure distribution

output monitoring

thermal-mechanical analysis

output monitoring

dynamic resistance

nugget size
end

contact area change

electrode movement.

Figure 2. Analysis flow chart of the coupled electrical-thermal mechanical analysis
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Thermal-Mechanical Analysis

The 4-node axisymmetric element CAX4 is used for mechanical analysis. Temperature

dependent material properties are used for both the AA5754 sheets and the copper electrodes

(Ref. 11), large deformation effect is also considered in the model. Nodes on the base of the

lower electrode is constrained from movement in the vertical direction and uniformly distributed

electrode force is applied to the upper electrode. Three contact pairs are set up between the upper

electrode to sheet interface, faying interface and the lower electrode to sheet interface

respectively. This ensures that the surfaces in contact will not interpenetrate each other. To
improve convergence, softened surface properties are used and small sliding effect is included.

Electrical-Thermal Analysis

The electrical-thermal analysis is done using element DCAX4E. Material properties are again

dependent upon temperature. The cooling water temperature is set to be 25°C and convection

effect is modeled by film coefficient.

The deformed configuration of the electrode and sheet assembly obtained from the previous

mechanical analysis step is used as the input for electrical thermal analysis. Contact radius and

contact pressure obtained in the mechanical analysis are used to determine the width of the

current passage and the electrical conductivity of the interfaces. The electrical and thermal

conductivity of the electrode to sheet interfaces are set to be the same as the bulk properties of

aluminum once physical contact is established (Ref. 5 and Ref. 6). Properties of the faying

interface are functions of both temperature and pressure with the electrical conductivity being

proportional to the contact pressure (Ref. 12). Unlike other approaches where a layer of fictitious

contact elements has to be introduced with a physical thickness (Ref. 4 and Ref. 7), the thermal-

electrical surface interactions are modeled using the concept of contact pairs. The electrical

current flowing between the contact surface is modeled by (Ref. 13):

J =^
g i (PA- (PB ) (!)

where G
g
is the gap electrical conductance, (pA and (pB are the electrical potentials at the two points

on the contact surfaces.

As discussed by Browne et al. (Ref. 5 and Ref. 6), contact resistance plays a very important role

in RSW process for aluminum. In this study, the contact electrical and thermal conductivity

input is first tuned to match one set of the experimentally measured nugget size data. The

obtained contact pair properties are then used for the prediction of nugget growth for the other set

of experiment under different current and electrode force. It needs to be noticed that the present

study does not include any material coating effects, neither does it consider the effect of

aluminum-oxide layer.
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RESULTS AND DISCUSSION

Two sets of experiments are carried out and the resulted nugget growth data are used to validate

the analysis procedure. The welding condition for these two sets of experiments are shown in

Table 1:

WELDING CURRENT(KA) ELECTRODE FORCE (LBS)

29.5 800

26.0 1100

*squeeze time: 60 cycles, weld time: 10 cycles, hold time 30 cycles

Table 1 . Welding parameters for the two experiment cases
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Figure 3 Comparison of prediction and measurement for nugget growth

Figure 3 shows the comparison of nugget growth history for the two welding cases. The solid

symbols represent cross section measurements of the fusion zone size from experiments; while

the hollow symbols represents the analysis predictions for each half cycle. Considering the

process variation of aluminum RSW, excellent overall correlation has been achieved using the

current modeling procedure to predict nugget formation and growth. This proves that the finite

element analysis procedure can be effective and predictive. As a general trend, higher current

produces bigger nugget. Lower electrode force yields bigger nugget in the range tested.

However, it should be noted that sufficient electrode force is needed to generate enough faying

interface pressure that can contain the molten metal and prevent expulsion. The underlying

principle for RSW is Joule heating, in which the heat generated Q can be express as:

Q=jl 2
Rdt (2)

Therefore, higher current generates more heat and forms a bigger nugget. On the other hand, the

decrease of electrode force would reduce the contact area and in turn would increase the current

density. Plus the contact electrical conductivity of the faying interface will also decrease for a

smaller electrode force, these factors will jointly lead to a bigger nugget.
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Some detailed results for Case I are discussed next. Figure 4 depicts the temperature and

pressure distribution at the end of the first half cycle. At this moment in time, the area near the

location of x=2.0mm experiences higher temperature and higher contact pressure than that of the

surrounding locations. The combination of this higher temperature and higher pressure provides

a favorable condition for some surface alloys to be formed. This in turn suggests that electrode

wear is more likely to initiate at this ring shape location starting from the middle of the electrode

diameter rather than the electrode periphery. The result may be used to explain the electrode

alloying and pitting phenomenon. It is also worthwhile to mention that this analysis is only done

for the first weld of the electrode. With more subsequent welds, this effect may become more

prominent. Figure 5 shows the photograph of a worn electrode face. Clearly, surface alloying

and pitting occur at the ring location discussed above. To this end, the analytical prediction is

further supported by experimental observations.

3.00E+02

Figure 5. Photograph of a worn electrode face
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The contact area change during welding is plotted in Figure 6. Using this dome electrode,

gradual increase of the contact area between the faying interface and the electrode-sheet interface

is obtained as a result of the continue softening of the aluminum sheets as temperature increases.

The final contact radii are almost the same for the two interfaces at the value around 5mm.

In the following sections, equivalent plastic strain and weld residual stresses for Case II will be

discussed. Figure 8 shows the equivalent plastic strain plotted on the final weld shape after

cooling. Noticeable weld indentation and sheet to sheet separation are observed. The final plastic

strain on the sheet is concentrated at the periphery of the electrode to sheet contact. The

predicted sheet indentation is 6.3% versus the experimental result of 6.8%. The final weld cross

section from the same set of experiment is shown in Figure 9 as a comparison to the prediction.

Tensile radial residual stress (SI 1) of magnitude around 70 MPa is predicted for the center of the

nugget and the areas outside the electrode periphery on the sheet surface, see Figure 10. This

tensile residual stress at the weld center may cause grain boundary opening which would

promote through thickness nugget cracking (Ref. 14). Vertical residual stress S22 is found to be

of a smaller magnitude (around 17 Mpa). The tensile regions are at the nugget periphery on the

faying interface, and the locations just beneath the electrode periphery in the sheets. This

distribution is similar in qualitative manner to the residual stresses obtained by Dong et al. (Ref.

15) for steel, although the residual stress magnitude for aluminum is much smaller.

Circumferential tensile residual stress S33 of magnitude around 125 MPa is observed at the

region just outside the electrode periphery, and its distribution is almost uniform through the

sheet thickness. These tensile residual stresses form some favorable conditions for crack

initiation and they deserve further investigations to thoroughly evaluate the weld quality and its

engineering performance.
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Figure 6. Predicted contact radius changes during welding
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Figure 8. Equivalent plastic strain distribution and final weld shape

Figure 9 Nugget cross section from experiment for Case II
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CONCLUSIONS

In this study, an incrementally coupled finite element analysis procedure is used to study the

RSW process of AA5754. Unlike most of the previous works in this area that either do not

include updating effect or just update the contact area change, this study takes into account the

contact area changes as well as the change of the deformed geometry of the sheet assembly being

welded. This is particularly important for simulating the spot welding process of aluminum

alloys because of its large deformation due to low Young's modulus.

Model validation is carried out by comparing the predictions with the experimentally measured

nugget growth data. Excellent agreement have been achieved. Comparisons have also been made

for the weld indentation, final weld shape and size. It is found that higher welding current

generates bigger nugget, and within the range tested, low electrode force generates bigger

nugget.

Variations of process parameters during welding, such as temperature and pressure distributions,

electrode movements and dynamic resistance can also be monitored during the welding

simulation. These predictions offer insight information on the mechanisms for nugget formation

and electrode wear. Furthermore, parameters such as electrode movement and dynamic

resistance could be used as in-process welding quality monitors.

REFERENCES

1. Greenwood, J.A.: 1961. Temperatures in Spot Welding. BWRA Report . 1961:316-322.

2. Han, Z., Orozco, J., Indacochea, J.E. and Chen, C.H.: 1989: Resistance Spot Welding: A
Heat Transfer Study. Welding Journal . Sept. 1989, 363s-371s.

3. Cho, H.S. and Cho, Y.J.: 1989. A Study of the Thermal Behavior in Resistance Spot Welds.

Welding Journal . June 1989, 236s-244s.

4. Nied, H.A.: 1984. The Finite Element Modeling of the Resistance Spot Welding Process.

Welding Journal . April 1984: 123s-132s.

5. Browne, D.J., Chandler, H.W., Evans, J.T. and Wen, J.: 1995. Computer Simulation of

Resistance Spot Welding in Aluminum: Part I. Welding Journal . Oct. 1995, 339s-344s.

6. Browne, D.J., Chandler, H.W., Evans, J.T., James, P.S., Wen, J. and Newton, C.J.: 1995.

Computer Simulation of Resistance Spot Welding in Aluminum: Part II. Welding Journal .

Dec. 1995, 417s-422s.

7. Tsai, C.L., Jammal, O.A., Papritan, C, and Dickinson, D.W.: 1992. Modeling of Resistance

Spot Weld Nugget Growth. Welding Journal . Feb. 1992, 47s-54s.

8. Sheppard, S.D.:1990. Thermal and Mechanical Simulations of Resistance Spot Welding.

WRC Bulletin . Aug. 1990. 34-41.

9. Murakawa, H., Kimura, F. and Ueda, Y.: 1997. Weldability Analysis of Spot Welding on

Aluminum using FEM. Mathematical Modeling of Weld Phenomena , edited by Cerjak, H.,

The Institute of Materials, 1997, 944-966.

10. Dong, P., Li, M.V. and Kimchi, M.: 1997. Analysis of Electrode Wear Mechanisms: Face

Extrusion and Pitting Effects. To appear in Science and Technology of Welding and Joining .

456



1 1 . Properties and Selections: Nonferrous Alloys and Pure Metals. Metal's Handbook . Ninth

Edition, Volume 2, 1979.

12. Resistance and Solid-State Welding and Other Joining Processes. Edited by Kearn, W.H.

Welding Handbook . 1980. Seventh Edition, Volume 3: 2-23.

13. ABAOUS Theory Manual . Version 5.5. Hibbitt, Karlsson & Sorensen, Inc. 1995.

14. Watanabe, G. and Tachikawa, H.: 1995. Behavior of Cracking Formed in Aluminum Alloy

sheets on Spot Welding. IIW Doc . No. Ill- 104 1-95.

15. Dong, P. and Kimchi, M. and Holmes, S.: 1995. Thermomechanical Analysis of Electrode

Wear Mechanisms: A Finite Element Study. Proceedings of the 1

1

th

Annual North American

Welding Research Conference: Advances in Welding Technology . Nov. 1995, 145-162.

457



I

I

I

I



SENSING





GMA PROCESS IDENTIFICATION USING ARC ACOUSTICS

A.M. Mansoor 1
, J.P. Huissoon 2

ABSTRACT

In developing automated Gas Metal ARC Welding (GMAW) systems it is insightful to study

the sources of process feedback utilized by human welders. One such source of feedback is

the arc sound.

A high speed data acquisition system was developed to record the arc sound produced during

GMA welding. The data so collected was processed to obtain time domain, frequency domain

and time-frequency domain descriptions. Relationships between these descriptors and the

originating weld parameter levels and metal transfer mode were sought. The relationship

between the electrical power supplied to the weld and the arc sound was investigated.

The results indicate that the arc sound exhibits distinct charcateristics for each welding

mode. The occurrence of spatter and short cicuits is also clearly detectable in the arc sound

record.

INTRODUCTION

The automation of manufacturing processes usally results in increased productivity and

quality. As such, automated systems are now often used to perform many of the tasks

traditionally performed by human operators. This is especially so if the task or process is

hazardous or unpleasant. Gas Metal Arc Welding is a manufacturing process that can be

difficult to automate properly, since replicating the level of skill required to produce a quality

weld by an automatic machine relies heavily on an understanding of the relationship between

feedback from the process and action to be taken in response.

Skilled human welders represent extremely extremely sophisticated and effective feedback

control systems. Visual, audio and tactile feedback cues are sensed, a highly sophisticated

non-linear adaptive controller processes this data and recruits muscles in response. In at-

tempting to develop a feedback control system for automated GMA welding, it is useful to

study the sources of feedback utilized by human welders. One such source of feedback is the

arc sound produced during welding [1,2]. This present study was undertaken to determine

if and how this sound can be used as a source of feedback for automated GMA welding.

1Graduate Student, Dept. of Mech. Eng. University of Waterloo, Ontario Canada, N2L 3G1
2Associate Professor, Dept. of Mech. Eng. University of Waterloo, Ontario Canada, N2L 3G1
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Figure 1: Schematic of the Automated GMA Welder.

EXPERIMENTAL SETUP

The experimental equipment consisted of a computer controlled GMA welding system, syn-

chronized with a PC based data acquisition system for collecting acoustic data while welding.

The Automated Welder

The welding equipment used for the experiments is shown in Figure 1. This consists of a

Fronius 500 A welding power source and wire feed unit, a three axis motion control system,

and a control computer. This setup provides computer control of the wire feed rate (WFR),
the torch travel speed (TS), the contact tube to workpiece distance (CTWD), and the weld

voltage (V) measured at the torch. The shielding gas flow (SGF) rate could be manually

set, and a standard Ar-15 shielding gas composition was used.
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The Data Acquisition System

A block diagram representation of the data acquisition system developed in this study is

shown in Figure 2. This consists of a sound level meter (SLM), low-pass filtering and pre-

amplification circuitry, shielding for the SLM and circuitry, a PC compatible high speed four

channel analog to digital converter board, and a host PC.

Welding
PSU —

Current LEM

Voltage LEM

0

Figure 2: Schematic of the Data Acquisition Hardware.

The SLM is capable of measuring sound pressure levels from 50dB to 126dB with an accuracy

of 2dB. The SLM frequency response conforms to the " " C weighted response. The output

from the SLM was conditioned using a 6th order low-pass Butterworth filter with a break

frequency of 10 kHz, followed by an 20dB gain low-noise amplification stage. This effectively

limited the range of study from 32Hz to 10kHz. The conditioned SLM analog output was

connected to one channel of the analog to digital converter board. The SLM and conditioning

cicuitry were enclosed in a 20 GA steel casing, thus shielded from electric arc noise and other

e.m.i. The SLM was placed 2.13m behind the welding torch at a height of 20cm above the

seam of the weld. It should be noted that with this equipment configuration, the welding

torch is stationary and the workpiece is moved while welding (see Figure 1). This arrangment

allows the SLM to be maintined at a constant distance from the arc.

Isolated voltage and current feedback signals from the welding power supply were also

recorded using the analog to digital converter board. This board (Datel 414A) is capable of
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simultaneously sampling the inputs and providing 12-bit data from three input channels at

up to 350kHz per channel. For this application, the acoustic, welding voltage and current

signals were sampled at 40kHz per channel. An 8Mb RAM drive enabled up to 35 seconds

of continuous data to be recorded.

Background Sound

Aside form the welding arc, there are many other sound sources during welding. These

include the the power supply unit, the servo motors on the 3-axis table, ventilation and

shielding gas flow. The sound from these background sources was measured and found to

have very constast characteristics, with a mean level of 68.33 dB and a very consistent time

averaged frequency response.

Weld No. Voltage (V) WFR (m/min) CTWD (mm) TS (mm/s) SGF (cfm)

1 21 6 0 20 8.0 50

2 24 6 0 20 8.0 50

3 27 6 0 20 8.0 50

4 30 6.0 20 8.0 50

5 33 6 0 20 8.0 50

6 27 3.6 20 8 0 50
7 27 4.8 20 8 0 50

8 27 6.0 20 8.0 50

9 27 7.2 20 8 0 50
10 27 8.0 20 8.0 50

11 27 6.0 16 8.0 50

12 27 6 0 20 8 0 50

13 27 6 0 24 8 0 50

14 27 6 0 28 8.0 50

15 27 6 0 32 8 0 50

16 27 6 0 20 6.5 50

17 27 6 0 20 8.0 50

18 27 6.0 20 9.5 50

19 27 6 0 20 11.0 50

20 27 6.0 20 14.0 50
21 27 6.0 20 8.0 50
22 27 6.0 20 8 0 5

Table 1: Experiments for Investigation of Weld Parameters on Arc Sound

EXPERIMENTAL PROCEDURE AND RESULTS

Experiments were performed by welding at prescribed conditions while acquiring the sound

signal, weld voltage, and weld current as described above. All welds were 90deg fillet ge-

ometry on 2 pieces of 51mm x 6.4mm hot rolled flat steel cut to 0.6m lengths. All analyses

were performed on 5.1456 seconds of weld data. This 5.1456 data sample was taken at least

2 seconds into the data record from a weld, so that any transient effects caused by the arc

start could be ignored.

Preliminary Study

To provide a base-line, nominal welding conditions were chosen to be 27V, 6.0 m/min wire

feed rate, 20mm CTWD, 8.0mm travel speed, and 50 cfm gas flow rate. An initial set of

experiments to investigate the primary effect of the five controllable parameters was per-

formed. Twenty two welds were made, using the parameter combinations given in Table 1
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Weld No
8 17 3 12 21

Mean Snd Level (V) 0 232 0.222 0 147 0 300 0 149

Peak Snd Level (V) 3.427 2 756 2 280 3 C94 2.788

Standard Dev (V) 0.199 0.189 0 128 0.330 0.250

Coeff. Variation % 85.60 85.20 87.24 87 81 83.28

Mean Snd Level (dB) 86.40 82.72 78 91 87 01 85 38

Peak Snd Level (dB) 113 93 108.73 107 07 110.53 108 82

Table 2: Characteristic Values for Same Source Parameter Values

above. Welds 1 through 5 were intended to characterize the effect of weld voltage, as these

welds were produced at varying levels of arc voltage while the remaining weld parameters

were held constant. Similarly welds 6 to 10 investigate the effect of wire feed rate, welds

11 to 15 focus on the influence of CTWD (standoff), welds 16 to 20 consider the impact of

travel speed, while welds 21 and 22 investigate the difference between adequate and inade-

quate shielding gas flow. The collected data was subjected to both time and time-frequency

analysis. Welds 3, 8, 12, 17 and 21 from Table 1 were produced using the same weld pa-

rameter levels. The characteristics of the data from these welds were compared in order to

assess how consistent the arc sound characteristics are over several non-consecutive tests for

identical parameter levels. Time averaged frequency spectra for these welds are shown in

Figure 3, while time domain descriptors are tabulated in Table 2. These preliminary results,

especially those of Figure 3 and Table 2, would seem to indicate that the arc sound is a poor

indicator of the source weld parameter levels.

Arc Sound vs. Metal Transfer Mode

The metal transfer mode is the characteristic most commonly associated with arc sound,

and therefore warrants investigation. An experienced professional welder was consulted to

determine weld parameters which resulted in spray, globular and short arc transfer. Using

these parameters, five welds were performed in each transfer mode. Typical sound records

from each transfer mode are shown on a compressed time scale in Figure 4. These records

are consistent with those found by other researchers [3,4]. From Figure 4 it is clear that the

time domain characteristics vary greatly with transfer mode. Spray transfer produces a low

amplitude signal, while globular and short arc transfer produce louder signals. The sound

from short arc transfer is distinguished from that of spray and globular transfer by abrupt

and short lived spikes in the sound signal, these spikes being associated with the occurence of

a short circuit. In order to summarize the nature of the acquired sound signals, time domain

descriptor values were calculated. Three of these descriptors, Peak Sound level, Coefficient

of Variation, and Maximum Rise are plotted versus transfer mode in Figures 5, 6 and 7. The
Maximum Rise is found as the largest absolute difference between consecutive samples in a

sound record. These Figures show that the values of all three of the plotted time descriptors

increase from spray to globular to short arc transfer. Time averaged frequency spectra

were computed for each of the five sound records associated with each transfer mode. These

spectra are plotted in Figures 8, 9 and 10. From these plots it can be seen that even though

the frequency spectra for a given transfer mode exhibit some variation, the general shape of

the spectra is quite constant. Spray transfer exhibits an almost monotone spectrum, while
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Volt.=27 V, WFR=6.0 m/min, T.S=8.0 mm/s, CTWD=20mm, SGF=50 cfm

0.15

>

0 1.25 2.5 3.75 5 6.25 7.5 8.75 10
Frequency (kHz)

0.15

Frequency (kHz)

0.15

>
n 0.1
c

0 1.25 2.5 3.75 5 6.25 7.5 8.75 10
Frequency (kHz)

0.15

>

Frequency (kHz)

Figure 3: Time Avg'd Frequency Spectra for Same Source Parameter Values.

globular and short arc transfer exhibit more broad-band signals. The spectra for globular

and short arc transfer are similar, but the short arc spectra can be distiguished by smaller

amplitudes and with a more trapezoidal shape.

Spectrograms were obtained for the 15 sound records discussed above, and these were also

found to exhibit distinct characteristics for each transfer mode.

Comparison of Arc sound and Power

Previous work done in this area suggests that the sound produced by an electrical arc is
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SPRAY TRANSFER

GLOBULAR TRANSFER

SHORT ARC TRANSFER

0.5 1 1.5

Figure 4: Typical Compressed Sound Records for each Transfer Mode,

related to the electrical power supplied to the arc as described in (1) [5,6].

Sa(t) = kj
t

(V(t)I(t))

Where:

— 5a (t) is the amplitude of the sound signal at time t,

— V(t) is the voltage across the arc at time t,
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Figure 5: Peak Sound Levels vs. Transfer Mode.

Coefficient of Variation vs Transfer Mode

|
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Figure 6: Coefficient of Variation of Sound Level vs. Transfer Mode.

Max. Rise vs Transfer Mode

Figure 7: Max. Rise vs. Transfer Mode.

— I(t) is the current flowing through the arc at time t, and

— k is a constant of proportionality .

There is evidence that this relationship also holds for the GTA welding arc [7]. In order to

investigate this relationship for the GMA welding arc, the sound and power derivative signals

for welds were compared in the time and frequency domains. The electrical power supplied

to the arc was calculated as the product of the measured welding current and voltage. This

power signal was then differentiated using a 2nd order backward difference approximation.

Comparisons of the sound and power differential in the time domain and the frequency
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Figure 8: Time Avg'd. Frequency Spectra for Sound from Spray Transfer.

domain did not indicate any strong relationship. More encouraging results were obtained

when a low pass filtered version of the power derivative was used (see Figure 11).

CONCLUSIONS

The results of this study indicate that the arc sound produced during the GMA welding

process can be used as a source of process feedback. Specifically, this study has shown that

the metal transfer mode, and events such as the occurrence of spatter or a short circuit

can be discerned from the arc sound. Such feedback has many potential applications in the

monitoring of the GMA welding process.
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Figure 9: Time Avg'd. Frequency Spectra for Sound from Globular Transfer.

FUTURE WORK

Further work in this area will concentrate on incorporating the arc sound descriptors de-

veloped in this study into weld monitoring systems. Such systems would acquire the sound

from the arc and calculate time domain and frequency domain and frequency-time domain

descriptors. These descriptors would then be further analyzed using a set of heuristics or a

pattern recognition tool such as a neural network to extract useful information about the

weld process. Possible applications are spatter detection and automatic arc tuning.
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Figure 10: Time Avg'd. Frequency Spectra for Sound from Short Arc Transfer.

ACKNOWLEDGEMENTS

This research was supported by the Manufacturing Research Corporation of Ontario.

471



GLOBULAR TRANSFER

Original Power Derivative

3.75 5 6.25

Frequency (kHz)

7.5 8.75 10

E 40

5 20

Low Pass Filtered Power Derivative

3.75 5 6.25

Frequency (kHz)

8.75 10

-500

Low Pass Filtered Power Derivative

0.64 1.28 1.92 2.56

Time (s)

3.2 3.84 4.48 5.12

6.00
Sound

5.12

Figure 11: Low Pass Filtered Power Derivative for Globular Transfer Data.
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FAST DETECTION OF ESSENTIAL CHANGES IN GMAW PROCESSES

£. Blumschein*

ABSTRACT

An investigation has been performed into fast detection of sudden changes being considered as

seriously affecting regularity of GMA welding processes, welding control, and eventually weld

quality. It includes case studies in how the plasma changes into an unstable mode and return, in

transition among different metal transfer modes, in sudden failures like arcs between wire and

contact-tube, and in how large droplets emerge. Pattern selection and recognition have been based

on electrical, acoustic and video signals which were recorded synchronously and with a sufficient

in most cases sample rate. In order to cope with a plenty of irrelevant or even misleading

information, some principles of expert welder's intelligence have been adapted. They will allow to

monitor that process more distinctively and to improve it on condition it is quickly controlled by

an inverter type power supply.

INTRODUCTION

Arc welding, GMAW in particular, behaves rather chaotic due to a variety of poorly understood

plasma physical phenomena (Ref. 1). Therefore, weld quality is affected by random spattering and

other disturbances. Traditional control systems are not able to react against them. Advanced

welding systems try to mimic human intelligence in order to associate weld quality with both

observable deviations from optimal process and adequate countermeasures. Though, the brain

works quite different from today's computers, cognitive control (Ref. 2) is likely to become the

preferred approach during the next century, at least. Imitation of human cognitive performance

should not stick for details. Technical sensory systems have specific advantages and drawbacks.

They are capable for sensing electrical quantities. They may be specialized by exchangeable

software. On the other hand, they will perhaps never reach the astonishing performance of the

slow but very complex signal processing by neurons in the brain.

However, power electronics can react much faster than any human muscle. Even the most skilled

performer of welding is not able to take full advantage of already existing fast controllable power

electronics. Mitigation of trouble requires its detection in-time. This task can definitely not be

fulfilled by statistical signal analysis based on a much longer span of time being indispensable for

getting a useful representation of a typical welding process. For that reason, there is no chance for

creating any controller that uses unspecifically averaged data to recognize failures much faster

than the human brain. The only promising solution is a combination of proper conditioning,

knowledge of physical scenarios to be expected, presage and attention, fast detection of features

that mark essential changes, and an appropriate, well-calculated response to them. This paper

starts with an exemplary review of some observed physical phenomena.

* IELE, Otto von Guericke University, PSF 4120, D-39016 Magdeburg / blumschein@et.uni-magdeburg.de
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STRIKING FEATURES OF PLASMA MODE CHANGES

Voltage of an ordinary arc is fairly smooth. It varies only a little around 20 V with shielding gas,

wire extension, current, etc. This stable behavior might be explained by a balancing effect of

competition between several invisible, restless moving to fresh oxides cathode spots of very small

size and short life span.

There is an unstable mode of plasma, too (Ref. 3). Figs. 1 to 14 show distinctive features.

802.50 802.83 803.17 803.50 803.83 in ms 804.50

Figure J— Video (12 000fps, inverted, positive wire electrode left, arrow: direction ofwelding),

voltage, and current marking transient unstable plasma mode within carbon dioxide.

100 200 I in A 400 100 200 I in A 400

Figure 2 — Unstable mode (upper traces) within carbon dioxide (left) and 98% argon (right).
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Measured voltage fluctuates heavily in unstable mode (Fig. 1). Mean value of voltage is, as a rule,

increased by up to 10 V (Fig. 2). Consequently, current drops (Figs. 1, 3, 10, and 14). Also, the

emitted light is much brighter (Figs. 1, 4), the arc's shape and location are changed (Fig. 4), and

the droplet of liquid metal, hanging at the tip of electrode is obviously rejected and deflected ahead

the direction of welding. Fig. 3 shows how the unstable arc comes out from dip transfer.

It disappears also pretty abruptly after a

few milliseconds or less. One can see

how little the welding process is muddled

up. Notice the voltage dropping and

returning instantly before transition into

unstable mode being connected with only

a negative sound pulse due to implosion.

Surprisingly, sound emission during the

unstable mode is this time even weaker

than that from ordinary arc, although the

unstable plasma is exceptionally bright

and moves quickly around as to be seen

from video frames (Fig. 4). The isthmus

of liquid metal bridge is to be seen in

frame (a) and marked by a cross as a

reference point.

m UMH Sim-

video

r T
380.0 390 0 400.0 410.0 420.0 ms 440.0

Figure 3 — Effect ofunstable mode on dip

transfer.

(a) 412.25 ms (b) 412.5 ms (c) 412.75 ms (d) 413.0 ms

(i) 414.25 ms (j) 414.5 ms (k) 414.75 ms (1) 415.0 ms

Figure 4— Wigglingplasma corresponding to a marked section ofFig. 3.

Arc plasma expands sidewards and upwards. It flicks off the molten metal, and it quickly shapes a

rather large droplet by touching them from all sides like with baker's hand. The restless jiggling is a

striking feature of unstable plasma mode. Separate and less intense light patches below the main

one are certainly no indications of cathode spots but reflections on surface of molten pool.

Workpiece was moved to the right in all experiments. As a result, bead has built up on right side,

and large droplets were deflected to the left. While the normal arc tends to locate its cathode spots

on a crescent shaped cool area ahead the molten pool providing fresh oxides, this behavior is

entirely lost during unstable mode.
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(a) 0.0 ms (b) 0.25 ms (c) 0.5 ms

Figure 5 — Steppingplasma.

The large droplet in Fig. 5 is already deflected. Plasma

mode changes within a quarter of a millisecond from

normal (a) over unstable (b) back to normal (c).

Correspondingly, location is stepwise changed, too.

The unstable mode seems to have a preference for hot

metal surfaces. It mostly starts from a tiny hot spot, as

a rule after a short circuit.

Any kind of voltage drop is always preceding, at least for a very short time. As expected, there

was not any occurrence of an unstable mode in dip transfer unless arc length was very small

before. Repetitive forerunners of increasingly deeper dropping voltage, as sketchy to be seen in

Fig. 1, were often noticed. Maybe, initial wire-to-pool distance can be larger at higher current

as to conclude from in Fig. 6. The left images (a), (b) belong to a slowly but continuously

broadening and declining in height, bell shaped, transitional but ordinary arc. The other show a

rapidly and jerky expanding plasma just at the beginning of unstable and rejecting plasma

mode. A visible piece of electrode seems not to reach the pool. Anyway, between (b) and (c)

there was a full short circuit lasting over 75 microseconds.

0

f
\

o- 1

n

200

100

50

3100 310.2 310.4 310.6 311 0

Figure 6 — Transition into unstable plasma mode.

During unstable mode the gap between wire

tip and molten pool is increasingly widened to

an extend preventing immediate transition into

a new short circuit. Fig. 7 gives evidence for

an early possible exception from that.

Immediate transition into a longer lasting

short circuit happens rarely.

The sudden return from unstable into stable

mode is probably forced by two reasons for

cooling: dilution of extending plasma volume

and decrease of current. This transition is

highly striking in videos which were recorded

from welding under conditions known for

causing unstable mode for a remarkable share

of time (Ref. 4). In that case, the droplet is repelled during unstable mode to the left and

upwards. It becomes very large. In Fig. 8(a), the neck is illuminated by a wiggling unstable

plasma being located by chance just behind. Plasma suddenly steps to left (i. e. ahead in

direction of welding) onto a previously dark area. Its shape simultaneously changes into a

stretched ahead conic one, to be seen in Fig. 8(b). It

also contrasts by quiet behavior. The droplet is no

longer rejected. It falls down into a short circuit

soon afterwards. Uncertainty of such preceding

return to normal arc before metal transfer could
I(a)B IHflH(b) provide a plausible explanation why the so called

Figure 8— Returnfrom repulsive 'globular' metal transfer is a highly erratic one.

unstable mode (a) to normal arc (b).
Perhaps, the necessary cooling can be stimulated by

deliberate reduction of electric power.

Figure 7— Interrupted unstable mode.
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Figure 9— Occurrence afterpulsed transfer.

Signs of unstable plasma mode were

detected at almost all arc welding

processes including pulsed spray metal

transfer (Fig. 9).

A transitional unstable for a short time

plasma is normally not considered as a

serious disturbance, since fast power

electronic control is able to quickly

output more power in order to prevent

the current to fall below a given limit.5 900 905 910 915 920 ms 930

Nevertheless, diagnosis of welding

processes and control will benefit a lot

from detection and separation of time

intervals in which measured signals

do not correctly mirror the main process but an abnormal transitional deviation from

anticipated behavior. It would be possible to detect the unstable mode from a variety of

discernible features. Restriction to the voltage signal alone is also possible, and it is kept for

the best option in this case.

However, the unstable mode can last

for tens of milliseconds or even longer.

Conditions to Fig. 10 were stainless

steel of 1 mm diameter, TPS adjusted at

28 V (recommended value 30V),

250 mm/s wfs, 98% Ar, 2 % C02 .

As a result of long time unstable plasma

mode, regular short circuiting transfer

of molten electrode is obstructed. The

accumulated volume forms a huge

hanging droplet which is sidewards and

upwards deflected. Because transfer of

it requires almost 10 ms, current

reaches 300 Amps causing unacceptable

heavy sputtering.

400

A
current

400 410 420 430 440 450 460 470 480 ITLS 500

Figure 10— Long time unstable plasma mode.

Moreover, the essentially unstable plasma mode is very likely linked with an obvious

deterioration of weld bead quality. In particular, GMAW of aluminum alloys is known to

suddenly fall into puckering if temperature of molten pool becomes too high.

Puckering means not only a bad surface but

also porosity, oxidation, and nitrification. It is

believed to be caused by air entrainment

(Ref. 5).

voltage

pii V
r

current

V

1

7 50 888 00 888 50 889 00 889 50 890 00 890 50

Figure J J — Lack ofshielding gas.

Experiments with totally unshielded welding

were performed in order to study indications

of lacking shielding gas. Arc welding in pure

air was found to be accompanied by an almost

permanently unstable plasma mode as

illustrated in Figs. 11, 12. The first two frames

show an ordinary arc, burning ahead,

corresponding to smooth voltage in Fig. 1 1

.
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Then the molten wire tip is hooked and very irregularly shaped by an unstable backwards

directed plasma, until finally a taper causes a durable short circuit.

887,0 ms + K 887,75 ms + K 888,5 ms + K 889,25 ms + K

887,25 ms + K 888,0 ms + K 888,75 ms + K 889,5 ms + K

887,5 ms + K 888,25 ms + K 889,0 ms + K 889,75 ms + K
K « 0,6 ms

Figure 12 — Video images of unstable plasma mode in air corresponding to Fig. 11.

There is a remarkable stabilizing effect of a small portion of titanium added to the wire. It can

presumably be attributed to desoxydation ability of titanium (Ref. 6). Occurrence of a

conspicuous black trace from condensed material and some effects of oxygen on arc stability

and spatter (Ref. 7) might also be related to the unstable plasma mode.

Probably, plasma mode will also turn out as important outside arc welding on applications like

lamps and switchgear. For that reason, the neutral denotation 'unstable plasma mode' has been

preferred as long as it is not entirely clarified whether or not this type of plasma reckons

among arcs. A seemingly similar unstable plasma is called spark, in ED machining.

DETECTION OF TRANSITION BETWEEN TRANSFER MODES

As generally accepted, GMAW can be divided into modes of molten metal transition as

follows: Short circuiting or dip transfer relates to low voltage and low current. It changes with

increasing power into globular transfer. Beyond critical values and only with argon-rich

shielding gas the arc constricts, tapers the wire tip, and actively transfers metal as a rapid

sequence of small detached and in line accelerated droplets, projected to the molten pool.

Rotational spray transfer is the mode at highest power and large stand off length.

400

A

200
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0
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. current I

voltage

0.2 0.4 0.6 0.8 270 ms 280

Figure 13 — Periodically changing transfer. Figure 14— Detailfrom Fig. 14.

479



Figure 15— Transfer ofpreformed droplet.

Why has mapping of boundaries between transfer modes (Ref. 8) proven a rather difficult task?

Is somewhat wrong with this classification? Well, 'globular* can be mistaken as free falling, and

one might verbatim imagine 'spray' as scattering, too. However, the real problems are practical

ones. Figs. 13,14 show for instance a mixed, periodically alternating transfer.

Each of the two short circuits transfers within about 5 milliseconds a pretty large droplet and

generates much sputter. Thereafter, an unstable rejecting plasma mode creates a long arc gap.

Extinction of plasma is prevented by control, ensuring a constant minimal current. Then, as

long as current is high enough, so called spray transfers fine droplets. This may happen without

any short circuit. But spray might be mixed with short circuits due to pre-formed droplets, too.

Fig. 15 shows a typical detachment of such a droplet. The short circuit would be identified as

instantaneous from its duration, even though it

transfers the droplet. Since the neck is already

thin, a new plasma expands from the neck.

The droplet is not rejected. It is first detached

from wire, then incorporated. Normally,

incorporation goes before detachment in dip

transfer.

If voltage is somewhat increased, the large short circuits vanish, but, as evident from Fig. 16,

there is still a periodic repetition of metal transferring short circuits, alternating with periods

of spray transfer. Because small droplets are

transferred anyway, it does almost no matter

whether there is a transferring short circuit

or no short circuit at all. Quite regular

distances between the events correspond to

time required for droplet formation.

Electronics clamps voltage. So current

slightly floats. A periodic change between

audible sputtery and inaudible genuine spray

generates a rather strange soft noise. It

sounds like shaking a tin with some peas.

Further transition into pure spray may also

be precisely perceived by ear. The less

crackle happen, the more each single one

stands out.

50

V

30

20

10

0
400

voltage

Figure 16— Genuine and sputtery spray.

Fig. 17 focuses on two successive

disturbances. They were audible as only a

single one. Else the voltage was smooth for

seconds. The 60 kHz voltage ripple is also

beyond the frequency limit of human hearing.

Superior human performance is based on

several principles very worth to study. One of

them is diversification of inputs. Auditory and

visual perceptions of changes in transfer mode
complement each other. Vision provides a

clear picture of arc shape and of

corresponding penetration profile to be

expected. Audition provides a more gradual

orientation and warning about risk of change as quickly as possible by purely empirical means.

It benefits in that from an other principle. Recognition of trained temporal pattern is generally

more versatile and faster than identification by statistical values. However, dynamic pattern

recognition is still in its initial stage. Human intelligence includes permanently adaptive pursuit.

Figure 17— Disturbance in spray mode.
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Matching pattern sequences are activated from memory on demand. So a broad temporal

horizon does not contradict to ability for reaction within a tiny span of time. Actively adapting

sensation is a rather general key to efficiency. Active sensation (Ref. 9) includes targeting,

focusing and preprocessing. An example reveals considerable deficiency of today's sensory

systems:

A serious problem is detection of uncontrolled transition from rotational spray into ordinary

spray transfer. Sudden standstill is unacceptable during so called T. I. M. E. process due to the

digging effect of constricted arc. Although rotational spray transfer was not within the scope of

this investigation, occasional rotation of wire tip like a garden hose was observed (Fig. 18).

Figure 18 — Transitionfrom stubbing wire into rotation ofwire tip.

Rotation seems to be an usual failure, ending either badly in extinction of arc or favorably in

sudden standstill with detachment of a somewhat larger droplet immersed into the arc.

Unfortunately, there was no sufficient indication of rotation available from voltage or current

signals. Visual monitoring is complicated because of fast spatial movement and changing

brightness.

TRACKING AND INTERPRETATION OF SELECTED DETAILS

Prospect seems to be bleak for designing an artificial neural network or any other classifier as a

comprehensive and general one-one imitation of how operator's intelligence copes with failures

in complex welding processes. In our time, even a most dilettante copy of brain would be too

expensive. Also, it would never act as fast as possible with sensors and necessary for welding.

More promising progress has been achieved i

identification of single selected details fro

signals sampled with a high rate providing hig

resolution beyond human perception.

There is still a lot to discover. For instance,

strange cluster (Fig. 19) was revealed to consis

of irregularly repeating with rather high frequenc

voltage drops. It indicates a tiny gap betwee

molten pool and hanging droplet almost dippin ^ \

into it but finally failing to do so. A regula 432 433 434 435 ms 438

pattern of lower frequent voltage ripple is visibl

before and after that phenomenon. The calculabl Figure 19— Cloud ofvoltage dips.

ripple can easily be separated despite its type

considerably differs from that shown in Fig. 17. Maybe, such detail is marginal and useless. In

that case it might be considered as a possible cause of irritation. Possibly all peculiar features

of a signal were pre-interpreted to a certain extend in order to exclude irrelevant or misleading

information. Our final aims have been, of course, first tracking down in reliable signs of

essential primary events to react to quickly and then implementing that intuitively found way by

means of digital signal processing.
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Since there is currently much upcoming progress on cheap and robust microphones and video

cameras, acoustic and visible signals, in particular, were searched for indications of such events

with special emphasis on origin of excessive spatter. Unexpected emergence of some
exceptional large droplets was observed as shown in Fig. 20.

(h) 311,5 (p) 314,0 (x) 321,0

Figure 20— Large droplet emerging below the arc after stubbing.

Rejection of droplets is known (Refs. 10, 11) in principle. In above case the droplet was

definitely not rejected after hanging at the wire tip before. It seems to emerge (at p) from the

middle of molten pool, but it might originate from snake shaped rest of wire (c). Given,

acceleration of the droplet depends on electromagnetic force

until it has detached, then early reduction of current could help,

maybe. However, it is not realistic to identify on-line from video

signal all rising droplets for several reasons. This would require

an additional back light. Only a small part of spatter is visible

because focus is fine tuned on centre of arc with small depth of

field. Success of image processing is questionable due to

brightness of unstable plasma mode and strong reflection in that

case. Successive stripes in Fig. 21 point at very fast expansion.
Figure 21 — Reflection.
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Moreover, there is no need for droplet detection since all exceptional current peaks turned out

to cause one or more spatter made visible as shadows from arc itself. Consequently, it will be

better to prevent in time conditions leading to excessive spatter. Therefore short circuiting

transfer has been studied and moments of transition from arc to short circuit and reverse have

been precisely determined. Sample rates were adapted to requirements and limitations in a

laboratory, not yet tailored on application. OneMHz summary sample rate and at least one

second record length were chosen for most of the reported measurements in order to avoid

worst errors.

Study in peculiar arc behavior required the

voltage to be sampled with a much higher

rate. Figure 22 illustrates difficulties to

decide when a short circuit starts and ends.

Twin-spiked arc voltage is typical for

reignition after stubbing. Usually, the first

arc appears near to contact tube where the

stubbed wire was mostly bent.

Accordingly, the belonging sound signal

may not be used this time for monitoring

distance between torch and surface of

molten pool (Ref. 3). Figure 23 also relates

to stubbing. On the left, wire has just

stubbed on solid ground of molten pool. Movement of torch trucks it sidewards inside contact

tube. By chance, contact has to change from leading to lagging side. Current has to flow from

contact tube to wire through an arc during that short time. That hidden arc could be detected

from potential of wire but it is also evident from an inconspicuous voltage step by about 10

Volt for half a millisecond in combination with missing of sound signal. Although energy

amounts only as few as 3 Ws, a wire of 1 mm diameter can locally melt and may or may not

stick within contact tube. The sticking point was observed to be broken by powerful wire

voltage

w 1

'

Figure 22 — Splitted voltage signals.
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Figure 23 — Hidden arc between wire and contact tube.
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feeder after totally some 20 milliseconds. This is a while after reignition happened which is to be

seen as twin-peaked voltage on right. Then wire shoots out with very high speed.

Although random coincidence led to the crucial event of such hidden arc, a lot of implications

were reduced to that one plausible cause and confirmed by recognition. For that reason, there is

no danger of confusion between the increased voltage due to hidden arc and the similar pattern

due to unstable plasma mode on condition of careful identification.

Stingy calculating engineers might balance whether hidden arcs should be recognized by the

additional means of wire potential or by pattern recognition from voltage alone. Nature

recommends to us using both options mutually confirming each other. A plurality of signals and

methods of preprocessing has proven most efficiently.

The hidden arc was discovered during regular stubbing being forced by combination of low

voltage setting and high wire feed speed. Stubbing is unacceptable but it is also a kind of metal

transfer mode the welder can feel as a force acting on torch in his hand and he can markedly hear

each single burst for physical reasons (Ref. 12). Twin-spiked voltage may serve the blind and deaf

welding machine a substitute feature among others.

CONCLUSIONS

1) A plurality of synchronously recorded signals and its computerized analysis have proven

to be best in broadening the necessary basis for detection of essential changes in GMAW
processes.

2) A lot of striking features reckon among indications of an unstable plasma mode. An
investigation into that mode led to better understanding the chaotic behavior of so called globular

transfer.

3) Common conceptions of so called instantaneous short circuits should also be revised, in

order to improve diagnosis and control based on voltage signal.

4) Some transitions between metal transfer modes can easily be detected but there are

deficiencies, too. Unfortunately, in most cases, there are no simple transitions between transfer

modes but several variants of cyclically alternating mixed transfer.

5) Human intelligence gives good examples how to efficiently select and process data by

attention, diversification, active sensation, expectation, and confirmation.

6) Fast recognition of failures remains the bottleneck in fast control of welding processes,

and focusing on crucial details selected by reasoning from a plurality of signals has confirmed to be

the most promising way to go through.
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NUGGET SIZE SENSING OF SPOT WELD
BASED ON NEURAL NETWORK LEARNING

K. Matsuyama*

ABSTRACT

A new quality monitoring system has been developed based on a neural network learning

procedure to guarantee the resistance spot weld quality without mechanical tests such as chisel

test in automobile industry. A dynamic voltage between tips and a welding current wave form

are measured for monitoring parameters to predict the nugget size, and to detect the occurrence

of expulsion during welding with each neural network learning result determined by some

preliminary experiments. As a result, it is clarified that the new system can be applicable not

only to estimate the nugget size but also to find the occurrence of expulsion during welding in

high accuracy and high speed with relatively low CPU power system for monitoring system.

This means that low cost sensing system of resistance spot welds could be easily realized for a

real time monitoring and an adaptive control.

INTRODUCTION

About thirty years have passed after a study on the quality monitoring in resistance spot welding

began by using regression equations determined with many preliminarily experimental data

(Ref.l), where the monitoring was achieved with the dynamic electrode movement caused by

thermal expansion of workpieces and electrodes. After that, other monitoring systems also

investigated with voltage between tips, resistance between tips calculated with the voltage and

welding current, or surface temperature of weld measured by thermo-sensor etc. as a sensing

parameter. These monitoring systems have not been practically used without trial use because

the electrode movement system has some problems in applying to over-edge welding of electrode

tip at workpiece edge and pressed parts welding with mis-fitness at the faying interface, the

system with voltage or resistance between tips cannot apply to coated steel sheets for the

workpiece, and the measurement of surface temperature is not so easy in actual production lines.

Re-attracting the quality monitoring system of resistance spot welding to public is after the end of

1980's when a quality monitoring system was developed by the authors (Ref.2). In the quality

monitoring system, virtual resistance welding machine was built up and run in computer, some

differences between actual monitoring values and corresponded virtual ones were detected to

control the working condition of the virtual machine, and welding state in actual welding part

was estimated from the virtual working state. Although this method has some merits of that the

system can apply to be predicted the contact diameters representing the current flow area and

electrode tip temperature etc. besides the nugget size in high accuracy with no preliminary

* Faculty of Engineering, Osaka University, 2-1 Yamada-Oka, Suita, Osaka 565 Japan
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experiments, it also has a weak point of that high CPU power is required for the simulation of

nugget formation process because the simulator run in a long program codes made by a finite

difference method with many grids.

So, the author has tried to investigate a new quality monitoring system with a neural network

learning procedure to resolve the problem ofCPU power in keeping high accuracy for estimated

results, and realize easy adjustment of pre-set parameters by users, since the new procedure can

be considered to be one of approximate some equations with sigmoid function as basic function

series, and to be adaptable and suitable for nonlinear problem such as resistance spot welding

phenomena. Moreover, the neural network learning system can be considered to be

applicable to detect the occurrence of expulsion during welding if the adaptability for the

nonlinear problem is attracted. Therefore, nugget size sensing system included the detecting

one for expulsion has been examined and developed with a neural network learning procedure.

OUTLINE OF NEURAL NETWORK LEARNING PROCEDURE USED

OutputNetwork structure and learning procedure

A three layer type was used for the neural network

system where artificial neurons are combined in

two steps as shown in Fig. 1 . Predicting the nugget

size was achieved with welding current value and

dynamic resistance between tips for the input data,

which have been used and successfully applied to

be predicted the nugget formation process in

resistance spot welding assisted with the

numerical simulation program (Ref. 2 & 3).

Detecting the occurrence of expulsion during

welding was done with the welding current and

reducing rate of the dynamic resistance during

each one welding current cycle. And then, it was supposed that the following relation can be

applied at each artificial neuron;

Input : Pattern p

Output

Layer

Hidden
Layer

Input

Layer

Fig. 1 A neural network with three layers
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}

;
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(p)) '

Nonlinear activation function

For input layer, a following equation was used

;

(i)

(2)

(3)
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System data

Number of input layer units

Number of hidden layer units

Number of output layer units

Ni/mber of teach data

Parameter data

Slope of sigmoid function

Initial value of weight

Initial value of offset

Leming cofficient of weight

Leming cofiicient of offset

Initial value of inertia coefficient

Increacing quantity of inertia coefficient

Limit of inertia coefficient

Limit of error

Limit of iterations

Read data

system.dat

param.dat

input.dat

teacli.dat

Input data

Welding current

Resistance between eletrode tips
at each cycle

Teach data

Nugget diameter

Initialize of weight

Initialize of offset

' t—
-i:

Calculation of output

i

Calculation of error

^^"^ error s error limit

<^^^ iteration & iteration limit

j no

Correction of weight

Fig. 2 A flowchart to adjust the weights and offset with backpropargation algorithm, and parameters used

A backpropagation algorithm was utilized for adjustment of the weights and the offset shown in

Eq.l ( Ref. 4). The flowchart with the backpropargation algorithm is shown in Fig.2. Four

system data to set up the artificial neural network structure, ten parameter data to fix initial and

end conditions for the calculation, and several pairs of input and teach data are read at the first

step of calculation. A list utilized in prediction of the nugget size is shown at the left side of

Fig.2.

Nonlinear activation function as input-output relation

Not only the sigmoid function but also Gaussian distribution function and others can be utilized

for a nonlinear activation function at each artificial neuron, and the function requires only to be

continuous and differentiable. This means that many functions can be applied to the activation

function, and the selection of suitable one is important to improve the adaptability and

conversion speed.

Some relationships, in which the welding current and welding time are used for input data and

nugget diameter for output ones, are shown in Fig. 3. The nugget diameters rapidly increase

only over a certain value in horizontal axis, and saturate in spite of welding current or welding

time, and the profiles are almost similar to that of the sigmoid function. Therefore, the

following sigmoid functions were selected for the input-output relation at each artificial neuron;

h(u) = 1 / [ 1 + exp( -w/ 1/0 )] (4)
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Welding current / (kA) Weld time t (cycles)

(a) (b)

Fig. 3 Relationship between welding current or welding time and nugget diameter

The initial setting value of the constant

Uq in the nonlinear activation function

was remarkably influence on the

convergency of updated weight values in

the backpropargation algorithm. Figure

4 shows the relationship between the

initial constant value u0 and iteration

number for convergence of the adjusted

weights. In the present study, a

modifying procedure for the constant u0

was installed to improve the convergency

of solver algorithm.

Slope of sigmoid function Uo

Fig. 4 Influence of initial slope of sigmoid

function on the convergence rate

Treatment of input data error included in experiments

Reference data

Welding current /.# (kA) Welding current U (kA)

(a) a = 0.12 mm (b) a = 0.36 mm
Fig. 5 Influence of teach data error on the learning results
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The influence of the input and output data

error on teaching results can be preliminarily

examined from viewpoint of making the

approximate equation. Simulated sample

data are shown with open circle marks in

Fig. 5, that were calculated by adding random

error to the reference data shown with solid

lines in the figure, and teaching results with

these simulated data including the random

error are shown with dotted lines in the Fig. 5.

The solid line shape was determined from

some experimental results in usual resistance

spot welding newly thin steel sheets. In the

present examination, only welding current

value is used for the input data, and

simulated nugget diameter for output data.

Randomly calculated error value with the

normal distribution function of standard

deviation a was added to the solid line value,

and obtained the simulated input data shown with the open circle marks. The error treatment

was applied only for 24 output data for teach data. Small data error case is shown in Fig. 5(a),

and relatively large one in Fig. 5(b).

The figures indicate that the teaching results shifts from the reference curve in the case of that the

standard deviation enlarges about more than 0.4mm even in such large number of sampling data.

Figure 6 shows the relationships between the standard deviation and the error estimated for

various sampling data numbers. The calculation was done in the same manner in Fig.5. The

results suggest that it is almost sufficient in only 10 data par about 10 kA range in usual

resistance spot welding condition for thin sheets such as 1.0 mm thickness. In addition, the

teach data error was reduced by increasing measurement numbers for each nugget

.

Examination on the hidden layer

The unit number of hidden layer also influence on the taught results. Therefore, the initial unit

number is commonly set almost same or a little small as the unit number of input layer, and the

optimal unit number of hidden layer has been usually found by decreasing procedure of the unit

number from maximum number state. On the contrary, if the system is considered to be one of

approximate equation, the unit number of hidden layer has to be determined with an increasing

procedure of the unit number from one that is set up for an initial state. In the present study, an

increasing unit number procedure of hidden layer was employed.

ADAPTBILITY OF THE NEURAL NETWORL LEARNING RESULTS
TO PREDICT NUGGET SIZE AND DETECT OCCURRENCE OF EXPULSION

Input and the output data used

Table 1 shows an example of the input and teach (output ) data used for neural network learning

E
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o
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>0.4

03

E
To

^0.2
o
i

o

LU

O A/=24

A W=T2

V N=6 ,
y

/%
/V=6 S

/
W=12

*1

0 0.2 0.4

Standard deviation of teach data o (mm)

Fig. 6 Influence of teach data error on

the accuracy of estimated result
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in resistance spot welding.

The experiments were carried

out mainly with uncoated

steel sheets of 1mm thickness.

Character "A" and "B" shown

in the first row in Table 1

classify the electrode type

used. Character

"A" corresponds to use a

relatively good pair of

electrode tips which has been

used for welding steel sheets

less than about 1000 welds,

and a small projection can be

observed on the tip surfaces.

Character "B" means that a

pair of old electrode tips used

more than 5000 welds, and

the projection has already

disappeared on the tip

surfaces. Welding time was

counted with cycles in AC of

60Hz, " * " marks at the row

of nugget diameter means that

the expulsion was occurred in

its condition. Cr-Cu

electrode tips of 50 R type

were used for the

experiments.

Welding current and dynamic

voltage between tips were

measured through AID

converter with a personal

computer. The sampling

was done in high speed of

1000 s/s, square of the

Table 1 List of teach data used

Elacuodo type
WekJing cunent

'wi< kA >

Elecnode

pressure P\yu)

Welding time

t(cycle)

Nugget diameter

4.5 0.00

5 5 2.40

B 6 6 2 •I'D-. .; | 4.79

7 7 S.20 *

8 6 S.29 *

4.3 0.00

5 3 2.79

A
6.6' '

2 1 0

4.00

7 0 4.80 *

7.7 5.14 *

6 9 5.15 *

4 7 0.00

5 9 2.40

6.9 4.10

A
7 6 3 10 5.10

6 3 5.60

9 3 5.55 *

10.

4

6.00 *

1 1.2 6.25 *

4 6 10 1.50

4 6 8 0.50

4 8 6 0.00

4 7 4 0.00

4 6 2 0.00

6.1 9 3.95

6 1 7 3.29

E.l s 2.10

6.2 3 0.00

7.0
2

10 4.9S *

7.0 8 4.SS

6.8 6 4.10

6.9 4 2.25

6.B 2 0.00

7.8 9 S.20 «

7.7 7 5.10 *

7.8 S 5.10

7.8 3 2.60

* : occurrence of expulsion

instantaneous welding current was integrated to obtain the effective value at each one cycle.

The dynamic resistance R between tips was calculated by using the following equation at near

peak welding current period in each half cycle, and the resistance value at each n cycle was

determined by arithmetic average of the values at n.25 cycle and at n.75 cycle;

R = v — (L+M)
d i

d t

(5)
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Where, v ; Measured instantaneous voltage between tips

/ ; Measured instantaneous current

L ; Self-inductance of welding circuit between tips

M; Mutual inductance between welding circuit and measured one

In the present study, an effective value of welding current calculated during whole weld time and

10 dynamic resistance values determined at each one welding cycle during initial 10 cycles of

weld time are employed for the input data, because the welding current could be considered to be

constant during the welding. Still more, the electrode force and the weld time were not used for

the input data because of little or no relation to the learning results

The nugget diameter used for the teach data and non-teach ones was determined with a square

root of the product of both radii measured on transverse axis and on conjugate one although the

arithmetic mean of them has been usually used until now because the nugget diameter has to be

determined with the square root value in the theoretical.

Examination on the suitable unit number of hidden layer

The suitable unit number of hidden layer was examined for 37 non-teach data obtained at a little

different welding current values or weld time from each welding condition shown in Table 1

.

The examination was achieved according to a flowchart shown in Fig.7.

A typical result is shown in Fig. 8. A broken line and a dotted one indicate error for the learning

result with the 37 teach data shown in Table 1. A solid line and a one-dotted chain one also

Start

Get input data and teach data

Uo=Uoo

Learning by the Back propagation

no
Uo=Uo+Z)Uo

Output of weight and offset value

Get input data of non-teach data

Estimation of nugget diameter of non-teach data

GEO
Fig. 7 A flowchart for examination of the

optimal unit number ofhidden layer

Fig. 8 Examination of optimal unit number
of hidden layer with non-teach data

~i r "i i—i—i—i—i—i—|

—

• Standard devtationfTeach data)
A. Muximum error(Teach data)

O Standard deviatipon(Non-teach data)
A Maximum error(Non-teach data)

Non-teach data

Q V " °" " °- •

•e- -

• Teach data

0 5 10
Number of hidden layer units HU
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indicate the error for estimated results of the 37 non-teach data. Moreover, the solid line and

the broken one indicate the maximum error, and one-dotted chain line and dotted one are

standard deviation of the error, respectively.

Although the error for the teach data rapidly decreased with increasing the unit number of hidden

layer, on the contrary, error for the non-teach data increased with the increasing number. This

means that the optimal unit number of hidden layer cannot be decided only with the teach data.

In the present study, one unit model for hidden layer was utilized for the artificial neural network

to estimate the nugget diameter and find the occurrence of expulsion during welding.

Adaptability of the learning results

Several nugget diameters in different

welding condition from the teaching ones

were estimated with the learning results,

where the artificial neural network consist of

one output unit, one hidden unit, one input

unit for welding current, and 10 input units

for dynamic resistance at each welding cycle.

The typical results are shown in Fig. 9.

Closed circle marks indicate the learning

results with the teach data obtained from

center part welding tests of lap sheet

specimen. The open circle marks indicate

the estimated nugget diameter with test

specimens welded at the center part in a little

different welding conditions from the teach

data. Open triangle marks show the

estimated result for near edge position

illustrated on the Fig.9.

E
E

CD

>

•4—*

C
CD

E
CD

CL
X
LJJ

Nugget

4mrr

O Center(Non-teach data)

_ A Edge(Non-teach data) +0.5^/7 ///• Center(teach data)

_ HIM
u»=4.0 /j//-o.bsrh

/ A
0

Single Phase A.C.
/y A R-type

SPCC
/?=1.0mmX2

/eff=4.2~11.2kA
P=2kN,3kN

c^Li—f i i i

f=2~ 10cycle

i i i

Estimated value d*

Adaptability of the learning results with

teach data welded at center part of work-

pieces to the estimation of nugget dia-

meter for non-teach data

The estimated results by the artificial neural Fig. 9

network model with the adjusted only with

the 37 teach data were good agreement with

the experimental ones in spite of the learning

with only center part data. The error is

remained almost less than 0.5^~h ( h : Plate thickness in mm) The accuracy of estimated results

is almost same as that with the previous numerical simulator (Ref.3). Moreover, similarly good

arrangement were also obtained in spot welding galvanized steel sheets although the results do

not shown here.

Such good agreements can be recognized in the detecting the occurrence of expulsion during

welding. The learning has been achieved with the same experiment data shown in Table 1 , and

only the structure of input layer was changed. In the detecting of the expulsion, welding current

during whole weld time and maximum value of instantaneous dropping rate of the dynamic

resistance were utilized for the input data. The adjusted neural network model only with the
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Table 2 Detecting expulsion in edge welding with a neural network

learned for the center part welding ofworkpieces

Electrode type
welding current

'.«<lA>

Electrode

pressure /"ON)

Welding time

l(cycte|
Estimated E xperimenl it

<.7 0 0

5.6 0 0

A
6 2

2 10
o o

6.6 0 0

7.3 1 1

7.8 1 1

4.2 0 0

6.0 0 0

6.6 0 0

A 7.9 3 10 0 0

8.6 1 i

8.9 1

9.3 1

center part data were also applied for the welds formed not only at the center part but also at the

near edge part as shown in Table 2.

In addition, the system can be applied to predict the nugget size and detect the occurrence of

expulsion even in case of an over-edge welding such as a part of weld is overhanged from the

edge of workpieces, that is normal in automobile factory, if the learning would be carried out for

the over-edge welding

Therefore, it is concluded that the neural network system adjusted with teach data is useful and

effective to estimate the nugget formation state in resistance spot welding although the adaptable

range should be restricted within the teaching data zone.

SUMMARY AND CONCLUSIONS

A new sensing system of nugget formation state in resistance spot welding has been developed

with an artificial neural network learning procedure with welding current and dynamic resistance

measured between electrode tips for monitoring parameters, and it was clarified that the new

system can be applicable to predict the nugget size, and detect the occurrence of expulsion during

welding.

The new system with the neural network learning procedure does not required high CPU power

to estimate the nugget size and detect the occurrence of expulsion in high speed comparing the

previous monitoring system with the numerical simulator so that the system can be easily applied

to sensing unit of some adaptive control system if the system is applied within restricted zone

examined and determined with preliminary experiments.

If the neural network system, however, will be applied to estimating the welding state for

unknown welding condition zone not examined with the preliminary experiments, any output

from the system does not guaranteed whether it is correct. In this case, the previous

monitoring system with numerical simulator will help dynamically modifying weights of the
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neural network.
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WELD DEFECT DECISIONS USING

THROUGH-THE-ARC SENSOR DATA1

T.P. Quinn*, R.B. Madigan*, C.B. Smith^

E.G. Blachowiak*

ABSTRACT

A defect detection algorithm was developed to allow real-time quality sensing of arc welding.

The algorithm constructs a baseline record by averaging the output from the sensor from several

acceptable welds. Subsequent v/elds can be compared to the baseline record at each time

increment. A threshold value is set as some fraction of the standard deviation of the output

relative to the mean value of the baseline record. In this manner, the threshold value tracks

intentional changes in weld inputs. If a production weld exceeds the threshold for a certain

fraction of a specific interval, the weld is flagged as defective. The algorithm was used with a

through-the-arc sensor to monitor welds made on the production floor. The constants used to

tune the algorithm were found from the first 82 welds that included 4 defective welds. Another

444 welds were monitored with 2 more defective welds. The sensor flagged 5 of the 6 defective

welds and did not incorrectly flag any defect-free welds.

INTRODUCTION

This paper presents a method for detecting defects in automatic arc welds made in a mass-

production environment. In automatic welding cells, the operator usually cannot directly monitor

the arc because of the danger of being in the workspace of the robotic arm. Welds may not be

inspected until several stations further down the production line; the value added may be lost if

the part must be scrapped because of a defective weld. Weld inspection stations add another

processing step that adds cost. Therefore, there is a need for sensors to indicate when a part has a

welding defect while the weld is being made so that immediate action can be taken. However, if

a sensor incorrectly flags a weld as defective, the part may be scrapped or the production line

may be stopped unnecessarily.

There has been much work on real-time sensors to diagnose problems in arc welding (for

example see Refs. 1-7 or the reviews in Refs. 8 and 9), but with the volumes of output from real-

time sensors, it is often difficult to decide whether a defect has occurred. The most common

1 Product of NIST; not subject to U.S. copyright.

* National Institute of Standards and Technology, Boulder, CO
t Tower Automotive, Milwaukee, WI
$ A.O. Smith Corporation, Milwaukee, WI
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technique for making this decision is to compare the output of the sensor, the "quality

parameter," to an absolute threshold. For example, an absolute threshold used for a through-the-

arc sensor might be "If the current exceeds 450 A for more than Vz s then a defect has occurred."

However, on parts with complex geometries, the weld schedule may change automatically, or

changing torch positions may cause variations in the weld inputs (for example, the current

changes as the torch rounds a corner); this intentional variation in the welding inputs will be

reflected in the measured quality parameters. An absolute threshold will have to be set above (or

below), the highest desired point of the weld, and sensitivity will be lost for the parts of the weld

that produce lower (or higher) values of the parameters. In this paper we develop a method that

tracks the intentional variations to increase the sensitivity for predicting defects.

METHODS

The defect detection method is suited for a mass production environment and is straightforward.

A baseline record is constructed from the recordings of the quality parameter(s) made during a

number of defect-free welds. A threshold is set based on the standard deviation of the quality

parameter(s) or on a fraction of the value of the quality parameter(s). Since excursions of the

quality parameter(s) beyond the threshold for short periods of time may be acceptable, a weld is

declared defective if the quality parameter is out of the threshold for some part of a window that

moves with the data.

To construct a baseline record, the quality parameter(s) Q is recorded at sampling frequency F for

at least Nb defect-free welds resulting in J
Qi where i refers to the i th sample in time and j refers to

the j th weld. The standard deviation of the quality parameter S is also recorded for the Nb defect-

free welds if it is available. To construct the baseline weld, the average over the Nb welds Q of

the quality parameter at each time increment is first found:

The baseline weld series is finally found by smoothing <2
(
using a moving average:

Qt= TQj- (2)

H-N
'A

Ns is the duration of the moving window and is set to a value large enough so that the series is

smoothed but not so large that intended changes in Q are smeared out. For example, if the quality

parameter is the welding current and the current is reduced as the torch welds around a corner, Ns

cannot be made so large that this intentional dip in the current is smoothed. For the start of the
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weld, i < N,
A, Q\ = Qi ', a similar procedure can be used for the end of the weld.

If S is available, the threshold is first found by computing the average S over the Mb welds and

then smoothing the result:

(3)

(4)

The thresholds are then constructed as

T»=Q»+aS?,

t; = Q>-ccS>,
(5)

where T" and 7i are the upper and lower threshold, and cc is a positive number used to set the

threshold width. If S is not available then the thresholds are set as

where P is used to tune the threshold width. For some quality parameters one of the thresholds

may not be needed.

To allow for short excursions of the quality parameter(s) out of the tolerance band, a weld is not

flagged as defective unless M/out of Nf consecutive <2, are out of tolerance. For example, ifMf-
3 and A^= 10, and Qn, Qm, Qw are out of the tolerance band, then the weld is flagged as

defective.

Software that uses this method of defect detection was used with a through-the-arc sensor for gas

metal arc welding (GMAW). The through-the-arc sensor samples the current and voltage, and

processes the signals through algorithms to output the quality parameters. The sensor is detailed

in Refs. 1 and 2 but is described here briefly. The current and voltage signals are digitally

sampled at frequency/ (usually in excess of 5000 samples/s). The sensor processes the signals in

intervals N samples long, giving sensor data at N/f ; here we used TV = 375 samples and/ = 6000

samples/s for a sensor rate of 1/16 s. The sensor outputs 7 parameters for constant voltage

GMAW: average voltage, average current, average resistance, arc condition number, short

frequency, current trend, and voltage trend. The average voltage V and current / are calculated as

the /V-point average of the signals for each interval; the resistance is the quotient R = V/I. The arc

condition number is a dimensionless measure of the low-frequency stability of the arc. The

(6)
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voltage trend and current trend are the slopes of the lines fit toMs points of the average current

and voltage. The short frequency is found by identifying the short circuit events in the interval

and dividing by the length of the interval.

EXPERIMENTS

Series I

Experiments were conducted in two series on the production floor. In the first series the raw

current and voltage signals were recorded at 6000 samples/s. A robotic GMAW torch with a

constant-voltage power supply welded a fillet weld in a lap joint of 3 mm thick mild steel. Mild

steel wire, 1.2 mm in diameter was used with an 85% Ar - 15% CO2 shielding gas. The effective

travel speed was approximately 35 ram/s; the wire feed speed was approximately 201 mm/s; the

voltage was set at approximately 22 V for a "buried arc" transfer mode. The welds lasted about

32 s. We monitored 63 welds for each of two kinds of parts which had slightly different

geometry: "Part A" and "Part B." The welds monitored were made on three different shifts of the

production floor operation. Part A and Part B were made on the first shift; only Part A was made
on the second shift and only Part B was made on the third shift. The weld path for both parts

involved compound curves. The parts were visually inspected for defects such as surface porosity

and burn-through in a manner similar to production quality checks.

The raw data was passed through the sensor algorithms offline. The constants needed for the

defect detection algorithm Nf, Mf, and a or (3 for each of the 7 quality parameters were found by

processing the first 82 welds; the parameters were set so that defective welds were flagged and

defect-free welds were not. The optimal constants were found by cut-and-try using batch

processing. The defect detection algorithm was then tested for robustness by applying it to the

final 44 welds using the constants found for the first 82 welds. A baseline series was constructed

with Nb = 10 with defect-free welds made at the start of each shift. Ns was chosen as 10 for a

smoothing window of 0.625 s based on the travel speed and changes in geometry of the part. The

first and last 1.3 s of the weld were ignored due to the variability in the starts and stops.

Series II

A software package implementing the defect detection algorithm was coupled with the sensing

hardware and brought to a second production floor. In this case, defects were flagged on-line.

The constants found in the first series of tests were used in the defect detection algorithm for a

weld that lasted approximately 2 s. The joint, power source and welding conditions were

approximately the same as for Part A and Part B above. 400 welds were monitored on three

production shifts. A baseline series was constructed (as above) with the first 10 welds which

were defect-free and used for all of the shifts. The first 0.5 s of weld were ignored; no data were

ignored at the end of the weld.
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RESULTS AND DISCUSSION

Series I

Of the 126 welds monitored in the first series of tests, 5 defects were detected. One defect

(surface porosity) was about 70 mm in length; the other 4 were small skips or pores about 3 mm
in diameter. The other 121 welds were defect-free on visual inspection. The first 82 welds with

which the defect detection constants were found had 4 defective welds. The defect detection

constants (Table 1) flagged 3 of the 4 defective welds of the first 82 and did not flag any of the

defect-free welds. There was a single small defect in the final 44 welds. The algorithm flagged

this weld (Fig. 1) and did not flag any of the 43 others.

Table 1: The best defect detection constants found using the first 82 welds of Series I.

Quality Parameter Mf Nf a P

Average Current 3 5 2

Average Voltage 3 3 0.4

Average Resistance 2 2 1.75

Arc Condition Number 2 2 2.9

Short Circuit Frequency 10 10 1.5

Voltage Trend 6 10 20

Current Trend 6 10 140

For the reference series shown in Fig. 1 , the arc condition number is about 4 times greater in the

last 20 s of weld than it is from 4 s to 10 s. If an absolute limit on the arc condition number were

used for defect detection, it would have to be set around 60 to accommodate this intentional

change in the welding parameters. The defective weld shown in Fig. 1 would not have been

flagged with this absolute limit.

One of the difficulties with the defect detection algorithm is that, with several quality parameters,

there are many constants to find. To speed the selection of the defect detection constants, the 2 s

of the current and voltage data during which the defect occurred for each of the 4 defective welds

was concatenated together with 2 s worth of data from defect-free welds that showed large

excursions from the baseline series to form a single composite series. The corresponding sections

of the baseline series were put together to form a composite baseline series. The software we
wrote allowed us to plot the 7 quality parameters of the composite series against the 7 quality

parameters of the baseline composite together with the thresholds. Using the composite series,

the constants were found within a few (< 10) iterations.

Series II

Since the first 358 welds monitored were free of defects, the torch position was changed on

number 359 to cause a burn-through and returned to its original position for the rest of the welds.

No defects were observed on the subsequent 41 welds. The defect detection algorithm flagged

the single defective weld and did not flag any of the defect-free welds.
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The overall statistics for the algorithm were 5 of 6 welds with defects were flagged, 520 of 520

defect-free welds were not flagged. The defect that was not flagged was caused by a piece of

spatter build-up on the gas cup falling into the weld pool causing a small pore and a lump in the

weld bead.

Figure 1: The arc condition and short circuit frequency quality parameters for a

defective weld shown here as the "Present Weld." Because of the settings of the

constants in Table 1, the defect detection algorithm flagged the weld because of

the arc condition number (more than 2 out of 2 out) but not because of the short

circuit frequency (only 1 out of 10 out).
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CONCLUSION

A defect detection algorithm was developed and used with a through-the-arc sensing system. The

algorithm was tested on data from the production floor. The constants used to tune the algorithm

were found from the first 82 welds which included 4 defective welds. Another 444 welds were

monitored with 2 more defective welds. The sensor flagged 5 of the 6 defective welds and did

not flag any defect-free welds.

REFERENCES

1. Quinn, T.P., and Madigan, R.B. 1997. United States Patent Pending.

2. Siewert, T.A., Madigan, R.B., and Quinn, T.P. 1993. United States Patent 5,221,825.

3. Madigan, R.B., and Quinn, T.P. 1994. United States Patent 5,349,156.

4. Kovacevic, R., Zhang, Y.M., and Ruan, S. 1993. Three-dimensional Measurement of Weld
Pool Surface. Proc. International Conference on Modeling and Control ofJoining

Processes, ed. T. Zacharia: 600-607. AWS.
5. Johnson, J.A., Carlson, N.M., Smartt, H.B., and Clark, D.E. 1991. Process Control of GMAW:

Sensing of Metal Transfer Mode. Welding Journal 70 (4):91s-99s.

6. Song, J.-B., and Hardt, D.E. 1993. Closed-Loop Control of Weld Depth Using A Thermally

Based Depth Estimator. Welding Journal 72 (10):471s-478s.

7. Ludewig, H.W., Siwicke, J.H., Kilty, A.L., Wallace, B.L., Haytcher, S.A., and Rees, D.E.

1996. United States Patent 5,521,354.

8. Smartt, H.B. 1992. Intelligent Sensing and Control of Arc Welding. Proc. 3rd International

Conference on Trends in Welding Research, eds. S. A. David and J. M. Vitek: 843-851.

ASM International.

9. Araya, T., and Saukawa, S. 1992. Recent Activities on Sensing and Adaptive Control of Arc

Welding. Proc. 3rd International Conference on Trends in Welding Research, eds. S. A.

David and J. M. Vitek: 833-842. ASM International.

502



THROUGH-THE-WERE SENSOR FOR SEAM TRACKING
IN GMA/C02 AUTOMATIC WELDING*

P. Orszagh*, Y.C.Kim** and K. Horikawa**

ABSTRACT

The paper describes results, which have been achieved in development of a new type of

welding torch position sensor. The new sensor enabled a real-time measurement of the torch-

to-workpiece position in GMA welding with short-circuiting metal transfer. The sensor was

based on a unique detection algorithm, which detected the torch-to-workpiece distance from

welding current and voltage waveforms, regardless huge variations of instant welding

parameters. It was found that torch-to-workpiece distance could be reliably detected from

wire resistance during short-circuit state of the welding process. The sensor was tested under

various welding parameters and conditions and its applicability was confirmed by real time

monitoring of the sensor signal.

KEY WORDS : (GMA Welding) (Short-circuit) (Metal Transfer) (Liquid Bridge)

(Drop Profile) (Position Sensor) (Seam Tracking)

INTRODUCTION

One of the basic hurdles in GMAW automation is insufficient flexible adaptation of the

welding system to a huge variety of weld joint geometry, welding trajectory and torch-to-

workpiece positions and orientations. Weld joint detection and seam tracking functions

represent basic and imperative features of automatic welding systems. Small, low-cost, reliable

and precise torch-to-workpiece position sensors, which are capable to resist extremely rash

welding environment, become crucial elements for flexible automation and robotisation of arc

welding processes in this way.

For the past 30 years various types of position sensors have been developed for arc welding

and some of them have been used in industrial manufacturing. One can find one/two

dimensional contact probe sensors (Ref. 1-3) with or without memory delay playback function,

electrode contact sensors (Ref. 4,5), electromagnetic sensors (Ref. 6), arc sensors (Ref. 7-11),

optical sensors (Ref. 12-16), sound sensors (Ref. 17), etc. Excellent review of the sensors, and

their industrial applications in arc welding processes can be found in literature (Ref. 6,17).

Both reviews show that only contact (probe and electrode type) and arc sensors are widely

used in welding practice. The arc sensors, due to their advantages (such as measurement and

arc position coincidence, durability, real time control capability, reliability, no space

requirements in the weld pool vicinity, low installation and maintenance cost, etc.) are extra

desirable for seam tracking and adaptive welding control systems. Arc sensors, based on the

arc length feedback control by means ofAVC or ACC principle, are primarily used in GTAW,
GMAW with spray metal transfer mode and plasma welding and cutting.

Slovak Technical University, Bratislava, Slovakia

Joining & Welding Research Institute, Osaka University, Japan
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In GMAW with short-circuiting metal transfer mode, especially in GMAW with CO2 shielding

gas, arc sensor applications are very rarely (Ref. 18). Extreme variations of instant welding

parameters strictly limit a torch-to-workpiece distance detection sensitivity of the arc sensor.

Some attemps (Ref. 19,20) of using the arc sensor in GMAW/CO2 have been carried out, but

they are still in the R&D stage.

The paper describes principle and basic characteristics of a new position sensor for GMA/C02

welding. The sensor is based on a unique detection algorithm, which enables to detect the

torch-to-workpiece distance from welding current and voltage waveforms, regardless huge

variations of instant values. The new sensor was tested under various welding parameters and

conditions.

EXPERIMENTAL TECHNIQUES AND MATERIALS

GMAW experiments were carried out in

horizontal position. Series of single pass

beads were deposited on mild steel plates

at constant welding speed under various

welding parameters and conditions. A
block diagram of experimental set-up can

be seen in Figure 1

.

During the tests welding current and

voltage were monitored by high speed

data acquisition system and data were

stored to files for post-process analysis.

Technical parameters are summarised in

Table 1 and 2.

Parameter Value Parameter Value

Base material MS, 500x100x12 mm Scan 2 channels

Wire material MS, 0 1.2 mm Scanning period 20 us

Welding speed 1 to 25 mm/s Scanning mode Burst

Torch height 1 1 to 30 mm Trigger Internal

Wire feeding rate 2 to 25 m/min Data volume 2x1

0

6

Shielding gas C02, 15 1/min Data transfer DMA
Welding voltage 15 to 29 V Sampling activity 20 s

Welding current 0 to 800A Acquisition control DAP95
Current slope 31 to 200 kA/s Data analyser ANA95

Table 1. Welding parameters and conditions Table 2. Data acquisition parameters

In GMAW with short-circuiting metal transfer mode a liquid drop touches a weld pool surface

and transient liquid bridge profile can be observed. To study bridging phenomena simulated

drop-pool "touching" experiments were carried out. Digital high speed photography with

backlighting technique was used for recording transient drop/bridge profiles. Figure 2 shows

experimental set-up for simulated "touching" tests.
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Experiments were carried out with various

solid steel wire rods, of different diameters,

several kinds of liquid and drop volumes

(heights). Only homophase drop-pool

bridging phenomena were studied. Four

liquids with significantly different physical

properties, e.g. mass density, surface

tension, contact angle and kinematic

viscosity were selected. The values were

mostly taken from literature for pure

materials, some values were directly

measured or calculated from experimental

data. Basic properties of the liquids used in

experiments are summarised in Table 3

.

Vertical

motor

Container

Figure 2. Simulated "touching" apparatus

Liquid

type

Mass density

P (kg/m
3

)

Surface tension

a (10"
3
N/m)

Contact angle
1

0 (deg)

Typical length
2

Lt (mm)

Water 1 000 73 60* 2.72

Ethyl 820* 22 0 1.65

Oil 921* 29* 0 1.79

Mercury 13 546 475 120 1.89

Iron
+

7 000 1 200 0 4.18
+
liquid iron added * measured value

1

liquid/steel pair
2Lt

= ( a/p/g)
1/2

Table 3 Physical properties of liquids used in simulated experiments

RESULTS AND DISCUSSION

Liquid bridge resistance

Figure 3 shows typical pattern of the liquid

bridge resistance in simulated homophase

drop-pool "touching" experiments. It

shows the liquid bridge resistance as a

function of time. At the beginning the

bridge resistance is high due to small cross-

section area of the drop-pool contact. A
sharp drop of resistance is well-marked at

the beginning of the graph. The curve

behaviour indicates a contact creation

between the drop and the pool (t<5ms),

when fast radial contact spreading occurs

on the surface of the pool (Ref. 21).

During the first stage of the short-circuit

the resistance of the liquid bridge has a

negative first derivative (dR/dt<0).

contact transfer squeezing

0 l 1 1 1 I 1 1

0 5 10 15 20 25 30

t (ms)

Figure 3. Resistance of the liquid bridge (water simulation)

Rd - bridge resistance Rc - equivalent cylinder resistance
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The centre part (5<t<15 ms) of the resistance shows a relatively flat plateau, indicating small

change of the resistance. During this stage the neck radius is not significantly changed and it

only moves up from the pool vicinity closer to the solid wire tip. The resistance ofthe bridge is

almost constant, because it depends on the neck radius, not on the neck position within the

bridge. The second stage of the bridging is characteristic by the first derivative of the bridge

resistance close to zero (dR/dt«0).

In the last stage of the bridging the liquid bridge is gradually squeezed by capillary and gravity

force and the neck radius decreases. The narrower the neck is, the higher resistance of the

bridge becomes. During the squeezing stage (t>15 ms) the resistance increases and the curve

has a positive first derivative dR/dt >0.

The resistance curve is not symmetric. The absolute value of the first derivative is higher in the

contacting stage than that in the squeezing stage. The trend of the curve indirectly indicates

that the contact radius spreading process was faster than the neck squeezing one.

20

18

a
16

14

S
12

04

10

8

6

3

f r

Figure 4 shows typical measured

waveforms of welding resistance in

several sequential short-circuits. The

arc burning cycles were removed from

data. Detail of the 2
nd

short-circuit can

be seen in Figure 5, where 2.5x time

zoom scale is applied.

5 6

t Cms)

10

Figure 4. Resistance waveforms in short-circuiting state

(arc burning state removed)

(I=190A, vd=5.2m/min, L=14mm, MS wire 01.2 mm, CP mode, K,=60kA/s)

It is obvious from the graphs that the

resistance curve has a typical U-shape,

which is characteristic for homophase

liquid drop-pool "touching" phenomena

(see Figure 3). At the beginning of the

short-circuit the resistance rapidly falls

following the drop-pool contact radial expansion on the weld pool surface. From Fig. 5 it can

be found that the fast contact spreading (A) only lasted 1.3 ms (0.7<t<2ms) and after a very

short flat plateau (B) duration 0.5 ms (2<t<2.5ms) the resistance started to rise (t>2.5ms),

indicating the beginning of the neck squeezing stage (C). The whole metal transfer took place

about 3 ms.

Taking into account characteristics of

homophase drop-pool touching phe-

nomena a new detection method of the

torch-to-workpiece distance can be

proposed as follows. In short-

circuiting state the torch-to-workpiece

distance corresponds to the wire

extension. The wire extension (length)

can be determined by means of

measurement of its resistance, when

the wire is in a good and stable

electrical contact with the weld pool.

14

13

~ 12
a
3 ii

* 10

9

8

<—[aJ— 4

0.5 1.0 1.5 2.0 2.5

t (ms)

3.0 3.5 4.0

Figure 5. Detail of resistance waveform in short-circuiting state

(I=190A,vd=5.2m/min,L=14mm, MS wire 01.2 mm, CP mode, K,=60kA/s)
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To avoid a high resistance of the drop-pool contact region at the beginning of short-circuit,

the resistance should be sampled after the contact radius is wide enough (t>lms). The

contribution of the contact region to the total welding resistance will be reduced in this way

and the measured value will better correspond to the torch-to-workpiece distance L (Ref. 21).

On the other hand the welding resistance can not be measured too late. At the end of the

short-circuiting state the resistance becomes high again. The neck is very narrow and its

resistance becomes dominant (Ref. 22).

Sensor principle

A typical U-type resistance waveform

automatically suggests to pick the data

in the "centre" part of the curve, where

the welding resistance reaches local

minimum Rsmin with first derivative

equal to zero (dR/dt=0). At these

moments both conditions are satisfied:

the contact area is wide enough and the

neck region is not significantly

developed yet. The total welding

resistance will the most reflect the

torch-to-workpiece distance.

20 40 60 80 100

(*)

Figure 6. Resistance waveform in short-circuiting state

(I=190A, vd=5.2m/min, L=l 7mm, MS wire, 01.2 mm, CP mode, K,=60kA/s)
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Figure 7. Sensor output at various torch heights

(1=165A, U=20V, L=8-23mm, vj=4m/min,

MS wire, 01.2 mm, CP mode, K,=60kA/s)

Figure 6 shows welding resistance waveforms

of 6 short-circuits with duration ts>2 ms. The

short-circuit time was normalised to

dimensionless variable in 0-100% scale. All

curves show a typical U-type shape with very

close local minimum values of resistance

Rsnun«llmQ in the centre part. Taking

account previous discussions on liquid bridge

resistance waveform in homophase drop-pool

touching, the value Rsmin was selected as the

sensor output for torch-to-workpiece

distance detection. The sensor was tested

under various welding parameters and

conditions.

Figure 7 shows the results of test series when
torch-to-workpiece distance L was gradually

changed in a range from 8 to 23 mm. It is

obvious from the graph that the sensor

provides a stable signal of the torch position.

The torch-to-workpiece distance can be

reliably extracted from the welding resistance

signal. The bigger the torch height is, the

higher sensor signal level becomes.
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Figure 8 shows the sensor static

characteristics. It is obvious from the

graph that the sensor output Rsmin is

sufficiently sensitive to the torch-to-

workpiece distance L. Moreover the

input-output function is linear in the

stated range of the torch height. For mild

steel wire 01.2mm the sensor sensitivity

II was 0.6 mO/mm.

It is generally known that welding

parameters, mainly welding voltage and

short-circuiting current slope, have a

substantial effect on short-circuiting

phenomena of the GMA/CO2 welding

process. That is why the next interest was

focused into a sensor stability under

various welding conditions.

Sensor characteristics

Figure 9 shows a dependency of a short-

circuit duration, short-circuit frequency

and measu-rement frequency of the

sensor on the welding voltage. All

parameters are strongly affected by the

welding voltage. The higher voltage U is

the lower values ts, fs and fm are observed.

When welding voltage is changed from

19V to 25V the short-circuit duration is

reduced 4 times (from 4 to 1 ms) and

short-circuit frequency decreases from 60

to 35 Hz. The sensor measurement

frequency was reduced from 40 to 12 Hz.

Regardless huge process characteristics

changes, the sensor output is stable, not

significantly affected by the welding

voltage (see Figure 10).
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Figure 8. Sensor output vs. torch-to-workpiece distance

(1=1 65A, U=20V, vd=4m/min, MS wire, 01.2 mm, CP mode, K,=60kA/s)
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Figure 9. Short-circuit duration (t^) and frequency (fs) and

sensor measurement frequency (fm) vs. welding voltage (U)

(I=190A, L=14mm, vd=5.2m/min, MS wire, 01.2 mm, CP mode, Kj=60kA/s)
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Figure 10. The sensor output vs. welding voltage

(1=190A, L=14mm, vj=5.2m/min, MS wire, 01.2 mm, CP mode, K,=60kA/s)

Figure 11 shows a strong effect of short-circuiting current slope Kj on basic process

characteristics. When the current slope is increased from 31 to 200kA/s the short-circuit

duration ts is decreased almost 6 times, from 6 to 1 ms. The short-circuiting frequency changes

in the range 35-75Hz and the measurement frequency 15-60 Hz, respectively. In spite of such

tremendous changes of metal transfer characteristics, the sensor provides a relatively stable

signal for torch height detection (see Figure 12).
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and sensor measurement frequency (Q vs. current
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Figure 12. The sensor output (Rsmm) vs. short-circuit

current slope (K^
(I=175A, U=20.5V,L=14mm, vd=5.2m/min, MS wire, 01.2mm, CP
mode, Kt

=31-200 kA/s)

Figures 13 and 14 show the sensor signal

Rsmin when torch-to-workpiece distance L
is continuously changed during the

welding operation. In both experiments

the welding speed was 5.3 mm/s.

In downhill test the torch height L was

increased from 13 to 23 mm. The graph

indicates the sensor output from 8.5 to

15.5 mO. From the sensor calibration

characteristics (Fig. 8) the detected

torch-to-workpiece distance Laet is in a

range 12.5-23.5 mm. The values detected

by means of sensor Laet are very close to

real torch-to-workpiece values L.
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Figure 13. Sensor output during downhill welding

(I=180A, U=19V, vd=5.2m/min, MS wire 01.2 mm, CP mode, K,=60kA/s)

In uphill test (Fig. 14) the torch-to-

workpiece distance linearly changed from

23 to 9 mm. The sensor output gradually

decreased from 14.5 to 7 mQ and

corresponding torch height Ldet,

measured by the sensor, reduced from

22.5 to 10 mm. The values are very close

to real torch-to-workpiece distance.

A small difference (~lmm) between

uphill and downhill sensor values were

caused by a different weld bead formation

in the welding tests. The weld bead

reinforcement difference was detected by

the sensor as the sensor principle is

exactly based on a torch-to-pool distance

measurement technique.
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Figure 14. Sensor output during uphill welding

(I=180A, U=19V, \>d=S.2m/min, MS wire 01.2 mm, CP mode, K,=60kA/s

)
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CONCLUSIONS

Study on short-circuiting metal transfer in GMAW has lead to results, which can be

summarised as follows:

1. In short-circuiting state the liquid bridge resistance has a typical U-type shape profile in

time with a local minimum more-less in the centre part of the curve. At the beginning and

the end of the bridging the resistance is high due to a small cross-section of the liquid

bridge, caused by drop-pool contact formation and neck squeezing, respectively.

2. When high resistivity welding wires are used (e.g. mild steel, stainless steel, etc., the liquid

bridge resistance can be used for a short-circuiting phenomena monitoring.

3. The liquid bridge resistance can be used for a torch-to-workpiece distance detection in

GMAW with short-circuiting metal transfer mode. The through-the-wire sensor, based on a

minimum value of short-circuit welding resistance, provides a reliable torch-to-workpiece

distance signal for a feedback control ofthe torch position in seam tracking systems.
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APPENDIX

Greek letters

p mass density

a surface tension

x dimensionless time (x = t/ts* 100)

II sensor sensitivity

0 wire diameter

t time

tmm time when R=Ramin

ts short-circuiting duration

T0 temperature profile in solid wire

U welding voltage

Vd wire feeding rate

z wire axis from weld pool to torch tip

Roman letters

fm measurement frequency of the sensor

fs short-circuit frequency

g gravity constant

I welding current

Ki dynamic characteristics of the power source

(Kq = dl/dt)

L torch-to-workpiece distance

weld pool is part of the workpiece

torch bottom is the bottom end of contact tip

Lt typical length of the liquid

r radius

R resistance in short-circuiting state

Rsmin minimum resistance in short-circuiting state

S cross-section of the wire/bridge (S=7ir
2
)

Special symbols

x average value of x

Shortcuts

ACC automatic current control

AVC automatic voltage control

A/D analog/digital converter

D/A digital/analog converter

DMA direct memory access

CP constant potential power source

GMA gas metal arc

GMAW gas metal arc welding

GMA/CO2 GMA in C02 shielding gas

MS mild steel MIX-50S

SC short-circuit
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DESIGN OF A WELDING APPLICATION PROGRAMMING
INTERFACE

T.E. Doyle*

ABSTRACT

The effective use of automated welding systems is dependent upon efficient equipment

programming methods. This is especially true in small to medium batch operations

where excessive equipment programming time can be an economic barrier to automated

equipment utilization. A number of tools exist which attempt to address these concerns.

Notably, robotic off-line programming systems can reduce the amount of time required

for programming. However, these systems typically lack methods for including process

information in the automated planning methods. This information is typically manually

inserted in order to complete the planning operations. The true benefits of technologies

such as off-line programming will only be achieved when totally automated planning can

be realized. This will not be possible until methods for integrating welding process

knowledge with the application planning can be realized.

A development effort is currently underway which addresses the issue of automated

access to welding procedure information. This program is defining a Welding

Application Programming Interface that will address the issues for automated welding

application planning.

OVERVIEW

The Welding Application Programming Interface (API) defines standardized methods by

which other systems (e.g., OLP, CAD, etc.) can interact with a welding procedure

database. Figure 1 depicts a typical information flow model for an automated planning

system. The Welding API defines the methods to obtain, create, modify, and deposit

welding procedure information within the database without requiring knowledge of the

database design. The information content supported by the API is based on the Welding

Neutral File Format Specification. The ability to interact with a welding procedure

database allows external system to obtain welding knowledge to assist with decision-

making operations.

The Welding API is intended to support the access, creation, modification, and storage of

information within disparate databases of undetermined structure. The Welding API is

based on a messaging scheme and a command set that can be used to link these dissimilar

databases with external systems.

* McDermott Technologies Incorporated, Alliance, Ohio
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Figure 1 . OLP Environment

The mechanism used to implement the Weld API is the TCP/IP "sockets" services.

Sockets are end points of communications channels and are identified by a unique IP

address and port number. A user wishing to access a weld database site must know the IP

address of the site's Weld API server and its port number. IP addresses are assigned by

an Internet committee, but the Weld API Specification can recommend a port number to

be used by all Weld API servers.

The role of the Weld API in supporting the CAD-to-OLP relationship is depicted in

Figure 2. The Weld API is supported by a standard client-server model in which the API

Server is attached to a native welding database. Each native database site that wishes to

be Weld API accessible must implement its own Weld API server. The Weld API

specification does not address the design of Weld API servers because they are specific to

each native data base management system.

Other devices which require information in the welding database use Weld API

commands to access the data. Figure 2 illustrates the relationship between the API Server

and other devices such as an OLP or Weld Process Editor. However, any intelligent

device that requires access to welding data could access it through this strategy, as long as

it adheres to the rules stated in the Welding API Specification.
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Figure 2. Weld API Utilization

The Welding API has been developed in conjunction with the Weld Neutral File Format

(WNFF) Specification. The WNFF specifies database content in a generic manner. The

WNFF proposes that a database consist of Procedures, Fragments, and Subroutines.

Procedures are made up of Fragments that subsequently reference Subroutines. These

Fragments may in-turn reference any number of Subroutines.

In a typical CAD-to-OLP interface the Weld API will be utilized to supply weld process

related information to the planning process. The CAD-based design system will provide

geometry information that is annotated with a list of feature nodes and a list of

connectivity for these nodes. These feature nodes and the list of connectivity will denote

where welding is to be performed. The OLP will utilize the Weld API to search the entire

collection of possible Procedures for those appropriate to performing each weld. The list

of connectivity identifies the order in which the nodes are to be connected, thus

identifying the weld segments to be planned. The Weld API will allow the OLP to access

the Procedures stored in external data repositories and assign the appropriate weld

process related information.
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ESTIMATING OPTIMAL WELDING PARAMETERS USING
ARTIFICIAL NEURAL NETWORK TECHNOLOGY

B. Chan*, J. Pacey** and M. Bibby***

ABSTRACT

An inverse backpropagation network (BPN) is presented to estimate optimal gas metal arc

(GMA) welding parameters for bead-on-plate welds. In particular, the system is used to determine

the arc current, voltage and travel speed to achieve a pre-determined weld bead size and shape.

For the purposes of this investigation, the weld bead size and shape are defined by bead width,

bead height, penetration depth and bay length at 22.5°, all measured from the plate surface. In

addition, workpiece thickness is a variable that is taken into consideration in this investigation.

Deposit and plate fusion areas may be selected as input parameters if so desired. The electrode

diameter is assumed fixed at 0.9 mm, the extension at 19 mm, the DCEP polarity and C-25

shielding, all consistent with the experimental data base from which this model is derived. The

data base consists of some ninety-six welds which were used to train the network and test the

accuracy of the output.

INTRODUCTION

Weld geometry directly affects the complexity of a welding procedure and thereby the

manufacturing cost of fabricating steel structures. To a large extent, the size and shape of a weld

bead can be controlled by the welding parameters such as arc current, arc voltage, travel speed,

electrode extension, electrode diameter, electrode polarity and workpiece thickness. Estimating

optimal welding parameters for a given weld geometry is difficult because of the number of

competing variables involved. Furthermore, the problem is non-trivial because there may be more

than one set of welding parameters that corresponds to a given weld shape. In fact, relatively

extensive field trials are often necessary to fix welding specifications in most cases. The ability to

estimate welding parameters given the weld geometry would reduce the number of such trial runs

for determining weld schedules in practice.

Various authors [Ref. 1,2,3] have generated algorithms for determining weld size and shape given

the welding parameters. Most of these are based on regression analyses of large experimental data

bases. Recently, artificial neural network (ANN) technology and more specifically, the

backpropagation network (BPN) method has been applied to the problem [Ref. 4,5]. For

example, it has been shown that the weld geometry of gas metal arc (GMA) welds can be

estimated from the operational parameters (arc current, voltage, travel speed, electrode diameter,

polarity and extension). The geometry parameters estimated are bead height, width, penetration

*MIL Systems Engineering, 1150 Morrison Drive, Ottawa, Ont., Canada K2H 8S9

"Mech. & Weld. Tech. Dept., Northern College, Kirkland Lake, Ont., Canada P2N 3L8

Faculty of Engineering, Carleton University, Ottawa, Ont., Canada K1S 5B6
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and "bay length (22.5° from the plate

surface); see Figure 1. A series of elliptical

and parabolic functions are then fitted to

these dimensions to generate the weld shape

[Ref. 5,6]. Good size and shape correlation

with experiment is shown in these works to

provide a high confidence level for applying

this technology to the welding process.

While the accuracy of generating weld

shapes with the regression technique is

comparable to that of the BPN method in

this regard, there is still good reason to use Figure 1 Experimental weld bead shape trace with

ANN technology [Ref. 5,6]. In practice, both weld dimensions definitions,

methods are limited tc the range of the experimental experience of the data base upon which they

are based. However, the BPN method is more easily extended beyond the limits of the original

data base as new data are accumulated. In principle, this simply involves new network learning,

whereas the analysis must be completely redone if regression methods are used. Moreover,

parametric relationships (at least the trends) must be determined before analysis in the regression

situation whereas, this is less important (although helpful) with BPN technology. Therefore, there

would seem to be good reason to adopt a BPN approach for this problem in any event.

In this publication, the reverse situation is presented, i.e., BPN technology is applied to the

welding process to predict operational parameters, given a weld shape. As mentioned above, this

is otherwise a difficult problem and yet it is important in practice. Welding engineers need to have

some idea (an estimate) of operational welding parameters to achieve a given weld size and shape

before commencing a "job", i.e., at the planning stage. The BPN method applied to this problem

offers promise.

EXPERIMENTAL

Ninety-six bead-on-plate GMA welds with C-25 (25% carbon dioxide and 75% argon) shielding

and ER70S-6 consumable electrodes were prepared for this study [Ref. 7]. The electrode

extension (19.05 mm), diameter (0.89 mm) and polarity (DCEP), and C-25 shielding gas flow rate

(35 cubic feet per hour) were held constant for all runs. The workpieces measured 6" (152 mm)
by 16" (406 mm) in all cases. The input parameters (variables) were arc current (I), voltage (V),

travel speed (S), and plate thickness (ht). The welding parameter and plate thickness ranges are

listed in Table 1.

Table 1. Range of Arc Current, Voltage, Travel Speed and Plate Thickness Used in the

GMAW Bead Geometry Investigation.

Current

(amperes)

Voltage

(volts^

Speed

(mm/s)

Thickness

(mm)

Heat Input

(kJ)

Minimum 160 20 3.4 6.4 0.53

Maximum 320 42 11 15.9 1.22
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Metallographic cross sections were used to determine weld bead shapes and sizes. Several critical

weld dimensions were taken from weld shape traces as shown in Figure 1: bead width (BW), bead

height (BH), penetration (Pene), bay angle from the surface (0) and bay length (/). The size of the

weld was represented in terms of deposit (Al) and fusion (A2) areas and these parameters were

also measured and documented.

BACKPROPAGATION NETWORK ALGORITHM

A basic backpropagation

network [Ref. 8,9] consists

of a collection of nodes

organized in layers (input,

hidden and output,) as

shown in Figure 2. Nodes in

different layers are inter-

connected by weighted

links, Whi or W;j. All nodes

in the hidden and output

layers have two functions.

They gather weighted

incoming signals (Equation

1) and relay the summation

to nodes in the next layer

based on a transfer function

(Equation 2):

Sum = Yw-Xi (1)
for all i

F(Sum) = (2)

where xj is the incoming signal and F(Sum) is the transfer function. The function of the nodes in

the input layer is to distribute the input signals to the hidden layer. A bias node is added to each

layer (expect for the output layer) to stabilize the network [Ref. 9]. It always has an output value

of one and is not connected to the previous layer; see Figure 2.

Network prediction can be achieved by moving the input data through the network, i.e., input

data are submitted to the network through the input layer and processed by nodes in the hidden

and the output layers. Because the values of output nodes are limited to a range between zero and

one (0^yj"^l) by the transfer function, all network input and output data are normalized

accordingly. In this study, all network input and output data were normalized between 0.1 and 0.9

since the output equals zero or one when F(Sum) approaches ±<*>.

input weighted weighted
signals links (W ^ links (W ij)

back propagating

desired
output

network
errors

Figure 2 A backpropagation network.
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Network learning is achieved by exposing data from experimental measurements to the system.

For BPN, the initial weights of the network are set randomly between -1 and +1. During BPN
learning, the weights are adjusted according to errors, Ej, computed by comparing the results of

the network prediction (as described previously), vj", and the desired results, y/ (provided in

advance from the experimental data base); see Figure 2. The network prediction and error

backpropagation activities repeat until the root mean squared error (RMS error) of the network

is less than a pre-defined tolerance level and the learning is said to be successful. The RMS error

is calculated as follow:

RMS error =

i

p *
/da na \ 2

,(yb - y b )

a^l b=l

p j
(3)

where p is the number of patterns in the training set and x is the number of output parameters. In

this study, a tolerance level of 0.05 was used. A tighter tolerance may ensure a more accurate

system but the learning time (and thereby the computer demands) increase dramatically.

The weight adjustments are based on the least mean square method, otherwise known as the

generalized delta rule [Ref. 8,9] as follows:

Ej =
f(yj

- y-)
2

(4)

The weight of the connectors between the hidden and output layers are adjusted by:

% = Wf1
+ AW' + aAW^1

(5)

= nliSj (6)

6j = FtSum^l-FtSum,)]^ -
yj] (7)

where n is the learning rate, a is the momentum coefficient and AW0" 1

^ signifies the weight

adjustment of the previous pass. The learning time is controlled by the learning rate. Values

between zero and one are recommended for the learning rate. The network may learn faster with a

large learning rate, e.g., 0.9. However, a large rate tends to destabilize the learning process. The

momentum term, aAWN1
, reduces the learning time by recalling a fraction of the last adjustment.

A typical value of 0.25 is used for a in this study.

The weights of the connectors between the input and hidden layers are adjusted by back-

propagating the network errors, Ej:

Wi = W'"
1

+ AW^ + aAW^:1

(8)

AWW = nH
h
6

i (9)
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6; = F(SumO[l-F(Sum^]||(&iW
ia ) (10)

Learning Enhancements

It is possible for learning to become saturated when Sum approaches ±00 and 6 becomes zero

which leads to a value of AW=0 and it stops. To avoid saturated learning, Equations 7 and 10 are

modified as follows:

b] = {O.l+FCSum^tl-FCSumj)]}^ - yj] (11)

6J = {0,1 + F(Sum
J
)[1 - FCSua, (6 ^Wia ) (12)

a=l

as suggested by Fahlman et al [Ref. 10]. The value 0.1 is arbitrary but it is a pragmatic assignment

to ensure continuous network learning.

Furthermore the learning rate can be adjusted according to the RMS error. A so called step-

declining learning rate [Ref. 6] is used in this study which is a modification of the dynamic

learning originally proposed by Jacobs [Ref. 11]. In step-declining learning, the rate is reduced by

1% whenever the RMS error increases. In addition, it is limited to a value of 0.005 to avoid a

zero learning rate. By employing the step-declining method, a large initial learning rate, e.g., 0.5,

can be applied and the stability of the network is not jeopardized.

NETWORK EXPERIMENTATION

Different practitioners may want to define one or another weld bead differently. For example,

instead of defining a weld bead by its width, height, penetration and bay length, deposit or fusion

areas may be of interest. In all cases, plate thickness is submitted to the network as one of the

input parameters to correspond with that available in a given situation, rather than view it as an

output.

It is conventional to define a weld bead by its width, height and penetration. However, with extra

lower-bead bay information (Z
22 '5

), the weld bead shape description is more complete and better

results would normally be expected [Ref. 5,6]. Therefore, these shape parameters together with

plate thickness are the input parameters for network A.

Sometimes in practice, the filler metal (deposited material) is eliminated (ground off) to provide a

smooth surface. Therefore, the bead height and deposit area become less important. In this case,

the weld bead characteristics - bead width, penetration and plate fusion area together with plate

thickness can be used for defining the input space to the network. This is the configuration of

network B which is selected when there is no interest in the geometry developed above the plate

surface.
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In some cases, deposit area together with bead width, penetration, plate fusion area and plate

thickness are convenient in practice to describe a desired weld bead (network C). The input space

to this network is similar to the one mentioned in the previous paragraph with the addition of the

deposit area constraint.

Finally, where weld areas are the principal concern (perhaps a filler situation), the parameters bead

width, deposit area and plate fusion area can be used to define the weld bead. This is believed to

be one of the least complex networks since there are no constraints regarding the height or

penetration. In terms of this investigation, this is network D. A summary of the network input

parameters for solving the inverse weld geometry problem is listed in Table 2.

Table 2. Summary of Network Input Parameters for Solving the Inverse Weld Geometry

Problem.

Network BW BH Pene ^22.5 Al A2 h,

A
B
C
D

A schematic diagram of the basic network structure used in this part of the study is shown in

Figure 3. The input layer is defined by the weld bead characteristics and plate thickness. The

hidden structure is composed of one or two hidden layers with various numbers of hidden nodes.

The output layer contains arc current, voltage and travel speed. Bias nodes are included in all

hidden and input layers. Twenty-one out of ninety-six weld bead data sets (welding parameters -

weld dimensions) were used for training. The remainder (75 sets) were used for testing the

accuracy of the trained networks. The normalization range for all data is between 0.1 and 0.9.

Learning rate, momentum coefficient and RMS error tolerance used were 0.5, 0.25 and 0.05

respectively. Fahlman's derivative and step-declining learning were used to improve the learning

time. Only the results of the best networks are reported.

weld bead

characteristics • ^

input layer
hidden structure

(with bias node)
output layer

plate thickness •-

bias node

-^•current

-^•voltage

-^•travel speed

Figure 3 A schematic diagram of the BPN tested for solving the inverse weld bead problem.
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RESULTS

For networks A, B & C, a 6&4-hidden node 2-hidden layer network structure was believed to be

the most suitable. A 6-hidden node single-hidden layer network was found to be the most

appropriate for network D. All networks were able to solve the inverse weld geometry problem

with reasonable accuracy; see Table 3. Network B was found to provide the most accurate arc

current, voltage and travel speed estimates although no reinforcement information is presented to

the network as input.

Table 3. Summary of Estimates of Welding Parameters for Various Networks.

Network # of Hidden Arc Current Arc Voltage Wire Travel

Layers (nodes) (amperes) (volts) Speed

(mm/s)

Correlation Coefficient

A 2 (6/4) 0.839 0.862 0.773

B* 2 (6/4) 0.876 0.860 0.759

C 2 (6/4) 0.848 0.854 0.750

D 1(6) 0.766 0.855 0.705

Mean

221.6 33.2 6.7

Mean of Absolute Difference

A 2 (6/4) 20.3 2.2 0.83

B* 2 (6/4) 18.7 2.0 0.89

C 2 (6/4) 22.5 2.4 1.09

D 1(6) 24.3 2.3 1.03

Average Percentage Error (%)

A 2 (6/4) 9.2 6.8 12.5

B* 2 (6/4) 7.7 6.1 13.4

C 2 (6/4) 10.1 7.1 16.4

D 1(6) 11.0 7.0 15.5

Notes: Refer to Table 2 for definitions of networks A, B, C & D.

Results of network B are plotted in Figures 4, 5 & 6.

A summary of the results is listed in Table 3 which includes the correlation factors, the mean

absolute difference and the average percentage error. The average percentage error is obtained by

taking the ratio of the absolute difference and the mean value for each individual entry. The

estimated and experimental values for network B are plotted in Figures 4, 5 & 6 to provide a

pictorial representation of the trends and scatter involved in the results.
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Figure 5 Comparison of measured voltages with

corresponding values estimated from the BPN
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DISCUSSION

In general the results are encouraging. It

seems that reasonable welding parameters can

be estimated for a given weld size and shape at

least for GMA welding and within the limits of

this study. Nonetheless, there is no reason to

believe that BPN could not be applied to

situations beyond the range of this study for

other welding processes and for a wide range

of variables.

The least accurate results were encountered

from the results of network D where the weld

geometry was defined by width, deposit area,

plate fusion area and plate thickness. This is

not unexpected because of the rather loose

definition of bead geometry. On the other hand, a more complete weld bead definition (bead

width, bead height, penetration, bay length at 22.5° and plate thickness) was used for network A
and the results are more accurate since the definition of weld shape in this case is more

descriptive. The use of bead width, penetration, deposit area, plate fusion area and plate thickness

(network C) to estimate the welding parameters generates comparable results because deposit

area is somewhat coupled to bead height and plate fusion area is closely related to penetration and

bay length at 22.5°.

12

E
E

T3
<D

<Da
8

0)
>
o

o
T3

2
aL 2

+ H

t*jj

+

! + +
: *

+

T—+

Figure 6 Comparison of measured wire travel

speeds with corresponding values estimated from

the BPN analysis using BW, Pene, A2 and h t .
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The most accurate welding parameter estimates are provided by using only bead width,

penetration and plate fusion area (network B) where the upper-bead is not included. Eliminating

the upper-bead for a flat plate situation (ground bead) gives the network more flexibility in

selecting the most appropriate welding conditions. Furthermore, experimental information for the

upper-bead is somewhat uncertain. By neglecting the upper-bead information, some of the

uncertainties of this feature can be avoided and hence better results are achieved.

Because of the complexity of the input-output relationships of the inverse weld bead geometry

problem, correlation coefficients are lower than would normally be accepted. Nonetheless,

network estimates such as these can no doubt reduce the number of trial runs required for

specifying a weld procedure in practice. More accurate heat affected zone hardness and weld

cooling time predictions are reported by these authors [Ref. 12, 13] which strongly suggested that

BPN can also be used as an alternative method to conventional regression analysis for the welding

process in a general sense.

The use of BPN to estimate gas tungsten arc (GTA) welding conditions (arc current, voltage and

wire travel speed) given the weld bead characteristics (bead height, bead width and penetration) is

reported in another investigation [Ref. 4]. The GTA work was limited to a single plate thickness

(0.125 inches) and narrowly defined welding conditions. Furthermore, the use of bead width,

height and penetration in general is not descriptive enough to be useful. Bay shape is important

and appears to have been neglected in the GTA study, although it may not be a factor for the

relatively smaller weld beads produced with that process.

It is important that there are now two independent investigations to confirm the potential of BPN
for the inverse situation regarding the welding process [Ref. 6,11]. It is not obvious beforehand

that the inverse situation would be useful, given the complexity of estimating welding parameters

from bead geometry.

Designing a backpropagation network is more an art than science because there are no firm rules

for defining the structure or the appropriate number of training patterns. An optimal network is

always achieved by trial and error. Backpropagation networks such as those used in this study can

be viewed as systems for mapping the input to the output. The complexity of a network structure

depends on the input-output relationship to be determined. Moreover, the appropriate number of

training patterns depends on the complexity of the relationship. As a minimum, the training

pattern set should cover the entire problem domain. As a rough rule of thumb, the appropriate

number of training sets should be about twice the number of total connections. However, this is

only a guide. Having said all of this, it is difficult to provide guidance for those who might follow

this work. The network experimentation procedure documented in this presentation would

provide some guide but practitioners should not be surprised to find significant departures from

this experience as new data or extended applications (e.g., other welding processes) are

considered.

The BPN technique is useful for solving non-trivial and highly coupled problems, such as the

inverse weld geometry problem. It is almost impossible to find a physical solution to this problem
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any other way. The principal disadvantage of the BPN technique is that reasoning about the

solution is not available because knowledge is stored as weights and distributed in the entire

network. Therefore, the physical basis for the solution is not apparent and this is a major

limitation.

CONCLUSION

Given the weld bead geometry dimensions and plate thickness, gas metal arc welding parameters

(arc current, voltage and travel speed) with C-25 shielding can be estimated with reasonable

accuracy by using backpropagation network technology.

ACKNOWLEDGEMENT

The authors would like to acknowledge the support of the National Science and Engineering

Research Council, grant NSERC A4601. Valuable comments concerning the backpropagation

network technique by Dr. H.M. Hafez, Department of Systems and Computer Engineering,

Carleton University are greatly appreciated.

REFERENCE

1. Chandel R. S. 1988. Mathematical modelling of GMAW features. Modelling and Control of

Casting and Welding Process IV : 109 to 120.

2. McGlone J. C; Chadwick B. D. 1978. The submerged arc butt welding of mild steel, Part I:

The influence of procedure parameters on weld bead geometry. The Welding Institute

Report No. 80/1978/PR: 26 pgs.

3. Raveendra J.; Parmar R. S. 1978. Mathematical models to predict weld bead geometry of

flux cored arc. Welding Metal Construction Vol. 19, No. 1: pp 31R.

4. Madden S.; Rock A.; Xu X.; Jones J. 1992. Neural networks for sensor data processing in

welding application. American Welding Institute , Internal Report: 24 pgs.

5. Andersen K.: Cook G.E.; Ramaswamy K.; Karsai G. 1989. Artificial neural networks

applied to arc welding process modeling and control. Conference Record - 24th IAS Annual

Meeting (IEEE Industry Applications Society) , ISSN: 0160-8592: 2327 to 2331.

6. Chan B. 1996. Predicting weld features using artificial neural network technology .

Doctorate Thesis, Ottawa, Canada : Carleton University.

7. Beaudoin M. 1993. Expanding the Carleton University Weldsoft package. Graduate

Technical Report, Kirkland Lake, Ontario: Northern College.

8. Rumelhart D.E.; Hinton G.; Williams R.J. 1986. Learning internal representation by error

propagation. Parallel Distributed Processing Vol. I , edited by Rumelhart and McClelland,

Cambridge MA, the MIT Press: 318 to 362.

9. Eberhat R.C.; Dobbins R.W. (editors). 1990. Neural network PC tools: a practical guide .

Academic Press, Inc., San Diego, CA: 40 to 43 & 240 to 242.

527



10. Hoehfeld M.; Fahlman S.E. 1992. Learning with limited numerical precision using the

cascade-correlation algorithm. IEEE Trans. Neural Networks , v3, n4: 602 to 611.

11. Jacobs R. 1988. Increased rates of convergence through learning rate adaptation. Neural

Networks , Vol. 1: 295 to 307.

12. Chan B.; Bibby M.; Holtz N. 1995. Predicting HAZ hardness with artificial neural networks.

Canadian Metallurgical Quarterly , Vol. 34, No. 4: 353 to 356.

13. Chan B.; Bibby M.; Holtz N. 1996. Predicting 800 to 500 °C welding cooling times by using

backpropagation networks. Transactions of Canadian Society of Mechanical Engineering ,

Vol. 20, No. 1: 75 to 86.

528



COMPUTER AIDED HARDFACING TECHNOLOGY PLANNING

B. Palotas*, L. Beres#, B. Keskeny*, R. Pap*

ABSTRACT

Hardfacing has many economical advantages in the technical practice. However the planning

of its technology demands special knowledge. There are not many specialists who have

considerable experience in the field of hardfacing. Consequently a software would be useful

which helps technologist on this field.

The paper offers a possible computer system for the planning of hardfacing technology. From

typified basic tools and component's geometry the system gives advises for given tasks such

as the welding sequence, the weld build-up, the welding consumable(s), the welding

parameters and the heat treatment.

The depth of planning is adjustable, and pre-calculation of cost is also available. The

computer system creates the welding procedure specification in an interactive way. The

system can save and read WPS. The database of the base materials and the welding

consumable are included in the technology planning system, which can be upgraded, from

time to time as needed. Also, TTT diagrams and data of heat treatments can be saved in the

base material's database. The welding consumable database can substitute consumable

catalogues, therefor one can compare welding materials of different sources. The software

will be useful in factories working with hardfacing. Significant technical and economical

advantages expected in practice.

INTRODUCTION

Hardfacing is a very important technology in the practice. The hardfacing is generally used

for making layers onto surfaces of elements, to change properties of surface. Using this

technology is not only economical but a technical question, too. In many cases the

technologist hasn't got enough experience to make a correct WPS for hardfacing. A computer

aided advisory system would be well usable in these kinds of factories and workshops.

The authorizes show a computerized system for hardfacing planning, which is based on

practical experiences, knowledge and experiences of computer using in the field of welding.

THE TASK OF HARDFACING

Typical hardfacing tasks shown in figure 1. (Ref. 1.). The figure shows that we can use

hardfacing in many fields of practice. Of course as many elements there are in the practice as

many requirements there are for surface layers.

Ifwe are looking for requirements of surface layers, we have to take into consideration:

. The hardness ( HRC, HV, HB ),

• Wear resistance,

• Toughness,

• Corrosion resistance,

• Operation temperature ( T, °C ),

• Oscillation of temperature.
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When there is no numerical requirement (for example corrosion resistance), we have to make
a scale of them. We can assign requirements from 1 to 15, where 1 is low and 15 is high (Ref.

2.). About requirements we made Table 1., for an example where the typical chemical

composition of welding materials are given, too. We have made 47 groups of materials by

requirement and have selected the suitable welding materials, too. In Table L, the welding

materials are give with DIN Code (DIN 8555). The DIN code contains information about the

group of materials and it's hardness. On the basis of Table 1., one can select the welding

materials. If we made an analysis of the element operation then we can decide which group is

needed in Table 1, from the 47.

Hardfacing requires special techniques, some examples are shown in Figure 2., by Ref. 2.

Simmetricaly up on the wall Up on the wall, from centrum to out

From edge to inside, simmetricaly Up on the wall simmetricaly, from centrum to out

Figure 2.

The technics of surfacing

Generally we have to us preheating in hardfacing. The preheating temperature calculation

elements are shown in Ref. 3., and Ref. 4. The system of preheating temperature calculation is

in Ref. 5.

After this short theoretical basis, we can show that, how we can use the computer for aiding

hardfacing technology planning.
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Figure 1.

Tipical hardfacing tasks
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SYSTEM PLAN FOR COMPUTER

In Figure 3., a system plan of computer aided hardfacing technology planning is shown.

When we have made the system plan, we took into consideration experiences of computer

using in the field of welding (Ref.6.).

The system plan shows an interactive system. We can edit the data and see the data on the

screen, after every change. Figure 4., shows the modulated system plan, which gives the

modules a hierarchy. After data input the computer searches data of base material, if it is not

in the database of course there is a possibility to load it into the database. In the geometrical

routine, we can edit some examples of elements or tools (dies) and can make a new scheme of

them. As above were shown the correct definition of requirements is very important. From
them there is a possibility to select the welding material group. It might determine the

welding procedure and we could select the procedure and material(s), right after. The

preheating temperature can be calculated as Ref. 5., describes it.

The planning of technology means many steps, some of these are planning of preparation,

planning of build-up of weld, calculation of welding parameters, calculation of sequence of

welding and after-treatment of weld. Of course we have to make the calculation algorithms

depending on the welding procedure. When we calculate the welding parameters, we can start

from suggested algorithms (Ref.7.) A correction in the technology has to be made if there is

sensitivity for cracking, it means that after iteration we get the correct results. After post-

welding heat-treatment and quality assurance planning, the estimation of costs and output of

data gives the results of computer aided planning. After planning we can find the output data

on the screen and we can print the Welding Procedure Specification (WPS), Procedure

Qualification Record (PQR) and Welder Qualification Record (WQR) onto paper. As well

known, in the computer technology the qualities of results are depending on exacting of data

input. The parts of data input are shown in Figure 5. It is possible and a good help if one can

edit previous jobs changing only some of the requirements. Of course, in the definition of

tasks, also helps if we can search by a name of an element, because many literatures are

giving examples about usage of welding materials. This information could be also.

Of course the modules presented are just the main modules. The program plan contains

several parts.
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BASE MATERIAL

DATA BASIS

TASK DATA
BASIS

INPUT OF
BASE

MATERIAL

GEOMETRICAL
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REQUIREMENTS
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DETERMINATION
OF
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SELECTION
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WELDING
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DATA BASIS OF
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6 ©

Figure 3. System plan of CAPP for hardfacing (1
st

part)
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HEAT-TREATMENT

DATA BASIS OF
PLANTS' DATA

PLANNING OF
QUALITY

ASSURANCE
< DATA BASIS OF

WELDERS

DATA BASIS

OF COSTS

ESTIMATION

OF COSTS

Figure 3. System plan of CAPP for hardfacing (2
n

part)
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"HARDWELD"
Computer Aided Advisory System for

HARDFACING

INPUT DATA
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Data in the data basis
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Corrosion resistance

(1-15)

New base material Input data

Storing of data

Making a new
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Advising

Advising
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Figure 4. Hierarchy of Modules (I
s
part)
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DATA INPUT

0 Base material(s)

The task is

HARDFACEING

Call the
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Figure 5. Input modules (1 part)
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Figure 5. Input modules (3
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SUMMARY

The planning of hardfacing technology can be aided with computer. An advisory system for

this technology is well usable in factories and in workshops.

The authorizes show the base of hardfacing. Gives some examples of elements, which were

hardfaced and a method for selecting the welding materials.

On the base of theory, they show a computer system plan and a modulated system plan.

By these system plans one can make a computer program for aiding hardfacing technology

planning.
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Automatic Extraction of CAD Geometry Data in an Automated
Intelligent Weld Off-Line Planning System

Paul A. Oberly, Patrick T. Sewell, Valerie L. Rhoades, Jerry E. Jones

N. A. Technologies Company
Golden, Colorado

Introduction

Design changes are inevitable in the fabrication of various products and may result in better or

less-expensive items. There is a cost associated with these changes and it is related to when the

change is introduced into the design process. Changes made early in the design cost much less

than those made later - sometimes very significantly lessl (Figure 1). If it were possible to test

out a welding manufacturing process before the parts, robot and associated fixturing were

finalized, design changes could be made at virtually no cost to the production and may even save

money, time or both. The current work relates to such as system where CAD drawings of welded

parts, and their robotic fabrication workcell are accessed via software to plan and test the robotic

welding path.

Background

Historically, robots have been very manual machines during their programming or "training"

phase. Many various methods have been developed to help the operator to "teach" the points to

the robot that make up the path to be welded (these include other points for approaching the part,

leaving, etc.). A collection of these "teach points" and associated tasks to be done at or between

points was referred to as a robot program2. Most programs represented a great deal of work by

technicians, and engineers. Design changes at this stage meant re-training the robot to adjust to

new positions on newly shaped parts. These robot programs could be stored, but until recently

were very limited to floppy storage in proprietary formats. Modifications at the program level

were difficult and often resulted in errors due to miscalculations of new positions for the teach

points. During the teaching and programming stages, the particular robot cell that was being

programmed was also not doing any production work and was, for all practical purposes,

considered "down". Various off-line planning systems have been proposed3 to deal with these

problems, but until recently, they have not been fully integrated into the work flow.

The advent of personal computers and computer graphics enabled a new technique of robot

programming where the robot workcell was simulated on the computer screen in a graphical and

sometimes animated computer program. These simulators, when used correctly could enhance

the task of assigning teach points for the robot welding path, but now instead of a technician

doing the training, is likely a welding engineer. There is a trade-off here in money spent on

engineers programming via simulators or technicians programming interactively.

Traditional fixturing of weldments was designed mainly in terms of constraining parts, with no

concern of referencing or calibrating to the robotic task frame. Since these were not integrated

into the path planning phases, there were often potential collisions between the robot and fixtures

that needed to be discovered and averted prior to any production welding. These corrections are
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required at the workcell and usually involve the technician adding teach points or adjusting

approach angles or other process related parameters. Unfortunately, these adjustments may not

conform to the intended welding procedure and are usually not passed back "upstream" to the

welding engineer or design stages. These "changes on the fly" could result in process variations

that are hard to track down should a problem arise. The graphical simulator helps to predict

collisions and also usually does not pass any feedback information upstream when modifications

are required to avoid collisions.

Enabling Technologies

New technologies have recently become available that help usher in a more intelligent approach

to the simulation and planning dilemma. The first technologies are in CAD. Standardization has

been a big problem in the CAD world as many drawing formats are emerging that could not talk

to each other's CAD program. STEP (ISO 10303), the International Standard for the Exchange

of Product Data is an ISO industrial standard for communicating design & manufacturing

information over an entire product life-cycle including fabrication. Since it was developed by an

international community to be applicable to all engineering data, and was designed to be open

and extensible, it should meet most design and manufacturing needs well into the next

century4,5. Modeling the weldments and their fixtures must be done with accuracy as the robot

will need to follow welding paths without collisions or deviation for the prepared joint. The

CAD drawings need to be created with the best accuracy possible while at the same time they

need to be integrated with drawings from other CAD systems. Solid modeling is the new trend in

CAD that allows the designer to fully model parts and assemblies with knowledge of the material

and the volume it occupies. This data is actually stored in the drawing file. One company is

spearheading the solid modeling CAD movement is Spatial Technologies, with their ACIS
format and CAD programming tools. Solid models created in an ACIS-based modeler can be

transferred to any other solid modeler capable of reading the general ACIS file. The Spatial

Technologies modeling technology allows creation of models with extremely tight tolerances -

which means accurate models for robot path plaining6.

Automated intelligent Concurrent Engineering System (AiCES)

The new technologies in CAD, robot controllers, and neural networks allow us to develop a more

"intelligent" approach to the weld robot path planning task. The newly developed AiCES
(Automated Intelligent Concurrent Engineering System) has been created to take advantage of

these new technologies and provide a better approach to path planning. We can model parts,

fixtures and the robot workcell in an ACIS solid model (with some drawings possibly imported

as STEP files), plan the path in the CAD environment based on the geometry of the parts, test the

path with a simulator, choose welding procedures with the assistance of a neural network and

send the robot program to the robot over a computer network. This process will soon be enabled

as a two-way interaction of data, where the changes made at the workcell or in the simulator can

pass back up to the CAD system so that the path can be correctly represented there also.

The CAD part of the path planning starts with the solid model of the weldment. The program

establishes an interactive dialog with the designer or engineer and gathers pertinent information

allowing the creation of: 1) a part coordinate system (figure 1), 2) weld path points/coordinates

(figure 2), Approach angle (Figure 3), and 3) procedure data (figure 4). The program can then
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save the data for the off-line planner/ simulator. The off-line planner translates the path into

fixture coordinates, writes the robot motion program and integrates the optimum welding

procedures - automatically. It then communicates this information to the robot controller

electronically.

Benefits of CAD Extraction

The use of an automated system such as AiCES can greatly reduce the time and cost associated

with initiation or design changes in robotic welded part production. Since the path is defined

from the CAD drawing of the part, there is no more assigning teachpoints from the robot in the

workcell. Revision of the path due to manufacturability can be automatically captured in revised

CAD part drawings as well as involving designers more. The planning can either be done on-line

or off-line making efficient use of the robot and engineer's time.

The newer AiCES system can reduce the impact of design changes. In comparison the older way
involves 1) changes to CAD drawing, 2) new manual simulation planning, and 3) many manual

iterations that may not be integrated with CAD. The newer way all of the changes are made

automatically.

This system represents a wonderful combination of technologies, but requires some paradigm

shifts among its users. The first is that they need to represent weldments and fixtures as Solid

Models to increase geometric accuracy and location of parts. The second is to integrate

computerized process planning into the standard workflow. Third, is the need to move
manufacturing engineering "up-stream" - changes made at the production level need to move
back up to engineering. Lastly, the concept that robot controllers can be integrated with PC-

based path planners and simulators.

Summary

The use of an intelligent weld planner can save time and money through many efficiencies. Part

production can be planned off-line, reducing the time to the first part. A welding engineer can

plan the weld from the computer and identify welds in a fast-changing welding cell. The first

part will be good since the location is more accurate due to a more accurate CAD model and

optimum weld procedure. Performing "virtual welds" with the simulator can help eliminate shop

floor "surprises".

References:

1 . JCI communication - "Cost of Design Changes"

2. Deisenroth, Michael, "Robot Teaching", Article in Industrial Handbook of Robotics, Wiley

& Sons, 1985

3. Yong, Y..F., et. al., "Off-Line Programming of Robots" , Article in Industrial Handbook cf

Robotics, Wiley & Sons, 1985

4. STEP Tools, Incorporated. "The ISO STEP Standards"

http://www.steptools.com/library/standard/ (30 June 1997)

5. National Institute of Standards and Technology. "The STEP Project"

http://www.nist.gov/sc4/stepdocs.htm (30 June 1997)

6. Spatial Technology, Incorporated. "ACIS Customers, Standards"

http://www.spatial.com/corporat.htm (30 June 1997)

547



MAGSIM AND SPOTSIM - PC AIDED SIMULATION
OF GMA AND SPOT WELDING PROCESSES

U. Dilthey*, S. Roosen
#

, V. Sudnik
+

SUMMARY

For fast simulation with a response time not more then a few seconds on standard Personal

Computers optimised algorithms were developed for the simulation of welding processes.

The graphical user interface gives an easy and self-explaining definition of the task, the

equipment and the welding conditions and parameters.

The MAGSIM program simulates the GMA welding process calculating the weld shape and

the thermo cycle at various points. A graphical display of the cross-sections of shape and

seam and a three-dimensional view visualises the simulation results. All calculations are

available as number values too. The result is rated according to the European Standard

EN25817. Other objectives allow the statistical prediction of quality at welding parameters

with tolerances. The automated look for optimal welding parameters for a specific welding

task is possible as well. Under development are extensions to other joint types and pulse arc

welding. The simulation of self-regulation in pulsed GMAW processes is discussed

SPOTSIM calculates the forming of the spot lens between two sheet metals for spot welding

numerically, based upon a differential equation system on electrical potential, thermal con-

ductivity, and stress-strain condition. Many spot welding parameters and machine character-

istics can be defined for the simulation of the welding task as exactly as possible.

Both programs will be available for running on WINDOWS95 shortly.

INTRODUCTION

Welding as a technological process concerns special processes, the results of which cannot be

verified completely by the subsequent control, production inspection or, for example, can

only be revealed during operation of the product (Ref. 1). Therefore the measures quality as-

surance made during engineering preparation of production, should use modern designing

methods for welded constructions and the latest manufacturing techniques.

One of the assurance quality model of robotics arc welding (Ref. 2) covers three groups of

problems. Figure 1 depicts the main phases: Education of the stuff and engineering prepara-

tion of the production (before welding), operation of the arc robot (during welding) and qual-

ity surveillance of welded seams (after welding).

*Welding Institute (ISF) Aachen University, Germany
"German Welding Society (DVS), Diisseldorf, Germany
+
Welding Institute, Tula University, Russia
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The new welding standards for quality assurance in fusion welding according to EN 729 con-

front the engineer in the welding production area with tasks that can be solved by practical

weld tests on the one hand, and, increasingly, by the assistance of expert systems with inte-

grated data bases and by means of computer simulation on the other hand.

If suitable computer simulation programs are made available at engineer's working place due

to their solution attachment and their structure, they achieve a better quality product with

greater speed and economy.

PC AIDED SIMULATION OF GMAW PROCESS WITH MAGSIM

State of Development

Using the commercial FEM program ABAQUS, Tekriwal & Mazumder (Ref. 3) have simu-

lated the 3D transient thermal conditions in the arc welding process. The analysis by Pardo &
Weckman (Ref. 4) is based on the finite element formulation for the calculation of steady

state temperatures and overfill height in the GMAW process without taking into account the

pool surface.

Dilthey & Sudnik with assistants (Ref. 5-7) published the first 3D steady state model of

GMAW process which included ranging from the power source setting to the weld seam

evaluation (the quality level) as per EN 25 817. The analysis comprises "thermohydrostatic"

weld pool modelling: conservation of energy and mass, a two-phase boundary zone, a gap

with transverse shrinkage, a surface heat source distribution, evaporation, convection and ra-

diation at the surface, the force balance on top-side and root-side comprising surface tension,

hydrostatic pressure and arc pressure.

Weiss et al (Ref. 8) have shown, that the knowledge of the temperature distribution in the

workpiece during arc welding is necessary in order to predict the change in material structure

as well as strength of the joint. The simulation has not only to consider the heat effect of the

arc but also the weld pool deformation influenced by arc pressure and gravitation. A coupled

non-linear system based on the description of the energy transport and minimisation of sur-

face energy by GMAW has been employed. The experience described by the authors in

(Ref 5,6), that the iterative calculated solution of the system of equations resulting in the

thermal conduction and surface differential equation neglecting the thermal conductivity in

welding direction will be speeded up essentially, is confirmed in (Ref. 8).

Kumar & Bhaduri (Ref. 9) presented a 3D finite-element model for prediction of transient

temperature distribution in the workpiece at the GMAW process. The model considers the

physical reality that kinetic energy and the heat content of transferred metal droplets play an

important role in shaping the weld bead and also in the making of finger penetration, usually

encountered in GMA welding at high currents.

Despite various publications in this field there is not any commercially obtainable simulation

software for the GMAW process with exception of the following described MAGSIM.
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Object

One-sided welding of thin sheets without backing causes typical problems, from the sensitive

reaction of the welding process to variations in the welding parameters causing weld defects

such as incomplete fusion or burn-through. To analyse these problems and optimise the proc-

ess parameters, several programs may be surveyed quickly to help technologists and designers

overcome this daily problems. The integration of modules with algorithms, which are based

on the theory of heat transfer, as well as on probabilistic evaluation complements, the knowl-

edge- and data base of the expert systems for process diagnosis and optimisation of welding.

This improves evaluation of the influences of afflicting parameter variations effecting the

weld geometry. The simulation program MAGSIM has been developed in order to fulfil the

above-mentioned tasks by means of computer.

The Program Design

The authors have taken into account their trouble solving experience in the field of GMA
welding of thin sheets (butt square, gravity position) when structuring the software of the

simulation program.

• Description of the task (material, sheet thickness, evaluation group)

• Description of the installation (electric resistance of power source and cable, location of

voltage measuring, wire diameter, contact tube distance, shielding gas)

• Description of the technological conditions (gap width, backing, workpiece temperature)

• Resolution objectives (process analysis, diagnosis or optimisation).

Altogether, for calculating analysis, process diagnosis and -optimisation, 25 parameters are

taken into account.

UI Diagram for GMAW

During the input or the alteration of values for welding current and voltage, the respective op-

erating point is found, by means of the software module "Ul-diagram".

The electrical (current, voltage) and energetic (efficiency of arc and droplet heat flow) pa-

rameters are determined by the potential, mass and energy balance at the weld outline. The
calculated data are required for solving the equation of heat conduction.

Analysing of Butt Joint Welding

The data acquired by the module "Ul-diagram" are used by the software module "Analysis"

in order to calculate the thermo physical processes at the square butt joint. The results of
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"Analysis" are depicted in Fig. 2. The mathematical and physical model based upon solving

the differential equations system of heat distribution and weld pool surface is described in

(Ref. 5) and (Ref. 6) in detail.

The calculated results were subjected to investigations by comparative weld tests and by lit-

erature data and they showed throughout well up to very well conformity in the weld forma-

tion. The input of data shift values for the specification of GMA welding data for square butt

welds, carried out by a well-known welding company, gave a generally good evaluation of the

weld results, according to EN 25 817.

Optimisation Strategies

To begin with, this section presents some ideas on how quality assurance problems in the

production preparation can be solved theoretically. Newly developed algorithms form the ba-

sis for the optimisation ofGMAW process parameters as well as a numerical 3D-model of the

process. The optimisation criteria should be chosen for the maximum achievable, reproduci-

ble quality production, even if parameter variations are prevalent (Ref. 7).

In preparation of technological production, the welding parameters such as current I, welding

voltage U as well as welding speed v have to be selected by means of a suited optimisation

method in such a manner that the weld geometry can meet certain demands and, likewise,

fulfil the optimum value of a previously defined objective function, (e.g. the number of weld

defects, weld time). As an example, the solution of the inverse task of mathematical physics

will be considered: The parameters of GMA-welding in the spray-arc range of mild steel

sheets, with the thickness s, without backing, have to be chosen by the optimisation method

thus that the seam geometry meets the demands of the evaluation group B (EN 25 817) and,

likewise, the minimum value of the objective function. A suitable objective function is, in

this case, the minimum probability of weld defects.

The fixed input data are: material (thermo physical properties), sheet thickness, gap width,

wire diameter Dw„ contact tube distance Zc , and shielding gas type (voltage gradient in the arc

column Esg)- Variable input data are the welding parameters 7, U and v. The output data are

top and root reinforcements or weld and root width and undercuts.

The parameters I, U and v within a limited range shall be located by means of the optimisa-

tion method: Imin <I< Imax,; U =f(l Dwr, Zc> ESG); v > 0.

Moreover, the following conditions have to be met in order to find a solution:

bw> £w (sufficient weld-through), d Zw/dy > sz (no burn-through) and F —> max.

The values Imin and lmax are calculated from the Ul-diagram taking account of contact tube

distance, wire diameter, shielding gas type as well as critical current data during the transfer

to another process region. The values ew (good fusion) and ez (no burn through) are limiting

values. When they are reached, further calculation for the actual operating point stops.
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Prevention of quality disturbing sources

The solution of different practical optimisation tasks entails the problem of taking into ac-

count parameter variations. Substantial information about scattering of the weld geometry

can be derived from the statistical analysis e.g. the Monte-Carlo technique (Ref. 10).

The characteristics for the statistical distribution of the process parameters (current, voltage,

speed, etc.) around the operating point serve as input data for the statistical analysis. The cal-

culated result includes the statistical characteristics of the distribution and the weld geometry

resulting thereof.

Generating values for the tolerance-dependent welding results based on the randomly gener-

ated welding parameters U, I and v (normal distribution around the operating point) is done

by means of an algorithm that is based on the method of an inverted function as well as the

spline interpolation.

While the 3D-simulation of the GMA welding process takes only approx. 1 minute of com-

puting time, sampling by means of the Monte-Carlo technique takes substantially more time,

even on a computer that works considerably faster. A possible way is therefore the conversion

of the 3D-micro-model by means of numerical convolution into the polynomial form of the

macro-model.

From a factor plan 2 by means of the following calculation of the 3D-micro-model the ap-

propriate weld results are determined.

In order to achieve the linear relation between the geometrical characteristics of the weld and

the process parameters, the results of the 3D-micro-model are used for the set-up of a valid

macro-model (valid within the limits of the tolerance zone) by creating a polynomial relation

between input and output data Yj = aoj + aijXj + a2jXj + 03^X3.

This formula shows the dependence between weld size yj and the process parameters x^, in

correspondence to /, U and v. The determined 5 equations for seam- and root-width, top- and

root-reinforcement as well as undercut depth, stand for the reduced models of the analysed

process in the zone of parameter tolerances around the selected operating point. Subsequently,

the process simulation is carried out by means of the polynomial five macro-model equations,

derived from the 9 simulations. The parameters of the five macro-model equations are statis-

tical values within the zones of I± M, v ± Av and U±AU.

For the statistical probability evaluation by means of the Monte-Carlo technique, a suffi-

ciently high number of simulation runs are carried out. This is, thanks to the specified macro-

model equations, practicable relatively fast on a commercial PC. The possible results as well

as their display on the computer screen was depicted in (Ref. 6) and (Ref. 7) in detail.
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UI Diagram for pulse arc welding

Within the scope of a research project between the Tula University (Russia) and the Aachen

University (Germany) a model of the impulse arc heat source was developed. A new module

for MAGSIM, based upon this efficient model, allows the prediction of pulsed GMAW proc-

esses and their weld results.

An energetic analysis of the whole welding circuit in consideration of the static (base and

pulse phase) and dynamic (leading and trailing edge of pulse current) characteristics of the

power source, the dynamic of electrode wire burn-off and the change of arc length was carried

out.

With it the effective power of the pulse heat source results from the product of the effective

current iw (t) and voltage uw (t).

lP
~
t~ lB 0

T| eff is the effective efficiency of the pulse arc determined by experimental found data (11). It

depends on the actual welding parameters and amounts to about 80 ... 85%.

The mean values of current and voltage results from:

lu=TT7 l^iOdt and UM =—— juw (t)dt [2]
1p + 1b o 'p + h o

The effective current and voltage are defined by:

The partial model of the non-short-circuiting material transfer takes the electromagnetic

forces, the forces resulting from the surface tension and the gravitational force into consid-

eration. The nonlinear interaction among the parameters makes a numerical solution of the

problem necessary. As result of the computer simulation is shown the current and voltage

curve of the process on the screen, Fig. 3.

Depicted are samples of calculating the influences of the input parameters on the output char-

acteristics of the GMA pulse processes welding unalloyed steels with shielding gas

82% Argon and 18% C02 .

The already developed model not only allows the simulation at constant contact tube distance,

but also the behaviour of welding across a step with following self-regulation, Fig. 4. As can

be seen, first the process is in stability at a contact tube distance of 15 mm, Pos. 1. When
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running over the step with an height of 5 mm the arc length is shortened directly very much,

Pos. 2. As one can see from the calculated oscillograms belonging to it, the process after this

tends to a stable condition, Pos. 3. Reaching the end of the step the arc length increases dis-

continuous, Pos. 4. Here as well the changing and the following self-regulation can be seen in

the oscillograms, Pos. 5.

The heat source model for pulsed arc welding describes the distribution in time and space of

the effective arc power as well as the droplets power of the wire material in a mixed gas

shielding atmosphere. For this the dependencies of effective arc efficiency and radius (hot

spot) and the drop formation on the impulse arc process parameters were found.

Expansion of MAGSIM2 to Filled Welds in Future

Even more complicated than the simulation of butt welding is setting up the physical and

mathematical model of the heat source for filled welds and lap joints. Because in practice

such welds are more frequent, the program MAGSIM will be expanded to simulate such joint

geometries.

The peculiarity describing the weld shape of such non symmetric weld geometries is, that

• the task cannot be solved symmetrical,

• the description of the power source distribution depends not only on the radius, but also on

the distance between wire electrode and weld zone.

Figure 5 depicts first results of the analysis module under development for filled weld joints.

PC AIDED SIMULATION OF SPOT WELDING WITH SPOTSIM

Object

The training of specialists for spot welding occupies itself with topics like the regularities at

the forming of welds welding sheets of different thickness and alloys by means of several spot

welding machines. In addition various kinds of welding electrodes of different construction

determine the welding result.

The aspects mentioned above make it clear that the use of a computer program for simulation

of various aspects of spot welding can make a contribution to increasing the effectiveness of

training and production scheduling effectiveness and reducing the costs.

A simulation program for spot welding for training and production scheduling has to fulfil the

following tasks:

1 . Prediction of lens forming:

- by spot welding of several alloys,

- with various machine types,

- using different electrode geometries.
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2. Definition of the parameter field guaranteeing adequate lens forming.

3 . Analysis of process stability with various machines, tolerances of sheet thickness, elec-

trode wear, variation of electrode pressure and by-pass current.

Consequently a model of spot welding processes was developed at the State University in

Tula. It is designed to find parameters for a specific lens formed by spot welding various

sheet thicknesses of unequal and equal materials. The quality criterion for the process result

are the dimensions of the lens and the press welding zone and thermal effect, geometry of

electrode mark at the surface and gap between the sheets after joining.

Regarded Input Data

The input data and parameters being considered during simulation are the thickness of both

sheets, thermo physical and mechanical properties of the welded alloys, electrical properties

of the welding machine (thyristor controlled a.c. current, d.c. current with secondary circuit

rectifier), electrode geometry, electrode material and electrode pressure, the welding cycle

time, the no-load voltage of the power source, the shunt characteristics of the welding current

and the surface condition of sheets and electrodes.

Modelling the Process

The spot welding model is based upon a system of differential equations describing the distri-

bution of the electrical tension and current, the heat distribution, the temperature, the plastic

deformation of the sheets and the components' interaction with the electrical machine pa-

rameters in the sheets to be welded (Ref. 12). The system was realised numerically by the

finite volume method.

Simulation Results

For simulation the machine characteristics and material properties provided by the data base

are used. Additionally there is an experimental data base for the model's use in a real appli-

cation. The model was verified by experimental data gained welding of St 14 sheets with vari-

ous thickness, welding parameters welding equipment and electrode geometry, Fig. 6. One
can see the good correspondence between practical experiment and the simulated result by re-

ferring to the forming of spot lens and electrode mark.

The model allows:

- Definition of the welding parameter field (no-load voltage of power source - welding cycle

time - electrode pressure), guaranteeing the lens forming (required diameter) at given sheet

materials and thickness' at a selected equipment and electrode geometry,

- estimation of spot welding process stability and the appearance probability of inadmissible

defects in the lens shape at given parameter tolerances.
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CONCLUSION

During many years of co-operation between the Welding Institutes at the Universities in

Aachen and Tula the simulation software MAGSIM was developed and put into a commercial

release. It is supplied as a tool for the training in welding technology and for the production

scheduling of GWAW processes. The software was published in several languages. New
versions will cover the simulation of pulsed processes and various joint types.

Software for simulation of spot welding processes, named SPOTSIM, is under preparation. It

will be similar to the MAGSIM program concerning the objective and user interface. A first

beta version is already available.
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D no cs DS no

m c D no LasJEI cs DS no

m c D no K^IIbs 1 cs DS no

Figure 2 Calculated weld pool and weld shape with estimation of quality level
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Figure 3 Results of the numerically calculated impulse process course with IB-UP-

modulation.

Parameters: Shielding gas 82%Ar+18%C02, wire diameter Dwr 1,2 mm, contact

tube distance Zc 15 mm, wire speed vwr 8.0 m/min
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Vwr: 6.0 m/min

I B: 50.0 A
U_P: 56.5 V

t Base: 14.1 ms
t Puls: 2.5 ms
F: 60.0 Hz

I . A

400

200

L..JL..L..JL..JL..JL L. _cfc.-_JL._JL

lOO.O 200 . 300 .O 400 .O Z , ns

20

lO
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1

Figure 4 Simulation of self-regulation welding across a 5 mm thick step with IB-UP

modulated impulse arc.

Parameters: Shielding gas 82%Ar+18%C02, wire diameter Dwr 1,2 mm, contact

tube distance Zc 1 5 mm, wire speed vwr6.0 m/min

Figure 5 3D display of a simulated fillet weld with MAGSIM2
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U=2.4 V; t= 10 periods;

d L=5.07 mm; h L = 0.6 mm

Figure 6 Comparison of spot welding experiment and its simulation

Common parameters: Material St 14; Electrode pressure Fei = 2 kN; Sheet thick-

ness 0.8 mm
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2. Investigations into alternative fusion techniques with a view to establishing depth

boundaries for methods. An investigation is already underway inconjunction with

Cranfield University in the UK to look into the performance of deep water plasma and

MIG welding.

3. Investigations into practical penetration control without invalidating certified procedures.

4. Improving the performance of demagnetism systems to minimise arc deflections. This

will facilitate the use of laser following strategies and reduce the stress on the operator.

5. Automate the replacement of tungsten welding electrodes.

6. Automate the grinding of irregularities in the groove.

7. Automatically map the groove geometry by use of digital cameras and lasers and use the

information for optimum parameter settings and torch positioning.

8. Further investigation into the remote installation and remote operation of mechanical

couplings.

4. CONCLUSION.

In an attempt to reliably deliver large quantities of oil & gas to Europe, the Norwegian petroleum

industry have invested heavily in new technology to solve the problem of subsea pipeline joining

and repair. A consortium of companies led by Statoil and Norsk-Hydro have combined to

produce the innovative Pipeline Repair Spread (PRS), which is capable of remotely controlling

all aspects of hyperbaric welding and mechanical coupling installation. The equipment is

continually being improved to operate in deeper waters to support oil and gas recovery into the

next century.
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THE ROBOTIC EASY TEACHING SYSTEM IN COMPUTER AIDED WELDING

H. Handa*, S. Okumura*, S. Nio#

ABSTRACT

The Welding robots have been mainly applied to the mass production of the automotive Industry

representatively. More recently, however, welding applications are trending toward the field of

the multi-kind and small-quantity production. The Arc Welding Robot should give the key

experts to effectively respond to problems in the field. In the circumstances, Computer Aided
Welding (CAW) is contributing efficiently to solve the subject.

The first step of YASKAWA CAW system, which we have named Easy- Teaching PAD or

ET-PAD, consists of Algorithm aided Welding Data Base and Off-Line Robotic Programming.

The Algorithm aided Welding Data Base consists of the Algorithm, which automatically

generates welding parameters for the 6 kinds of the joint, the base metal thickness ranging from

0.8 to 6.0 mm, and the Welding Data Bank related to robotic welding for GMAW.

Off-Line Robotic Programming provides optimized torch orientation, automatic programming of

the robotic job and simulation of robotic motion on surface model. These functions can be easily

operated through Graphical User Interface (GUI). And these software architecture utilizes OLE
(Object Linking and Embedding). These functions are seamless in the human interface as well.

As a result, ET-PAD CAW system sets the operator free from the skill in welding and complex

programming of robotic welding. We have developed ET-PAD which automatically calculates

not only the welding current, voltage, travel speed, but also the torch and arm orientation etc. for

the robot by only setting the joint type and the base metal thickness in pre-welding.

This paper focuses on an outline of our CAW philosophy and the significance of the positioning

of ET-PAD within this system. The Algorithm Aided Welding Data Base and Easy Teaching

System (ET-PAD) are described in detail, and additionally the Algorithm validity are

experimentally evaluated.

1. INTRODUCTION

With continuing progress in computer technology, computer-aided welding (CAW) has become a

key research topic in a genre of welding automation through robots. CAW is a technology of

broad category, because CAW is defined as merely being computer-aided. This allows an

excessively large range of systems from a single purpose (narrow sense) to fully automated

welding system (broad sense). As narrow definition, therefore, welding systems for academic

research theme implemented with the assistance of a computer have emerged (Refs. 1, 2, 3, 4, 5).

Setting aside this mainly academic research trends, the research and development of CAW
as a robot manufacturer should be enhanced up to the final target in broad sense, namely,

fully automated robotic arc welding system with practical application by use of CAW
method.

* Research Laboratory, Robotics Research Section. YASKAWA ELECTRIC CO., Kitakyushu, Japan.

# General Manager, Research Laboratory, Robotics Business Sector, YASKAWA ELECTRIC CO.. Kitakyushu, Japan.
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The CAW philosophy of the authors is the construction of robotic arc welding system in multi-

kind & small-quantity production, providing high quality and high productivity. This concept is

described in detail in Chapter 2.

One of the key constituent technologies in the implementation ofCAW is the expert welding system.

In this system, information equivalent to the expertise possessed by a skilled welding technician is

stored in the computer, as hard data or inferences. As the first step toward the realization of this

system, we have productized the ET (Easy Teaching)-PAD CAW system to be applicable to

GMAW, integrating the algorithm-aided welding database and off-line robot programming.

This system applies the latest computer technology in arc welding robot teaching, making set-up

and control simple.

Chapter 3 discusses primarily the algorithm-aided welding database, off-line robot programming,

the results of robotic arc welding tests with the system, and the system's practical utility.

2. PHILOSOPHY OF CAW AT YASKAWA

There have been two major approaches to automating the process from design through

manufacturing, not only with application to arc welding systems. The first approach is

automation of off-line system based on CAD/CAM in a CIM system, and the second is

automation of the shop floor, such as through robotic systems.

The final target of Yaskawa CAW system is flexible welding automation, seamlessly integrating

these two approaches. Part of this is technology to fully utilize information from upstream

processes (planning and design), improving production efficiency through organic linkage with

downstream processes. Another part of this is a research way to the realization of a human-
cooperative autonomous robot which generates motion plans semi-automatically from job plans,

by providing the system itself with the ability to analyze and understand the welding process,

minimizing human interposition and enhancing human factor. More concretely, the arc welding

robot system itself analyzes the arc welding process, which is a non-linear phenomenon, by
utilizing in-process sensors and the arc process model base, and compensates external

disturbances such as workpiece deviation, heat deformation, etc. in realtime, by providing the

optimum welding conditions while preventing welding defects (burn through, undercut, etc.).

The application of such an adaptive control system to the robotic welding process assures

accurate bead profile, bead appearance and penetration profile control, contributing to higher

quality and high-productivity automation. Breakthroughs in the constituent technologies involved

are difficult, but it is a challenge that must be faced. Our future target is the realization of flexible

welding automation, which we define as an integration of CIM-based robotics and APO (arc

process oriented) based robotics. This is the Yaskawa CAW philosophy, as indicated in Fig. 1.

We believe that this concept is essential to ensure that arc-welding robots will be able to be

applied to "true" multi-kind and small-quantity production in the future, continuing to meet

diversifying user needs. The authors will continue research and development into the constituent

technologies of arc welding robotics, based on our CAW philosophy and with the goal of

continuing contribution to arc-welding robot systems.

The CAD/CAM systems positioned upstream of CIM-based robotics (the office environment) are

not developed by the robot manufacturer, but on the user side. The robot manufacturer must
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develop more efficient interfaces between this system and the robot system, and between the

systems and human operators, in the form of simple man:machine interfaces and feedback to

enhance the CAD/CAM system from the viewpoint of robotics. Technical development must

focus on these two sectors in order to establish CIM-based robotics as the core of CAW. Non-
cooperative relationship would mean that CIM-based robotics would only become the

establishment of functions for automation tools for each individual job, and would not provide

seamless integration between individual processes. As an example, the simple and precise

expression of design and pre-manufacturing processes in CAD/CAM shows an improvement for

individual job performance, but there is insufficient information breakdown between the

upstream and downstream processes. Concretely, information such as welding path sequence and

welding conditions hidden in the welding workpiece drawings are not clearly spelled out, which

means that skilled technicians must intervene to compensate. The intervention of a skilled

operator is undesirable in CIM-based robotics. If a human operator is unavoidable, then the

provision of a human-guided mammachine interface instead of a machine-guided interface should

make it possible to compensate for these problems even when the operator has no welding skill.

This type of interface will be required.

Shop floor (downstream) technology related to existing robots and welding control is trapped in

systems which rely on human skills because the robots lack sufficient intelligence. This is a

considerable distance yet from human-cooperative autonomous robots which require only a

minimum of human interference. Industry eagerly awaits optimization of welding control,

including welding power source, wire melting and welding tip, and the appearance of semi-

autonomous robots.

To promote integration of the entire process from upstream to downstream, the welding expert

system is thought to be essential.

The first step is to convert the welding expertise of the skilled welder into software, and develop

an algorithm-aided welding database designed to optimize welding conditions at the design level.

As long as there are no external disturbances (fabrication error, set-up error, etc.) in the

manufacturing process, this system will provide, at least at the design level, job and motion plans

to the robot, making possible automated welding with the skill of a expert welder.

The second step is the development of a welding simulator based on the technology acquired

from the analysis and identification of the welding process. This simulator will allow simulation

of welding results (penetration profile, bead profile) by changing virtual welding conditions prior

to actual welding. Flexibility will be enhanced because simulation can be used to check set-up

for multi-kind and small-quantity workpieces, and handle changes of welding parameters in

design and fabrication method without actual welding.

The third step is to integrate the job information from upstream processes, the welding database

and the welding results simulator, to take tact time and weld distortion into account, to optimize

welding conditions and sequence, and to provide the motion plan to the manufacturing process,

through intellectual job simulation technology. If the system can be enhanced to this level, then

the system will be able to respond to disturbances other than unexpected external one, from the

design through the manufacturing processes.

What remains is the most important issue of welding process control. The welding process is a

non-linear phenomenon, and it is clear that much of the process remains to be scientifically and

technologically clarified. The key issues for CAW are (1) provision of semi-autonomous control
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of the robot's own actions (physical), including job and motion plans, (2) control of welding,

including peripheral equipment, (3) modelling based on welding process heat transfer theory,

molten metal convection (hydrodynamics), and surface tension theory, (4) sensorless in-process

sensors extracted from information sources such as waveform analysis of welding process

operation quanties and states vectors (variables), including welding current, voltage and wire feed

speed, (5) the construction of an adaptive control system as described above, based on the

constituent welding process identification technologies, through realtime inference of welding

state.

The identification of the welding process is therefore step 1 as outlined above. The authors are

involved in research on this theme, but have not yet reached the point of publication.

As described above, the target CAW is flexible welding automation. This paper introduces a

fundamental milestone in the pursuit of this target: Easy-Teaching system.

3. EASY TEACHING SYSTEM: ET-PAD, ET-HANDLE

Industry requirements to robots within the production system are changing. Major volume
production users, primarily in the automotive industry, have shown tremendous growth thanks to

the use of robots in their production lines, but as market needs diversify, the single-model

production line is being replaced by mixed-model production lines handling multiple models at

the same time, although all are based on a single basic model. It is expected that automotive

industry will accelerate toward CIM-based robotics in the future. The Easy Teaching System,

which is one key of CIM-based robotics as illustrated in Fig. 1, will be extensively used on the

line in the automotive industry. Especially in the small-kind, multi-quantity manufacturing

industry, generally small-and medium-scale enterprises, problems are being caused by the

decreasing amount of skilled labor available. Within this situation, robot users in such production

system are demanding easy teaching techniques for robotic welding systems with increasing

stridency. Industrial robots today generally require dozens of times longer for teaching as they do

for actual welding, and the conventional teach-playback approach is not applicable to emerging

needs for small-kind, multi-quantity manufacturing. Until a system can be developed which

makes it possible for even untrained personnel to teach, there is little hope for major growth in

arc welding robots.

When teaching a welding robot, it is known that teaching welding conditions and torch

orientation required to achieve a specific quality account for more weight of the total than

teaching the robot trajectory path (Ref. 6).

Fig. 2 indicates the results of an analysis of how much time is required for each process within

the teaching task. Four processes account for essentially all: position teaching, position

modification, welding condition teaching, and welding condition modification. Excluding the

position teaching, about 80% of the total is accounted for by position modification, welding

condition teaching and welding condition modification, which all require welding skill.

Based on these analysis results, we have made efforts to minimize position teaching time by
replacing indirect operation methods such as axis operation using buttons in conventional teach

pendant and joysticks with direct methods, such as an impedance-controlled direct teaching

system (ET-HANDLE- "Fig.2), which provides enhanced flexibility and safety. Teaching with

ET-HANDLE operates teaching only the welding torch tip position, with torch orientation data

generated automatically by Off-line Programming related to ET-PAD. The ET-PAD provides

simplification of the position modifications, welding condition teaching and welding condition
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modification processes which account for about 80% of the total: automatic torch orientation

generation, automatic welding condition generation, and adjustment of welding conditions to

match plate thickness, joint and gas parameters (welding assistant function).

Fig. 3 is a concept diagram of our first target being developed for an automation solution to

multi-kind, small-quantity production systems, combining an Easy Teaching System with robotic

welding GMAW in-process control (existing functions at YASKAWA such as seam tracking

with arc sensor, contact tip cap method quaranteeing long electrode extension for ultra-thin plate

welding, switchback welding method, etc.). By integrating the Easy Teaching System with a

range of other existing technologies, the goal is to construct a robotic arc welding system which

can be used easily and conveniently by anyone.

The human interface technology is also critical in the implementation of this technology, such as

the view (external specification) and document (internal specification).

Under above-mentioned background, the authors developed the CAW ET-PAD intelligent

teaching tool applying pen-input computing technology with reliability-improvement functions

that can be used in the shop environment. Results indicate that the new system reduced teaching

time to a tenth of that with conventional systems, even for novices (in-house data comparison- ••

Fig. 2). The ET-PAD intelligent teaching tool uses the system configuration indicated in Fig. 4.

All teaching informations (automatic welding condition set-up. automatic torch orientation

generation, welding assistant, etc.) are automatically made on the teaching sheet in ET-PAD
(pen-input computer) through GUI as illustrated in the figure. By incorporating the algorithm-

aided welding database with the automatic generating-functions of orientation and path

conditions (torch and arm). ET-PAD automatically generates superimposed welding conditions

and the sequences on a 3D display of robot trajectory, implementing a human interface that is

easy to understand even for novices. Unlike the conventional teaching interface where welding

conditions and trajectory conditions are input separately, the operator can input a variety of

welding lines directly on the teaching sheet referenced to a virtual workpiece identical to the real

workpiece, along with joint type and material specifications, and the system automatically

generates optimum welding conditions from the algorithm-aided welding database, which can

then be checked on-screen. Torch orientation is also generated automatically, based on the

database. Icons are used to notify the operator of various precautions and remarks before

andafter welding, through a welding assistant which displays YES/NO dialog boxes to implement

Easy Teaching for even novice operators without welding skill. The human interface utilizes

icons and graphic user interface (GUI) to allow the operator to complete complex jobs

(documents) through simple operations (views). This system is constituted through OLE (object

linking and embedding) method to enhance software productivity, efficiency and flexibility,

implementing the significant features of functions indicated in Fig. 4.

The ET-PAD Easy Teaching System, which is the key to integration from upstream through

downstream processes, is discussed below, with particular emphasis on the technical features:

algorithm-aided welding database and off-line robotic programming.

3.1 THE ALGORITHM-AIDED WELDING DATABASE

This algorithm-aided welding database is designed for gas metal arc welding (GMAW). which is

the most prevalent type of robotic arc welding used. With a minimum input of joint type and plate

thickness (Figs. 2. 4) to the teaching sheet, it provides functions to automatically generate

welding conditions for six types of joints (lap. T. butt, flare, corner and edge) even when the wire
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electrode diameter, extension or shielding gas are changed, for a range of base metal thickness

from 0.8 to 6.0 mm.

This section describes the basic approach to condition determination used in the algorithm-aided

welding database.

This algorithm-aided welding database, as indicated in Fig. 5, uses a discrete welding databank as lattice

points with representative information, while the algorithm is used to interpolate between them. Fig. 6

indicates a concrete example of interconnection between ET-PAD data processing and the algorithm.

Based on preliminary welding information including welding machine, shield gas, wire diameter, wire

extension, base metal material, as well as workpiece information from the teaching sheet such as joint

type, base metal thickness and joint gap, welding conditions are searched within the welding databank.

If the corresponding data cannot be found in the databank, welding conditions are calculated by the

algorithm, meaning that the operator can obtain welding conditions no matter what the workpiece.

Welding conditions (necessary welding current, voltage, travel speed, torch target position and travel

angle, etc.) and welding results (leg length, penetration, weld reinforcement, etc.) can be registered in

the databank, so that if the databank is enhanced the flexibility of the entire system improves.

Below the details of the welding condition algorithm are discussed.

The system is designed for use with gas metal arc (GMA) welding where the amount of deposited

metal to the base metal is basically equivalent to the amount of filler metal consumed by heat and

transferred to the base metal. The authors focused on the quantitative relationship between filler

metal consumed and deposited metal, and developed a basic GMA welding model, coupled with

experimental confirmation. By focusing on filler metal consumed, it was possible to apply the

experimental approach to develop a filler metal consumed model based on the Halmoy (Ref. 7)

and Lesnewich (Ref. 8) expressions.

For a welding bead cross-sectional area Sb. a welding travel speed vn, a wire corss-sectional area

Sw and a wire melting rate Vmr, expression ( 1 ) can be established.

SwVmr = SbVts ( 1

)

The arc welding phenomenon, however, is an extremely complex non-linear phenomenon
dependent on a number of factors including base metal material, shield gas composition, wire

material, welding Torch Orientation, joint gap, welding current, and welding travel speed. The

welding results, namely weld bead shape and penetration shape, vary considerably depending on

the specific phenomena and factors. As a result, it is imp >sible to merely set the weld bead

cross-section area to the required value.

To resolve this problem, the authors assumed that the weld bead cross-sectional area Sb could

be expressed by multiplying the cross-section of a quarter-circle with radius t (plate thickness)

S'b by a weighted coefficient a for representing various factors, as indicated in expressions (2)

and (3).

Sb = a S'b (2)

S'b = n t
2/4 (3)

Lesnewich experimental expression was used to define the wire melting rate with the current

density in the welding wire, yielding expression (4). Note that the physical interpretation of

Halmoy applies expression (4). (Refs. 7, 8)

v,,= ej + K Lj 2
(4)
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( £ , £ xonstants, L:wire extension, j = I/SW (current density), I:welding current)

Expression (4) was verified experimentally, and is explained here. The experiment used solid

wire with diameters of 0.9 and 1.2 mm, and measured wire melting rate to welding current. Fig. 7

indicates the welding current, and wire melting rate against current density (welding current over

wire cross-sectional area). The relation between current density and wire melting rate in Fig. 7

closely approximates that of expression (5).

vm = 0.0232/ + 3,01 X m'
6
Lj

2

(5)

The correlation between expression (5) and experimental data is a high 0.997, demonstrating the

validity of expression (4).

From expressions (1), (2), (3) and (4), welding current. I can thus be expressed as indicated in

expression (6).

j = -Z+f

Z

2+4£LaS'B V™/Sw
; (6)

Based on experimental data, it is evident that the value: a in expressions (2) and (6) can be

approximated by a function for plate thickness and joint gap.

Welding voltage V (voltage between tip and base metal) can be expressed as indicated in

expression (7), derived through statistical methods from experimental data.

V=f(I,Vrs, 0,1) (7)

where 6 is the inclination.

As a result of the above, the welding current for changes in wire diameter, wire extension and
joint gap (in response to joint type and plate thickness specifications) can be calculated through

expression (6), and the welding current from expression (7).

3.2 VERIFICATION AND VALIDITY OF EXPERIMENTAL RESULTS

This section discusses the results of welding tests performed using the welding conditions

generated by the algorithm.

There are a variety evaluation criteria, but Fig. 8 compares the welding condition values

generated by the algorithm with actual welding conditions, based on welding current. The results

are expressed as the deviation between the calculated and actual values.

Welding tests were performed for a variety of conditions, namely shield gas (MAG [Ar80% +
CO220%] , CO2l00%), wire diameter (0.8 mm, 1.0 mm, 1.2 mm), wire extension (10.0 mm,
15.0 mm), joint type (lap, T, butt, flare, corner, edge), plate thickness (0.8 mm, 1.2 mm, 1.6 mm,
2.0 mm, 3.2 mm, 4.5 mm, 6.0 mm), gap (0 mm to half plate thickness), and slope angle (0 and
— 90°), for a total of 267 tests, 85% of the tests showed a deviation from calculated values of

under 10%, indicating that the algorithm has reached the level of practical utility.

A, B, C and D in Fig. 8 are examples of welding beads formed under welding conditions

calculated by the algorithm (all with shield gas Ar80% + CO220%). Conditions for A (bead

figure) were lap joint, plate thickness 0.8 mm, wire diameter 0.9 mm, wire extension 10.0 mm,
welding current 76 A, voltage 15.0 V, and travel speed 500 mm/min.
B is a bead figure of A in flip side. Conditions for C (cross-section) were butt joint, plate

thickness 2.0 mm, wire diameter 1.2 mm, wire extension 15.0 mm, welding current 212 A,

voltage 19.5 V, and travel speed 1500 mm/min. Conditions for D (cross-section) were T joint,
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plate thickness 6.0 mm, wire diameter 1.2 mm, wire extension 15.0 mm, welding current 278 A,

voltage 25.8 V, and travel speed 400 mm/min.

The plate thickness is extremely thin in A and B, for which reason bead figure of both sides were

shown instead of cross-sectional macro-photograph. From these photograph is evident that the

algorithm is fully applicable for CAW as interpreted by the authors.

3.3 OFFLINE ROBOT PROGRAMMING
(TEACHING SHEET AND AUTOMATIC ARM/TORCH ORIENTATION GENERATION)

This section does not discuss the flow of CAD/CAM to ET-PAD, but rather the ET-PAD Easy

Teaching System as an offline programming system in an environment closer to the

manufacturing process. The term "Easy Teaching" means that untrained operators, unskilled at

computers, welding or robot operation, must be able to operate the system easily. As a result, the

off-line programming system available to Easy Teaching must be considerably different from

conventional offline programming system, which are operated by trained personnel.

First, the operator must be able to intuitively understand the human interface. Second, the system

must automatically generate inherent and complex information to specified work. Third, the

architecture must provide for ease of use and simple upgrading of the offline programming

system. From the view point of these three requirements, the authors developed the following

offline programming concept.

The first point, the human interface is fundamentally a graphical user interface (GUI), using icons

instead of language. The teaching sheet indicated in Fig. 4 displays a 3D representation of the

robot motion path, with robot action commands, workpiece information such as joint type and

plate thickness, and job information such as welding conditions displayed as icons along the

motion path. In accordance with preset properties, line type and colors can be used to make clear

differences in interpolation method, welding region or air cut, for example. Based on the

workpiece information set on the teaching sheet, welding conditions for each step, such as

welding current, voltage and travel speed, are automatically generated as described in section 3.1

above. This allows a simple operation (View) to be used to process a complex work (Document).

The second point, automatic generation of commands to the robot, is handled by special functions

developed for the purpose, which (1) automatically set the optimum torch orientation, replacing

conventional time-consuming methods, and (2) automatically set the optimum robot arm
orientation, based on torch target position and angle, torch travel angle, and angle information of

individual robot articulations, with consideration for interference between torch and work, or

between articulations. The generated program can be checked by the operator in the job

simulation, as a 3D surface model.

The use of the GUI and the integration of existing PC software resources for 3D offline robot

programming (Robot Offline Teaching System of Yaskawa;ROTSY) with arc welding

technology, through object linking and embedding (OLE), results in a system which offers high

internal processing efficiency and reliability. The introduction of this object-oriented

programming method contributed significantly to the attainment of the third requirement, namely

system flexibility.

OLE is a method by which independent software packages can be combined efficiently, and the
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linking between ROTSY, the algorithm-aided welding database and the torch/arm orientation

generation system is implemented through OLE. The entire process is controlled by ET-PAD,
making more easily possible an integrated system configuration and simplifying new function

addition. ROTSY, the algorithm-aided welding database and the torch/arm orientation generation

system are servers, and ET-PAD is a client (Fig. 10). The characteristics of the individual

software packages are inherited, and used to implement required functions for the overall system

internally.

As an example. Fig. 1 1 indicates how ROTSY functions are inherited to the ET-PAD. The
primitive 3D model management function is inherited to the viewpoint control function, which

controls how images of robots, peripheral equipments and work are drawn. Other, higher

functions are inherited in turn from this function to robot dynamics calculation, robot program

management, robot program interpretation, and finally the teaching sheet.

Because this type of software architecture has been adopted, it is expected that the integration

with the welding expert system, including welding result simulation and intelligent programming,

will be much more efficient.

4. CONCLUSION

As outlined above. CAW as interpreted by the authors is flexible welding automation.

This article introduced the ET-PAD Easy Teaching System, as fundamental milestone in the

development of CAW, which integrates the algorithm-aided welding database and offline robot

programming. The authors believe that the early development of a welding result simulator will

significantly enhance the function of the ET-PAD. The adaptive control system, which is the

ultimate goal of APOT and welding expert systems, which is the core of CIM-based robotics, was

discussed in Chapter 2. The authors will continue to resolve the many problems outstanding in

the development of CAW one at a time, in pursuit of the ideal system.
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FIG. 5 Algorithm-Aided Welding Database

Fig. 6 Algorithm-Aided Welding Database Flow
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19MiraStr. Tufts University

920002 Ekaterinburg Dept. of Mechanical Engineering
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Andy Brightmore Thomas E. Doyle

TWI Tech. Adv./Auto. Tech.

Abington Hall Babcock & Wilcox

Cambridge CB1 6AL 1562 Beeson St.
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MS 0367

Albuquerque, NM 87185
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Warsaw University of Tech.

Ul Narbutta 85

02-524 Warsaw
Poland

M. V. Li
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Columbus, OH 43201

Bruce Madigan

Materials Reliability

NIST
325 Broadway

Boulder, CO 80303

Ole Madsen

Department of Production

Fibigerstrade 16

Mlborg East 9220

Denmark

Kim W. Mahin

Manager for Smart Processing

Sandia National Labs

PO Box 5800, MS 0336

Albuquerque, NM 87185

A.M. Mansoor

University of Waterloo

Dept. of Mechanical Engineering

Waterloo, Ontario N21 3G1
Canada

Kin-ichi K. Matsuyama

MIT, DMSE
77 Massachusetts Ave.
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Cambridge, MA 02139

Edward A. Metzbower

Head Welding Met. Section

U.S. Naval Research Lab
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4555 Overlook Ave. S.W.

Washington, DC 20375

S.-J. Na
Korea Advanced Institute of Science
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Taejon 305701

Korea

Valerian A. Nemchinsky

The Esab Group
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545 Ebenezer Rd.

Florence, SC 29501

Donald J. Newman
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Colorado Springs, CO 80949-0225

Paul Oberly

NA Technologies

1317 Washington Ave., Suite 1

Golden, CO 80401

Babatunde Ogunbiyi

7 Makings Close

Cranfield Bedford

United Kingdom MK43 OAZ
England

Peter Orszagh

Karloveska 45

84104 Bratislava

Slovakia
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Roland Pap

Technical University of Budapest

Irinyil. 9-11

Budapest 1111

Hungary

Steven R. Potter

Sales Manager

Sciaky Inc

4915 W. 67 St.

Chicago, IL 60638

Timothy P. Quinn

Mechanical Engineer

NIST
325 Broadway

Boulder, CO 80303

William Rippey

NIST
220/B124

Gaithersburg, MD 20899

Sabine Roosen

German Welding Society

Michener Str. 1 72

Dusseldorf 40223

Germany

Wolfgang Scholz

New Zealand Welding Center

PO Box 76-134

Manukau City, Auckland

New Zealand

Patrick T. Sewell

1450 S. Youngfield Ct.

Lakewood, CO 80228

Hassan I. Shaaban

Atomic Energy Authority

PO Box 183 Side Gaber

Alexandria

Egypt

Tom Siewert

Materials Reliability Division

NIST
325 Broadway

Boulder, CO 80303

Gerald D. Simpson

858 Back Valley Rd.

Sweet Springs, WV 24941

J.E. Sims

Consulting Engineer

12114 Dakar

Houston, TX 77065

Chris Smith

Tower Automotive

3533 N. 27th St.

Milwaukee, WI 53216

Theresa M. Spear

The Lincoln Electric Co.

22801 St. Clair Ave.

Cleveland, OH 441 17

Xin Sun

Battelle

505 King Ave.

Columbus, OH 43201

M.A. Wahab
University of Adelaide

Mechanical Engineering Deptartment

Adelaide, S.A. 5005

Australia

Wenqi Zhang

Technical Univ. of Denmark
Inst, of Meg. Engn. Bldg. 425

DK2800 Lyngby

Denmark

Michael Zinigrad

College of Judea and Samaria

PO Box 3

Ariel 44837

Israel
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A.2 Attendees

Claude Albert

Bechtel Group

111 De LaBarre, Apt. 218

Longuevil, Quebec J4K 2T8

Canada

V. Ananthanarayanan

Advanced Manufacturing Engineer

Delphi Chassis Systems

1420 Wisconsin Blvd.

Dayton, OH 45401

M. Armstrong

Managing Director

Isotek Electronics Ltd.

Claro House, Servia Road

Leeds LS7-1NL

England

Paul Blomquist

The Pennsylvania State University

PO Box 30

State College, PA 16804-0030

Chun Chen

Institute of Materials Science & Engineering

1 Roosevelt Road Section

Taipei 106

R.O.C.

Andrew Debiccari

Senior Methods Specialist

Pratt and Whitney
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Richard Dickens

South African Insttitute of Welding

PO Box 527, Crown Mines

Johannesburg 2025

South Africa

Todd E. Holverson

Staff Engineer

Miller Electric
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Appleton, WI 54914

Oussama A. Jammal

N & C Tech.

Caterpillar Inc.

Rte. 31, PO Box 348

Aurora, IL 60507

Carl F. Klein
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Johnson Controls
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Kishore N. Lankalapalli

Fanuc Robotics NA, Inc.
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Rochester Hills, MI 48309-3253

William C. LaPlante

304 St. Nicholas Ave.

Worcester, MA 01606

Marilyn D. Levine

Conference Coordinator

AWS
500 N.W. LeJeune Rd.

Miami, FL 33126

Bryan H. Lyons

Staff Engineer

AWS
550 N.W. LeJeune Rd.

Miami, FL 33126
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President
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Bob Pow Conference Director

POW Technologies AWS
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Robert A. Riddle

Lawrence Livermore National Labs
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A.3 Exhibitors

Frederic Boitout

Sysweld Prod. Manager

ESI Group

5330 Carroll Canyon Rd., Ste. 201

San Diego, CA 91212

Ta Chieh Huang

TWI/EWI
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Jerald E. Jones

Chief Scientist

NA Technologies, Co.

1317 Washington Ave., Ste. 1

Golden, CO 80401

Don Schwemmer
V.P. Engineering

AMET Inc.

7176 North River Rd.
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Kevin M. Rigby

ESI North America
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