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FOREWORD

The Fifth International Conference on Liquid Atomization and Spray Systems, ICLASS-

91, is hosted by the Institute for Liquid Atomization and Spray Systems (ILASS-Americas) and

the National Institute of Standards and Technology. Previous international ICLASS conferences

were held in Tokyo, Japan (1978), Madison, WI, USA (1982), London, UK (1985), and Sendai,

Japan (1988). Regional ILASS meetings are held annually in the USA, Japan, and Europe.

Proceedings have been published of papers presented at all ICLASS conferences. There has been

considerable growth in interest in the subject of Atomization and Sprays as seen in the increased

membership of ILASS world wide, and the considerable increase in the number of papers

presented at mechanical, chemical, aeronautical and aerosol engineering societies. A new
journal, Atomization and Sprays , the journal of the International Institutes for Liquid Atomization

and Spray Systems, was founded in 1991. It publishes papers of specialist interest, with a wide

range of applications, in an archival journal with easy access for librarians.

The papers presented at ICLASS-91 have been classified into areas of fundamental interest

involving hydrodynamic instability, wave mechanics, and liquid disintegration as part of the

process of atomization. New insights and information are leading to an improved understanding

of the interactions between fluid dynamics and aerodynamics in two-phase flow. An important

step forward in the characterization of sprays has been made by measurements with laser-based

instruments; these instruments allow measurement of drop size, velocity, number density and

liquid flux. Laser-based particle diagnostic techniques are being used in hundreds of laboratories

worldwide, and a significant fraction of the papers presented at ICLASS-91 report on

measurements made with such systems.

Important developments are being made in theoretical analyses and computations.

Classical theories on wave mechanics, instability, and amplitude growth are being used to analyze

liquid disintegration. Theories have been developed, based on particle-fluid mechanic

interactions, to explain dispersion, collision, coalescence and evaporation of drops in sprays.

Following the general trend in engineering science of rapid growth in computational fluid

dynamics (CFD), there is a signiflcant increase in the number of papers presented at ICLASS-

91 on numerical analyses, computations, predictions and modeling using complex codes that

account for two-phase, turbulent, three-dimensional interactions between particles and gas under

conditions of heat, mass and momentum transfer. The use of supercomputers is providing closer

agreement between predictions and experimental measurements.

Applications research has, in the past, been dominated by liquid fuels and combustion.

The influence of sprays on combustion and emissions will become of much greater importance

in the design of the next generation of aircraft engine combustors. Research on diesel engine

sprays has flourished with the realization of the strong influence of atomization and mixing in the

cylinder on emission of soot. The largest number of papers presented at ICLASS-91 falls into

the category of internal combustion engines. Liquid metal spraying for coating, powder

metallurgy and manufacturing of tools is a fast growing field in the aerospace industry. The

fundamental processes of atomization in liquid metal sprays are not so different from those in

spray combustion. Rapid solidification processes, which result in three-phase flows, provide

improved material properties. Impingement of drops on a substrate is critical for the ultimate



strength and metallurgical properties of the end product. Many millions of gallons of paint are

sprayed onto automobiles and many other commercial products. Forty percent of the spray

misses its target. Blistering and nonuniform film thickness are major problems in the industry.

ICLASS-91 shows how scientific analysis and detailed instrumentation can lead to important

improvements for an industry that is huge and very old. Agricultural spraying is resulting in

large scale pollution of the environment. Society could benefit greatly from utilization of

knowledge acquired in other applications. Agricultural industry is poorly represented at ICLASS-
91.

Summarizing the state of the art as represented by the 100 papers presented at ICLASS-
91 and printed in these proceedings, we see significant advancements in elevating atomization and

sprays to a significant specialty in the field of science. The increased use of theory and

computational fluid mechanics is providing a framework for generalization and prediction which

should ultimately lead to more accurate computations and fewer measurements. Atomization, a

subject declared by many experts, in the past, to be too complex for study, is being tackled by

theoreticians, computationalists and experimentalists using novel techniques to measure

wavelength, frequency, amplitude growth rate, and wave propagation speeds on liquid surfaces.

This research is showing that atomization is a highly non-linear process with steady input of

liquid to the nozzle resulting in highly unsteady, pulsating flow in the spray. As a result of very

detailed measurements in sprays, providing information of distributions of drop size, velocity,

number density and liquid flux distributions, designers of nozzles, guns, spray chambers,

combustion chambers, and chemical processing plants are beginning to realize that a scientific

approach can lead to a more effective solution of design and practical problems than the

traditional trial and error methods which are currently used in most industries. All of these

changes are reported in the wealth of information contained in the papers published in these

proceedings.

Norman Chigier

Conference Chairman, ICLASS-91

NOTE:

Opinions expressed at the Conference, or published in the Conference Proceedings, are those of

the authors and contributors, and do not necessarily represent the views of the Organizing

Committees. Certain commercial equipment, instruments, or materials are identified in the

papers in order to adequately specify experimental procedures. Such identification does not imply

recommendation or endorsement by ILASS-Americas or the National Institute of Standards and

Technology, nor does it imply that the materials or equipment identified are necessarily the best

available for the purpose.
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ICLASS-91 Gaithersburg. MD, U.S.A. July 1991 Paper A

Plenary Lecture

THE PHYSICS OF ATOMIZATION

N.A. Chigier

Department of Mechanical Engineering

Carnegie Mellon University

Pittsburgh, PA, U.S.A.

ABSTRACT

The fundamental physical processes of atomization of liquid sheets and jets are examined.
Disturbances are generated inside nozzles in both liquid and gaseous flows due to turbulence,

boundary layer growth, asymmetries, sharp bends, cavitation, pulsations in the flow, and
vibrations of the nozzle. When the liquid emerges from the nozzle, the initial disturbances grow as

a function of time and distance from the nozzle. Wave amplitudes grow until the liquid sheet

erupts to produce a shower of drops. Pulses of liquid form clusters of drops with the same
frequencies as those of the waves on the liquid surface. Growth of the waves on the free liquid

surface is augmented by 1) pressure variation and shear generated by relative velocity at the

gas/liquid interface 2) turbulence intensity and scale in the gas and liquid streams and 3) relaxation

of the velocity profile in the liquid stream as it adjusts from the no- slip boundary condition at the

nozzle wall to the equilibrium condition at the gasAiquid interface. New information has been
obtained on frequency, wave length, and wave amplitude measured along the length of liquid jets

and sheets for a wide range of liquid and gas velocities.

Large scale structures in the air flow generate large, ordered cell structures within the liquid

sheet. These structures are bounded by large diameter ligaments with thin membranes stretched

between them. The larger diameter ligaments are the origin of the large drops in the spray, and the

stretched membranes are the origin of the smaller droplets. Co-axial round liquid jets, surrounded

by axisymmetric air streams form flat curling liquid sheets with subsequent breakup into droplet

clouds. Intact lengths were found to be strongly dependent on Reynolds and Weber numbers.

Final breakup mechanisms of flat sheets, round jets, and large drops are shown to be remarkably

similar.

INTRODUCTION

Even though atomization has been used very extensively in a wide variety of applications, the

fundamental physical mechanisms of liquid breakup into drops have not yet been established.

When the word atomization was coined in the 19th century, there was a belief that 5 (im was the

smallest possible diameter of droplets that could be physically atomized. Today, there are a

number of atomizers that generate much smaller droplets of submicron size. Theoretical analyses

based on wave theory have postulated wave growth along surfaces but until recently there was little

experimental evidence on generation and growth of waves. The influence of the fluid properties,

1



viscosity, surface tension, and density have always been considered important though there is

conflicting evidence as to the quantitative significance of these properties. For two-fluid atomizers,

it has long been established that increasing the relative velocity between the air and liquid flow
streams has a very powerful and dominant influence on atomization. Fluid dynamic effects of
turbulence in the liquid and air streams, boundary layer growth, flow separation at sharp bends and
corners, cavitation, and pulsations in the supply lines all contribute to the generation of
disturbances. After emerging from the nozzle, wave amplitudes grow under the influence of
relative velocity between the air and liquid flows. Shear develops in the liquid and air flows
resulting in turbulence generation with changing intensity and scale. Velocity profiles in the liquid

flow relax from the no-slip wall condition inside the nozzle to the equilibrium condition at the

liquid-air interface.

Several mechanisms have been postulated for the origin of disturbances. Turbulence
generated inside the nozzle is the most likely source. Turbulence inside the nozzle can be generated

by flow separation at sharp comers, wall roughness, boundary layers, and shear flow. The radial

transverse component of the fluctuating velocity is directed towards the liquid surface and can be
expected to initiate instabilities by formation of protuberances on the liquid surface. Boundary
layer instability along the inner walls of the nozzle, cavitation inside the nozzle, sudden pressure

drop at the nozzle exit, sudden velocity redistribution as the velocity profile relaxes on emergence
from the nozzle and interfacial hydrodynamic instability are all additional sources for disturbance

initiation. Lin and Woods, based on their experiments, conclude that interfacial instability is the

real origin of atomization. Atomization usually produces a wide size distribution. A narrow size

distribution can be achieved by controlling the external excitation at a precisely fixed frequency.

Knowledge of the physics of the atomization process will lead to improvements in atomizer

design. The major objective in the design of atomizers is to generate a specified size, velocity and
number density distribution of drops resulting in sprays with specified angles and liquid mass flux

distributions. Sprays with radial and circumferential symmetry are generally required.

In the past, Sauter Mean Diameter has been used as a measure of atomization quality. Sprays

with large differences in size distribution can yield the same global SMD so that the global SMD is

an insufficient indicator of atomization quality. There has been very little information on drop
velocities in sprays. The performance and effectiveness of a spray is dependent on individual drop

momentum which determines individual drop trajectories. Knowledge is, therefore, required of

both size and velocity of individual drops in the spray. Many processes will prescribe an upper
limit of droplet size so as to prevent deposition on chamber walls. Other processes, such as

agricultural spraying, will prescribe a lower limit on droplet size to avoid drift and carry over of

small droplets by wind and cross currents of air flow. For processes such as coating of surfaces

or powder metallurgy, uniform drop size may be required. The ultimate objective is to have
sufficient control of drop size, velocity, spacing and angle of flight. In order to obtain control of

the spray, all the factors that affect the atomization process must be controlled throughout the

spraying process.

In addition to the fluid dynamic processes, external vibration, acoustic, electrical and magnetic

forces can amplify or damp disturbances. Piezoelectric transducers generate monosize drop

streams. Ultrasonic atomization produces clouds of drops at the nozzle exit. Electric fields are

used to deflect drop trajectories. Loudspeakers generate acoustic fields which interact with waves
on liquid surfaces to cause damping or enhanced atomization. Coupling of these external fields

with the fluid dynamic fields can lead to far greater control of atomization than has been achieved

up to now.

Special attention needs to be addressed to the problem of pulsations. Most studies in the past

have concentrated on the long-time averaged properties of the spray. More recent studies, using

high speed movies and submicrosecond high speed flash and laser photography, have revealed the



presence of pulsations which are present even under conditions where liquid and air flows supplied

to the atomizer are free of pulsations. The disturbances and waves that propagate along liquid

surfaces have specific frequencies. When the liquid sheets erupt, droplets are ejected in pulses

with the same frequencies as the waves on the surface. These pulsations seem to be present in all

sprays. The clustering of drops has important adverse effects resulting in 1) hot streaks impacting

on combustion chamber walls, 2) reduced evaporation of drops within clouds where vapor
becomes saturated, 3) increased emission of pollutants, 4) incomplete heat and mass transfer, 5)

reduced combustion efficiency, 6) combusticMi instability, and 7) patchiness and non-uniformities

in coatings. Since these pulsations are inherent in the break-up process, it will be very difficult to

eradicate this phenomenon. Application of extemsd acoustic and electrical fields will be needed to

reduce the impact of these pulsations and clusters.

CLASSICAL BREAKUP REGIMES

The Rayleigh regime appears at low velocity when the growth of axisymmetric waves causes

the detachment of drops whose size is larger than the jet diameter.

The First Wind Regime is characterized by the inception of aerodynamic interaction between
the surrounding stationary gas and the liquid jet. The pressure force, induced by the aerodynamic
interaction is added to the surface tendon resultii^ in an increase in tiie growth of axial symmetric
waves. Non-axisymmetric surface disturbances and helical deformation of the jet axis are also

present.

The Second Wind Regime appears at higher jet velocities. Small asymmetric unstable waves
form on the liquid surface resulting in the formation of droplets of much smaller size than the jet

diameter. Droplet detachment from the surface begins far from the nozzle exit. The length of the

cylindrical or undisturbed zone decreases when the jet velocity increases.

The Atomization Regime is characterized by droplet detachment close to the orifice exit. The
vertex of the spray angle is near the center of the nozzle exit section. Droplet sizes are much
smaller than the orifice diameter.

Ranz assumed that the diameters of droplets formed from ligaments are proportional to the

wavelength of superficial unstable disturbances. Schweitzer suggested that turbulence was
responsible for the production of superficial disturbances which are broken by the action of

aerodynamic forces. Bergwerk made the hypothesis that the disturbances in the liquid jet are due
to cavitation inside the orifice. Rupe stressed the role played by the rearrangement of the velocity

profile on the jet stability. A laminar flow inside the nozzle is more unstable than a turbulent flow

because the laminar profile requires a more drastic rearrangement after it leaves the nozzle than a

turbulent profile.

Reitz and Bracco suggested that the outer siaface of the liquid is disrupted by the interaction

with the ambient gas which leads to the r^id and sdective growth of surface waves whose initial

amplitudes are controlled by cavit^n and the rearnmgement of the velocity profile.

Lane concluded tiiat there are 3 stages of disintegration:

1) Initiation of small disturbances cki the liquid surface in the form of ripples or protuberances.

2) Action of air pressure and tangential forces on these disturbances, forming ligaments which

may breakup into drops.

3) Breakup of drops into smaller drqps.

Aerodynamic forces have a major effect on fineness of atomization. The aerodynamic

interaction between the liquid jet and the surrounding gas increases the instability resulting in

shorter breakup lengths and smaller drops.
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De Juhasz and Schweitzer concluded from their experiments that turbulence in the liquid flow
was the main influencing factor in atomization. Mehlig stated that the radial components of
velocity in the turbulent liquid flow are the predominant cause of atomization. Wave growth theory

has been used with Rayleigh's instability analysis by Chuech and Krulle to calculate jet

disintegration.

Strazhewski, Scheubel and Weber concluded that primary disturbances and wave growth are

relatively unimportant compared to the dominant effects of air resistance and gas-liquid relative

velocities. Previous reviews of atomization by Giffen and Chigier have provided no clear and
distinct explanation of the dominant cause of liquid disintegration.

ANALYSES OF WAVE GROWTH

In 1878, Lord Rayleigh produced the first mathematical analysis of the break down of a

simple liquid jet by surface tension. Squire carried out an analysis of wave growth on a thin

inviscid liquid sheet. The analysis indicated the basic principles by which the surrounding
atmosphere interacts with the sheet and predicted the existence of an optimum frequency at which a

wave would grow most rapidly.

Dombrowski set up a simple model of the break-up process of a spray sheet. He assumed that

the sheet breaks at the crests and troughs of the waves. Each half-wave-length contracts under
surface tension to form a cylindrical thread which then breaks down to produce a string of
droplets. This physical model greatly oversimplifies the real process but nevertheless provides

general indications of the characteristics of sprays generated by a number of types of atomizers.

The model assumes that the sheet thickness remains constant as the wave amplitude increases so

that the point where the sheet breaks cannot be calculated. Also, the predicted wave frequencies

are at variance with the dominant frequencies found in practice. A more rigorous analysis of wave
growth included a mechanism by which the sheet thickness decreases as the wave amplitude

increases. Trains of ripples on the sheet surface cause localized thinning of the sheet which cause

it to break down earlier than sheets without ripples.

In swirl spray pressure nozzles which form hollow conical sheets, mean drop size decreases

with increase of liquid pressure and increases with increase in viscosity. However, when mean
drop size is plotted as a function of sheet velocity, which is a more fundamental parameter, then

drop size is found to be independent of viscosity. This is a surprising result since it can be
expected that atomization processes would be hindered by viscous forces as is found in some other

forms of atomizers. High speed movie films taken of the flow pattern within an atomizer

constructed of transparent material showed that high viscosity liquids produced the most disturbed

air core. Dombrowski provides the following explanation. Disturbances created in the nozzle will

tend to be damped by surface tension at the air core, but this action will be opposed by viscous

forces. Since the surface tension of oil is relatively low, viscous drag predominates and
disturbances propagate through the sheet where they offset the natural tendency of the viscous

sheet to oppose breakdown.

Even though there is a general recognition that atomizers should be rigidly supported, there is

a question as to whether mechanical vibrations can be imparted to the nozzle and thereby affect the

wave initiation and disintegration processes. Dombrowski carried out an experiment to detect these

vibrations by mounting an accelerometer to a fan spray nozzle with the output fed to a spectrum

analyzer. A number of frequencies were found which were of the same order as those present on
the sheets. These frequencies were traced to resonance of the brass tube on which the nozzle was
located, to resonance of the experimental rig, and to disturbances arising from within the building.

It has even been suggested that if the nozzle could be isolated from all external disturbances,

aerodynamic disintegration would not take place. Mean drop size was found to diminish with
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increase of frequency until a critical value is reached. It then increases to an effectively constant

value. Small upstream disturbances initiate the disintegration process, but the final stages of
breakup are effectively controlled by the interaction of the liquid and the surrounding gas. In the

presence of hot gas, small wave-like disturbances grow in amplitude rapidly leading to break down
of the liquid sheet close to the nozzle. Sheet perforations give rise to a network of threads.

Threads tend to break down in a similar manner to a single column of liquid. Pulsing the liquid

along the plane of the sheet produces symmetric waves.

Previous classifications of the modes of atomization developed by Ohnesorge, Miesse, and
Reitz have shown that modes of atomization are a function of the Reynolds and Ohnesorge
numbers without including the gas-liquid relative velocity. Wolfe and Buschulte used the

aerodynamic Weber number as the single variable for atomization. The breakup of spherical water

drops in an air stream was found by Kennedy to be a function of the air velocity and Wea/Rcw^-^.
Farago has shown that liquid jet disintegration modes are a function of only two parameters Rcj^

and Wea-

Liquid jet disintegration can be divided into three categories:

• Rayleigh breakup: Mean drop diameter is of the order of the jet diameter. Maximum drop
diameter is twice the jet diameter. There is no ligament formation. The flow may be i)

axisymmetric or ii) non-axisymmetric.

• Formation of membrane ligaments: Round jets develop into thin liquid membranes.
Kelvin Helmholtz waves develop along the membranes. Drop diameters are considerably

smaller than the jet diameter.

- • Fibers are formed on the liquid surfaces. Fibers are peeled off the liquid surface and break

into drops via the Rayleigh mechanism. Drop diameters are an order of magnitude smaller

than the jet diameter.

Pulsations usually develop during the process of atomization. The frequency of release of

pulses of drops is close to the frequency of wave disturbances on the liquid surface. Clusters of

drops are formed which move downstream into the spray.

In recent years, a series of experiments have been conducted at Carnegie Mellon University by
Chigier, Farago, Mansour, and Eroglu with the specific objective of identifying the basic

mechanisms that influence and determine liquid disintegration. Extensive studies have been made
of liquid sheets with co-flowing air jets as well as cyUndrical liquid jets with coaxial co-flowing air

jets. Air and liquid velocities were varied to provide aerodynamic Weber number variations over a

range of six orders of magnitude and Reynolds numbers of two orders of magnitude.

TWO DIMENSIONAL LIQUID SHEET AIRBLAST ATOMIZER

The two dimensional liquid sheet airblast atomizer, designed by Parker Hannifin, used at

Carnegie Mellon University, is shown in Fig. 1. A liquid sheet emerges from a central slit. High

velocity air impinges, at an angle, on both sides of the sheet at the nozzle exit. Liquid and air gap

sizes and flow rates can be varied. A two dimensional liquid sheet provides an initially flat, large

surface area for study of wave growth and frequency of disturbances travelling along the liquid

surface. It allows direct comparison of measurements with predictions from linear theories of

wave development.

A series of photographs were made of the sheet surface with progressive increases in liquid

flow rate and air supply pressure. With no air flow, the liquid sheet emerges from the slit and

converges under the influence of surface tension. Waves move along the length of the sheet but

also emanate from the rims on either side of the sheet to form criss-cross patterns. Waves from
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each rim interfere with each other resulting in increases in amplitude when the waves are in phase.

These capillary waves are driven by surface tension. When the liquid flow rate is increased, small

distortions appear on the sheet surface indicating a transition from laminar to turbulent flow at

Reynolds numbers, based on nozzle exit conditions, around 1470.

With air flow, we can distinguish two modes of breakup: a "mechanical" effect due to the

action of liquid pressure inside the nozzle and an aerodynamic effect due to the action of air

friction. Large drops are formed from the rims of the sheet where the aerodynamic forces are

much smaller than the surface tension and inertia forces (Fig. 2). The rims behave like columns of
liquid that breakup by the Rayleigh mechanism to produce a line of drops whose diameter is

slightly larger than the liquid column diameter. When the liquid flow rate (and hence the liquid

velocity) is doubled, regularly ordered, organized cell structures are formed across the sheet. Each
cell structure is bounded by large diameter rims with thin membranes of liquid stretched across

each cell. As the sheet breaks up, the larger diameter rims generate the larger drops while the

membranes generate the smaller droplets.

Fig. 1 Two dimensional variable geometry air blast research atomizer

Fig. 2 Two modes of sheet breakup exist: A "mechanical" mode due to the action of liquid

pressure inside the nozzle and an aerodynamic mode due to the effect of air fricti(Hi

(Po = 0.1 psig [102.015 kPa]; muquid = 1 1.34 g/s)
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When the liquid flow rate is increased further, the intact length is increased (Fig. 3). Waves,
increasing in amplitude, accompanied by foimation of several ordered cell structures, can be seen
to clearly develop along the length of the sheet. The cells are stretched and appear to blow up in a
manner similar to the bagging of large single drops during breakup. In Fig. 3, both the mass flow
rate of the liquid and the supply air pressure to the nozzle have been increased. The effects of
increased turbulence in the liquid and air streams are clearly evident. The initial sheet region is

more disturbed with higher frequency and short wavelength waves. Cells have smaller dimensions
and are less ordered. Membrane shattering precedes cell rim breakup. Just before final breakup,
the leading edge of the sheet is anchored to the remaining liquid only through the cell frames. The
high shear causes slight variations in the liquid sheet thickness to develop into major disturbances
resulting in holes being blown through the sheet.

Fig.3 Small incoherent "cell" structures appear inside the larger coherent ones on the liquid

siio^t su.rf3.cc

(Po = 0.2 psig [102.704 kPa]; muquid = 45.42 g/s

Side views of the edge of the sheet are shown in Figs. 4 and 5. The growth in thickness of
the sheet and the development of waves as the result of "flapping in the wind" are clearly seen.

Wave amplitudes grow until critical conditions are reached where the liquid bursts into a shower of
droplets. It appears as though some internal force exceeds the external restraining surface tension

force resulting in a bursting explosion or eruption. The condition shown in Fig. 4 looks like a
blown up balloon with almost the whole sheet stretched as a thin membrane, held by a larger

diameter rim. A perforation is seen to form in the membrane resulting in bursting and formation of
a shower of drops. The internal forces within the liquid are associated with shear and turbulence.

If these forces can be shown to grow with distance from the nozzle, then this could provide an
explanation for the conditions for bursting. In Fig. 5, both the liquid and the air flow rates have
been increased. The initially full sinusoidal wave becomes distorted to yield two half waves that

are very similar in form. The stretching of the half waves increases the free surface energy of the

already distorted sheet. At the point where the two half waves are joined, localized high tensile

forces pull the half waves in opposite directions and ultimately result in the thinning of the junction

point. When the local thickness of the sheet falls below a critical value, perforations start to

develop in the sheet which ultimately leads to separation of the half waves.
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Fig. 4 Perforations which expand under Fig. 5 The distortion of a sinusoidal wave

the action of surface tension occur yields two half waves that are very

in the sheet sinular in form

(Same experimental conditions as in Fig. 3) (Po = -2 psig [102.704 kPa]; muquid = 63.09 g/s)

These results show that when the sheet leaves the nozzle it is already perturbed by
disturbances which were initiated within the nozzle. These perturbations appear as deformations of
the liquid-air interface. Initial instabilities are driven by the high velocity air streams causing rapid
growth of the waves. Disintegration occurs when the amplitude of these waves exceeds a critical

value and half waves are torn off the sheet. The half waves break down into ligaments which in
turn break down into drops.

Lines drawn along the crests of major perturbations describe the angle of spread of the
perturbations which may be considered as the initial spray angle. Figure 6 shows the effect of
increasing the liquid flow rate on spray angle for two different air supply pressures. The spray
angle decreases progressively with increase in liquid flow rate. This can be explained by the
reduction in specific energy of air per unit volume of liquid leaving the nozzle. Moreover,
increasing the liquid flow rate results in decreased air/liquid relative velocities. This decrease in
relative velocity reduces the amplitude of oscillations resulting in a corresponding decrease in spray
angle.

Increasing the air velocity increases the specific energy of air per unit volume of liquid and this

results in a substantial increase in the amplitude of oscillations of the liquid sheet. This is shown
as an increase in spray angle with increase in air supply pressure, in Fig. 6. Intact length (axial

length from nozzle exit to the location where liquid remains intact) increases with liquid sheet

velocity and decreases with air velocity, as shown in Fig. 7. At higher air velocities, the influence

of liquid sheet velocity on the intact length is less pronounced. The increase of intact length with

Hquid sheet velocity and its decrease with increase in air velocity are consistent with the variation of
spray angle with these velocities. Higher liquid flow rates result in higher momentum for the

liquid in the axial direction. The liquid remains intact over longer distances and the spray angle

decreases as liquid flow rate, liquid velocity, and liquid momentum increase.

The spray is formed as a result of the breakup of the sheet. We have seen evidence that the

final breakup has the appearance of an explosion producing a shower of droplets. We need to find

the connection between the sheet that is in the final stages of breaking up and the subsequent

formation of the spray.
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As soon as drops are released from the liquid sheet, they are accelerated by the air stream.

The time taken for droplet velocities to reach equilibrium with the air stream depends on the

drag/momentum ratio which in turn depends on the drop diameter and relative velocity between
each drop and the local air velocity. Droplets are dispersed in the air flow according to their size

class. Large drops subjected to shear will undergo secondary breakup while collisions of drops
can lead to coalescence resulting in increase in drop size.

ROUND LIQUID JETS IN CO-AXIAL AIR STREAMS

For fundamental theoretical and experimental studies, the cylindrical liquid jet with a co-

annular, co-axial, co-flowing air jet provides a base-line for determining the physics of
atomization. Of particular interest is the comparison of the cylindrical jet with the flat sheet which,

in theory, is a cylindrical jet with infinite diameter. We examine the generation of disturbances in

the nozzle and Uie development of waves along the air/liquid interface. Transition from laminar to
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turbulent flow occurs in the Reynolds number (based on nozzle exit conditions) range 6000 < Re <
10,000 when the inlet flow to the nozzle is uniform, oscillation free , and there is no vibration in

the experimental system.

Axisymmetric Rayleigh breakup was studied for a series of horizontal liquid jets (with no air

flow) with liquid velocity progressively increasing from 0.246 m/s to 18.2 m/s corresponding to

an increase of Rcw from 240 to 17,650. The Ohnesorge number for this series was 0.0037.

When the jet velocity was very low, less than 1 m/s, the horizontal liquid jet bends downwards
under the influence of gravity. At higher liquid velocities, the jet has sufficient momentum to

remain horizontal. The intact length increases progressively with increase in liquid velocity. Drop
diameters are similar to those of the jet and do not change with increase in liquid velocity. Small

satellite drops are formed. Introduction of a co-axial air stream is shown in Fig. 8. The air stream

maintains the Uquid jet horizontal except for the lowest velocity, Uw = 0.246 m/s. The liquid jets

remain axisymmetric with a slight tendency, at higher velocities, to form a helix. The drops also

tend to remain symmetric about the jet axis. Intact lengths increase with increase in liquid

velocities. The length of undisturbed liquid decreases as the air velocity increases beyond 25 nVs.

U„ = II 246 iil/s

= 4.35 m/s

Ua = 32.4 m/s

Fig. 8 Axisymmetric Rayleigh disintegration of water jet in a coaxial air stream

(Jet Diameter = 1 mm)

For cases where the air velocity is one or two orders of magnitude greater than the liquid

velocity, the liquid jet first accelerates rapidly in the high speed air stream with a resulting reduction

in the liquid jet diameter. Organized structures in the turbulent air flow penetrate through the liquid

jet. A series of photographs at short time intervals of a liquid jet with a velocity of 1.1 m/s and an

annular air jet velocity of 45.8 m/s shows that the cylindrical liquid jet is distorted and stretched by

the large eddy structures in the air stream to curl up in the shape of a "ladle". The liquid forms a

membrane stretched between rims which provides a supporting frame. The stretched membrane
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tn'eaks up into a shower of small drops while the rims breakup into larger drops. Despite the very

considerable differences in initial geometry, there is a remarkable similarity between the final

breakup mechanism of 1) flat sheets 2) cylindrical jets and 3) large drops. The same phenomena

can be detected even for cases of liquid velocity of 1.5 m/s and air velocity of 130 m/s.

Detailed photographs of the disintegration of cylindrical liquid jets are shown in Fig. 9 for a
liquid velocity of 1.1 m/s and an air velocity of 45.8 m/s. The photographs show a time sequence

of events. The cylindrical liquid jets are transformed into thin membranes which curl up to form
semi-circular cups. These large scale deformations of the liquid jet are most probably caused by
large eddy structures in the air. They cannot be due to instability growth in the liquid. Once the

deformation has taken place, the aerodynamic pressure forces change in the shape, very similar to

the "bagging" phenomenon of breakup of large drops. Impingement of air on the concave
upstream surfaces and wake effects on the downstream surface accelerate the stretching of the

membrane and the breakup into drops. The sheets set up a flapping motion. Detailed

measurcn^nts of size distributions in the sprays show direct connections between the thick rims

which form large drops and the thin membranes which form small droplets. Under the influence

of surface tension forces, thick rims are formed at the edges of the membranes. The thickness of

these rims is larger than the thickness of the membrane but is significantly smaller than the initial

dimneter (rf the liquid jet. The largest drops formed have the same diameter as the rim thickness

while the smallest drops have the same diameters as the membrane thickness. Final breakup

appears to be by the Rayleigh mechanism and can be classified as non-axisymmetric Rayleigh

Fig. 9 Disintegration of coaxial liquid jets

(Pw = 0.7 psig [4.826 kPa]; pair = 0.0433 psig [1.493 kPa])
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breakup. This membrane type of disintegration of round jets is very similar to that of thin liquid

sheets as described by Dombrowski. It is also very similar to the disintegration of spherical liquid

drops in an air stream as reported by Lane, Wolfe, and Kennedy.

It is quite remarkable that despite the important differences in geometry between cylindrical

jets, thin sheets and large spherical drops, in each case thin membranes are formed with
surrounding rims leading to the formation of large and small drops. In each case, it is the

penetration of large eddy structures from the turbulent air flow that distorts the liquid and stretches

it into thin membranes. The thin membranes and the spray of drops provide a visualization of the

organized large structures in the air.

Under conditions of high liquid velocity and high air velocity, the liquid jets maintain their

symmetry about the jet axis. The liquid core remains intact while fibers are formed on the liquid

surface. These fibers point in the direction of higher velocity. The diameter of the fibers is several

orders of magnitude smaller than the diameter of the liquid jet. The fibers break into drops

according to the Rayleigh mechanism. Disturbances develop in the liquid core which lead to

breakup with the formation of ligaments with lengths of the order of 5 times the initial jet diameter.

Fibers are formed on the ligaments which peel off and then break into drops. This process leads to

the formation of a train of clusters of drops. When the momentum of the liquid flow is high

enough, penetration by the large organized structures of the air flow is prevented.

For high speed annular air jets with a velocity of 183 m/s and liquid jets of 1 m/s, the liquid jet

is broken up into very fine droplets within the short distance of two jet diameters. As the liquid

velocity is increased, the liquid core is extended and the number density of drops increases because

of the increased mass flow rate of liquid. Bursts of liquid can be clearly identified. The size of the

bursts and the liquid concentration inside each burst increases as liquid flow rate is increased. The

high speed annular air jet confines the spray so that it remains symmetric about the jet axis. These

jets have been classified as super-pulsating. Organized structures from the air flow enter the liquid

flow but do not penetrate fully in the case of high liquid flow rate.

Intact length (L) is a measure of the axial distance from the nozzle exit to liquid breakup on the

liquid jet axis. Figure 10 shows the variation of L/d with Weber and Reynolds numbers based on

nozzle exit conditions. The reduction in intact length with increase in Weber number is ascribed to

the increase in relative velocity. The increase in intact length with increase in Reynolds number is

due to the increased liquid velocity and flow rate which, in this Reynolds number range, increases

the length of the liquid jet. The derived empirical equation is:

L/d = 0.5 We^^'^ReJ'^

The variation of intact length with Reynolds number was found to be the same for both flat

sheets and round jets. The subscripts R refer to relative velocity, i to liquid and a to air.

The modes of liquid jet disintegration are shown in Fig. 1 1 where each jet is plotted as a
function of liquid Reynolds number and aerodynamic Weber number. Each jet is classified

according to its photographic appearance. For Re^ = KP, as Wca is progressively increased, it can

be seen that up to Wea = 8 disintegration is of the axisymmetric Rayleigh type. At Wea = 17, the

disintegration is of the non-axisymmetric Rayleigh type. By Wca = 33 the membrane type region
is reached and by Wca = 130 fiber type disintegration is found. The particular type of
disintegration can be found easily from Fig. 1 1 with knowledge of Rcj^ and Wca-

12



o Re=1456
Re=4370

o Re=9328

60

40

20 -

0 40 80 120 160 200 240 280
We

Fig. 10 Average jet liquid intact length in coaxial gas flow
(Re = 1456, 4370, 9328)

u
«

mn
•s

«

a

1)3.

Axisymmctric Rayleigh type disintegration

Non-aiisymmetric Rayleigh type disintegration

Membrane type disintegration

Fiber type disintegration

Super—pulsating sub—mode

O

Membrane
type

region

Rayleigh type region

Aerodynamic Weber Number
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New information on frequency, wave length and wave amplitude measured along the lingth of

liquid jets and sheets for a wide range of liquid and gas velocities is reported by Eroglu and
Chigier, 1991.

CONCLUSIONS

• Close similarities are found between the breakup of 1) liquid sheets 2) round jets and
3) large droplets under the influence of air streams.

• Cylindrical jets and flat sheets curl up to form "ladle" shapes.

• Ordered cell structures form in liquid sheets with thin membranes stretched between thick rims.

• Large drops measured in the spray are formed from thick rims while small drops are formed
from thin membranes in the sheet.
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• Disturbances generated within the nozzle grow in amplitude along the liquid surface.

• Airflow causes small disturbances to grow into major disturbances that lead to disruption.

• When the thickness of the liquid sheet falls below a critical value, perforations start to appear in
the sheet.

• Disintegration of the liquid sheet occurs when the amplitude of waves exceeds a critical value
and half waves are torn off the disturbed sheet.

• Increasing the liquid flow rate causes decreases in the spray angle while the air flow is

maintained constant.

• Increasing the air velocity causes the spray angle to increase for a fixed liquid flow rate.

• The initial mean velocity distribution in the liquid jet determines the character of the surface
wave formation at the liquid/air interface.

• A new equation is derived for intact length as a function of Reynolds and Weber numbers.
• A new classification of modes of disintegration has been presented.
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ABSTRACT

The combustion process in a diesel engine is very complex, and its detailed mechanisms are not well

understood. The study of diesel engine emissions and fuel economy requires a basic understanding of the processes

of mixture formation, because the diesel combustion is strongly controlled by a fuel spray injected into the

combustion chamber.

This paper reviews the experimental results and the spray formation modeling of the diesel fuel sprays. The

experimental results for break-up length, spray angle, spray tip penetration and drop size distribution of the diesel

sprays are introduced to discuss the internal structure of the spray. A review is also made of the potentials of

specific models for atomization of the spray-jet.

INTRODUCTION

The high thermal efficiency on the diesel engine, especially the direct injection diesel engine, is mainly

caused by the relatively high compression ratio, the lower pumping loss as a result of the absence of the

throttle valve and overall lean mixture required to achieve an efficient heterogeneous combustion process. However,

diesel combustion processes are very complex and their detailed mechanisms are not well understood.

The primary factor which controls the diesel combustion is the mixture formation as shown in Fig. 1. The

mixture formation is controlled by the characteristics of the injection system, the nature of air swirl and turbulence

in the cylinder, and spray characterization.

Combustion in a direct injection diesel engine is closely related to the transient injection of a fuel spray into

air at high pressure and temperature. The air-fuel mixing processes, including atomization and vaporization, at

the edges of the spray are followed by the ignition of these regions and progressive diffusive burning of the

remainder of the spray. Therefore, accurate descriptions of the behavior of atomizing and vaporizing fuel in the

spray are important for any kind of models to comprehend and describe the processes of air-fuel mixing and

subsequent combustion.

The fuel injected from the nozzle into the combustion chamber of the diesel engine disintegrates into

numerous drops of different sizes and concentrations in the spray. Figure 2 shows the main parameters the express

the aspect of a diesel spray. The motion of the spray tip and break-up length give clues as to the understanding of

the disintegrating process of a fuel jet. Spray angle and drop sizes distribution are the results of this

disintegrating process. These four parameters of the spray are related to each other in the disintegrating process

and affect the mixture formation through aerodynamic and thermodynamic processes in the combustion chamber

of the diesel engine.
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Fig. 1 Block diagram of diesel combustion Fig. 2 Parameters of a spray

EXPERIMENTAL STUDIES

Break-up Length

The injected liquid does not break-up instantly after injection. There is some unbroken portion which is

referred to as the liquid break-up length. Break-up lengths average between 10 to 30 mm and appear to be present

for injection velocities above 200 m/s.

In a high speed small direct injection diesel engine of a light duty vehicle, break-up length of the fuel spray

and the distance from the nozzle to the combustion chamber wall are almost the same. Thus, the break-up

length may have a great effect on the spatial distribution of the liquid fuel and the formation of the fuel-air

mixture in that small engine.

Extensive experimental studies on the break-up phenomena of low velocity jets have been carried out (^"^).

Figure 3 shows break-up length which describes the continuous portion of the liquid column or unbroken

length as a function of the jet velocity. In this paper, the main interest is in the spray region. Break-up length

of the spray region was measured by electric resistance between the nozzle and a fine wire net detector located

in a spray jet ^^'^^

.

Figure 4 shows the effect of injection velocity on break-up length at various ambient pressures. Increasing

ambient pressure from 0.1 MPa to 3.0 MPa, the break-up length decreases. From 20 to 60 m/s of injection

velocity, the injection liquid column is disintegrated by the micro-turbulence of the liquid surface and is called

wavy flow^\ In this region, break-up length increases with an increase in injection velocity. When injection

velocity is further increased, the wavy flow is not observed and break-up length decreases. This region is called a

spray. Further increasing injection velocity, the break-up length reaches an almost constant value.

There is an apparent difference between the spray of which break-up length has decreasing tendency with an

increase of the injection velocity and one of which break-up length is hardly changed by the further increase of

the velocity. Categorizing sprays by their break-up length and related atomization, they are divided into two

regions; incomplete and complete sprays(^) . In the incomplete spray region, the liquid jet was ejected from the

nozzle to form a spray through a relatively slow disintegrating process. In other words, the process of

transformation from liquid column to drops had to be developed along the liquid jet and fine drops were only made

at a distance far from the nozzle exit. As injection velocity increased further, the disintegrating process from a
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Fig. 3 Break-up behavior of a liquid jet
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Fig. 4 Break-up length vs. injection velocity Fig. 5 The effect of nozzle diameter on break-up length

liquid column to a fine spray appeared as soon as the liquid was injected. This region is called the complete spray

that is corresponded to a diesel spray. Spray as the general meaning, covers both the region mentioned above.

The effect of nozzle diameter on break-up length in a complete spray region is shown in Fig.5. Break-up

length in this region increases with an increase in the diameter of the nozzle. Break-up length is also affected by

the dimensionless length of a nozzle, that is, the ratio of the length L to the diameter D of the nozzle hole, L/D.

The following expression was derived for break-up length from experimental data which covered a wide range of

conditions.

U = 7.0 D ( 1 + 0.4 -L
) (
_Pa_ )0.o5

( _L )0.>3
(
_PL )0,5

D p,V? D Pa

This expression is valid for any complete spray region.

Spray Angle

Many photographs of spray were taken to measure the spray angle. Figure 6 shows the effect of injection

pressure on the spray angle. The spray angle increases with an increase in injection velocity, takes the

maximum value and reaches an almost constant value in a complcic spray region. The expcrical equation for the
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spray angle when this angle reaches the constant value is expressed by the following:

L.

D
e = 83.5 (

)'°-^^
(

D ^o•l5

Do
(

pi

0.26

(2)

Figure 7 shows spray angle and the break-up length versus injection velocity for several different nozzle

hole diameters. This figure is very important to discuss the internal structure of the spray. When the liquid

was injected with the speed less than 70 m/s, the break-up length was not shortened and only a narrow spray

angle appeared even if the ambient pressure was elevated up to 3 MPa. However, the liquid injected with the speed

of over 100 m/s, was disintegrated quickly to form a complete spray. As the result of it, the break-up length was

shortened and the wide spray angle was achieved.

The region where the injection velocity ranged from 70 to 100 m/s, corresponded to an incomplete spray. The

maximum spray angle appeared at the injection velocity where the feature of a spray shifted from an incomplete

spray type to a complete one. In Figure 6, the injection pressure where the maximum spray angle occurs

increases with an increase in the liquid kinematic viscosity; this indicates that the transition velocity also

increases with the viscosity. However, Figure 7 suggests that the transition velocity is almost independent of the

nozzle hole diameter.

Spray Tip Penetration

The speed and extent to which the fuel spray penetrates in the combustion chamber has an important influence

on air utilization and fuel-air mixing rate. So, spray tip penetration of the intermittent diesel spray was measured

with the aid of photographic techniques at various ambient temperature, ambient pressures, injection pressures and

injection durations.

Figure 8 shows the effect of injection pressure on spray tip penetration under constant ambient pressure and

injection duration(^). The logarithmic penetration on the ordinate is correlated with the logarithmic time from

the injection start on the abscissa. This figure shows the linear relationship with two different slopes between

logarithmic expressions of penetration and time. At the early stage of the spray, the slope is 1, but after a short

period, the slope changes to 0.5. This result shows that the spray velocity at the initiation of the injection is

constant and then the spray develops into a steady jet. The spray tip penetration decreases with an increase in

ambient gas pressure. The time at the intersection of the two lines decreases with an increase in injection pressure.
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Fig. 8 Spray tip penetration at various injection pressures

The following expressions for the spray tip penetration are derived from the data obtained during our

investigation^^^).

0 < t < tu

s = 0.39 ( f t

Pi (3)

t>tv

S = 2.95 (^ ( D • t f
pa

(4)

= 28.65 21—^5

( Pa AP )-

Results calculated from these equations are also expressed by the solid lines in Figs. 8.

Drop Size Distribution

The various methods employed in drop size measurement may be grouped conveniently into two broad

categories; mechanical and optical. The second category includes optical systems that have been developed in

recent years and are finding an increasing range of applications. In mechanical method, there are liquid

immersion sampling technique moltcn-wax method ^'^ ) and frozen-drop technique ). In optical method,

there are several techniques that have been applied to drop sizing in dicsel fuel sprays; photography and

holography imaging technique('''\ line-of-sight extinction technique Fraunhofcr diffraction technique \

and the phase Doppler technique The effects of ambient pressure and injection pressure were measured using

a diesel nozzle with a diameter of 0.3 mm, as shown in Fig. 9 by using Fraunhofer diffraction method.
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pressure on the Sauter mean diameter

The effect of viscosity and injection

pressure on the Sauter mean diameter

The effect of liquid viscosity on the Sauter mean diameter was measured using glycerin-water solutions of

various kinematic viscosity. Figure 10 shows the measured results of the relationships between the solution's

viscosity and the Sauter mean diameter Increasing injection pressure, the Sauter mean diameter decreases,

but there is still some difference in the Sauter mean diameter according to the viscosity of the fuel. When the

viscosity of the fuel is over a certain value, the Sauter mean diameter increases rapidly.

Dimensionless analysis was conducted based on the above measurement results, leading to the following

experimental equations for the Sauter mean diameter^^^).

X32 = MAX [

L S
X 3 2

J

D (6)

-AijJl = 4.12 Re°''- We-°'' ( (

D l^a pa (6 -a)

= 0.38 Re We -''^
• ( ( £L

Y'-'''

D M^a pa (6-b)

where MAX [ ] denote the lager value of the two.

Equation (6-a) is the Sauter mean diameter for an incomplete spray with low injection velocity, and Eq. (6-b)

for a complete spray.

Incomplete and Complete Sprays

Overall feature of the break-up length, spray angle and mean diameter are summarized into Fig. 11. The break-

up mechanism of a complete spray is different from that of an incomplete spray. Then, the empirical equation of

the Sauter mean diameter for a complete spray is expressed by the different form from that for an incomplete

spray as mentioned before. The maximum spray angle was obtained at the transition velocity from incomplete

spray to complete one.

Further observation of the internal flow in the nozzle shows the cavitation area expanded to the exit of the

nozzle when the liquid jet was injected at the transition velocity. The highly turbulent internal flow due to the

cavitation caused the wide spray angle and sometimes forced to shorten the break-up length as shown in Fig. 7.
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NUMERICAL MODELS

Multidimensional models of diesel engine combustion account for the temporal and spatial variations of

the flow field, temperature, composition, pressure, and turbulence within the combustion chamber. Most of

the multidimensional models that have appeared in the literature are based on the following spray equation ^^^\

which depend on time and on the radius, velocity, and temperature of the drops and may account for thick spray

effects [ drop collisions, coalescence, and volumetric displacement of the gas phase ] and for drop breakup.

A statistical description of the spray may be given by the distribution function [or density function ]

fj ( r, X, v, t ) dr dx dv
(7)

which is the probable number of particles of chemical composition j in the radius range dr about r located in the

spatial range dx about x with velocities in the range dv about v at time t. The spray equation can be written as

at 'at
(Rjfj)-Vx(V-fj)-Vv(F,fj) +Qj + rj

(8)

where v, F, R, and T denote the velocity, force, rate of change of the radius, and temperature of the drops,

respectively. Q represents the rate of increase of f due to nucleation or liquid breakup, and r will represent the rate

of change of f caused by collisions and coalescence.

Main approach which has been used to analyze the flow field in diesel engines is Lagrangian-Eulerian

formulations, where Lagrangian equations are employed for groups of drops and Eulerian equations are

employed for the gas phase. Lagrangian-Eulerian formulations can also account for thick spray effects such as

drop collision, coalescence, and breakup.
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The conservation laws for the gas, mass, momentum, internal energy and the scalar variables that characterize

turbulence ( k and e ) are expressed in the form of time-dependent, partial differential equations. These

equations were solved subjected to appropriate initial and boundary conditions using an explicit numerical

method. For computational efficiency, stochastic parcel injection was used for the spray drops. In this technique

each computational parcel represents a group of drops with similar physical attributes and the attributes are

assigned using a Monte Carlo sampling method.

The spray equation is coupled with statistically averaged gas phase equations of mass, momentum, and

energy. However, there are many difficulties in treatments of the spray initial and boundary conditions.

One of the main difficulties in spray modeling has been the specification of drop size at the nozzle, since the

atomization process is not resolved in the computations and it is not understood. Experiments are difficult

since the spray near the nozzle is optically dense and drop size cannot be measured, except near the spray

edge. For this reason, most measurements have been confined to locations far downstream of the nozzle.

Some model may account for thick spray effect, that is, drop collisions, coalescence and volumetric

displacement of the gas phase and far drop breakup, but some model did not account for thick spray effects.

Thin spray Models

In thin or dilute spray models volumetric displacement effects can be neglected and the interactions between

individual drops can be disregarded or highly simplified.

Nguyen et al. used a thin spray approximation, that is, volumetric displacement effects on the gas phase

equation were neglected, and also drop collisions and coalescence were neglected. The numerical calculations

were compared with the experimental data of Hiroyasu and Kadota and good agreement was obtained. Figure

12 shows a comparison between the predicted and measured penetration of sprays injected into stagnant

combustion chambers at different pressures.

Thick Spray Models

Thick or dense spray models that account for volumetric displacement effects seem to have originated with

Dukowicz's work (23)^ where a Lagrangian-Eulcrian formulation was used to compute the behavior of atomized,

non-evaporating liquid sprays injected into a gaseous environment. He accounted for volumetric

displacement effects but did not consider drop collisions, coalescence and breakup, and obtained good

agreement with the experimental date of Hiroyasu and Kadota ^^^^ for a variety of ambient conditions. This

agreement seems to have been obtained by employing small drops at the nozzle exit.

Cloutman et al.^^''^ and Butler et al.^^^^ used the stochastic model proposed by Dukowicz law of

the wall to account for the turbulent boundary layers and heat transfer to walls, and a mean-reaction-rate model

in DI diesel engines. The calculation were performed with the CONCHAS-SPRAY code^^^).

Fig. 12 Comparison between predicted (solid line) and measurement (symbols)

spray tip penetration at several chamber pressure^^'^
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Amsden et al/^^) developed the KIVA code to analyze two- and three dimensional flows in DI engines. The

KIVA code uses an ALE (an arbitrary Lagrangian-Eulerian) formulation, a subgrid- scale model and a mean-

reaction-rate model.

O'Rourke and Amsden^^^^ analyzed the spray penetration, vaporization, mixing and combustion in the

UPS-292 stratified charge engine with the KIVA code and showed that combustion occurs in the wake of the

spark plug.

Takenaka etal.^^^^ performed three-dimensional calculation in a Dl diesel engine with modified KIVA code.

They calculated the gas flow, spray pattern, air-fuel mixing process for the heavy duty DI diesel engine. The

results of computation were compared with the experimental data of pressure, flame temperature and mass

change of chemical species in cylinder (3^) and good agreement was obtained.

In 1987, KIVA-II computer program was reported by Amsden eta\P^\ KIVA-II code improves the earlier

version in the accuracy and efficiency of the computational procedure, the accuracy of the physics submodels,

and in versatility and ease of use. This model also includes a two-equation ( k- e ) model of turbulence, a

stochastic spray model, an implicit-continuous Eulerian (ICE) method with conjugate residual iteration, a quasi-

second-order-accurate convection scheme, and several other improvements over the original KIVA code.

Figure 13 shows a comparison between the predicted and measured pressure diagram in the UPS-292

stratified charge engine and indicate that the KIVA-II code accurately predicts the cylinder pressure if the correct

compression ratio is used in the calculation.
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Fig. 13 Measured and predicted pressure diagrams

in stratified charge engine^^')

Small Drop Models

Bracco's group of Princeton University were used very small drops in initial drop distribution near the nozzle

exit. Kuo and Bracco(32) and O'Rourke and Bracco^") used the thick spray model to calculate transient

axisymmetric non-evaporating spray, asses the importance of drop collisions and coalescence, and compute the

spray tip penetration and drop size distribution in spray injected into high pressure chambers. O'Rourke and

Bracco (33) used the correlations proposed by Reitz and Bracco^^^) for the spray cone angle and initial mean drop size,

that is, initial drop size is average radius is about 3 |im. Figure 14 shows the computed and experimentally

measured drop volume distributions. The computed penetration versus time curves are plotted in Fig, 15, along

with the experimentally measured curve. These curves show the expected trend that as the drop size is increased,

spray tip penetration is enhanced because the larger drops exchange their momentum with the gas more slowly.

The penetration is somewhat insensitive to change in the initial drop size, however, and only the case with

initial Sauter mean drops of 21 \im diverges markedly from the experimental curve.
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Fig. IS Effect of varying injected drop size

on computed tip penetration*^^)

Blobs Models

The assumption of very small size in initial drop condition near the nozzle exit is unrealistic. Reitz and

Diwakar^^^' injected drops having a diameter equal the nozzle exit diameter, and they assumed that the

dynamics and breakup of these large drops are similar to those of a liquid jet as illustrated conceptually in Fig.

16^^^\ Several kinds of blobs models are proposed. Breakup of the blobs is modeled using different stability

analysis by different researchers. Reiz and Diwakar^^^^ incorporated into KIVA a model for both bag and

boundary layer stripping breakup. In their model, bag breakup occurs if the drop Weber number. We, was greater

than a critical value of 6. An unstable lifetime, tj is expressed following equation. Boundary layer stripping

(BLS) is due to flow over the drop inducing a thin laminar boundary on the drop surface. The boundary layer is

assumed to be stripped from the periphery of the drop as shown in Fig. 17. Boundary layer stripping is

proposed to occur when the Weber to jet Reynolds number ratio We / V Re is grater than 0.5. For stripping, an

unstable lifetime t2 is expressed by equation (12),

For Bag Breakup

We > 6.0 (9)

t, = ci [
.eiii ]i
2 a (10)

For Boundary Layer Stripping

WcZ/rT > 0.5 (11)

t2 = C2 ( -2^- )2W p. (12)

These large ' blobs ' fragment dynamically according to the rate equation

d r = - (
r ' Tsuble )

dt ^ (13)
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The term ' r^^ie '
is found by equating the applicable drop stability criteria to the Weber number. We, for bag

breakup or We/ VRe for stripping. The characteristic time, t, is also found tj (eqn. 4) or t2 (eqn. 5) depending

on the appropriate breakup mechanism. Figure 18 shows the variation of drop size with axial distance from the

injector for the solid-cone spray.

Flow

lOO

Fig. 17 Velocity profile created by shear forces

during boundary layer stripping

Fig. 16 Conceptual picture of the spray jet atomization
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Fig. 18 Computed far-field solid-cone spray drop Sauicr mean radius variation

with distance from the nozzle. Three data points at 65mm measured

by Hiroyasu and Kadota^^^^
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Recently, Reitz has taken a different approach to jet breakup by considering Kelvin-Helmholtz instability

growth on the jet surface and using the fastest growing wavelength as the length scale for drop formation of the

parcel "blob". Thus, the jet "blobs" can breakup immediately upon exit from the nozzle by shedding small

drops of diameter. The parcel "blobs" decrease linearly in size from their initial size at the nozzle diameter by

this mass loss due to drop stripping relation.

O'Rourke and Amsden's model is based on an analogy suggested by Taylor^'*^^ between an oscillating

and distorting drop and a spring-mass system. The restoring force of the spring is analogous to the surface

tension force. The external force on the mass is analogous to the gas aerodynamic force. They also consider

the damping forces due to liquid viscosity. They called this model the TAB (Taylor Analogy Breakup) model.

To predict the drop sizes after breakup, they used an equation motivated by an analysis based on energy

conservation. In this analysis, they equated the energy of the parent drop before breakup to the combined energies

of the product drops after breakup. Before breakup, the energy of the parent drop in its own frame of reference is

the sum of its minimum surface energy and the energy in oscillation and distortion.

University of Wisconsin group developed a theoretical model on the basis of applying the unstable wave

penetration mechanism for a Rayleigh-Taylor instability as shown in Fig. 19 and boundary layer stripping (BLS)

to a wide range of Weber number.

In this model, only the large drop breakup mechanism is considered initially. Drop mass loss due to Kelvin-

Helmholz instability and the boundary layer stripping mechanisms have been neglected initially. This model is

used to predict the transient drop breakup phases and obtain a correlation of the fragment size with time.

Typical results for single drop breakup are shown in Fig. 20 for a range of drop Weber numbers. The slight

decrease in diameter with time is due to the boundary layer stripping mechanism mass loss and the catastrophic

breakup at a given time is due to the Rayleigh-Taylor instability.

Spray Impingement on the Wall

Fuel spray may impinge on the piston bowl in DI diesel engines and may have a great influence on the

mixture formation and combustion processes. Naber and Reitz showed that their wall-jet model yields better

agreement with experimental data of Kuniyoshi et al. Their results indicate that the width and high of the

wall jet decrease as the gas density and the wall inclination angle are increased.

(b) < ^ P°

2

Fig. 19 Rayleigh-Taylor instability droplet breakup conceptual model
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Fig. 20 Liquid droplet transient fragment size

CONCLUSIONS

The combustion process in a diesel engine is very complex, and its detailed mechanisms are not well

understood. The study of diesel engine emissions and fuel economy requires a basic understanding of the

processes of mixture formation, because the diesel combustion is strongly controlled by a fuel spray injected into

the combustion chamber. More experimental data are required to validate the predictions of multidimensional

models. Especially needed is a better understanding of spray breakup, include drop size distributions and drop

velocities in engines, and they can be used to determine the effects of turbulence and drop collisions, coalescence,

and breakup on the engine flow field and combustion.

NOMENCLATURE

^1,2 constants V drop velocity (m/s)

D nozzle diameter (m) \ initial spray velocity (m/s)

Do sac chamber diameter of nozzle (m) W relative velocity (m/s)

F force (N) We Weber number (m/s)

L nozzle length (m) X position

Lb break-up length (m) ^^32 Sauter mean diameter (m)

P. ambient pressure (MPa) , LS
^32 Sauter mean diameter

(m)AP difference between injection pressure at incomplete spray

and ambient pressure (Pa) ^32 Sauter mean diameter

Q rate of increase of distribution function at complete spray (m)

R rate of change of radius
viscosity of air (pa • s)

r round radius of nozzle (m) viscosity of fuel (pa • s)

, drop radius (m) p. density of air (kg/m^)

Re Reynolds number Pi
density of fuel (kg/m^)

S Spray Tip Penetration (m) 6 spray angle (degree)

T temperature (°C)
c surface tension (N/m)

t time (s)
r rate of change of distribution function

h unstable lifetime for BLS T liquid breakup time (s)

unstable lifetime for stripping

break-up time (s)
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ABSTRACT

Among the numerous atomization techniques for melt spraying the most important ones

will be described and discussed in regard to their design criteria and operating conditions. They
can be classified according to the forces acting on the melt stream via the high energy fluid

streams (gas or water jets), by ultrasound activated vibrations, by impact or by rotating ele-

ments.

The equations for overall drop size distributions will be discussed. While this information

is important for an optimized production of powders, there is a strong demand for a more dif-

ferentiated description of local drop size and drop velocity distributions which can be used for

the balances of mass, momentum, and energy during spray forming or metal spray coating.

Using the measurements of local velocity and size distributions of the melt droplets in cor-

respondence with the differential equations of the a.m. balances gives a basis for a numerical

simulation of the gas atomized spray forming, the results of which are in good agreement with

the experimental findings.

INTRODUCTION

Atomization is a process in which a liquid stream is disintegrated into a large number of

droplets of various sizes. Because all solid state materials like minerals, ceramics, glass and of

course metals can be converted into the liquid state (it is only a question of heat and tempera-

ture) there have been developed numerous atomization techniques for molten materials which

differ greatly in the modes in which energy is supplied to the disintegration process and which

after comminuting the melt streams alter widely in the tasks and hence in the process lines of

accompanied unit operations. In many cases where melting is a necessary operation in the line to

generate for instance metals of high purity, the atomization process in comparison with for in-

stance milling represents the most economic way to produce particulate materials, i.e. metal

powders.

Atomization techniques for powder production and also for melt spraying have been

reviewed several times in the last decade, [1] to [3]. This has mainly been done from the

standpoint of metallurgical engineers, because of the economic and technical importance of

metal powder production. But this is not the only field of interest for melt spraying techniques

which are used mainly to produce the majority of available metal powders with a special metal-

lurgical, crystalline or mechanical behaviour and with properties controlled by the individual

conditions of consolidation, rapid quenching, segregation or crystallization processes of the par-
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ticulates and specified by their overall size distribution, the mean particle diameter, the particle

shape and the capacity to spill.

It is also the field of interest of mechanical, chemical and process engineers

to produce metallic layers with specific mechanical characteristics on tools or machine
elements, with electrical or optical characteristics in combination with surfaces of special

substrate materials;

to manufacture spray deposited preforms of near-net shape as a single operation in a

new and very successful process line which combines the creation of spray and the con-
solidation of particulate materials, thus contributing to micro-structural refinement in

the billets, sheets or tube preforms.

These techniques are not restricted to molten metals. Ceramic and glass powders also are

produced by melt atomization, mostly with spherical shapes. Atomization is not necessarily

limited to the production of droplets or powders. The high viscosity of molten minerals, glasses

or ceramics for instance allows the generation of ultrafine fibres (rock wools and high tempera-

ture resistant fibrous refractory). And spray deposit preforms already include ceramic-fiber

reinforced metal- matrix composites.

MAIN CRITERIA OF MELT ATOMIZATION

The main difference between melt atomization and conventional atomization (of aqueous

and organic liquids) consists in the preceding energy transport for heating and melting the

material as well as in the subsequent release of this energy in order to consolidate the dispersed

droplets (and to convert them into powder particles) and to cool the particles after impact (and

coalescence) on the substrate or on the preform layer.

In most of the existing experimental rigs or production plants the main unit operations -

melting, atomization, cooling and consolidation - are arranged below each other or integrated

into one common vessel following the same sequence. (Taken all together these unit operations

define the so called process of "pulverization".) Following gravitational forces the melt leaves the

induction heater and poures from the crucible/tundish to the disintegration zone of the

atomizer. Very often the basic operations have to be performed under an inert gas atmosphere

(such as nitrogen or argon) in order to prevent chemical reactions of the metal melt with for ex-

ample oxygen. It should be noted that increasing safety hazards go hand in hand with the

production of finer powders of for instance aluminum and magnesium. Here one needs closed

plants including sieving and bottling, all together operating under inert gas.

Because of great differences in the thermal expansion of the various materials of the

crucible/tundish and the atomizer elements (ring nozzles, gas tubes, etc.) and considering the

enormous temperature differences due to standstill and stationary operating, this gives reason to

keep the melting design separated from the atomizer design. Typical pressure atomizers (plain

orifices, simplex nozzles, etc.) or internal mixing atomizers, well known from conventional

atomization, cannot be used.

Conventional atomization is characterized by the liquid state of the aqueous or organic

fluids after atomization and therefrom by the tendency of the liquid droplets to coalesce or to

evaporate thus causing the loss of the initial drop shape and size (as a consequence of impact,

deformation or heat transfer). In comparison to this the melt atomization in general provides for

its own analytical instrument, i.e. the powder product, which is extremely helpful for analysis

of the disintegration process. This "by-product" can be obtained as a representative powder

sample directly from the powder production process during atomization, or can be taken as

momentary powder samples from the succeeding manufacturing processes if for instance the

tasks of generating metallic layers or spray deposited preforms have to be slightly manipulated.

After this powder "by-product" has been screened it functions as a prerequisite for an assess-

ment of the disintegration process and of product quality. These powder samples supply a basis

for documentation not only of atomization efficiency but also for the quality of the total spray-

ing system (including cooling and consolidation). Such an "alibi" cannot be obtained from con-

ventional atomization.
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Last but not least, an important difference of melt atomization in comparison with con-

ventional atomization results from the material properties of the melts of metal, ceramic and
glass, i.e., surface tension, density and dynamic or kinematic viscosity, which are given in

Table 1 for some representative materials. Compared with water, the values of surface tension

rise to a 20-fold level, those of density to an 11 -fold one and those of dynamic viscosity to a

4-fold level; but the values of kinematic viscosity go down to a factor of 0.2. The ranges of

these properties differ greatly from those of aqueous or organic fluids, which show for the sur-

face tension for instance a range of only 10 to 74 dyn/cm.

Table 1 Materials properties with T = temperature; O - surfache tensions;

= dynamic viscosity; Pl = density; i^l = kinematic viscosity

Melt

1

ffl0-5[N/m)

1

tIlJ0J[P1Pl'0^( kg/in^
]

Aluminum 930
;

570 (865 2(3) 2.25 1 (U)

Cupper U60 1.150 (UOO) i2 (3.4) 8J (7.8) OJ

Iron 1,870 UOO (1,820) 43 (6.0) 7.2 (6.9) 0.6 (0.87)

Lead 600 400 2 10.7 0.2

Magaesium 923 570 1.2 U4 0.8

Pb-Bi-Sn-Eutecric 348 450 \J5 9.4 0.16

Steel 1,730 UOO 5 7i 0.66

Tm 500 560 1.6 6.6 024

Zinc 690 785 2 (3.6) 7.1 (6J) 028 (0.55)

Water 293 74 1 1 1

Glas 900 160 100 6.27 159

With regard to the task of this contribution one has to confine to the most common
atomizer types and to limit the selection of interesting atomizers. Such a limited selection is

given in Fig. 1, which illustrates various principles of atomization of molten metals and melt

spraying. This overview can give only a faint impression of this wide field and of different

technical solutions, in which mainly two types have reached a wide spread industrial standard of

economic application, i.e., the gas or water atomization and the centrifugal atomization.

Fig. 1 Rotating and gas atomizers
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DESCRIPTION OF THE MOST COMMON ATOMIZERS

A jjresentation and a systematic description of common atomizers for melt spraying

seems best to start with a classification of governing disintegration forces in regard to the

transport of momentum, i.e.

a) the momentum transport by pressure gas or liquid streams

b) the introduction of centrifugal forces using rotating elements or via angular momentum
of the gas stream

c) the use of vibrating forces

d) momentum induced by the melt droplets themselves via impact.

It can also be useful to take advantage of combinations of these alternatives, i.e. a) and c) or b)

and d).

As has been described elsewhere in detail, [4] and [5], liquid atomization in general is

characterized by typical formations of thin jets and sheets of liquid, which are disrupted into

ligaments and droplets by rapidly growing disturbances in or on the surface of these liquid

fragments. Primary jets and sheets as well as ligaments and fragments are caused by internal

forces of the liquid itself and by external ones due to tangential and normal forces of atomizing

gas jets (or vibrating gas columns) or due to centrifugal forces induced by rotating elements. All

the various types of internal and external forces have to overcome the consolidating influences

of surface tension, which is permanently contracting the different fragments to spherical shapes,

thus minimizing the surface energy. Conversely the liquid viscosity tends to stabilize the

momentary shape of liquid fragments (thus being the main cause for fiberformation during the

solidification process of the melt jets and ligaments). This means that liquid viscosity is oppos-
ing the disruption process but on the other hand - exerted by gas jets - gas viscosity may sup-

port the disruption. Inertial forces due to liquid or gas density promote the disruption process.

"Breakup occurs, when the magnitude of the disruption forces" commonly "just exceeds

the consolidating force of surface tension. Most of the larger drops produced in the initial disin-

tegration process are unstable and undergo further disruption into smaller drops. Thus the final

range of drop sizes produced in a spray depends not only on the drop sizes produced in primary

atomization but also on the extent to which these drops are further disintegrated during secon-

dary atomization." Reducing the different phenomena and also the very complicated and com-
plex details of disintegration in this quotation in a pregnant manner to the main object,

Lefebvre [4] focused his description onto the conventional atomization of aqueous and organic

liquids. Nevertheless his description also holds for liquid melts and thus for melt atomization.

But though we principally may expect the same laws describing the disintegration processes of

melts as of aqueous or organic liquids, we may not assume the dimensionless correlations leading

to the same constants without having proved this. Relating to the wide variety of materials

properties (Pl> ^i) of molten metals some of the extreme large values give raise to prove the

range of validity of earlier relevant literature.

Gas- or Liauid-Atomization

Gas- or liquid-atomization techniques cover the main field in the manufacture of metal-

lic particulate and spray deposited preforms. In recent years increasing numbers of reports

describe these atomization and melt-spraying techniques, see for instance [6] to [8] (also for

ceramics and glasses). When the atomization plants and their typical process design are con-

sidered, it can be said, that in most cases melting and atomization are integrated into the same

system, that both processes take place under the same pressure (i.e. Ap = 0); the latter mainly

because of the insufficient strength of the refractory material of the heated crucible/tundish or

because of sealing problems. This causes an effluent velocity of the melt stream leaving the bot-

tom exit of the tundish governed only by the level h of the liquid (melt) above the exit:

(1)
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where h very often varies with time: h = h(t), thus making necessary a manipulation of

the factor 0 (by means of for instance a plugging device) in order to compensate the influence

of h(t) in the mass flow rate

M L = ^( -^^-^) Pl = Ml h) (2)

As the materials properties show strong temperature dependencies, these properties -

depending on the task of atomization and of the cooling process - have to be fixed as constants

near the melting temperature Tl, often necessarily taking into account a small temperature dif-

ference At depending on a process immanent undercooling or overheating.

In order to prevent the tundish exit or the atomizer from "freezing in" by a solidifying

melt stream or by impacting and also solidifying melt droplets one has primarily to avoid ex-

treme low mass flow rates with insufficient heat transfer or on the other hand streaming condi-

tions of the effluent melt jet that belong to zones of spontaneous disruption of free jets.

The main task is to bring the continuous melt stream into the disintegration zone where
the momentum of pressure gas or water jets (i.e. their amount and their direction) prevents

backsplashing of melt droplets.

There exist several solutions to this problem - one answer consists of the following

design principles for atomizers:

making use of the gravitational force for the effluent of the melt out of the

crucible/tundish,

leading the melt flow as a continuous central stream downwards into the atomization

zone,

surrounding it with concentric orifices for the atomization pressure gas or liquid,

using co-current flows of melt and gas (downwards) but inclining the gas jets under

small angles in order to rise tangential and normal forces.

Fig. 2 Various types of gas atomizers

It is of prime importance to manage the flow conditions of the melt stream and of the

essential energy supply within the melt stream itself (by convection and conduction) as well as

through its conducting tundish walls in order to keep the melt liquid at the exit of the tundish

as well as down to the atomization zone. On the other hand one has to provide for the necessary

insulation against the cooling effect of the gas tubes in the vicinity of the exit and against the

expanding and therefrom cooling gas streams near the melt stream in the atomizer zone.

Another design element to solve the problem is to limit the liquid level h of the melt

above the bottom exit of the crucible/tundish by means of an overflow. This prevents the melt

jet from breaking up spontaneously or from generating single drops (caused by interaction with

the surrounding gas) before it has reached the disintegration zone. Keeping the liquid level con-

stant or the velocity Vq provides a constant mass flow rate ICIl and hence a stationary melt flow

and an unchanged turbulent situation of the melt jet in the atomization zone.

A third method is, not to allow the melt stream to accelerate under free fall conditions

and to prevent it from generating drops by using a short tube, which leads from the tundish

exit to the atomization zone. (This is the so called closed coupled atomizer.) Using such a short
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tube means that additional drag deminishes the melt velocity in the disintegration zone, but

on the other side to allow higher mass flow rates.

Further effective design principles to avoid "freezing in" result in leading the gas stream

into a spiral form onto the melt, thus forcing the atomized droplets immediately to twist away
from the atomizer, as already shown in Fig. 1 after [8]. Or they find their expression in a two-
stage atomization, in which the upper (first) gas stream only takes over the task of minimizing

the relative velocity of melt and gas, of raising the drag forces of eventually back-splashing

droplets and of transporting them downstream into the spray cone. Whereas here the upper gas

stream does not serve at all to disintegrate the melt stream, the upper water-stream in a com-
bined two-stage water- and gas-atomizer mainly has only this function. After primary atomiza-

tion has been executed in this zone the water stream also carries away the particles.

Within the atomization zone the pressure-gas streams (the liquefied-gas streams or the

water jets) bounce against the continuous melt stream accelerate it downwards and disintegrate

it into droplets by tangential and normal forces. (In the above mentioned case of spiral gas

supply, parts of the tangential forces are centrifugal ones.) The gas jets (or liquefied gas or

water jets) originate from an arrangement of identical orifices or from a slit nozzle arranged

concentrically to the central melt stream. Concerning the direction of the melt stream one can

recognize gas jets with moderate inclinations, see Fig. 2, nearly parallel ones, but also some with

angles a of about 45°.

In order to provide sufficiently high momentum forces for a satisfactory disintegration

very high gas velocities and gas mass flow rates are employed. While the velocity of the melt

stream in the atomization zone rarely exceeds values of about 20 m/sec, the gas jets reach

velocities of more than the 10- fold value, limited only by the sound velocity.

Atomization bv Means of Rotating Elements

The application of centrifugal forces to the disintegration process is mainly done in ac-

cordance with the same scheme the melt poures under free fall conditions from the

crucible/tundish with a constant velocity. It enters the rotary atomizer of diameter D2 which
rotates at a constant speed u. Here the melt wets the rotating surface which has the form of a

flat disc, a drum or a cup shape, see Fig. 3. Because of the adhesion of the wetting melt layer

and its viscosity the melt is accelerated by the rotating surface from which it is spread out at

least fairly uniformly, depending on the flow rate. (As there exists a pronounced region of

filament formation this type of atomization is also used for fiber production of melts with high

viscosities near the solidification temperature.) To prevent the melt from creeping over the rim

of the rotary atomizer, auxiliary secondary gas streams blow from below and carry the droplets

slightly upwards in the radial and tangential direction.

The generation of droplets by means of rotating elements can be classified into three

main groups governed by the rotational speed u as well as by the flow rate of the melt V and

corresponding to the main phenomena observed during the variation of these parameters, (see

Fig. 3) i.e.,

centrifuging off droplets directly from the rim .. (a),

drops emerging from previously formed ligaments .. (b),

drops forming from breaking liquid sheets (films). .. (c).

Generally expressed: for a given melt (constant temperature and fixed material

properties) the regularity of the powders (i.e. the narrow size distribution of the powder par-

ticles) will improve if the rotational speed of the elements is raised or the melt stream is

diminished.

Looking at Table 2 a considerable number of equations are seen describing the borders

of the above mentioned fields of droplet generation with some serious contradictions. The equa-

tions have been derived for conventional atomization of aqueous or organic liquids, where the

material properties cover a far smaller range than they do for molten metals, ceramic or glass

melts. In Fig. 3, after [9], there can be seen differing results for the conventional atomization

(i.e. for the border between (a), (b) and (c).
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Fig. 3 Liquid atomization by rotating elements

Table 2 Equations describing the borders between droplets centrifuged off directly

(a), drops emerged from filaments (b)

and drops created by breaking liquid sheets (films), i.e. (c)

ZONE Equations Lit. cit No.

a/b:

drops

-

drops

Troni

ligaments

i'^e0.25zOA61 = 2.08 10-5 [10]

^'^tO.lSzO.m = 3.068 [11]

v'We 0.85Z0.45 = 0.113-0.195
2

[12]

f 10.667 a
^ = 13.40 -r1'' J p^(l + 10 Z 0.167)

V [mVs]; D [m]; w [rad/s]; a [N/m]; pjkg/m^]

[13]

b/c:

ligaments

-

film v' We 0.6 , ZO.167 = 1.77
2

[14]

^'WejO.SSS zO.166 = 1.45 [10]

^' = 4.443 10-2 . D2-0-5 u-0.667(a/^)0.833

V [m3/s] and o±er terms as given above

[13]

with V2/>L „. pL^^i ^
V = =5 ; We - — ; Z - ^.^

The atomization of metal melts takes place in the region left from the border (a), after

[9]. This is why in the following only drop size equations will be discussed, which have their

origin in this parameter combination.
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Utilizing Forces Induced bv Ultrasonic Vibrations

Also in the area of melt atomization by utilizing ultrasonic forces the above described

free fall of the melt stream from the crucible/tundish to the vibrator zone is used as sketched in

Fig. 4 after [15]. The melt wets the surface of the conical ultrasound vibrator before being dis-

integrated into very small droplets under the influence of capillary forces. The droplets are

sprayed off in all directions.

The free falling melt jet is applied for leading the melt stream into the central one of

several pressure node§ of a horizontal standing ultrasonic wave generated by two sonotrodes

after [16], as sketched in Fig. 4b. This arrangement prevents wetting of the two vibrating sur-

faces of the sonotrodes by the melt and helps for instance to keep the molten metals extremely

pure. The efficiency of this disintegration process can be increased by raising the pressure of

the gas atmosphere in the atomization chamber, i.e. the density of the vibrating gas column be-

tween the sonotrodes.

Another type of ultrasonic atomizer uses vibration of (20 to 100) kHz of the gas jets

impinging onto the melt. The so called USGA- nozzles surrounding the melt stream each incor-

porate a Hartmann Shockwave tube in order to generate pulsed high velocity gas jets, Fig. 4c.

To change the flow characteristics one needs different atomizer design (altering inclination

angle, number of gas nozzles and insert length), because of the restriction in the mass flow

ratio, i.e. keeping constant the ultrasound parameters. The vibrating gas jets assist the produc-

tion of fine disoersed Dowders.

(a) (c)

Fig. 4 Atomizers using ultrasonic vibrations: (a) a vibrating conical surface, (b) an ultrasound

standing wave, (c) USGA nozzles

Utilizing Drop Impaction for Further Disintegration

Utilizing controlled drop impaction for further disintegration of larger^ drops into sig-

nificantly smaller ones can only be an additional process step after primary atomization.. Assum-
ing that the drops leave the primary atomization with high velocities, this together with the high

density of several metals can be used for subsequent impact disintegration, because of the

remainder high momentum of the particles.

If for instance rotary atomizers are used for the primary disintegration this first step

together with the impact disintegration can be handled under vacuum conditions, which may be

important with respect to a postulated extreme purity of the materials. Using vacuum means also

that the drag resistance of the particles can be diminished significantly thus raising the impact

velocity necessary for further disintegration.

The limiting condition for impact disintegration is given by the declining line in the

diagram after Fig, 5, where the vertical and the horizontal axes are given by the number A and

the Weber-number We3 after [17]:

1. The adjectives larger and smaller have to be understood in this context only as a relative characterization, there are no

quantifying equations available!
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A =

We3 =

(3)

(4)

If a drop of diameter d impinges perpendicularly on the flat (not wetted) surface of the

disintegration element with the impact velocity V3(d) further disintegration in several sig-

nificantly smaller drops will appear only when the couple of A and We3 mark a point to the

right of the declining line. The diagram has been established for aqueous liquids and for mer-
cury. There exists no equation that describes the diameters of the secondary significantly smaller

droplets.

Other Principles of Atomization

Leading the melt flow as a continuous central stream into the atomization zone, and sur-

rounding it with a concentric gas stream has been explained as a typical design principle of gas

atomization. Utilizing this principle in a radical manner in order

to bring the ambient gas stream into a close contract with the metal stream

to intensify the heat transfer between both phases

to introduce shear forces from the gas stream to the melt stream and
to avoid backsplashing of droplets

leads to solutions sketched in Figrs. 6a and b. Using Laval principle (injection principle) for the

surrounding gas stream, thinning the walls between the melt and the gas phase (with completion

already in or above the acceleration zone of the gas stream) and raising the gas temperature

above or up to the melting temperature opens the possibility to accelerate both phases and
therewith to augment their inertial forces as well as to lift the viscous forces of the gas stream

due to higher temperatures. There have also been successful attempts to verify laminar boundary

layers because of the high gas viscosity and to produce extremely small droplets. Accelerating of

the melt jet means diminishing its diameter and creating an excellent basis for break-up of an

extremely thinned melt jet just below the smallest nozzle cross section. It has been reported that

this method allows a powder production of ultrafine particles, [18].
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Figrs. 5 (left): Diagram for further drop integration after impact on a plane (not wetted) surface

and 7 (right): Atomization by means of a rotating porous cylinder

A similar way of atomizing the melt received from the melting zones of a wire is shown

in Fig. 6b after [19] and [20] for a flame spray gun. The wire (identical with the central melt

stream) is supplied continuously from behind (left) into the melting zone of the burning gases.

Starting from the surface the material of the wire is molten and thrown away by the gas stream
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onto the surface of the substrate. The melt droplets are kept liquid until reaching the impact

zone by radiation, conduction and convection within the gas flame of the gun thus forming a

spray cone of only 10 to 30 cm in length.

The flame spray is used to generate special metallic or ceramic coatings on surfaces

(improving the resistance to wear, heat or corrosion). The droplet impact and the complete spray

deposition process is similar to that described below as the Osprey spray compaction process. In

this context there has to be mentioned the plasma spraying as an alternative spray deposition

process (widening the application of materials and properties of coatings by raising the plasma

gas temperatures up to some 10^ Kelvin. While the two phase flow in the spray and the deposi-

tion process are once again similar to the above mentioned process and to that of Osprey, the

melting process differs greatly by using powder particles which are molten within a very short

distance because of the extreme high temperatures in the plasma flame. The assumption is that

the droplet diameters are prescribed by the sizes of the powder particles, whether the droplets

underlay further disintegrations cannot be answered till now.

A combination of the principles of rotating and impacting has been verified by [21]

using a hollow cylinder of porous material of sintered monodispersed spheres of ceramics or

metals. This sintered material should not be wetted by the melt, thus allowing only very dedi-

cated combinations of metal/metal or metal/ceramics. The principle is illustrated in Fig. 7a: the

melt is fed from above and centrifuged through the pores. Fig. 7b shows how the melt is

pressed through the upper pores and disrupted into larger and smaller droplets (generating also

secondary smaller droplets by impact). The pores are forcing the smaller drops to coalesce

before leaving the last (outer) zone of the pores thus giving cause for a very narrow size dis-

tribution.

Fig. 6 a) Laval principle after [18] and b) flame spray gun after [19] and [20]

OVERALL SIZE DISTRIBUTION

The most important prerequisite for atomizer design, for process layout, process op-

timization, and process control as well as for the product quality is knowledge of the droplet

diameters. This holds not only for the conventional atomization of aqueous or organic fluids but

also for melt atomization, where for instance the size distribution of the pulverized metal

directly influences its acceptance and its price. The dependencies on the conditions of unit

operations integrated in the same process play an important role. And last but not least problems

arise from environmental and safety conditions especially for the treatment of fine and ultrafine

powder particles.

Great efforts have been made to describe the size distributions of droplets obtained by

atomization in different atomizer types depending on atomizer design and geometry and also on
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the material properties of the process media. Some attempts have been successful. Especially for

conventional atomization, there have been derived numerous dropsize equations for the very

different types of atomizers and operating conditions. A very helpful and worth reading survey

of such equations is given in [4] including also results of his own research. Other equations also

valid for aqueous or organic liquids are mainly derived from ratios of similitude and lead to

dimensionless correlations. Some attempts failed completely in transforming them from conven-

tional to melt atomization because of the not allowed extrapolation of parameters and because

up till now no theoretical description of the disintegration process in general is available. Espe-

cially with respect to melt atomization this may also depend on the deficits in awareness of the

necessary material properties of melts with regard to the great variety of alloys and composites.

As long as it is satisfactory for a well operating atomization process to keep constant the

overall-size distribution with respect to the total mass flow of the powder production, it may be

sufficient to take periodical samples of the powder and to screen these samples or to measure

the size distribution by means of (for instance) a diffraction instrument and to describe or to

control the size distribution by the results of these measurements.

In order to describe the overall size distributions of melt droplets generated by gas- or

liquid atomization one can recognize especially one equation (after Lubanska [22]) on which the

experimental reports are focused chiefly and which has been used successfully in a great num-
ber of experiments:

*50,3
= B 1 + Wei D

1 (5)

u2 Di Pl

with Wei = (6)

and B = 50

Lubanska observed size distribution closely following a log-normal pattern

\2]

(7)

q3 (d) =
dR
dJ

100

S 2 TT

|

(l0g d -^lOg d,n)
^|

(8)

with dR being the cumulative weight oversize percentage per screen after sieving and

^50 = 3 as given by equation (5). He gave the standard deviations as depending on d5o^3 :

d5o,3 = 13 [ Mm ] • s2

where s is given as

(9)

s = log^ (10)

"50,3

In this equation Dj is the diameter of the continuous melt jet before reaching the gas

jets (i.e. the zone of disintegration) and u is the velocity difference between both types of jets

at this zone. Because it is difficult to measure these terms one may use instead of Dj, i.e. the

diameter of the exit of the crucible/tundish, and one has to make assessments for the velocity

difference.

As mentioned above the melt jet rarely exceeds velocities at the disintegration zone of

more than 20 m/sec, whereas the gas streams may reach more than the 10-fold value, because

the gas jets normally are operated at velocities somewhat below the sound velocity. It's now
depending on the distance between the disintegration zone and the gas nozzle exits, Az, as well

43



as on the characteristics of gas- velocity governed by the nozzle cross sections and the gas pres-

sure prior to the nozzle exits of how strong the decline of the gas velocity will be along the dis-

tance z, see for instance paper [23] of these proceedings.

For the utilization of rotating elements for melt atomization one has a quite simple

overall drop size equation:

d50,3 = CWe2"^ D2 (11)

with

We2= -^i^ -f (12)

As can be seen from [9] there are - derived from experiments and from reports in the

literature - factors C of 2.67 up to 6.55, the latter also given for molten metal, but aware of

material constants. Often no information can be found whether the melt mass flow rate had
been changed or not. (The angle j of the edge of the rotating plate - as can be seen from Fig. 3

- may influence the factor C.) As mentioned earlier, for melt atomization there will be of im-
portance only the drop formation region directly from the edge of the rotating plate. This is

why here are given only equations for this region.

Because of the similarity of the rotating elements compared with the rotary atomizers for

conventional atomization and because of the same forces governing the disintegration processes

it should at least in this context be allowed to cite one of the various equations which have been
derived for aqueous or organic liquids, for instance those which have been discussed by [9]. One
should expect that the deviations between metal melt atomization and conventional atomization

could be explained by the material properties.

As also derived by [9] the size distributions mainly can be described by the log-normal

type. While there is no information about the standard deviation, the d503 diameter, which
principally contains the described influences in the right manner, has been given as

^..J VL^^.r -0-07 ^-0.33
d5o,3 = 0.376 j We2 • V . Z , (13)

with V and Z given already in Table 2.

LOCAL DROP SIZE DISTRIBUTIONS AND VELOCITIY DISTRIBUTIONS IN METAL
SPRAYS

The principles of rapid quenching or of spray - or of plasma - deposition make it neces-

sary to posses of detailed knowledge of the multi-phase-flow situation in the spray cone (of gas,

plasma, melt droplets, solidified particles) in order to describe and control the flow field genera-

ted by the atomizer. Research programmes are concerned with the laws which govern the par-

ticle transport onto a shaped collector (mold, substrate or preform), and with the phenomena
together with the mechanical processes of particle impact, particle flattening and welding

together, and last but not least with the overall heat transfer and solidification process of the

droplets.

For a stationary spray casting process (as sketched in Fig. 8) there are mainly six inde-

pendent process parameters which govern the spray process and which must be optimized and

controlled: The melt temperature, its effluent velocity and its mass flow rate describe the

material delivery and its flow situation before comminution. The gas mass flow rate and its

pressure govern the gas jets which leave the ring nozzle and bounce against the melt stream.

These parameters guide the disintegration process, which results in an overall droplet size dis-

tribution. This is given by eqs. (5), (8) and (9), if the relative velocity difference between the

melt stream and the gas jets at the disintegration zone and the material properties of gas and

44
I



melt are known. Now the droplets are accelerated by the carrier gas towards the substrate. Here
they impinge and consolidate completely to form a bulk-net or near-net shape. The stand-off

distance between the atomization point and the substrate is important for the flow situation of

the multi-phase flow in the spray and the heat transfer efficiency between the particles and the

carrier gas up till the moment of impact. This distance therefore governs the temperature and
the status (liquid or solidified) of the particles directly before impact.

melt temperattire Tj, ±

Fig. 8 Stationary spray casting process with six independent parameters;

impact situation on the right

In order to guarantee successful operation an uniform distribution of the fractions of

still liquid droplets and already solidified ones on the substrate should be attaint. This has to be

observed by the on-line measurements of velocity- and size distributions of droplets in the

spray as a part of a process model of the atomization and the multiphase flow situation (i.e. the

mass- and momentum-balances) which also give the basis for the corresponding heat balance. In

[24] have already been described the principles of a numerical simulation model especially for

the Osprey process including the model for the heat transfer in the spray and the different

solidification processes of larger and smaller droplets during their flight downwards. This

simulation model has been adapted to the results of temperature and phase-DoppIer (PDA)-
measurements. The local velocity vectors of gas or droplets in the spray chamber can be seen

from Fig. 5, the gas- and droplet velocities versus flight distance from Fig. 6 of paper [23] of

these proceedings, the local mass fluxes of droplets, measured and calculated can be seen from
Figures 4 to 6 of paper [25], also in these proceedings.

CONCLUSIONS

Having focused the discussion first onto the gas atomization it can in general be said

that the necessity to introduce sufficiently high momentum forces in order to guarantee a satis-

factory fine pulverization by means of the gas streams requires high mass flow rates and high

velocities of the gases and hence high Reynold-numbers, i.e. immense turbulence ratios. (This

turbulent disintegration process cannot yet be described theoretically nor can the equations be

deduced which describe the drop sizes or size distributions generated by these turbulence

forces.) After joining, the gas streams form a common jet stream and create a flow field that is
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similar to those which are well known from free jets [25], loaded in our case with the dispersed

melt phase, mostly accompanied by high densities.

In comparison with the conventional atomization the problems of melt conduction seem
to simplify the situation by reducing the types of applicable atomizers. This also holds for at-

tributing the complicated two phase flows to the free jet stream and in addition for having only

one important drop size correlation (eq. (5) to (10) of Lubanska [22]) till now which fairly

governs the gas atomization scenario and most metal powder size distributions.

On the other hand it has to be remembered that in general there exists no information

about the difference velocity between the gas jets and the melt jet near the disintegration zone

(needed in eq. (6)). Further the exact material properties (i.e. the density, the kinematic vis-

cosity and mainly the surface tension) are very often unknown. If we rush to a conclusion this

would make it trivial to use the formula for the overall particle size. But keeping in mind the

extremely helpful special feature of melt atomization (which by its product generates an alibi

for an assessment of the process, i.e. the powder metal which can be taken as local or overall

samples, which can be screened and which provides the necessary size distribution) there is

support for changing the operating conditions for a given atomizer in a very successful manner
and nevertheless to utilize therefore the equations (5) to (10)!

Now considering the rotary atomizers and their very similar design compared with the

conventional atomizers, one should be allowed to speak of similar or identical equations that

describe the drop generation phenomena as well as the overall drop size. But the attempts to

describe melt atomization by the equations derived for the conventional atomization seem to be

successful only for the region of drop formation directly from the edge of the rotating plate. An
explanation can be found in what has been said in regard to the deficit knowledge about the

material properties. This is the cause why also in the case of rotary atomization (for a given

design) the equations can be successfully used only for relative alterations of the operating con-

ditions after having fixed the type of melt stream.

These results can be generalized also for the ultrasonic atomizers and for the secondary

atomization of impacting drops. Only under very special preconditions, for instance where pure

or well known metal melts or glass melts have to be atomized, the material properties are well

established or given in tables versus melt temperature. (These are opportunities to check the

above mentioned equations for their validity.)

With regard to the more common case where the material properties have to be extrapo-

lated or interpolated or where have to be made assumptions there can be received important

results from model experiments (from model melts and for fixed atomizer types and geometries).

In this case it would be very helpful, if results of model experiments with for instance water

(and air) were available. But here the problem arises that water droplets coalesce and tend to

evaporate after atomization (i.e. losing their alibi); which in the past made it nearly impossible

to compare results from the same atomizer obtained from extremely different liquids.

Here the development of new instruments, for example of the PDA and of very short

lightning imagination techniques open an interesting field of future research work. The PDA
especially seems to be able to provide quasi on-line results from metal melt atomization as well

as from water atomization thus permitting the crossing of the bridge from conventional

atomization to metal melt atomization and melt spraying and to answer the questions for a

generalized theory for all types of liquids under the task of atomization.

List of Symbols

A Constant factor in eq. (3) Vg Gas velocity

B Constant factor in eq. (5) and (7) Particle velocity

C Constant factor in eq. (12) Melt velocity in eq. (1)

d Drop diameter Impact velocity in eq. (4)

Drop diameter (50 %) of volume-dist. Volume flow rate of melt after Table 2

Do Diameter of bottom exit in tundish Dimensionless volume flow rate of melt

D2 Diameter of rotary atomizer z Dimensionless factor after Table 2
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g Acceleration due to earth a Angle of inclination of gas jets versus melt

h Level of melt above exit of tundish Effluent factor in eq. (1)

Mq Gas mass flow rate r^L Dynamic viscosity of melt

ICIl Melt mass flow rate l^L Kinematic viscosity of melt

Ap Pressure difference 1/q Kinematic viscosity of gas

q Size distribution, vol.fraction in eq.(8) (7 Surface tension of melt/gas

R Cummulative weight oversize in eq. (8) Density of melt

T Temperature of melt w rotational speed of atomizer

Tl Melting temperature We^ Weber-number in eq. (5) and (6)

AT temperature difference We2 Weber-number after Table 2 and eq. (11)

u Velocity difference in eq. (6) We3 Weber-number in eq. (4)
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ABSTRACT

The principal factors governing the mean drop sizes produced by twin-fluid atomizers are examined. It is shown
that atomization may occur by one of two different mechanisms. For both "classical" and "prompt" modes of

atomization, the principal factors governing the fineness of atomization are air velocity, air/liquid ratio, and surface

tension. For the classical mechanism of breakup, involving flow instabilities and wave formation, atomization

occurs slowly and is strongly influenced by variations in Uquid viscosity, air density, and the initial diameter (or

thickness) of the liquid jet (or sheet). If atomization occurs very rapidly, these parameters have little effect on mean
drop size.

INTRODUCTION

The description "twin fluid atomizer" can be applied to any device in which the driving force for liquid breakup is

either air, gas, vapor, or even another liquid. The following discussion will be confined to the atomization of liquids

by gases which, for convenience, will be referred to henceforth as air. Most twin-fluid atomizers fall into the

categories of "air-assist" or "airblast," the main difference between them being that the former use relatively small

quantities of air or steam flowing at very high velocities (usually sonic), whereas the latter employ large amounts of

air flowing at much lower velocities of around 100 m/s. Airblast nozzles are thus ideally suited for atomizing liquid

fuels in continuous-flow combustion systems, such as gas turbines, where air velocities of this magnitude are

usually readily available. The most common form of airblast atomizer is one in which the liquid is first spread into

a thin conical sheet and then exposed to high-velocity airstreams on both sides of the sheet. The atomization

performance of this prefilming type of airblast nozzle is superior to that of the alternative plain-jet airblast nozzle,

in which the liquid is injected into the airstream in the form of one or more discrete jets [1].

In recent years, considerable interest has been aroused in an alternative method of twin-fluid atomization in which

a gas (usually air) is injected into the bulk liquid at some point upstream of the nozzle discharge orifice. The
injected gas forms bubbles which produce a two-phase flow at the injector orifice. The liquid flowing through the

injection orifice is "squeezed" by the gas bubbles into thin shreds and ligaments. When the bubbles emerge from the

nozzle they "explode", thereby shattering the surrounding liquid into small drops.

This paper examines the factors governing the mean drop sizes produced by twin-fluid atomizers. Attention is

focused primarily on the effects of air and liquid properties on mean drop size. It is shown that at least two different

mechanisms may be involved in airblast atomization. Recognition of these different mechanisms helps to explain

some of the apparent anomalies that exist in the atomization literature. It will be shown that the effects of certain

air and liquid properties on mean drop size may be large or insignificant depending on the mode of atomization.

These considerations open up the possibility of designing airblast atomizers specifically to employ either one or the

other of these two different modes of atomization, depending on which is best suited for any given application.

CONVENTIONAL TWIN-FLUID ATOMIZATION

During the past 25 years airblast and air-assist atomizers have been subjected to considerable experimental study.

An early investigation on prefilming airblast atomization by Rizkalla and Lefebvre [2] led to the following

dimensionally-correct equation for the Sauter mean diameter (SMD).

SMD =3.33 X 10-3 + i/ALR) 13.0 x 10^-^ t^-^'^^^i + i/ALRp (1)
^aUa Wpl/

An interesting feature of this equation is that the SMD is directly related to the initial thickness of the liquid

sheet, t. For liquids of low viscosity, SMD OC lO S por liquids of high viscosity, the dependence of mean drop

size on t is slightly higher.
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A drawback to Eq. (1) is that t is usually unknown and difficult to estimate. This problem is avoided in the

following "basic" equation for the mean drop sizes produced by prefilming airblast atomizers [1]

SMD _
[1 + 1/ALR] (2)

where A and B are constants whose values depend on the atomizer design and must be determined experimentally.

Equation (2) shows that the SMD is proportional to a characteristic dimension Lq, which represents the linear

scale of the atomizer. It also shows that mean drop size is inversely proportional to the square root of the prefilmer

diameter Dp. This is consistent with Eq. (1) because, if other parameters are kept constant, an increase in Dp will

reduce the liquid sheet thickness t, and hence the SMD. It will merely be mentioned here, and discussed more fully

later, that the strong dependence of SMD on t, as expressed explicitly in Eq. (1) and embodied in Eq. (2), is not

always observed in practice. For some atomizers, it is found that the influence of initial sheet thickness on SMD is

small, which tends to suggest that the mechanism whereby a liquid sheet is converted into drops may differ from one

atomizer design to another.

Influence of Air Properties

Perhaps the least controversial aspect of airblast atomization is the role played by atomizing air velocity. A
unanimous conclusion from all experimental studies on airblast atomization is that air velocity has an important and

sometimes overiding effect on the drop size distributions in the spray. Generally, it is found that mean drop size is

roughly inversely proportional to atomizing air velocity, i.e. SMD a U~^, although the literature contains values

of velocity exponents varying from -0.75 to -1.33- It is important to bear in mind that the velocity of most
relevance to airblast atomization is not the absolute velocity of the atomizing air but rather the relative velocity

between the atomizing air and the liquid jet or sheet. This point is well brought out in the results obtained by
Suyari and Lefebvre {3} who used an external-mixing, air-assist nozzle of the type shown in Fig. 1, which
comprises a simplex, pressure-swirl nozzle surrounded by a co-flowing stream of swirling air.

Fig. 2 exhibits some interesting features which appear to be characteristic of this type of atomizer. First, it

shows that an increase in APa, which corresponds to an increase in atomizing air velocity, has a beneficial effect on

atomization quality, especially at low liquid flow rates. Of more interest, however, is the observation that, for all

values of APa, SMD increases with increase in liquid flow rate until a maximum value is reached, beyond which

any further increase in riiL causes SMD to decline. The unusual shape of this curve can be explained in terms of the

relative velocity between the conical sheet of liquid produced by the simplex atomizer and the surrounding coflowing

air. At low liquid flow rates, the device operates primarily as an airblast atomizer, and any increase in liquid flow

rate impairs atomization quality, despite the increase in liquid injection pressure, by reducing both the air/liquid ratio

and the relative velocity between the air and the liquid. At the peak of the curve, where the mean drop size attains

its maximum value, the relative velocity and hence the interaction between the liquid sheet and the surrounding air is

minimal. Beyond this point the device functions mainly as a pressure atomizer, and any increase in liquid flow rate

serves to improve atomization by increasing the liquid injection pressure and hence the relative velocity between the

liquid and the air.

In most practical forms of air-assist atomizer, the air and the liquid issuing from the nozzle have both radial and

tangential as well as axial components of velocity. In this complex two-phase flow field the term "relative velocity"

is difficult to define. Nevertheless, for any given air velocity there will always be one particular value of liquid

velocity at which the level of interaction between the liquid and the air is a minimum. An increase in atomizing air

velocity will cause the condition of minimum relative velocity to occur at a higher level of liquid velocity. Thus

one would expect the value of niL at which the SMD attains its maximum value to increase with increase in

APa/Pa
, and this is indicated by the dashed line drawn in Fig. 2. These results underline the importance of relative

velocity in the airblast atomization process.

Another important factor influencing atomizer performance is the air/liquid mass ratio. With conventional

airblast atomizers, atomization performance starts to decline when the ALR (air/liquid ratio) drops below around 3,

and deteriorates quite rapidly at ALR's below about 1.5. At ALR's higher than about 5, only marginal reductions in

SMD are gained by the utilization of more air in atomization. This is because air which is physically far removed

from the liquid cannot play an effective role in the atomization process. For this reason, it is customary in equations

for mean drop size to express the dependence on air/liquid ratio as SMD OC [1 + 1/ALR]", where n has values

50



ranging from 0.4 to 1.0. This expression allows the influence of ALR on mean drop size to diminish with increase

in ALR, in accordance with experimental observations.

Influence of Initial Sheet Thickness

In their early studies on prefilming airblast atomization, Lefebvre and MiUer [4] stressed the importance of

spreading the liquid into the thinnest possible sheet before exposing it to the atomizing air, arguing that "any

increase in the thickness of the liquid sheet flowing over the prefilmer lip will tend to increase the thickness of the

ligaments which, upon disintegration, will then yield drops of a larger size."

Subsequently, Rizk and Lefebvre [5] conducted tests to examine the effect of initial liquid sheet thickness on the

drop sizes produced by prefilming airblast atomizers. They employed a specially-designed airblast atomizer in which

a flat liquid sheet was produced across the centerline of a two-dimensional air duct, with the liquid sheet exposed on

both sides to high velocity air (see Fig. 3a). This atomizer was designed with the capability of varying the initial

liquid sheet thickness in order to examine its influence on atomization quality. The results obtained showed that

thicker liquid sheets resulted in coarser sprays. Measurements of mean drop size carried out over wide ranges of air

velocity, air/liquid ratio, and initial sheet thickness, indicated that the effect of sheet thickness on mean drop size

could be expressed as SMD a t^, where x has a mean value of 0.38. This result was considered to be consistent

with Eqs. (1) and (2) and generally supportive of the classical wavy-sheet mechanism for liquid sheet disintegration,

as postulated theoretically by Squire [6} and Fraser et.al. [7], which leads to the relationship SMD a t^-^. Some of

the results obtained by Rizk and Lefebvre [5] on the influence of t on SMD are shown in Fig. 4.

Other workers have also observed an appreciable effect of initial liquid sheet thickness on mean drop size. For

example, Inamura and Nagai [8] in their performance comparison of various types of airblast atomizers noted that

"SMD is nearly proportional to the film thickness at the point of impingement of the liquid film and the air stream."

Zhao and Gan [9] examined the influence of initial sheet thickness on the mean drop sizes produced by a prefilming

airblast atomizer. Their results for kerosine are shown in Fig. 5. According to Zhao and Gan, these data indicate

that SMD a t^-^^, which is remarkably close to the findings of Rizk and Lefebvre, as noted above. However,

close inspection of the experimental data in Figs. 4 and 5 reveals that the dependence of mean drop size on initial

sheet thickness diminishes with increase in atomizing air velocity. This trend was also observed by Beck et.al

[10,11] who employed a two-dimensional flat-sheet atomizer, shown schematically in Fig. 3b, to study the

influence of sheet thickness on mean drop size. They also found that the effect of t on SMD diminishes with

increase in atomizing air velocity, as illustrated in Fig. 6.

In all these studies, the initial liquid sheet thickness was found to influence the mean drop size in the spray.

The magnitude of this influence varied appreciably with atomizing air velocity, but in all cases an increase in sheet

thickness was accompanied by an increase in mean drop size. Contrasting results were obtained by Wittig and his

co-workers [12,13] who found no effect of sheet thickness on mean drop size. They attributed this result to the fact

that in their atomizer the liquid does not flow continuously over the atomizing edge but is stored in the wake of the

edge in the form of a bulge. This bulge increases in thickness until the aerodynamic forces exceed the surface forces,

at which point the bulge disintegrates into ligaments and then drops.

Consideration of these and other apparent anomalies in the atomization literature suggest that the disintegration

of the liquid sheet into drops may not always occur via the classical wavy-sheet mechanism. According to this

mechanism, waves are formed which protrude into the coflowing air stream. The most rapidly growing wave
becomes detached from the leading edge of the sheet to form a ligament which subsequently breaks down into drops.

The size of these drops is directly related to the diameters of the ligaments from which they are formed. These

ligament diameters, in turn, are dependent on sheet thickness, so there is a very direct relationship between the mean
drop size of the spray and the initial sheet thickness, as postulated theoretically by Dombrowski et al. [7,14] and

demonstrated experimentally by Rizk and Lefebvre [5] and Zhao and Gan [9]. An essential prerequisite for wavy-

sheet formation is sufficient time for the waves to develop. In many cases ample time is available, because the air

and liquid are coflowing (see Fig. 3a, for example) and there is no significant component of air velocity in a

direction which could promote rapid disintegration of the liquid sheet. If, however, the atomizing air is arranged to

impinge on the liquid sheet at an appreciable angle, as illustrated in Fig. 3b, it now has a sizeable transverse

component of velocity. In consequence, the liquid sheet emerging from the nozzle has no time to develop a wavy
structure but is instead rapidly torn into small fragments by the vigorous interaction created between the liquid and

the impinging air jets. The maximum critical size of the liquid fragments produced in this prompt atomization

process is governed primarily by the magnitude of the air velocity component normal to the liquid sheet, the

air/liquid mass flow ratio, and the surface tension. An essential feature of this mode of atomization is that the rapid

and violent disruption of the liquid sheet into drops ensures that the ensuing drop sizes are much less dependent on

the initial sheet thickness. This could serve to explain the different results obtained by different workers on the effect

of initial liquid sheet thickness on mean drop size.
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Analysis

If atomization occurs very rapidly just downstream of the atomizing edge, the flow instabilities which normally
precede wave formation have no time to develop. Sheet breakup occurs so rapidly that the mean drop sizes produced
in atomization are governed solely by the ratio of the kinetic energy of the atomizing air to the energy required to

overcome the consolidating surface tension forces. This hypothesis leads to the following expression for mean drop

size [15]

SMD = p

cpLui
t 4a(l + l/ALR)_

(3)

in which the constant C represents the ratio of the energy required for atomization to the kinetic energy of the

atomizing air. For a flat-sheet airblast atomizer, the data of Beck et.al. [10,11] indicate a value for C of 0.0070.

Thus Eq. (3) may be rewritten as

SMD = p

0.00175 PLUi

or, more basically, as

.t a{l + 1/ALR)_

(4)

SMD ^
t

1 + 0.00175 We
(1 + 1/ALR)

.

(5)

Where We = pLUA^t/<7
Equation (4) has some interesting features. For example, at the normal operating conditions of most practical airblast

atomizers, the second term in the denominator is always appreciably higher than the first. This explains why in

Beck et. als'. [10] experiments the SMD was found to be fairly insensitive to variations in liquid sheet thickness.

Equation (4) also predicts that the dependence of SMD on t should diminish with increase in Ua, as observed

experimentally by Zhao and Gan [9] and Beck et. al [10]

.

Another interesting feature of Eq. (4) is the absence of any term to represent liquid viscosity. Normally, with

coflowing airblast atomizers, an increase in liquid viscosity has two adverse effects on atomization quality. First, it

tends to increase the thickness of the liquid sheet formed at the atomizing edge which, for this type of atomizer,

produces an increase in mean drop size. Second, an increase in viscosity hinders the development of any natural

instabilities in the liquid sheet. This delays the disintegration process so that when breakup finally occurs it does so

under conditions that are less conducive to atomization. In extreme cases, the breakup time may be extended so

much that little or no breakup occurs, even though the initial aerodynamic force was large enough to produce

breakup.

Measurements carried out by different workers using various types of coflowing airblast atomizers almost

invariably show a significant effect of liquid viscosity on mean drop size. The results of these investigations have

been summarized elsewhere [16]. However, in other types of atomizers in which the air and liquid are not coflowing,

but instead the impact of the atomizing air on the liquid is such as to promote prompt atomization, it is found that

mean drop size is much less dependent on viscosity. For example. Fig. 7 shows results obtained by Beck et. al. on

the influence of viscosity on mean drop size. They show that increasing the liquid viscosity by a factor of more than

thirteen produced only a 16 percent increase in SMD, i.e. SMD a ^il^-^^. A similar result was obtained by

Sattelmeyer and Wittig [12]. These workers studied prefilming airblast atomization under conditions where "the

disintegration of the liquid film always takes place close to the atomizing edge, regardless of the liquid's properties,"

i.e. under conditions which might reasonably be described as "prompt." They found that liquid viscosity had no

effect on SMD, which agrees both with the findings of Beck et.al. [10] and with predictions based on Eq. (4).

Another example of the insensitivity of mean drop size to variations in liquid viscosity is provided in the results

obtained by Kennedy [17] who carried out a comprehensive series of tests on twenty-five different hydrocarbon fuels,

using six different pressure-swirl nozzles of large flow number. In contrast to all previous work on pressure-swirl

nozzles, Kennedy found no effect of viscosity on mean drop size. The only essential difference between Kennedy's

investigation and those of previous workers is that his measurements of SMD were carried out on nozzles operating

at exceptionally high Weber numbers (>10) i.e. under conditions of very rapid sheet breakup. These results are fully
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consistent with Eq. (5) which predicts that when the Weber number is high the mean drop size is independent of

liquid viscosity.

Another interesting feature of Eq. (5) is that for very high Weber numbers the mean drop size should be directly

proportional to surface tension. This is exactly the result obtained by Kennedy. Sattelmeyer and Wittig also

observed a pronounced effect of surface tension on SMD. They reported that atomization characteristics were

"drastically improved" by an almost three-fold reduction in surface tension, Beck et.al. also noted a strong effect of

surface tension on mean drop size, as illustrated in Fig. 8. Thus, ample results are available to support the validity

of Eqs. (4) and (5) for conditions of prompt atomization.

According to Eq. (4) air density has no influence on mean drop size. Most previous work on prefilming

airblast atomizers has shown a density dependence which is usually expressed as SMD OC with values of z

ranging from 0.5 to 0.7. However, over a range of air densities from 1.2 to 6.0 kg/m^, Beck et.al. [11] found no

effect of SMD on p^^ which confirms that when the airblast atomization process occurs very rapidly, air density has

little or no effect on mean drop size.

The results of the various studies outlined above show that when sheet breakup occurs too rapidly to permit the

development of waves and other flow instabilities that normally precede atomization, the mean drop size in the spray

is strongly dependent on surface tension, largely independent of liquid viscosity and ambient air density, and only

slightly dependent on the initial sheet thickness. These experimental observations are in complete agreement with

the predictions of Eq. (4) which was derived on the assumption that the liquid issuing from the atomizer is converted

into droplets without the help or intervention of flow instabilities and wave formation.

Plain-Jet Airblast Atomization

In many practical airblast atomizers the liquid is injected into the high-velocity air stream in the form of one or

more discrete jets. Similar arguments to those employed above for flat-sheet atomizers yield the following equation

for the mean drop sizes produced under conditions of "prompt" atomization.

SMD ^ 1.5

do
1 + CWe

(1 + 1/ALR)
(6)

where We = PLU^do/CJ and C is a constant which includes a term to represent the energy efficiency of the

atomization process and must be determined experimentally.

Equation (6) again illustrates that under conditions of high Weber number the mean drop size becomes

independent of air density and initial liquid jet diameter. It also serves to explain some of the anomalies that exist in

the literature on plain-jet airblast atomization. For example, Nukiyama and Tanasawn [18], using an atomizer in

which the atomizing air impacted the liquid jet at an angle of almost 90°, thereby causing rapid jet breakup, found

no effect of Pa and do on SMD, in accordance with Eq. (6), whereas Rizk and Lefebvre's [5] results for a coflowing

air stream exhibited a strong influence on mean drop size of both Pa and do, (SMD a d o VpA ^) •

The conclusion to be drawn from these various studies on both plain-jet and prefilming airblast atomizers is that

for both types the dependence of mean drop size on initial jet diameter (or sheet thickness) and ambient air density is

governed by the rapidity of the atomization process. If the atomizing air impacts the liquid at an appreciable angle,

of if coflowing atomizing air encounters the Uquid at high velocity, breakup occurs very rapidly and the ensuing

atomization process is characterized by a lack of sensitivity of mean drop size to the initial diameter (or thickness) of

the liquid stream and to air density. If, however, the atomizing air is flowing at a relatively low velocity and in

generally the same direction as the liquid, the atomization process occurs more slowly, via a different mechanism,

with the result that drop sizes become much more dependent on the physical dimensions of the liquid stream and the

ambient air density.

MECHANISMS OF AIRBLAST ATOMIZATION

The experimental evidence cited above suggests that airblast atomization occurs by one of two different

mechanisms, depending on the time available. If ample time is available, the breakup process follows the classical

mechanism whereby instabilities are created within or on the surface of the liquid jet or sheet which promote the

formation of waves that subsequently break down into ligaments and then drops. Liquid viscosity delays the onset

of wave formation and opposes ligament breakup. Thus an increase in viscosity is always accompanied by an
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increase in mean drop size. If, however, the bulk liquid is shattered almost instantaneously into droplets as soon as

it leaves the nozzle and becomes exposed to the atomizing air, then waves and ligaments have no time to form and

the delaying action normally exerted by viscosity has no opportunity to manifest itself. Under these conditions of

"prompt" atomization, viscosity and initial sheet thickness have little effect on mean drop size.

For both mechanisms, the mean drop size depends on atomizing air velocity, air/liquid ratio, and surface tension.

For the wavy-sheet mechanism, the mean drop size is also strongly dependent on the initial liquid dimensions (jet

diameter or sheet thickness), liquid viscosity, and air density. For the prompt mechanism, the mean drop size is

much less dependent on the liquid jet diameter or sheet thickness, and completely independent of Uquid viscosity and
air density.

For any given atomizer, the dominant mode of atomization will be governed largely by its design features and

operating conditions. As discussed above, if the atomizing air and liquid are coflowing, then, unless the atomizing

air velocity is exceptionally high, the wavy-sheet mechanism will dictate the atomization process. On the other

hand, if the atomizing air impacts the liquid jet or sheet at an appreciable angle, or at a velocity which precludes

wave formation, then the prompt mode of atomization will dominate.

Under certain operating conditions it is possible that both mechanisms may play a role in the overall atomization

process. For example, atomizers which are normally characterized by the "prompt" mode of atomization will switch

to the "classical" mode of atomization if either the atomizing air velocity or the air/liquid ratio are reduced so far

below their normal operating values that sufficient time is available for wave formation to occur. At this point the

mean drop size will start to become dependent on initial jet diameter or sheet thickness, liquid viscosity, and air

density.

EFFERVESCENT ATOMIZATION

The atomizers discussed above have one important feature in common, namely, the bulk liquid to be atomized is

first transformed into a jet or sheet before being exposed to the atomizing air. In effervescent atomization, the

atomizing air is introduced directly into the bulk liquid at some point upstream of the nozzle discharge orifice. As
this air is not intended to impart kinetic energy to the liquid stream, it is injected at low velocity, so that the

pressure differential between the air and the liquid is very small, and only what is needed to p)ersuade die air to enter

the flowing liquid. The injected air forms bubbles which are conveyed by the liquid stream to the injection orifice,

downstream of which the bubbles 'explode' thereby shattering the surrounding liquid into small drops.

For this type of atomization, it is reasonable to assume that the mean drop sizes produced should be related to the

average distance between the bubbles in the plane of discharge from the injector orifice. If the average liquid

thickness between adjacent gas bubbles is denoted as tg, then, from simple geometric considerations, it can be

where dA is the average diameter of the air bubbles, ALR is the airAiquid ratio by mass, and pA and pL are the air

and liquid densities, respectively.

The value of C* in Eq. (7) depends on the manner in which the gas bubbles are distributed throughout the two-

phase medium. If the bubbles are spherical in shape, all the same size, and aligned in rows, the value of C* is

unity. If the spherical bubbles are all the same size and so closely packed that the volume of liquid in the

intervening spaces is the minimum geometrically possible, then the value of C in Eq. (7) becomes 2.6. For this

bubble packing geometry, the maximum airAiquid ratio for operation in the bubbly flow regime is given by

In practice, a wide range of bubble sizes may be generated so that small bubbles occupy the spaces between larger

bubbles. Analysis of Whitlow's [19] data for an effervescent atomizer operating over a range of pressures from 0.27

to 0.69 MPA yields a value for C* in Eq. (7) of 4.4. For this flow structure, the maximum airAiquid ratio for

operation in the bubbly flow regime is obtained as

shown that

(7)

ALRniax = 2.85 (pa/Pl) (8)

ALR,max = 4.80 (Pa/Pl) (9)
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this relationship is illustrated in Fig. 9 for air bubbles in water at a temperature of 288K. This figure shows that,

when operating at low injection pressures, i.e. low gas densities, the bubbly flow regime is confined to relatively

low air^iquid mass ratios. Equation (9) indicates that replacing air with a gas of higher density would extend the

bubbly flow regime to a higher gas/Uquid ratio, and thereby improve atomization quality.

It is of interest to note in Eq. (7) that the average thickness of liquid between adjacent gas bubbles is independent

of the injector orifice diameter, which suggests that the mean drop size in the spray should also be independent of the

discharge orifice diameter. This is confirmed in the results obtained by Lefebvre, Wang, and Martin [20] and Roesler

[21]. Roesler's results for water at pressure levels of 0.069, 0.137, 0.275, and 0.551 MPA are shown in Fig. 10.

They clearly demonstrate that mean drop size is fairly insensitive to changes in discharge orifice diameter.

Roesler also studied the effect of air injector geometry on mean drop size, using a series of porous tubes of

different porosity to inject atomizing air into flowing water. His results for aerator tubes having porosities of 20,

70, and 120 |j.m are shown in Fig 11. They illustrate that mean drop sizes are mainly dependent on operating

pressure and air/liquid ratio and are largely unaffected by the manner in which the atomizing air is introduced into the

flowing liquid stream

The fact that the atomizing performance of effervescent nozzles is largely independent of injector geometry is a

most useful asset from a practical viewpoint As discussed above, the discharge orifice diameter has little effect on

mean drop size, an increase in orifice diameter serving merely to increase the flow capacity of the nozzle for any

given operating pressure. Another important practical advantage of effervescent atomizers is their low discharge

coefficient. If the air and liquid flow through the discharge orifice at the same velocity, the discharge coefficient of

this orifice is given by

Cd = [1+ALR(pl/Pa)]-^ (10)

The variation of discharge coefficient with air/liquid ratio and operating pressure is illustrated in Fig. 12 for air-

water mixtures. Typical values of discharge coefficient for conventional plain-orifice atomizers are between 0.62

and 0.8, depending on the length/diameter ratio of the discharge orifice. The values of discharge coefficient shown in

Fig. 12 are clearly much lower, especially for high air/liquid ratios, where Cd values fall to around 0.1.

Energy Considerations

The nature of the effervescent atomization process suggests that the fineness of atomization should be related to

bubble energy. For a stream of air bubbles to convert a jet or sheet of liquid into a fine spray they must possess

enough energy to overcome the surface tension forces that hold the liquid together. Figure 13 shows SMD data

obtained by Roesler [21] over wide ranges of operating pressure and air/liquid ratio as a function of bubble energy

which is defined as

E = RT (ihA/riiL) In (Pa/Pl) (11)

At the high

air/liquid ratios and high pressures corresponding to the right side of Fig. 13, the bubbles have sufficient energy to

break the liquid into small droplets through bubble explosions. However, at low pressures and/or low air/liquid

ratios, the effects of bubble expansion are greatly diminished. Under these conditions, the manner in which the

bubbles enhance atomization is mainly by squeezing the liquid into thinner shreds and ligaments as it leaves the

atomizer.

For effervescent atomizers operating at high pressures and/or high air/liquid ratios, the high bubble energy is

manifested as a multiplicity of violent bubble explosions which rapidly disintegrate the liquid into a fine spray. For

these conditions of prompt atomization, Eq. (4), can be rewritten as

SMD ^ L5_
do

^
^ C PL Ta (APa/Pa)

CT(1 + 1/ALR)

(12)

A significant feature of this equation is that mean drop size is shown to be independent of liquid viscosity. In this

context it is of interest to note that Buckner et al. [22], who employed an aerated-liquid atomizer to examine the

effects of variations in liquid properties on mean drop size, found virtually no effect of viscosity on SMD for liquids

ranging in viscosity from 0.384 to 0.968 Ns/m. These results, shown in Fig. 14, provide further confirmation of

the fact that when atomization takes place very rapidly the effect of liquid viscosity on SMD is small.
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CONCLUSIONS

1 . All the experimental evidence obtained on many different types of atomizers in which air is used as the

principal driving force for atomization points to air velocity as the principal factor governing mean drop

size. For low-viscosity liquids, the SMD is roughly inversely proportional to the atomizing air velocity.

Unless the liquid injection velocity is negligibly small in comparison with the atomizing air velocity, it is

the relative velocity between the two streams that governs the mean drop size.

2. The other major factor governing the fineness of atomization is air/liquid ratio. Most correlations for

mean drop size embody the term [1 + 1/ALR]. This form of dependence on air/liquid ratio is consistent

with experimental observations in showing that the effect of ALR on SMD is large for small values of

ALR and diminishes with increasing ALR.

3. The influence of liquid jet diameter or sheet thickness on mean drop size depends on the mode of

atomization. For relatively slow mechanisms of atomization, involving flow instabilities and wave
formation, mean drop sizes are roughly proportional to the square root of the initial liquid dimension. If

atomization occurs very rapidly, the mean drop size is much less dependent on jet diameter or sheet

thickness.

4. If atomization proceeds fairly slowly, the effect of air density can be expressed as SMD a Pa , with

reported values of n varying between 0.3 and 0.6. For prompt atomization, Eqs. (4) and (5) predict no effect

of PA on SMD.

5. Mean drop sizes increase with increasing surface tension, regardless of the mode of atomization. For the

classical mechanism of jet or sheet breakup, SMD OL G^, where x usually lies between 0.25 and 0.5. For

prompt atomization, the dependence of mean drop size on surface tension is much stronger, especially at

high values of Weber number where the mean drop size becomes direcdy proportional to the surface

tension.

6. The well-known adverse effect of an increase in liquid viscosity on atomization quality applies only to the

classical mechanisms of jet and sheet breakup. For prompt atomization, the mean drop size is largely

independent of viscosity.
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NOMENCLATURE

ALR air/liquid mass ratio

CD discharge coefficient

Dp prefilmer diameter, m
do initial jet diameter, m
dA air bubble diameter, m
E bubble energy, J/kg

LC characteristic dimension of atomizer, m
ih mass flow rate, kg/s

P pressure. Pa
Pb bubble pressure upstream of discharge orifice. Pa

AP pressure differential. Pa

R gas constant, J/kgK

SMD Sauter mean diameter,

,

T temperature, K
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t initial sheet thickness, m
tg average distance between bubbles

U velocity, m/s

We Weber number
\i absolute viscosity, kg/ms

p density, kg/m^

a surface tension, kg/s-^

Subscripts

A air

L liquid

LIQUID

Fig. 1 Schematic diagram of external-mixing, air-assist atomizer
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Fig. 2 Influence of liquid flow rate and air velocity on mean drop size
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Fig. 3 Two different types of flat-sheet airblast atomizers
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ABSTRACT

A gas flow field behind a normal shock wave inflicts a step function in velocity, temperature and

pressure upon a polydisperse spray suspended in the flow. As a result, there are large differences in

velocity and temperature between the carrying gas and the droplets of the spray immediately after the

shock. These differences gradually decrease in a relaxation zone which ends at a distance, where the so

called "far-field" begins, at which the droplets eventually travel at a velocity which is close to the

host fluid velocity. Thus, the investigation of the relaxation zone may be regarded as the analysis of

a "near-field" problem in contradistinction to "far-field" problems which have been analyzed by

Greenberg, Tambour and their coworkers employing a sectional approach. Treatment of a "near-field"

problem via a sectional approach requires derivation of new generalized sectional-equations which

extend the previous sectional-equations which were derived by Tambour for "far-field" problems. Such

new generalized sectional-equations are derived in the present paper. They rigorously account for the

heritage of momentum and enthalpy that droplets carry with them as they "move" from one size section to

another due to evaporation and coalescence processes, e.g. a large droplet formed by coalescence (of

two small droplets) will differ from the originally large droplets since the properties of the newly

formed droplet depend on the properties of the small droplets which participate in the coalescence

process, and generally in the "near-field", small droplets differ in velocity and enthalpy from large

ones. These effects, as well as the influence of the velocity lag between droplets and the host fluid,

between droplets of various sizes, and between droplets of the same size on the evolution in pointwise

droplet size distributions along the axial direction are presented here. The computed results also

include changes of velocities and temperatures of each droplet size-section in the relaxation zone.

INTRODUCTION

The flow of a polydisperse liquid spray suspended in a gas is of importance to a wide range of

technologies in the chemical industry, in jet engine main combustion chamber and afterburner design,

and in liquid fuel rocket propulsion. In general, when the spray is injected, the two phases (the

liquid spray and the host gas) are not initially in equilibrium. There are differences in velocity and

temperature, not only between the two phases, but also between droplets of various sizes. Equilibrium

tends to be achieved by relatively slow processes of drag, heat and mass transfer as the flow proceeds

through a relaxation zone or a "near-field" zone. Since there are velocity differences between

droplets, coalescence resulting from collisions between droplets, may occur. In the light of the above,

our specific interest in the present paper is the analysis of the relaxation of a polydisperse spray

undergoing simultaneous vaporization and coalescence in a flow field in which the nonequilibrium state

is brought about by a normal shock wave.

Early work which dealt with the relaxation of solid particles in a gas flow behind a shock wave

was presented in the late fifties by Hoenig [1] and by Carrier [2]. Hoenig [1] discussed the variation
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of the velocity of a single solid particle behind a shock wave. Carrier [2] formulated the general

problem for solid particles that are numerous enough to affect the gas flow behind the shock wave. The

case of solid particles was also studied in the sixties by Kriebel [3] who analyzed three particle

sizes, and by Rudinger [4,5] who analyzed various shock strengths, drag laws and specific heats.

Rudinger pointed out that the velocities and temperatures do not always change monotonically towards

their equilibrium values.

Mass transfer between the two phases was considered by Lu and Chiu [6] for the case of water

droplets in air. Panton & Oppenheim [7] considered the case of two droplet size groups and demonstrated

the interesting possibility of a situation where some of the droplets diminish by vaporization while

others grow by condensation. Nayfeh [8] studied a gas containing ablating particles and Evans and

Mackie [9] modified his calculations by allowing downstream variation of particle temperatures and by

the use of a diffusive evaporation rate. Later, in 1975, Narkis and Gal-Or [10] pointed out that for a

given Mach number there is a certain particle flow rate for which a minimum equilibrium velocity is

achieved.

More recently, Ben-Dor and Igra [11,12], analyzed the relaxation zone behind normal shock waves in

a dusty reacting gas. An analysis of normal shock waves in a carbon particle-laden oxygen gas was

presented by Alperin, Igra and Ben-Dor [13]. Although not dealing with a flow behind a shock wave, a

pioneering theoretical study of what can be regarded as a "near-field" problem, was recently presented

by Bellan and Harstad [39]. They analyzed dense and dilute clusters of drops evaporating in large,

coherent vortices.

Detailed formulations of the governing equations for the two phases can be found in the

literature, e.g. see Carrier [2], Soo [14,15], Kliegel [16,17], Marble [18-19] and Pai [20]. However,

since our objective here is to analyze a polydisperse spray undergoing simultaneous evaporation and

coalescence processes, we find a "sectional" approach [21-33] to be useful for handling this problem.

In the sectional approach, the spray is divided into size groups (size-sections), where for each size

group a sectional mass balance (and in the present study also a momentum and energy) equation is

derived. This enables one to deal with a fairly small number of conservation equations for the analysis

of a polydisperse spray of a wide range of sizes. Another advantage of the sectional approach lies in

the ability to rigorously accoimt for intra- and inter-sectional mass (and in the present study also

momentum and energy) transfer for simultaneous evaporation and coalescence processes.

Thus far, the sectional approach has been used [21-25,27-33] for the analysis of "far-field"

zones, where essentially most of the droplets travel at a velocity close to the host fluid velocity

field. Theoretical simulations have been carried out for (i) "far-field" downstream changes in integral

droplet size distributions of evaporating sprays in "cold" and "heated" environments [23] and for (ii)

"far-field" downstream evolution in pointwise droplet size distributions of polydisperse sprays

undergoing simultaneous evaporation and coalescence processes [24]. The good agreement that has been

observed comparing these theoretical simulations [23,24] with independently reported experimental data

[34,35] has demonstrated the simplicity and reliability of the sectional approach.

As to "near-field" problems, rapid developments in measurement techniques supply plenty of

experimental data on pointwise and integral droplet size distributions of polydisperse sprays in the

"near-field" [36-38]. Such data can serve as initial conditions for simulations and also for verifying

theoretical predictions.

In light of the above, the purpose of the present study is to extend the mass balance

sectional-equations which were previously derived for the analysis of "far-field" problems [21-24] and

present new generalized sectional equations which account for the intra- and inter-sectional transfer

of momentum, kinetic-energy and enthalpy. The derivation of these equations has been presented

elsewhere [40]. These generalized equations will be employed here in order to analyze a "near-field"
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problem, that is, the relaxation zone of a polydisperse spray undergoing evaporation and coalescence

processes behind a normal shock wave.

RESULTS AND DISCUSSION

Computations were carried out for a polydisperse spray suspended homogeneously in a

one-dimensional gas flow at a Mach number of M=1.5, and under conditions of equilibrium of velocity and

temperature, between the two phases (the liquid spray and the host fluid). Due to a normal shock wave

at x=0, the host fluid undergoes a step change in velocity, temperature and pressure. We assume that

immediately after the shock wave, at x=0 , the volume concentration of the spray z^, and the size

distribution of the spray, and the mass fraction of vapors Xq» given. Based on these initial

conditions, we analyze the evolution in spray size distribution and the variation of velocity and

temperature of each size group (section) of the spray along the axial direction in the relaxation zone.

These changes are not only coupled to the variation of velocity and temperature of the host fluid in

the relaxation zone due to the interaction between the two phases, but also intercoupled due to mass,

momentum and energy transfer between droplets of various sections.

The spray size distribution is divided into 10 sections (size groups). The smallest section is 0-8

monomers and the limits of the largest section are 5832-8000 monomers. If one denotes the diameter of a

single monomer by d^, then, section No. 1 includes droplets of a diameter up to 2d^. Hie "width" of all

other sections is also 2d^ (in terms of droplet diameters), so that droplets of a diameter which lies

within the range of 18d to 20d , are in section No. 10. Hence, the ratio of the largest droplet in
0 0 w r

section 10 to the largest droplet in section 1 is 10:1 in diameters and 1000:1 in volume (or mass).

We begin with the analysis of a trivial case in which there is neither coalescence nor

evaporation. The computed results of this case are shown in Figs. 1 and 2, and will serve as a

comparison for more complex cases. The variation of velocity in the relaxation zone is shown in Fig. 1.

The gas loses almost half of its original velocity as it passes through the shock. Then, its velocity

continues to decrease in the relaxation zone due to dissipation of kinetic-energy which results in an

increase of the internal energy of the gas, as indicated by the increase in gas temperature in the

first part of the relaxation zone (see Fig. 2). (Afterwards, the gas temperature decreases as the gas

heats the droplets.) As to the variation of the velocity of each size section of the spray, as

expected, the small droplets (e.g. section No. 1) adjust to the gas velocity within a shorter distance

than the large droplets.

We now return to analyze the results presented in Fig. 2. Since immediately after the shock the

gas is hotter than the droplets, the droplets are heated along the axial direction till thermal

equilibrium is gained. The thermal relaxation zone is wider than the momentum relaxation zone (compare

Figs. 1 and 2) due to the difference in characteristic time scales between heat transfer and momentum
transfer. It is also interesting to note that large droplets (e.g. sections 2 to 10) increase their

temperature gradually, while the small droplets (sections 1 and 2) exhibit a temperature overshoot.

This behavior is due to the fact that small droplets are heated faster than large ones, so when the gas

is "hot", they reach high temperatures and then, the gas cools down at a faster rate. There is an

interesting region in which the temperature of these small droplets is locally higher than that of the

surrounding gas. However, in this region, the slope of temperature variation always points downwards.

Next, coalescence effects are analyzed and compared with the previously described case in which

neither coalescence nor evaporation were assumed. In a polydisperse spray such as considered here,

collisions between droplets are expected due to the velocity differences between droplets of various

sizes. Collision rates depend on the characteristic distance between droplets (which is a function of
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number concentration of droplets per unit volume, or the volume concentration of the spray, z), the

relative velocities between droplets, the collision cross section, and the characteristic time of

droplets in the relaxation zone. We assume here that all collisions result in coalescence.

We focus here on three coalescence rates: (i) "Low", C_,_=0.0002, (ii) "Medium", C_,^=0.(X)5, and

(iii) "High", Cp^=0.02. The variation of velocity of each size-section of the spray and the velocity of

the host fluid, in the relaxation zone, are shown in Figs. 3a(i, ii and iii) for the above three

coalescence rates. Comparison of Fig. 1 (No coalescence) with Fig. 3a-i (Low coalescence) indicates

that the effects of "Low" coalescence rate, on the velocity profiles are hardly noticeable. However, at

higher coalescence rates (see Figs. 3a-ii and 3a-iii), the velocity profiles of the various spray

sections become more crowded and the relaxation zone becomes shorter. This behavior is due to the fact

that coalescence serves as a "mixing" process for the momentum of droplets, in which the velocity of

each newly formed droplet is constructed on the basis of the momentums of the original droplets that

participate in the coalescence process.

The same arguments hold for explaining the results that show the effects of coalescence on the

temperature profiles of the various spray-sections. Coalescence also serves as a mixing process for

thermal energy and thus shortens the relaxation zone [compare Figs. 4 (i4i4ii) with Fig. 2].

The results described above are based on solutions of the "near-field" equations that have been

derived in the present paper. These equations rigorously account for the heritage of momentum and

enthalpy that droplets carry with them as they "move" from one size-section to another due to

coalescence (and evaporation). To demonstrate the importance of this rigorous treatment, for comparison

we present in Figs. 3b (i, ii, iii) and 4b (i, ii, iii), velocity and temperature profiles obtained by

solving a set of more simplified sectional-equations in which intra- and intersectional mass transfer

due to coalescence is accoimted for, but bound to the simplifying assumption that inter-sectional

momentum and energy transfer are negligible (as in the "far-field" equations). Thus, newly formed

droplets adopt the momentum and energy of the new section which they join without altering its average

momentum and energy.

One can clearly see that the rigorous derivation of the "near-field" sectional-equations is

necessary since otherwise solutions may show erroneous results such as presented in Figs. 3b and 4b.

For example, the second peak in temperature (see Figs. 4b, i and ii) is erroneous. It is explained as

follows. Small droplets have a higher temperature than large ones, so when they coalesce the newly

formed large droplets have a higher temperature than the originally large droplets. Failing to consider

this effect by assuming that the newly formed large droplets immediately adopt the energy state of the

originally large droplets results in an energy difference which, due to energy conservation in the

system as a whole, is added erroneously to the host gas.

The variations of the liquid-phase mass fiow rate along the axial direction are shown in Fig. 5

for each of the spray size-sections. Variations of the spray volume fractions are presented in Fig. 6.

Both figures are for the "medium" coalescence rate (Cp^=0.()05) and both show the increase in mass flow

rate and in volume concentration of droplets in the upper sections due to the creation of new droplets

by the coalescence process. It should be emphasized that due to the overall mass conservation, section

No. 10 actually also includes all droplets larger in size than the upper limit of section No. 10.

The integral volume fraction of the liquid phase, z, is shown in Fig. 7 for various coalescence

rates. All profiles asymptotically approach the same value, and the increase in spray concentration, as

one marches downstream, is due to the decrease in droplet velocities see Figs. 3a.

The effects of heat transfer on the variation of temperature in the relaxation zone are shown in
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Fig. 8. These results indicate that a shorter relaxation distance is obtained for droplets of a high

initial temperature, which is closer to their boiling point temperature (compare Fig. 8-i with Fig.

8-ii). If a more accurate heat-transfer model is used, e.g. with Ranz-Marshall convective correlation

(see Fig. 8-a), temperature profiles of the various spray sections become more crowded due to the

higher convective heat transfer rate.

The latter results are for an evaporating spray without coalescence. When simultaneous evaporation

and coalescence occur, the general behavior remains the same (see Fig. 9) since on the one hand

coalescence hinders vaporization (due to the decrease in the surface area of the droplets), but on the

other hand, coalescence serves as a "mixing" process and causes the profiles of the various spray

sections to become more crowded.

CONCLUSIONS

To summarize, new generalized "near-field" spray section-equations have been derived in which

intra- and inter-sectional transfer of mass, linear-momentum, kinetic-energy and enthalpy has been

rigorously accoimted for. These equations have been employed here to analyze the behavior of a

polydisperse spray undergoing evaporation and coalescence processes in a relaxation zone behind a

normal shock wave.
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Fig. 1: Variation of gas-phase velocity, and

velocity of each size-section of the spray in

the relaxation zone. No evaporation, No
coalescence.

Fig. 2: Variation of gas-phase temperature,

and temperature of each size-section of the

spray in the relaxation zone. No evaporation.

No coalescence.

;
\^

(111)

r X

Fig. 4: Variation of gas-phase temperature,

and temperature of each size-section of the

spray in the relaxation zone, for three

coalescence rates: (i) "Low", Cp^=0.0002, (ii)

"Medium" Cp^=0.005, and (iii) "High",

Cp^=0.02.

(a) Solutions of rigorous "near-field"

sectional equations.

(b) Neglecting inter-sectional momentum and

energy transfer.

Fig. 3: Variation of gas-phase velocity, and

velocity of each size-section of the spray in

the relaxation zone, for three coalescence

rates: (i) "Low", C„„=0.0002, (ii) "Medium",

Cp^=0.005, and (iii) "High", Cp^=0.02.

(a) Solutions of rigorous "near-field"

sectional-equations

.

(b) Neglecting inter-sectional momentum and

energy transfer.
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Fig. 5: Variations of the liquid-phase mass

flow rate along the axial direction for each

of the spray size-sections. "Medium"

coalescence rate Cp^=0.(X)5 (No evaporation).

Fig. 6: Variations of the liquid-phase volume

fractions along the axial direction for each

of the spray size-sections. "Medium"

coalescence rate Cp^=0.(X)5 (No evaporation).

TOTRL PRRTICLX:S VOLUME FRACTION

Fig. 7: Profiles of the integral volume fraction of the liquid phase (z) in the relaxation zone for

various coalescence rates.

Fig. 8: Effects of heat transfer on the

variation of gas-phase temperature, and

temperature of each size-section of the spray

along the axial direction (evaporation

without coalescence). Initial droplets

temperature is: (i) 0.77 of their boiling point

temperature, (ii) 0.91 of their boiling point

temperature.

(a) with Ranz-Marshall convective correlation.

(b) without Ranz-Marshall convective correlation.

scciiomL vaociiir nao scciiona ictvcfmiuRC nao

" " " X " " " i - -

Fig. 9. Effects of simultaneous evaporation and

coalescence rates on variation of (a) velocities

and (b) temperatures in the relaxation zone, for

two coalescence rates (i) C^„=0.(X)1 and (ii)
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ABSTRACT

Measurements were made for the effect of adjacent solid spheres with
arbitrary arrangement on the rates of evaporation of a water and an octane
drop for Rep^=72-234,Sc=0.59-1.61, diameter ratios Dp/Dy^=0.57-0.89 and
dimensionless distance L/D^=1.12-9.44 ,W/Dy^=0-1 . 02 . New correlations for the
effect of solid spheres on the rates of evaporation were proposed. By use of
the correlations, prediction of void function was made and compared with the
experimental data for gas-solid fluidized bed.

INTRODUCTION

Prediction of void function, which relates heat and mass transfer rates
of a group of drops or of particles with that for a single drop or particle,
is important for design of spray columns or fluidized bed- or fixed-bed
reactors. Although in the past decades many theoretical or experimental
approaches (2) , (5) , (6) , (9) , (10) to motion ,heat and mass transfer of a group
of drops or particles have been made , few approach has ever been made to the
prediction of void function. In our previous papers, some experimental
(1),(13) and theoretical (11), (12) approaches to the effect of interaction on
the drag coefficients and diffusion fluxes of two coaxially arranged drops
were made under low- to high mass flux conditions and for intermediate
Reynolds number ranges. The purpose of the present work is to make an

experimental approach to the effect of a group of solid spheres on the rates
of evaporation of a drop and to develop a new method for prediction of void
function for low to intermediate Reynolds number ranges.

EXPERIMENTAL APPARATUS AND PROCEDURES

Experimental Apparatus
Figure 1 shows a schematic diagram of an experimental apparatus. The test

section was a brass-made rectangular duct of 70x70mm in cross section and
166mm in length with two large side view windows. In the middle of the test
section, a 0.5mm-outer diameter stainless steel tubes for liquid supply was
mounted by a three-dimensional fine adjustment traversing mechanism, through
which liquid to an evaporating pendant drop was supplied by a microfeeder-
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operated hypodermic syringe. A
0 . 05mm-outer diameter Chrorael-Alumel
thermocouple was mounted by a two-
dimensional fine adjustment trave-
rsing mechanism for measurements of

drop temperature.

Measurement
Rates of evaporation of a

pendant drop were taken equal to

equilibrium liquid flow rates
supplied by a microfeeder, of which
flow rates were so adjusted that the
diameter of the drop did not change
appreciably for a given time
interval

.

Distance between the center of

a drop and a solid sphere or dist-

ance between solid spheres were mea-
sured by a cathetometer with an

accuracy of 1/lOOmm. Diameters of a

pendant drop were also measured by
the same cathetometer, from which
surface area of the drops were calc-
ulated by assuming that the shape of

the drop was symmetrical with
respect to vertical axis(3).

The drop temperatures were
measured by a 0.05mm-outer diameter
Chrorael-Alumel thermocouple mounted
on a two-dimensional fine adjustment
traversing mechanism, from which the

surface temperatures of the evapora-
ting drop were estimated by assuming
that the temperature distribution
inside the drop is uniform (3).

Surface concentrations of the vapor
of an evaporating drop were estima-
ted from saturated vapor pressures
of the pure liquid at the surface
temperatures

.

Ranges of variables were shown
in Table 1.

EXPERIMENTAL RESULTS

A '. Test section

B : Blower

C : Silica gel dehumi-

difier

01, 2: Heater

E : Divergent-convergent

nozzle with calming grid

F : Microfeeder

Fl : Orifice flow meter

G : Cathetometer

TCI, 2 '.Temperature controller

TI ; Thermocouple for

1:bull< flow

2: temperature profile

3: liquid drop

Fig. 1 Schematic diagram of an experime-
ntal apparatus.

Table 1 Ranges of experimental variables

System Water-Air Octane-Air

Dp [mm] 1.92-2.66 1.72-2.28
D^ [mm] 3.0 3.0
L [ram] 0.80-28.32 4.95-24.21
W [ram] 0-4.11 0-1.80

Too [K] 343-371 335-337

Uco [ra/s] 0.31-1.40 0.80-1.17

RepA [-] 73-234 138-232
Sc [-] 0.59 1.61
L/D^ [-] 1.12-9.44 1.65-8.07
Dp/D^[-] 0.64-0.89 0.57-0.76
W/D^ [-] 0-1.02 0-0.60

Effect of Two and Four Upstreara Spheres
Figure 2 shows the effect of two solid spheres of equal diameters

arranged symraetrically around center axis of the drop on the diffusion
fluxes of a water drop. The ordinate is the diffusion fluxes normalized by the

ones for a single drop (8) and the abscissa is the dimensionless distance
L/D^. The parameter ,W/D^, is the dimensionless distance between the center
axis and the solid sphere. The effect of L/D^ on the diffusion fluxes
becomes considerable as W/DAdecrease . By considering our previous numerical
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Fig. 2 Effect of two solid spheres
arranged symmetrically around
center axis of a drop.
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Fig. 3 Effect of four solid spheres
arranged symmetrically around
center axis of a drop.

correlation for the effect of interaction on the rates of mass transfer of

two coaxially arranged solid spheres (11), (12);

-0.26

} (1)f= l/{ l-H).77(Dp/D^)~°-^^(L/D^)"^-^^'^®PA

the present data were well correlated by the following equation;

Sh(l - a)g)/[Sh(l - = (2)

_Q 2^
= l/{l-K).77(Dp/D^)"°-2^(L/D^)"^-^^*^^PA* (3)

where (1-W/D^)-^*^ represents the effect of eccentric arrangement of solid

spheres

.

Figure 3 shows the effect of four solid spheres of equal diameters

arranged symmetrically around the center axis of the drop on the diffusion

fluxes of a water drop. The solid line in the figure represents the

diffusion fluxes estimated by the following equation:

Sh(l - ojg)/[Sh(l - 0)^)]^ = (4)

where f-j^ is estimated by use of Eq.(3). Good agreement is observed

between the data and the theory.

Figure 4 shows the effect of two solid spheres of arbitrary

arrangement on the rates of evaporation of a water drop, where the first

solid sphere(the one near to the drop) is arranged eccentrically to the

center axis and the second one is arranged coaxially with the drop.

The dot-dash line in the figure represents the effect of the first solid

sphere calculated by Eq.(3). Deviation from the dot-dash line may indicate

the effect of the interaction due to the presence of the second sphere. If

we assume that the effect of interaction with two solid spheres of
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Fig. 4 Effect of two solid spheres
with arbitrary arrangement.

3
I

^—

^

CO

3""

I

> Q8

W,/Da C-]

Fig. 5 Effect of second sphere in the
presence of the first solid
sphere.

arbitrary arrangement is represented by the following equation as was the

case with two- and four-symmetrically arranged solid spheres:

Sh(l - 0) )/[Sh(l (5)

the effect of the second solid sphere may be obtained by use of Eq.{3) for f^^.

Figure 5 shows the results. The effect of the second sphere is well
correlated by the following equation:

—0

1«.77-(D^/D^)-°-21.(L/D^)-^-38-R-pI
•

,0.43

(1-W2/D^)1-^(W^/D^)(WV
0.43

(6)

where a parameter
^^i^^^^ ^ ^ i'^ the denominator represents the

effect of the first sphere on the interaction function f2 for the case of

arbitrary arrangement of two solid sphere.

Effect of Solid Sphere Layers
Figure 6 shows the effect of upstream solid sphere layers of equal

diameters in rectangular arrangement, where the drop is arranged on the

perpendicular bisector of the line connecting the centers of two spheres.

The solid lines in the figure represent the effect of number of solid sphere

layers on the rates of evaporation of a drop estimated by the following
equations

:

n=l; Sh(l - a)g)/[Sh(l - tOg)]Q = (2)
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Fig. 7 Physical picture of the model
for calculation of void
function.

Sh(l - a)g)/[Sh(l - a)g)]Q = f^.f^

Sh(l - (Og)/[Sh(l - a)g)]Q =
^I'^l-^l

(7)

(8)

f3 = 1/(1+0. 77(D_/D.)-°-21(L/DJ"^-^^*^^Pa' (l-W^Dj^-^f \ (9)r A A J A n,K

where f. represents the effect of k-th layers on interaction function of n-

0.43

th layer 'ly

^n.k = l/'klif(VV''"W"^^» (10)

Good agreement is observed between the data and the theory.

PREDICTION OF VOID FUNCTION

Method of Calculation
Discussions in the previous sections may lead to estimation of void

function for heat and mass transfer of a group of drops or of particles. The
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following simplifying assumptions were made for the present calculation.

1) Particle or drop size is uniform.

2) Particles or drops are arranged in rectangular arrangement on each layer

and the distance between each layer is equal to the distance between
particles or drops on the layer.

3) Relative position of an arbitrary particle or drop on each layer with
respect to the one on the other layers is independent.

4) Effect of downstream layers is negligibly small.

5) Effect of interaction of n-th upstream layers on mass transfer can be

estimated by the following equations:

n=l:

n>l:

Sh(l - a)g)/[Sh(l - ajg)]Q = fi'^-fs fn

—0 26
= 1/(1+0.77 (Dp/D^)'°-^^(L/D^)"^-^^'^^PA' (l-W./Dj^'^}

= l/{l+0.77(Dp/D^)"°*^^(L/D^)"^'^^*^^PA*

1' A'

1.5
n,k

}

(11)

(3)

(12)

Figure 7 shows physical picture of the model. Calculations were made by

dividing one-quarter of a layer-element into 10x10 grid mesh. Void

function is calculated by the following equation.

L/2 L/2, , ,

-f^ f:-f^ f dXdY dXdY
0 0 12 n

F(e)
(13)

(L/4)
n

Void Function
Figure 8 shows results of the calculation. The ordinate is the void

Q55 0.6 0.7 0.8

e [-]

Fig. 8 Prediction of void function.
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Fig. 9 A comparison between experi-
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function calculated by the present model and the abscissa is void
fraction of particle layers, where n is number of upstream layers of

rectangular arrangement. The figure clearly indicates that the void
function approaches to an asymptotic value as the number of layers increase.
The calculated void functions for n>5 are well correlated by the following
equations

:

F(e) = l/{ 1 + 1.29-(1 - e)°-'^^} (14)

Fig. 9 shows a comparison of the observed void function which were
obtained for mass transfer in gas-solid fluidized bed (4), (14) with the

prediction by the proposed correlation, where solid line in the figure
represents the correlation! Eq.(14)). Although some scattering of the data is

observed, fairly good agreement between the data and the theory is observed.

CONCLUSIONS

Measurements for the effect of adjacent solid spheres on the rates of

evaporation of a water- and an octane drop into dry air were made to show the

following conclusions.

1) The effect of adjacent solid spheres on the rates of mass transfer is well
predicted by Eqs. (3) and (12).

2) A new method for prediction of void function is proposed to show good
agreement with observed data.
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NOMENCLATURE

binary diffusion coefficient.m /s

diameter of front sphere,

m

diameter of liquid drop.ra

void function defined by Eq.(13)

interaction function defined by Eqs. (3) , (6) , (9)

interaction function defined by Eq.(lO)

distance between center of two spheres,

m

mass flux of component A,kg/(m • s)

number of layer
Reynolds number based on front sphere or drop(Dy^Uoo/ v )

Schmidt number (= v/Sf)
Sherwood number (=N^- Dp/g>g* Pg( - )

)

temperature ,K

velocity ,m/s

distance between center axis and center of solid sphere,

m

void fraction
kinematic viscosity of gas,m /s

density ,kg/m

mass fraction

0
Da
Dp
F(e)

^l'^2'^3"
^n,k
L

Na
n

RepA
Sc

Sh

T
U

W,Wi,W-, =

e

V

P

0)
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Subscripts

00

A
B

G

0

s

= front sphere or drop
= rear sphere or drop
= gas phase
= surface of drop
= a single sphere without mass injection
= free stream
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ABSTRACT

An experimental set-up and an experimental strategy have been developed to investigate the

influence of turbulence on the global mass treinsfer rates from fuel droplets. Heptane and decane

droplets of 1.5 mm initial diameter suspended in grid induced turbulent flows have been

investigated in the regime where the integral length scales of turbulence are, on average, 5 times

larger than the initial droplet diameter. The turbulence intensity has been increased up to 44%. A
new mass transfer parameter which distinguishes between the influences of the mean relative

velocity and that of turbulence structure has been introduced. Mass transfer from heptane droplets

has been found insensitive to turbulence. On the contrary, the same turbulence conditions exert a

significant influence on the mass transfer from decane droplets. It has been shown that the influence

of turbulence energy on the mass transport from decane droplets can be represented by a turbulence

Reynolds number. The Frossling coefficient has been found to increase with the turbulence intensity.

The differences in the sensitivity of heptane and decane droplets against the turbulence influence on

mass transfer are tentatively explained by introducing a "vaporization Damkohler number". The
present experimental results suggest that turbulence enhances the mass transport from liquid

droplets only for low values of this number.

INTRODUCTION

Spray combustion occurs in most cases in a turbulent medium. This enhances the

challenging nature of multiphase reacting flows, but also increases their complexity [1]. The studies

of the influence of a turbulent convective flow on the pure vaporization rates of single droplets are

relevant for spray combustion, for one of the possible scenarios of the single droplet behaviour is

their total vaporization before reaching the flame zone. Furthermore, pure droplet vaporization is

also of interest for other applications such as spray drying or spray cooling [2].

One way to tackle the problem of the influence of turbulence on interphase transport

phenomena is to simplify it by investigating the interactions between a given turbulence structure

and a single vaporizing or burning droplet. This strategy could be justified if one is interested in

dilute dispersed flows, reacting or non reacting. But, even for a single droplet, current numerical

calculations try to avoid the problem of turbulence by assuming that a locally laminar region exists
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near the droplet surface due to the much smaller size of the droplets compared to the typical large

eddy sizes [3].

In order to contribute to this area, we have initiated the investigation of the influence of

turbulent flows on the vaporization and burning characteristics of single fuel droplets [4, 5]. The
issues we are addressing are the modification of the heat and mass transfer characteristics of pure

and bicomponent fuel droplets and of the transition criteria between the envelope and wake flame

regimes, by varying the turbulence structure in terms of its intensity and length and time scales. In

the work described below, some preliminary results on the mass transfer (low temperature

vaporization) from n-heptane and n-decane droplets suspended in a grid induced turbulent flow are

reported.

The experimental set-up, the diagnostics used and the characteristics of the grid-generated

turbulence are briefly presented in section 2. Section 3 presents the experimental results on the

influence of turbulence on the global mass transfer parameters from suspended heptane and decane

droplets and proposes an interpretative framework for the observed results.

EXPERIMENTAL SET-UP AND FLOW CONDITIONS.

The experiments are performed in a facility specially designed for this purpose: The Forced

Flow Droplet Burning Facility (FF-DBF) which is fully described in Gokalp et al. [4, 5] and
Chauveau [6]. It is briefly presented here for completeness. The FF-DBF allows the investigation of

single and interacting droplet vaporization and/or burning in stagnant, laminar and turbulent

conditions. It consists of a closed loop flow channel in stainless steel (length: 3.20 m; height: 0.85 m)
which is fixed on a supporting structure. The flow channel is composed of an electrical axial fan, an

electrical heater, a set of laminarization ducts. The channel is connected to a stainless steel test

section of square cross section (side: 0.15 m; length: 0.50 m). A by-pass channel and a return channel

of circular cross-section (diameter: 20 cm) closed the loop to the electrical fan. Turbulence grids can

be positioned at the inlet of the test section. Two circular glass windows are mounted vis a vis on the

parallel sides of the test section to allow optical access. The test section also supports the injection

and the ignition systems.

Droplets of approximately 1 mm to 1.5 mm initial diameter can be formed by using a syringe

located at the top of the test section. A quartz fibre (diameter 0.2 mm) is tilted to the syringe

extremity allowing the transfer of the droplet to the fibre. The lower extremity of the fibre has an

enlarged diameter of 0.5 mm. The fibre is then tilted back and positioned in front of the test section

windows. The sequence of operations is performed automatically by using step-motors controlled by

a micro-computer.

The air flow can be generated by the axial fan up to a maximum velocity of approximately 5

m/s in the test section. The characteristics of the turbulent flows are measured with laser Doppler

anemometry, and the flow monitoring system is calibrated against the mean longitudinal velocity at

the location of the droplet.

The principle diagnostic system used to investigate the droplet vaporization phenomena is

based on the visualization of the droplet. The imaging system is a high speed video camera, Kodak

Ektapro 1000, which can record up to 1000 full frames per second allows the detailed analysis of the

time variation of droplet dimensions. The Ektapro 1000 Motion Analyser's live, real time viewing

makes it possible to follow the investigated phenomena frame by frame. The digitized images from

the Ektapro system are transferred to a micro-computer where the image analyses are performed.

More details on the image analysis technique can be found in Chauveau [6].

In the calculation of the droplet surface regression rates, (or the global vaporization rate), we

evaluated a characteristic dimension for the droplet in terms of the diameter of a sphere of

equivalent projected surface area. The projected droplet surface area is determined by image
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analysis. The droplet equivalent projected diameter is calculated as the diameter of a circle having

the same area as its projected image.

To investigate the mass transfer characteristics of fuel droplets in a turbulent medium,
turbulence parameters, such as the turbulence intensity and the length and time scales, have been

controlled by using square mesh grids. These parameters have been varied independently by varying

the mesh size, the mean flow velocity and the distance between the grid and the droplet. The mesh
sizes we used are, in mm, M = 1.4; 2.9; 5; 10 and 37. The grids with M = 37 mm and 1.4 mm or 5 mm
have also been used in combination. In the combined grid mode, another parameter we varied is the

distance between the two grids. For mean flow velocities equal to or higher than 1 m/s, the

turbulence structure in all cases is very close to that of isotropic turbulence [4, 6]. The relevant

turbulent length and time scales have been determined from spectral analysis of instantaneous

velocity signals and by using the theoretical relations for isotropic turbulence. The following flow

and turbulence characteristics correspond to those determined at the position of the droplet in the

test section.

The mean velocity has been varied from 1 m/s to 4.5 m/s with a step of 0.5 m/s. This means
that the Reynolds number based on the mesh size has been varied from 90 to approximately 6000. In

terms of the droplet Reynolds number, the variation is approximately between 100 and 450. The
turbulence intensity, defined as the ratio between the longitudinal r.m.s. velocity fluctuation and the

mean axial velocity, has been varied from Tu = 1.5% to 44%. The lowest turbulence intensity

corresponds to our quasi-laminar conditions as it was impossible to obtain a pure laminar flow in the

test section. The longitudinal integral length scale varies from 1 mm to 19.5 mm. This means that

the ratio between the initial droplet diameter and the integral length scale varies between 1.5 and

0.08. The maximum value obtained for the turbulence Reynolds number based on the integral length

scale is 350. For each mean velocity, 3 to 9 different turbulence conditions are obtained. In total, 42

different flow conditions have been explored for the vaporization of heptane droplets; for decane, this

number is 17.

However, it is important to mention that only 3 of these 59 experimental conditions

correspond to cases where the initial droplet diameter is lower than the integral length scale of the

turbulence. This means that in most of the cases, the vaporizing droplet interacts with small scale

and less energetic eddies.

RESULTS ON MASS TRANSFER RATES

The main objective of this study is to investigate the influence of a turbulent flow on the

global vaporization rates of suspended fuel droplets. More specifically, it is desirable to separate the

respective influences of the mean velocity from that of the turbulence. This is because in real spray

situations, small droplets may easily be transported "in the mean" by the carrier phase, thus with a

zero mean relative velocity. However, they may be subjected to the instantaneous fluctuations of the

flow field.

In this section, experimental results on the global vaporization rates of heptane and decane

droplets in grid induced turbulent flows are presented. The values of the vaporization rates that are

presented below are the average values of 3 to 5 runs under the same flow conditions and for initial

droplet diameters equal approximately to 1.5 mm.

Vaporization constants in laminar and turbulent flows.

Fig. 1 presents the time variation of the droplet diameter for heptane droplets under quasi-

laminar conditions. The stagnant and two forced convective runs are shown. For these last cases, the

droplet Reynolds numbers are approximately 100 and 425. The droplet diameter is normalized by its

initial value; the time axis is normalized by the total vaporization time of the stagnant case.

From the time variation of the instantaneous droplet diameter ds, we have determined the

variation of the instantaneous vaporization mass flux. The results corresponding to the previous
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cases are presented on Fig. 2. The curves are normalized by the initial droplet mass and the total

vaporization time of the stagnant case. Except the initial transient phase, which is too short to be

observed in these low temperature vaporization experiments, these curves are very close to those

predicted by [7]. Similar results have also been obtained for the other mean convective velocities and
for decane droplets.

The experiments with heptane droplets have shown no influence of turbulence on the

vaporisation rate determined from the dMaw as K = - d(ds2)dt [5]. The same conclusion can also be

drawn for the influence of the droplet Reynolds number for increasing turbulence intensity. The
Frossling coefficients [8, 9] have been found slightly scattered around the value of 0.19. It is

noteworthy that the Frossling coefficient determined in this study is significantly lower than the

value of 0.276 obtained by Frossling himself and widely accepted today.

As shown on Figs. 3, 4 and 5, the results for decane droplets vaporizing under the same
conditions are significantly different. Indeed, for the same turbulence structures as for the heptane

case and for three values of the mean convective velocity (1, 2 and 3 m/s), an important increase of

K/Ko with the turbulence intensity is observed (Fig. 3). On Fig. 4, the influence of the turbulence

intensity on the time variation of the droplet diameter is shown for U = 2 m/s. On the other hand, as

shown on Fig. 5, the Frossling coefficient for decane, which is equal to 0.19 for the quasi-laminar

case, increases gradually with turbulence intensity, and reaches the value of 0.274 for Tu = 20%.

The curves of Fig. 3 can be represented by the following linear relationship:

(K/Ko)t = Cl(uAJ) + (K/Ko)l (1)

where subscripts T and L refer respectively to turbulent and laminar cases. In other words, (K/Ko)l

represents the increase of the mass transfer constant due only to laminar forced convection. Eq. 1

can be written also as

Go = (Kt - Kl)/Ko = Cl(u/U) (2)

It is proposed here to consider the left hand side of this equation as representing the influence of

turbulence alone on the mass transfer rate, with respect to its stagnant case value. This parameter

is introduced in order to separate the effects of mean convective velocity from that of the turbulence.

In the following, we shall use this parameter in the discussion of the turbulence effect on the global

vaporization rates of droplets.

Influence of the turbulence Reynolds number
Fig. 6 shows the variation of Go with the turbulence intensity for three mean velocities. It is

clear that the influence of turbulence is enhanced with increasing mean velocity. The coefficient Cl

passes from 0.0053 for U = 1 m/s to 0.018 for U = 3 m/s.

Previous studies have shown that the transfer rates from particles or drops increase with

increasing turbulence intensity. They also show that this increase is stronger when the droplet

Reynolds number is high. This effect has been generally correlated with the parameter Re(u'/U).

If the Reynolds number is taken to be the one based on the droplet diameter, this parameter

can be written as (u/U)(Ud/v) or ud/v, which is a turbulent Re)molds number based on a turbulence

length scale equal to the droplet diameter, where m is the kinematic viscosity of the free stream. Fig.

7 shows the following correlation for three mean convective velocities:

Go = (Kt - Kl)/Ko = C2(ud/v) = C2ReTd (3)

The values for 02 are 0.0052, 0.0056 and 0.0060 for respectively U = 1, 2 and 3 m/s. Even if a slight

dependence against the mean velocity is still observed, this last correlation is significantly improved

compared to that given by Eq. 2. As the parameter Go represents only the influence of turbulence on
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the mass transfer rate, the improvement of the correlation when the turbulence parameters are

introduced instead of the mean velocity, seems encouraging.

Influence of the txirbulence length scale

Past experimental work on heat and mass transfer from spherical particles or drops, have

shown some influence of the ratio between the turbulence length scales and the particle diameter

[10, 11, 12]. A detailed inspection of our experimental results shows also some length scale influence

on the mass transfer from decane droplets.

For example, for U = 1 m/s, the parameter Go = (K-r - Kl)/Ko is larger for u/U = 8% and

Le/do = 2.7 than for uAJ = 10% and Le/do = 9. Similarly, for U = 3 m/s, this parameter is larger for

u/U = 11% and Le/do 4.7 than for u/U = 11.5% and Le/do = 11.8. These comparisons seem to indicate

that, for a given turbulence intensity, smaller scale turbulence structures are more efficient to

increase the mass transfer rates. It should however be noted that this length scale influence does not

explain the differences that we observed between the sensitivities of mass transfer rates from

heptane and decane droplets against turbulence, as the Le/do ratios for both fuels are the same.

Influence of time scales and discussion

The main result of this investigation is indeed the differential sensitivities of heptane and

decane droplets for the same turbulence structure. We have just pointed out that this difference is

observed in spite of the similar turbulence length scale to droplet diameter ratios. In this part, we
shall propose a tentative explanation in terms of the time scale ratios of the phenomena involved.

Fig. 9 shows for decane droplets the variation of the parameter Go with the integral time

scale tg(j of velocity fluctuations. This time scale corresponds to turbulent eddies having integral

length scales equal or smaller than the instantaneous droplet diameter. This figure shows that, for a

fuel droplet of given initial diameter, the efficiency of turbulence to increase the mass transfer rates

decreases as the time scale of the eddies effectively interacting with the droplet increases.

In order to compare the heptane and decane cases on a time scale basis, we attempted to

define a time scale ratio based on tgd and on a time scale characterizing the thermodynamics of

vaporization, ty. This ratio could be considered as the equivalent of a "vaporization Damkohler

number", Da^. As ty is constant for a given fuel, the variation of Fig. 9 can also be interpreted as the

effect of Day. This variation indicates that the effect of turbulence on mass transfer from droplets is

more efficient for low values of Day. For the comparison of the heptane and decane time scale ratios,

we use a baseline case corresponding to the same turbulence structure for both fuels having an

initial droplet diameter of 0.15 cm. To estimate the time scale characterizing the thermodynamics of

vaporization, we propose to define it, as a first approximation, as the ratio between the film

thickness and the radial blowing velocity (or the Stefan velocity) V^. The radial velocity is calculated

by equating the expression of the instantaneous mass transfer rate as m = 4ji r^pgV^ to its

expression from the quasi-stationary theory and by assuming the Lewis number equal to unity. In

the estimation of the film thickness we used the calculation procedure recommended by Abramzon

and Sirignano [7]. The results of these calculations are summarized on the following table .

C7H16 C10H22

Vr (cm/s) 0.1 0.004

(8)m (microns) 266 191

tv (ms) 266 4775

Dav 0.03 0.0016

As expected, the radial velocity for heptane is much higher than that of decane. At the

present stage of this investigation, it is speculative to attribute any intrinsic significance to the
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precise values of the vaporization Damkohler numbers. However, what is certainly significant is the

ratio between Dav(C7H16) and Dav(ClOH22) and which is equal to 18.8. This ratio is in fact very

close to that between the respective mass transfer numbers or the vaporization constants under
stagnant conditions Ko of the two fuels.

If a reference value of 1 ms is attributed to the time scale characterizing the thermodynamics
of vaporization for decane, Fig. 9 shows that for a vaporization Damkohler number higher than 15,

the turbulence effect on the mass transfer is negligible. As the characteristic vaporization time for

heptane is approximately 20 times shorter than that of decane, for the same turbulence conditions as

on Fig. 9, the data point corresponding to heptane will be located at the high vaporization

Damkohler number end of the curve, where no turbulence effect on the mass transfer is expected.

This reasoning based on the comparisons of the characteristic times of turbulence and of

vaporization thermodynamics may then explain the sensitivity differences of heptane and decane

droplets against the same turbulence structure.

CONCLUSIONS

It has been shown above that the influence of turbulence on the mass transport from decane

droplets can be represented by the turbulence Reynolds number. The Frossling coefficient which

correlates the effect of mean relative velocity (or of the droplet Reynolds number) on the mass
transfer has been found to increase with the turbulence intensity.

The differences in the sensitivity of heptane and decane droplets against the turbulence

influence on mass transfer rates are tentatively explained by introducing a "vaporization Damkohler

number". The present experimental results suggest that turbulence enhances the mass transport

from liquid droplets only for low values of this number.
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ABSTRACT

Numerical calculation is performed to examine the evaporation process of a

liquid fuel droplet which is immersed in an otherwise quiescent, inert gas at a

various state beyond the critical point of the fuel. Either is realized at any
instant, of (i) the subcritical evaporation regime in which phase change takes
place discontinuously at the droplet surface or (ii) the supercritical
evaporation regime in which phase change occurs spatially continuously.
Satisfactorily to simulate the transition from (i) to (ii), it is essentially
important to take into account the fact that the coefficient of diffusion
between the fuel and the inert gas should vanish at the droplet surface when the

thermodynamic state of the droplet surface attains to the critical point of the

mixture system.
Conditions under which the droplet experiences the transition are

identified in terms of the initial system parameters. Consistent with past
expemental results no singular behavior is observed in the droplet temperature
change at the instant of transition. The core characterized by high fuel
concentration behaves like a liquid droplet even after the transition, and can

be distinguished from the other part by a sharp but continuous change at its

boundary. Once the core is about to disappear, the concentration as well as the

temperature changes abruptly to assume the gaseous state. The concept of "vapor

puff" which has been frequently used to model a supercritically evaporating
droplet seems only valid to describe the state after disappearance of the liquid

core.

INTRODUCTION

As well known a pure liquid under its supercritical pressure may undergo a

spatially continuous phase change from a liquid to gaseous state. A similar
situation is expected for a hydrocarbon droplet evaporating in an air whose
temperature and pressure exceed the critical point of the fuel, as encountered
in Diesel engines and the like. The phenomenon is, however, not so simple
because the occurrence of the transition from subcritical evaporation regime,

in which phase change takes place discontinuously at the droplet surface, to

supercritical evaporation regime, in which phase changes in a spatially
continuous way, depends not only the system pressure but also on the ambient gas
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temperature and is closely related with the droplet heat-up process itself.
A numerous attempt has been made to reveal the underlying physics of

supercritical droplet evaporation while there still remain ambiguities about the
transition f eature [

1 -1 0] . Among them the following are important to note. (1)

In most of the previous investigations the occurrence of the transition is
judged by whether the droplet surface temperature reaches the fuel critical
temperature or not. However, for a mixture system in which the initial droplet
and ambient gas comprise different chemical species, the mixture critical point
system should be considered instead of the fuel critical point. For a

hydrocarbon/nitrogen system of interest the mixture critical temperature is
usually lower than the fuel critical temperature and the mixture critical
pressure exceeds the fuel critical pressure. This raises a question upon the
conventional criterion. (2) There seems to be anticipation of singular behaviors
by association of the critical behaviors of specific heat and thermal
conductivity observable for a pure substance. This is not the case for a

mixture system because of different cri ticalities of he components. One of the
authors demonstrated in an asymptotic analysis[13] that, when the droplet
experiences the transition at a finite radius, the surface temperature
continues to increase regularly with a gap to the droplet center temperature
until it reaches the mixture critical temperature. An abrupt change in the
droplet center temperature, which is detected experimentally, may occur only
when the droplets gasifies completely. Considering a not large difference
between the fuel and mixture critical temperatures, there is a possibility that
this behavior is mistakenly identified as a singular behavior at the
transition. (3) Without the knowledge of critical material properties it is

impossible to simulate the transition satisfactorily. It was also shown [11-14]

that vanishing of the relevant binary diffusion coefficient at the critical
droplet surface is essential to realize the unsteady transition in the realm of

the current continuum theory which is based on the local equilibrium hypothesis
and the linear phenomenological relationships. Failures in past numerical
calculations are due to lack of this basic consideration.

In consideration of the above-mentioned status we perform numerical
calculation to reveal the characteristic feature of droplet evaporation at

elevated pressures. At the stage when knowledge about material properties for

mixtures is not complete it is, however, difficult to do in a quantitatively
satisfactorily way. Therefore, the calculation is based on an appropriate,
simplified physical model which allows for minimum items necessary to simulate
the phenomenon satisfactorily, and aims at a rather qualitative nature of the

problem. Nevertheless, the results will be found to be in good agreement with

the existing experimental data.

FORMULATION

Consider the spherically symmetric evaporation process of a liquid fuel

droplet which is immersed in an otherwise quiescent, inert gas at high
pressures above the fuel critical pressure. At initial time, t = 0, the droplet

of radius, ao , has a uniform temperature , T d. while the ambient gas,T,. The

droplet gasifies to produce the Stefan flow velocity, u, whose magnitude is so

small that the pressure, p, can be regarded as constant everywhere. The

phenomenon is thus governed by the following heat and mass transport equations.

Overall mass:
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Energy: p[|h
^

^|hj
^ _1^9 ^2;^lT

9t 8r' 8r ^dr (2)

Fuel: BY 8Y, 18 , BY

To close the equation system we need an equation of state, p= p(T,Y;P), and a

caloric equation, h = h(T,Y;P), together with appropriate expressions for the
mixture thermal conductivity , A , and binary diffusion coefficient, D, as
functions of temperature, T, fuel mass fraction, Y, and pressure, P. All these
equations hold irrespective of liquid or gas phase. He shall use the subscript
* to distinguish liquid properties.

The initial and boundary conditions to be satisfied are

Initial: T = T , Y = 0 for r > ^0
T*= ' 1 for 0 < r < (4)

Boundary: T-^T^, Y-*-0 as r-*-co

(5)

Besides, in the subcritical evaporation regime the folloHing conservation
equations, (7)-(9), must be satisfied at the droplet surface, r = a(t). Since we

assume the hold of phase equilibrium at the droplet surface, the interfacial
fuel concentrations, Y,, and Y, , are determined from Eq. (6) as functions of
droplet surface temperature, T, , for a given system pressure, P.

Uj(T^,Y^;P) = M*i(Tg,Y^g;P) (6)

P*<u*-
f|) = - fl^ = (7)

97 ~ *^r~ " ^ith L = h - (8)

P^l? - PAfF" = - ^^^^ A = Y^- Y (9)

All quantities appearing in the above equations are made dimensionless as

described below, so that the equations preserve the original forms with the

same symbols employed to denote the corresponding dimensionless quantities. The

temperature, T, and pressure, P, are reduced by the fuel critical temperature,

Tpc, and pressure, Ppc- The radial coordinate, r, and instantaneous droplet
radius, a, are divided by the initial droplet radius, ao (thereby ao = 1 in the

nondimensional form of the equations). The material properties, p , D, ht , and

A , are made dimensionls so that a Lewis number constructed from
nondimensionali zing reference quantities becomes unit. That is, we make
dimensionless the mixture density, p, by the fuel critical density, ppc, the

specific heat at constant pressure, h t. by the universal gas constant, R, and
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the mixture thermal conductivity, A , by an appropriate reference value, A r •

Then, the diffusion coefficient, D, is nondimensionalized by the quqntity, p pcR/

Ar • Correspondingly, the time, t, is made dimensionless by ao^ /3 pcR/ A r •

Note that we do not assume unit Lewis number for the trasport field; the local
Lewis number changes significantly from point to point at any instant. From the
invariance of the governing equation form it follows immediately that the d^-
law holds between the initial droplet diameter and the evaporation time for the
case of subcritical evaporation regime dominating throughout the droplet
lifetime.

The material properties are estimated as follows. The Redlich-Kwong
equation of state with adequate mixing rules for binary mixtures[15] is adopted
to describe the local-equilibrium state of the fuel/air binary mixture. The
required thermodynamic variables are all derived as functions of pressure,
temperature and composition through the well-known procedures in thermodynamics.
Normal butane and nitrogen are chosen as the fuel and inert gas , respectively,
since the recommended values of the parameters appearing in the mixing rules
are readily available for this binary system. The mixture thermal conductivity
is estimated by applying the corresponding states principle to an empirical
relation for pure substance [ 1 6 ] . The binary diffusion coefficient is calculated
according to the proposed expression in Ref.[12] which satisfies the vanishing
condition at the mixture critical point. Identifying with the self -diffusion
coefficient of a hypothetical pure substance, the factor. Do, is estimated by

applying the corresponding states principle to self -diffusion coefficient for

pure substance [ 1 7] . In the present calcualtion the mixing heat, Hy , is assume

zero for simplicity.

RESULTS AND DISCUSSION

Numerical calculation was performed
for a particular value of initial droplet
temperature, Tj = 0.5, to examine the
variations of characteristic quantities
with ambient gas conditions, T, and P.

He start with the case, P < 1. In

this case the droplet has a liquid-gas
interface throughout its lifetime. This
can be seen from Fig. 1 which shows the
saturation curves calculated from Eq.(6).
Characteristic for P < 1 is that a pair of

saturated-liquid branch (solid line) and

saturated-vapor branch (dotted line) merge

at a point on the Y = 1 line, i.e., the

boiling point at the pressure under
consideration. Therefore, if we plot, on

the same figure, a curve Y(t,T) which is

obtained by eliminating r from the
instantaneous temperature and
concentration profiles, T(t,r) and Y(t,r),

the curve connecting the two states,
(To.Yo) at the droplet center and (T, ,0)

at infinity, must intersect the two
branches, indicating the existence of a

liquid-gas interface. Since the latent
heat of vaporization, L, takes a non-zero
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value, the state within the droplet becomes uniform as time proceeds and
eventually settles down at the wet-bulb condition that all heat transferred from
the gas phase is consumed for vaporization at the droplet surface.
Correspondingly the instantaneous evaporation constant, K, also becomes constant
and the d^-law holds exactly at any instant. The temporal changes in the
characteristic quantities in this subcritical pressure case are shown in Fig. 2.

For the supercritical pressure case, P > 1, there is a critical point in

Fig. 1 where the latent heat of vaporization vanishes. One can consider two
possibilities, (i) The curve, Y(t,T), intersects the saturation curve. In this
case the droplet has its surface and requires a non-zero heat for vaporization
similarly to the subcritical pressure case, (ii) The curve, Y(t,T), has no

intersection with the saturation curve. In this case, liquid phase changes to

gas phase spatially continuously so that there is no distinguishable liquid-gas

Figure 2 Temporal changes in characteristic quantities
(P = 0.9, T. = 1.2)

see nomenclature footnoted below Fig. 4

t

Figure 3 Temporal changes in characteristic quantities

(P = 2.5, T. = 1.1)
see nomemclature footnoted below Fig. U
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1.2 r-

1.0

2.29

t = 1.50

(a) Temporal changes in temperature and fuel concentration profiles

(P = 2. T. = 1.25)

Transition

(b) Temporal changes in characteristic quantities
(P = 2.5, T. = 1.2)

Figure 4 Transition feature

Characteristic quantities:
Droplet center temperature, T ,o , and fuel mass fraction, Y,o

Droplet surface temperature, T , , and fuel mass fractions, Y,, and Y,

Instantaneous evaporation constant, K = - a(da/dt)
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Figure 5 Ambient gas condition
for transition to occur

interface. If the system pressure is not
high enough, the subcritical evaporation
regime (i) dominates until the droplet
gasfies completely. Figure 3 shows the
variations of the characteristic
quantities in such a case. The behaviors
are similar to those in Fig. 2. In
particular it should be noted that the
wet-bulb state is established toward the
end of the droplet lifetime. This is
because the relaxation time of the
transport phenomenon within the droplet
diminishes in proportion to the vanishing
size of the droplet.

As the pressure is increased for the
fixed ambient gas temperature, the wet-
bulb state shifts to the mixture critical
point and the droplet comes to reach the
critical state at the instant of complete
gasification of the droplet. Beyond this
critical value of pressure the transition
from sub- to-supercritical evaporation
regime occurs at a finite radius of the droplet. Results for this case are
shown in Fig. It. Figure 4(a) shows the temperature (solid line) and
concentration (dotted line) profiles at the time written alongside the curves
for the case of P = 2 and T, = 1.25- The value of r at which the concentration
profile is discontinuous gives the instantaneous droplet radius. In the figure
the state of the droplet surface attains to the mixture critical point just
before t = 1.8 when the droplet radius reduces to three quarters the initial
one. Correspondingly the discontinuities in the concentration and in the
temperature gradient at the droplet surface disappear and degenerate into
inflection points of the profiles. The subsequent change in the concentration
profile indicates that a portion of high fuel concentration, nearly Y = 1, still
remains qround the droplet center. This portion will be called "liquid core"
because it has a similar property to the liquid fuel which the droplet has
before the transition. The core radius, which may be defined by the radial
distance to the inflection point of the concentration profile, decreases faster
than the degression speed of the droplet surface. Once the core radius is about
to vanish, the fuel concentration at the origin rapidly decreases to zero
indicating total gasfication. At the same time the temperature at the origin
increases abruptly toward the asymptotic value of the ambient gas temperature.
These behaviors can be more clearly seen in Fig 4(b) in which the variation of

the characteristic quantities with time is plotted for a different ambient gas
condition. It is confirmed from this figure that there appears no singular
behavior in the droplet surface temperature toward the transition instant. The

droplet surface temperature continue to increase regularly with a finite gap to

the droplet center temperature. In particular the droplet center temperature
increases monotonically and shows no singular behavior at the transition
instant, consistent with the past experimental result. The rapid increase in the

temperature. To, about t = 2.3 is due to the vanishing of the liquid core at

that time.

In Fig. 5 the range of initial gas temperature is shown against pressure,
for which the droplet experiences the transition during its lifetime. Above the

solid curve the transition occurs. In the figure the variation of the mixture
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critical temperature with pressure is also plotted by the dotted line for
reference. For P ~ 1 the ambient gas temperature must be very high to cause
the transition while the required ambient gas temperature decreases to the
mixture critical temperature asymptotically at high pressures.

CONCLUDING REMARKS

Satisfactorily to describe the transition from sub-to-supercritical
evaporation regime it is essentially important to take into account the fact
that the binary diffusion coefficient should vanish at the liquid-gas interface
in a mixture critical state. In the present study, adopting a model diffusion
coefficient which satisfies such property we have succeeded in revealing the
characteristic feature of droplet evaporation at elevated pressures and in
predicting the ambient condition under which the droplet experiences the
transition within its lifetime. As anticipated, the "droplet" preserves the
liquid-like property even after it lost the liquid-gas interface. Since
continuous phase change occurs in a thin layer, rough optical observations will
gives images as if ther still exists the droplet with surface. The concept of

vapor puff which has been frequently used to model the supercritical
evaporation regime is only valid for the state which follows the vanishing of

the liquid core. Since both temperature and concentration profiles have
inflection points at the boundary of the liquid core, it would be possible to

define apparent quantities pertaining the liquid-gas interface such as latent
heat of vaporization and concentration jump etc. even in the supercritical
evaporation regime so far as there exists the liquid core.
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ABSTRACT

In the present paper, the vaporization of water droplet in a
sprinkler system encx>untering the ambient conditions vAiich exist along the
centreline of a fire plume, has been studied. The authors had developed an
unsteady droplet vaporization model for constant ambient conditions. In
the present work the unsteady droplet vaporization model has been modified to
accommodate the conditions of varying ambient teroperature and the free stream
velocity, for a water droplet passing throu^ a fire plume. The evaporation
of various sizes of water droplets ranging from 1 mm to 4 ram diameter falling
through the different intensities of fire plumes has been studied, and the
optimum size of water droplets vdiich should come out of the water sprinkler
heads has been proposed.

INTRODUCTION

Althou^ the automatic sprinkler systems have been using water as the
suppressant for many decades, the exact mechanism of direct extinction by
water as it is delivered from an automatic sprinkler system is not fully
understood [1]. The water in the form of spray comes out from sprinkler
heads. The water droplets of varying sizes during their fall, encounter
conditions of varying ambient teroperature and coirposition, and get heated up.

These droplets keep on vaporizing as they pass throu^ the hot convective
environment, before falling on the burning materials. The droplets coming
from sprinkler heads should be of a size, such that, even after vaporization
in a hot environment, they retain optimum size before falling on the seat of
fire, to quench it and also to avoid water damage.

As a water droplet enters a fire plume and continues to fall, it heats up
and vaporize. Moreover, it encounters a hot convective flow field with
increasing ambient tenperature and plume velocity. The relative velocity
between the droplet and the hot ambient gases decreases due to drag. These
varying ambient conditions along with the unsteady heating and shrinking of
the droplet make the problem of droplet vaporization in fire plume
essentially unsteady.
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There have been several studies [1] on vaporization of water droplets in
steady state and with cxDnstant ambient conditions and therefore, they do not
adequately represent the droplet vaporization problem under cxDnditions

relevant to the actual fires. Therefore, it becxjmes inportant to study the
vaporization rate of water droplets vaporizing in a hot convective environment
with varying ambient conditions relevant to actual fires.

MODEL USED

The present study makes use of a model develcped by Prakash and Krishan
[2] . This model has been coiqjled with the model of Gakkhar and Prakash [3],
to accomraodate the varying ambient conditions encountered by the water
droplets as it falls through the plume. The plume is assumed to be stea<^.
However, the gas-phase flow conditions in the vicinity of the falling droplet
are assumed to be quasi-steady. The droplet is assumed to be falling in the
environment of the plume and the interaction between the neighbouring
droplets has been ignored. Thus, the model considers an isolated droplet
vaporizing in a convective flow field v*iich falls vertically downwards along
the centreline of fire plume. As the droplet enters a hot convective flow
field, a gas-phase viscous boundary layer develops around the droplet.
Energy is transferred from the ambience to the droplet, a part of vAiich goes
into heating up the droplet v^le the remaining part is utilized in vaporizing
the droplet. The heating up of the droplet is essentially unsteady. This
model was modified to accommodate the varying ambient conditions of
teirperature and the free stream velocity for a water droplet passing throu^
a fire plume. The quasi-steady, gas-phase momentum, energy and species
boundary layer equations were solved by an integral approach developed by
Prakash and Sirignano [4], v^ile the one-dimensional unsteac^ heat diffusion
equation was solved for the liquid-phase heating. Coupling at the gas-liquid
interface is in the form of conservation of heat flux and the water vapour
mass flux at the droplet interface. The coi:5)led problem was solved for
three plumes of different intensities, namely, weak, medium and strong
plumes [5] , for droplet diameters ranging from 1 to 4 ram. The hei^t of
sprinkler from the fire source is taken as 4.57 m.

Various correlations giving the teitperature and velocity along the
centreline of plumes were taken from reference [6] . The water droplet
penetration into the plume was corrputed by using the momentum balance in the
vertically downward direction.

dU
m = mg - Cr^Vf. S, . . . (1)

dt ^2
assuming the initial droplet velocity coming out of the sprinkler to be zero.

The drag coefficient, C^,variation with Reynolds number for vaporizing
droplet was coirputed, as suggested by Yuen and Chen [7], using the standard
drag curve and modifying the Reynolds number. For calculating the Reynolds
number, the free stream density was used v*iile the dynamic viscosity, jl4, was
evaluated at the reference temperature Tj., and the reference ambient
composition ^ given below:

Tj. = Tg + (T«, - Ts)/3 ...(2)
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^w,r ^w,s • • • (3)

The mixture viscosity was then calcailated from the values of viscosity
for air and the water vapours at the reference tenperature [8]. The Cj^ vs
Reynolds number correlations for solid sphere was taken from reference [9].

PLUME CORRELATIONS USED

Hie ejq)erimental data of three plumes [5] , covering a wide range of plume
intensities (named, weak, medium and strong plumes for convenience) , were used
for the present stucty of water droplet vaporization in fire-plumes. Ihe
relevant data is given in Table 1.

Table 1

Fuel Pool
diameter
D(m)

Convective
heat flux

Qc(kW)

Flame Height

Zf(m)

Methanol 1.737 796 1.7

Hydrocarbon
Transformer Fluid

1.737 1546 3.7

Heptane 1.737 4367 5.5

The various correlations for the variation of centreline teroperature and
plume velocity were used following the recommendations of Beyler [6].
Accordingly, the correlations for the centreline tenperaure and the velocity
for the three regions viz. plumes above flame, intermittent and continuous
flame are described below:

Correlations for Pliimes Above Flame
Ihe centreline teirperaure and the velocity above the flame in a fire

plume is given as follows:

ATjj^ =22.0 Qc^/-' Z~^/^ ... (4)

Vj^ = 1.14 Q^^/^ Z"^/^ ... (5)

v^ere Tj^^ is the centreline terrperature rise (*»C) above the ambient
tenperature and Vj^^ is the centreline velocity (m/s) , and z is measured above
the virtual source (m) and not the height above the actual fuel source.
However, the virtual source location was estimated using the following
relationship [ 6 ]

.

(Zf - Zq)— = 0.12 for Zf/D < 1 ...(6)

Qc'
2/5
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(Zf - Zq)— = 0.15 for Zf/D > 1 ...(7)

Qc

vi^iere Z^(ja) is the flame hei^t, and Z^im) the Icxiation of virtual source.

Correlations for Velocity and Temperature in Flame
The flame above a burning objec± can be divided into two regions for the

purpose of correlating centreline velocities and teroperatures, the
continuously flaming region and the intermittent region. Within the
continuously flaming region the centreline teirperture is approximately
constant and velocity rises as the square root of hei^t. The correlations
for continuously flaming region as proposed ty Beyler [6] were used and are
given below in a tabular form:

Table 2

^i^^ Vjn/Z^/'^

q2/^/D > 10.2 and 0.03 < Z/Q^^^ < 0.08 980 6.83

q2/5/d < 10.2 and 0.02 < Z/Q^/^ < 0.06 960 6.83

vdiere Q is total heat release rate (kW)

.

Correlations for the intermittent region as proposed by Beyler [6] are as
follows:

For the region Q^/^/d > 10.2 and 0.08 < Z/Q^/^ < 0.2

ATj(j =78.0 q2/^ Z~^ ... (8)

Vj^ = 1.85 Q^/^ ...(9)

For the region Q^/^/D < 10.2 and 0.06 < Z/Q^/^ < 0.12, the centreline
terrperatures are calculated from the correlations for plume above the flame,
vdiile the centreline velocity is calculated as given belcw:

Vjj^ = 1.65 Q^/^ ... (10)

The variation of the ambient terrperature and the plume velocity with
hei^t, vdiich are the iiput parameters for the water droplet vaporization, are
shown in Figs. 1 and 2. These curves have been made smoother in the matching
regions of the various plume zones by adjusting the various correlation
coefficients.

RESULTS AND DISCUSSION

In the present study, the time was non-dimensionalized with the
characteristic thermal diffusion time (in water) for a 2 mm water droplet (for
all the droplets) , so that the non-dimensional time is directly proportional
to the real time and the evaporation rates of various size droplets can be
compared.
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HEIGHT (m) HEIGHT (m)

FIG. 1. PLUME TEMPERATURE VS HEIGHT FIG.2 . VELOCITY OF PLUME VS HEIGHT

Figures 3 to 5 show the teroporal variations of the falling water droplet
velocity with respect to ambient gas for weak, medium and strong plumes.
Initially the drcplet starts falling from zero velocil^ in a region vdiere

plume velocity is also small but in the opposite direction. As the droplet
continues to fall, its falling velocity and also the plume velocity increase.
Consequently the relative gas droplet velocity increases. This trend
continues iQ5to the start of continuous flaming region. As the droplet enters
the continuous flaming region, the plume velocity decreases v^ich results in
a lower gas-droplet velocity. In the region between the continuous flaming
region and the ground, the relative gas-droplet velocity goes on decreasing.
Thus the portion of the relative velocity curves after the maxima represents
the travel of droplets in a continuous flaming region of plumes. It may be
noticed from the figures that 2 mm drop can penetrate only weak plume. In the
case of medium plume after falling for some time, it is carried away by the
rising plume. In strong plumes it is not able to enter at all. However,
larger size drops are able to penetrate all the three plumes and reach the
seat of fire.

Figure 6 shows the total mass vaporized for various drops v\^en they fall
in various plumes from a hei<^t of 4.57 m. The 2 ram diameter drop is able to
enter only the week plume and vaporizes xipto 33% in the weak plume. The 3 ram

drop is able to enter all the three types of plumes and vaporises upto 10, 15
and 35% in the weak, medium and strong plumes respectively.
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CONCLUSIONS

From the above stucJy it seems that the 2 mm droplet may not be the
optimum size droplet. This is so because -a 2 ram droplet can penetrate only the
weak plume v^iile in other plumes, it will be carried away by the hot gases.
Moreover, it evaporates i:pto 33% even in the weak plume, thereby the net mass
of water falling on the seat of fire is reduced considerably.

It is found that the droplets larger than 2 mm diameter can penetrate all
the three types of plumes. For a 3 ram droplet the reduction in mass is of the
order of 35% in the strong plumes.

In the present study the spray effects and the interaction between the
droplets have not been considered. In a spray, the vaporization of droplets
is modified because of lower tenperatures in sprays and also because of the
presence of water vapors in the ambient environment.

NOMENCLATURE

Cju coefficient of drag

D pool diameter (m)

g acceleration due to gravity

m mass of the falling water droplet

Q total heat release rate (kW)

convective heat flux release rate (kW)

Rq initial droplet radius

S frontal surface area of drop

t time

ATqq centreline terrperature rise above ambient (°C)

U velocity of the falling water droplet

Vj^ centreline mean upward velocity of the fire plume (m/sec)

Z height, measured above virtual source (m)

Zq location of virtual source (ra)

Zf flame hei^t (m)

Greek Symbol

ttj thennal diffusivity of the liquid (water)

"C t OL-^/'R^ , dimensionless time
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f density

H c^namic viscosity of free stream

Subscript

g gas phase

1 liquid phase

0 initial value

00 ambient
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ABSTRACT

Although spray painting is a widely used technique to apply decorative or protective coatings on a substrate,

very little scientific researches have been done to enhance the understanding of its deposition mechanism. This

paper first describes some parameters which are essential in controlling transfer efficiency (or deposition) and finish

quality. Then, the approach to study the particle size distribution and the deposition mechanism of air spray

painting is given. To illustrate the study approach, some experimental and theoretical results are also presented.

INTRODUCTION

Spray painting is an effective method for applying coatings on surfaces. In the past, the finish quality of a

paint job was the primary concern. In recent years, environmental regulation has made it necessary to reduce solid

waste and volatile organic compounds (VOCs) emissions. This has led to the development of high-solids and
waterbome paints. The high cost of the new paints and the environmental issues have made it imperative to have

high transfer efficiencies in painting operation. In southern California, for instance, no spray painting equipment is

allowed to be used if its transfer efficiency is less than 65%.
Throughout the spray painting industry, a great deal of practical experience has been accumulated over many

years, but very little systematic research has been done to understand the atomization process, and the transport and

deposition mechanisms of spray painting. Only when these process and mechanisms are fully understood there is

the hope of making significant improvement in the transfer efficiency and finish quality.

IMPORTANT PARAMETERS

Through experience, it is known that particle size distribution (PSD) is closely related to finish quality and

transfer efficiency. Researchers in other fields also know that the PSD of airborne particles affects the deposition of

particles on surfaces, as for example, the deposition of inhaled particles in the human lung [1].

During spray painting, paint particles are driven towards the target and impact on it. For those particles that

fail to impact on the target, they become airborne. These are known as the overspray. The airborne particles will

eventually be deposited on the booth walls or be collected by the air filter in the exhaust. While the transfer

efficiency is routinely measured to gauge the performance of spray painting equipment, the amount of paint

deposited on the booth walls and collected by the exhaust are not measured. The last two pieces of information will

help determine the frequency of cleaning and filter change the spray booth may need.

For measuring the particle sizes of a spray, the conventional method is to collect samples on a microscopic

slide (or a substrate). Then the spot sizes of the paint particles are measured under a microscope. Unfortunately,

this sampling method only collects those panicles that can impact on the sUde, and the measured size distribution

represents only a part of the total PSD of the spray. If this result is used, erroneous conclusions can be reached.

Even though the total PSD can be estimated using instruments like the Malvern particle sizer, there is no

information on what kind of panicles will and can deposit on the target, the booth walls, or be collected by the

exhaust. The PSDs of these three particle fractions are important for understanding the aerodynamic motion of

particles in the spray booth. In addition, if the PSD in each of the three fractions is known, the total (or true) PSD
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of the spray can be obtained by combining the three PSDs. With this information, it may be possible to find ways
to improve the transfer efficiency, reduce the paint deposit on the booth walls, improve the filtering efficiency of

the exhaust system, and eliminate the harmful respirable panicles.

AIR SPRAY PAINTING

Among all existing spray painting methods, air spray painting is the most widely used and versatile. The
advantage of air spray is its ability to change the degree of atomization without changing the paint flow rate, thus

allowing the operator to control both the finish quality and the coating speed. Another advantage of the air spray is

that it can spray metallic paints with uniform and desirable shades of color. Hence, in view of the benefits listed

above, air spray is potentially the method to produce high finish quality and transfer efficiency. This is the

motivation for conducting a fundamental research on air spray painting [2].

The air flow field formed by the air cap of a spray gun is the main source of energy to drive the paint

particles forward and deposit them on the target. It is important to know the mean velocity structure of the air flow

field. For convenience, we shall refer to this air flow field as the "air-cap jet". Figure 1 illustrates the impingement

of an air-cap jet onto a target. The mean velocity profiles shown represent approximately the true profiles of the

air-cap jet. At a short distance from the air cap, the jet expands rapidly in the X-Z plane. The cross-section of the

jet is approximately in the form of an ellipse. As the jet travels forward, the ellipse is further elongated.

The velocity profiles in the plane of the minor-axis resemble the shape of a bell. The peaks occur at the

centerline of the jet. However, the peak decreases and the profile spreads out and becomes wider as the jet travels

downstream. In the major-axis plane, the velocity profiles look like the cross-section of a saddle-back. The peak

velocities of each profile are not at the centerline but near the two edges of the profile. As the jet travels farther

downstream, the length of the profile increases. Also, the difference between the peak and the centerline velocities

decreases. After impinging on the target, as shown in Figures 1(a) and (b), two walls jet are produced. The wall jet

produced from the ends of the jet is called the radial wall jet while that produced from the long side of the ellipse is

called the plane wall jet

NEW EXPERIMENTAL APPROACH

To measure the important parameters affecting spray painting, a new experimental approach has been

developed [2]. The main idea is to construct a miniature spray booth which is designed to measure simultaneously

the paint deposit on the target, on the walls, and in the exhaust. Furthermore, the measurement of the PSDs on the

booth walls and in the exhaust can be done in the same experiment.

Figure 2 shows the basic construction of the miniature spray painting booth^. The booth was designed to be

a rectangular box with 0.61 m x 0.91 m (24" x 36") floor, and an interior height of 0.61 m (24"). For the sake of

clarity, the vertical walls are not shown. Two large panel filters were put on the top of the booth to filter the

incoming air. In the middle of the boodi, a target panel was hung. The gun-to-target distance could be adjusted. On
the floor, an 0.203 m x 0.086 m (8" x 3.375") rectangular hole was cut, which was the exhaust outlet of the

booth. Connected to the exhaust oudet was a 5-stage Hi-Flow Cascade Impactor (HFCI) which draws 0.0188 mVs
(40 cfm) of air. Cascade impactor is a device designed to classify airborne particles according to their aerodynamic

particle size. The HFCI was designed to classify particles with diameter below 20 |xm. The 5 stages have stage cut-

points of 16.30, 9.87, 5.58, 3.10, and 1.62 |im. A filter was used to collect particles less than 1.62 \un.

To start an experiment using the miniature spray booth, the spray gun was mounted on a stand in front of

the booth. Only the front end of the gun was allowed to slick into the booth. Before an experiment, the target

panel was weighed and the HFCI was prepared. Then, the blower for the HFCI was turned on and the spray gun

was triggered for about two seconds. After the gun stopped spraying, the blower was allowed to run for about 1.5

minutes. This ensured all airborne panicles were evacuated. To calculate the transfer efficiency, the net weight of

paint on the target, the percentage of paint solid, and the total paint output from the gun were recorded. The transfer

efficiency is calculated by dividing the net dry paint on the target by the total dry paint output from the gun. The

net weight gain by each stage of the HFCI was used to construct the mass distribution of the airborne paint

particles. The summation of the weights of all stages plus the filter gives the total weight exhausted by the booth.

The amount of deposit on the booth walls can be calculated by subtracting the sum of the weights of the target and

the exhaust from the total weight output from the gun.

^ The miniature spray booth is covered by an University of Minnesota patent (pending) licensed to the MSP
Corporation. The equipment is available commercially (MSP Corporation, 1313 Fifth Street S. E., Minneapolis,

MN 55414).
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PARTICLE SIZE DISTRIBUTIONS (PSDs)

As explained in the last section, the mass distribution of the airborne particles was measured by the HFCI.

To measure the PSD on the booth walls, microscopic slides were placed on the walls to collect paint particles for

future analysis. To measure the PSD on the target, the particle sampling shutter was used to collect particle

samples. The detailed construction and operational principle of the shutter has been given by Kwok [2].

To facilitate the measurement of the sizes of particles collected on the slides, an automatic image analyzer

was used. This analyzer consisted of a microscope fitted with a motorized table. The slide was mounted on the table

and the particle images were viewed by a video camera. With the images displayed on a video monitor, the analyzer

could measure 500 images per second. This fast rate of image measurement allowed a large number of particles to

be analyzed in a reasonable length of time. This improved the accuracy of the statistical analysis of the particles.

Furthermore, the motorized table and a computer program allowed many measurements to be done automatically.

The measured information was stored on a diskette for future statistical analysis.

The paint particles collected on the slides were flattened due to inertial impact Although the diameter of the

flattened particles is believed to be better related to the finish quality, for analysis of the aerodynamic particle

motion, the spherical diameter is needed. A new method has been developed to correlate the flattened diameter and

the spherical diameter of the paint particles [2]. The main idea of the method is to collect flattened particles on the

edges of the microscopic slide. The side profiles of the particles collected in this manner can be analyzed using the

automatic image analyzer. If the height and the flattened diameter of a particle are known, the volume of the

flattened particle can be calculated. Then the spherical diameter can be caJculated by equating the volume of the

flattened particle to the same volume of a spherical particle. The correlation of the flattened diameter (df) and die

spherical diameter (dp) is shown in Figure 3.

MATHEMATICAL MODEL

The air-cap jet is an elongated ellipse which is a three-dimensional jet To calculate the three-dimension flow

field, even using a supercomputer, die computational effort and the data storage requirements are quite substantial.

Since the ratio of the major-axis length to the minor-axis width was about 8, the air-cap jet was modeled as a two-

dimensional plane jet The velocity profiles in the minor-axis plane (see Figure 1(b)) were assumed for the entire

jet. Furthermore, only the region near the wall is critical for panicle impaction so the calculation domain was
selected as shown in Figure 1(b).

The air-cap jet is quite turbulent and many turbulence models have been proposed to calculate turbulent flow

fields [3, 4]. Among these models, the k-£ turbulence model is the most popular and extensively tested. Therefore,

it was selected for calculating the air flow field of the impinging air-cap jet

Once the air flow field was known, the trajectories of a range of particle sizes could be calculated [5, 6]. The
calculation procedure was quite simple. First, a particle of known size was placed at an arbitrary position along the

starting line of the flow field and the trajectory was calculated. If the particle impacted on the target, it was moved
to a position farther away from the centerline for the next calculation. If the particle did not impact on the target,

the particle position was moved closer to the centerline. This process was repeated until a position, called the

critical position, was found such that the particle just impacted on the edge of the target. The percentage of flow

rate at that critical position was the collection efficiency for that particle size. After the collection efficiencies for a

range of sizes were obtained, a curve of collection efficiency versus particle diameter was constructed. It should be

pointed out that the aerodynamic motion of a particle is better represented by the aerodynamic diameter rather than

die geometrical particle diameter. The relationship between the two diameters is d, = -/p^dp where dt = aerodynamic

diameter, pp = particle density, and dp = geometrical particle diameter. Using the information of the measured total

PSD of the spray and the collection efficiency curve, the PSD on the target was calculated.

SAMPLE RESULTS

Figure 4 shows a plot of the paint deposit versus target distance for the target, the walls, and the exhaust.

As shown, the percentage of paint deposit on the target (i.e. transfer efficiency) decreased linearly with increasing

target distance. The slope of die line is -1.35% per cm (-3.44% per inch). This means that the transfer efficiency

decreased 1.35% for every centimeter the gun was moved away from die target. In normal spray painting, the gun-

to-target distance can vary between 20.3 cm to 30.48 cm (8" to 12"). As a result, die transfer efficiency can vary by

as much as ± 7% by diis factor alone.

The particles collected in the exhaust can be considered as airborne and an undesirable air pollutant, if

emitted to the ambient atmosphere. They arise because they cannot impact on the target or settle on the walls. The

bottom line in Figure 4 shows only slight increment in weight wiUi a large increase in target distance. This means
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that increasing target distance did not cause a substantial increase in airborne particles produced. Instead, most of

the particles that could not impact on the target end up on the walls. This is evident from the steeper positive slope

of the middle line in Figure 4.

Figure 5 shows the mass size distributions of a spray at 25.4 cm target distance. The dotted line is the total

distribution which was constructed by summing all the other distributions. Also, it should be pointed out that the

area under each curve represents die total mass for that curve. As can be seen, the particles deposited on the target

had sizes ranging from a few micron to about 120 |im. For all practical purpose, the significant particle sizes are

between 15 to 80 fim, and they are the most important particles affecting the finish quality of a coating. The peak

of the curve is located at an aerodynamic diameter of approximately 50 |jjn. Coincidentally, the mass median

aerodynamic diameter (MMAD) was also found to be 50 jim. The MMAD is defined as the aerodynamic diameter

for which 50% of the mass is less than the stated aerodynamic diameter.

From the mass distribution curve for the walls, it can be seen that the largest particle size was about 70 |im.

This means that any particles bigger than 70 (xm were all collected by the target. The peak of the mass distribution

curve was about 25 jim and the MMAD was about 30 fxm. According to the settling velocity calculation, a 30 |im

particle will settle (due to gravitational force) at 2.72 cm/s. This is quite a fast settling rate, indicating that most

particles on die floor was probably deposited by settling. However, the smallest particle found on the microscopic

slides was about 2.5 pjn. The settling velocity for this size is quite small, only 0.021 cm/s. It is unlikely that the

2.5 [un particles collected were due to settiing. One possible deposition mechanism is turbulent deposition.

The mass distribution curve for the exhaust shows that the majority of the airborne particles was about

8 Jim and the MMAD was about 12 \m. Further, the curve also shows that particles above 35 |im could not

remain airborne. For a 12 |im particle, the settling velocity is 0.49 cm/s.

The total distribution curve shows that the mass distribution is bimodal. One peak is located at an

aerodynamic diameter of 25 \im and the other peak at an aerodynamic diameter of about 50 \im. The comparison

between the total mass distribution and the mass distribution on the target immediately tells about the sizes and the

amount of particles that cannot impact on the target. This information can be used to guide equipment design and

improvement. For example, if the of an equipment is so designed that the inertial energy of those particles between

10 and 60 |im are increased, the transfer efficiency will be improved substantially.

To show the validity of the matiiematical model described earlier, some of the measured and the calculated

results are compared. The measurement method and data for the mean air velocities have been given in Kwok's

thesis [2]. Figiu^e 6 compares the measured and calculated centerline velocities as a fimction of axial distance for the

262 kPa air pressure. It can be seen that the agreement between the measured and the calculated data points is

excellent. Also, the air-cap jet showed rapid decay of centerline velocity in the first 10 cm from the air cap. Then
the decay rate is reduced. At about 5 cm from the target (X=25.4 cm is the target location), the centerline velocity

decelerated quickly to zero.

The mean velocity profiles in the major-axis and the minor-axis planes have been shown and explained in

Figure 1. So, they will not be repeated here.

Figure 7 shows three calculated and measured velocity profiles of the plane wall jet for three Y distances.

The two results show fair agreement. In fact, for Y=17 cm, the calculated velocity profile fit is in excellent

agreement with the measured velocity profile. However, for the other two Y distances, the "widths" of the

calculated profiles are slighUy larger than the measured ones.

The calculated and measured mass distributions on the target for the 262 kPa air pressure and 25.4 cm (10")

target distance are shown in Figure 8. In general, the agreement between the calculated and the measured values is

excellent for aerodynamic diameters larger than approximately 30 \im. Below 30 \xsr\, the calculated value is always

less than the measured value. The smaller the aerodynamic diameter, the bigger is the deviation in Amass/Ada. The

explanation for the deviation is that the particle number concentration was very high for particles with aerodynamic

diameter less Uian 30 |im. In fact, these particles constituted 98% of all particles by number. So, the flow situation

was probably a dense two-phase flow which was not included in the mathematical model.

CONCLUSIONS

Air spray painting, though an old painting method, can be improved to give high transfer efficiency and

good finish quality through fundamental understanding of the atomization, transport and deposition process. The

independent control of the air flow and pressure makes air spray the preferred and versatile atomization method for

obtaining fine finish coatings.

New research approach has been suggested and explained. This approach allows the measurement of paint

deposition on the target, the walls, and Uie exhaust. Furthermore, the PSD in each of these three places can be

measured and the total PSD constructed. This infonnation is necessary in order to better understand the aerodynamic

motion and the deposition mechanism of the paint particles. Even though the aerodynamic motion of the particles

111



is difficult to study experimentally, their behavior can be studied using modem mathematical and computational

tools.
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ABSTRACT

As part of an investigation of the dynamics that occur in the plasma-
spray process, an experimental study of the plasma spraying of nickel -aluminum
powder was conducted. The coating experiments used typical process parameters
that were varied in a Taguchi fractional factorial design parametric study.
Operating parameters were varied around the typical spray parameters in a

systematic design of experiments to display the range of plasma-processing
conditions and their effect on the resultant coating. Parameters varied
include the working gas mixture, power, powder injection location, spray
distance, traverse rate, and powder feed rate. The coatings were
characterized by hardness tests, optical metallography, and x-ray diffraction.
Coating qualities are discussed with respect to thickness, hardness, porosity,
and phase content.

INTRODUCTION

The plasma- spray process is one of the most versatile and rapid methods
of applying coatings, and its applications continue to increase [1]. The
plasma- spray guns typically use a nontransferred dc plasma torch configuration
with powers up to 100 kW. The basic design of the plasma gun consists of a

cone-shaped cathode inside a cylindrical anode nozzle. An inert gas (usually
argon, argon/hydrogen, or argon/helium) flows through the space between the

electrodes where it is ionized to form a plasma. Powders injected into the

plasma are then accelerated and melted by its high temperature. The molten
droplets (i.e., splats) are propelled onto the substrate where they solidify
and accumulate to form a thick, well-bonded coating. For quality coatings,
the particles must absorb enough heat from the flame to melt thoroughly, but
not so much that they overheat, oxidize, and/or vaporize. At the same time,

the particles must travel fast enough to have good particle adherence once

they strike the substrate.

Plasma- sprayed coatings are used for wear resistance, heat and oxidation
resistance, corrosion resistance, electrical or thermal conductivity or

resistivity, restoration of dimension, and clearance control. Many
operational parameters control the quality of the coating, making it difficult
to find the optimum processing conditions for any specific application [2,3].

As coatings become more sophisticated, a better knowledge of the

underlying principles is necessary to improve process control and coating

quality. Plasma spraying was developed to a large extent by empirical means,

while the scientific research lagged behind. This work attempts to further
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the scientific understanding of the physical mechanisms involved in
nickel -aluminum coating formation by determining which process parameters
affect the structure and properties of the coatings.

Plasma- sprayed nickel -aluminum coatings are widely used in the
automotive, transportation, aerospace, and aircraft industries. The
nickel -aluminum powder system is used for restoration of dimension, wear, and
oxidation and as bond coats for thermal -sprayed ceramic coatings to enhance
the adhesion strength of the coating to the substrate.

EXPERIMENTAL PROCEDURE

A Taguchi [4] statistical -style fractional -factorial design experiment
was employed to evaluate the effect of seven plasma-processing variables on
three quantitatively measured responses. The parameters varied were amperage,
primary gas flow, secondary gas flow, powder feedrate, spray distance, gun
traverse rate, and powder injection angle. The resulting responses evaluated
were thickness and porosity with optical microscopy and hardness with a

Rockwell 15T test. Phase content was determined with x-ray diffraction (XRD)

.

Experiments NA15 through NA22 in Table 1 represent the eight runs
evaluated with the Taguchi approach. Two levels of each variable were
selected to band around the nominal settings (i.e., experiment NAOl) . The
quantitative Taguchi evaluation of the plasma- spray process is ideal because
it displays the range of measured coating characteristics attainable, and it

statistically delineates the impact of each factor on the measured coating
characteristics across all combinations of other factors. The Taguchi
analysis used PC-based software [5] on the measured responses.

A Miller Thermal Plasmadyne SG-100 plasma- spray system was used the

experiments in Table 1 . The primary gas was argon and the secondary gas was
helium. A four hole gas ring induced vortex flow. The powder carrier gas was
argon at 0.000102 m^s (13 scfh) for all experiments. The powder injection
was internal to the torch and was directed either perpendicular to the flow or
at a 20 -degree angle forward into the flow. An x-y manipulator ensured the

spray distance and repeatability in the experiments. Traverse rates varied
from 43.2 to 54.8 cm (17 to 23 in.)/s with a y-step of 0.3175 cm (0.125 in.)

/step. Ten passes were used to fabricate each of the coatings.

Table 1 Nickel -Aluminum Thermal Spray Experiments

Experi-

ment

Number
Current

(amps)

Power

(kW)

, Prima r>

(m /s) (sc

Gas

fh)

Flow

Secondary

(m^/s) (scfh)

Powder

Feed

(m^/s-lb/h)

Spray

Distance

( cm/ in.)

Gun

Traverse

(cm/s-in/s)

Inject

(p or f)"

NAOl 800 30.9 0.000787 100 0.000370 47 0.00088 7 7.62 3.0 50.8 20 f

NA15 700 23.8 0.000590 75 0.000236 30 0.00063 5 6.35 2.5 43.2 17 P
NA16 900 39.2 0.000983 125 0.000472 60 0.00114 9 6.35 2.5 43.2 17 P
NA17 700 27.4 0.000590 75 0.000472 60 0.00114 9 8.89 3.5 58.4 23 P
NA18 900 35.5 0.000983 125 0.000236 30 0.00063 5 8.89 3.5 58.4 23 P
NA19 700 27.7 0.000983 125 0.000236 30 0.00114 9 6.35 2.5 58.4 23 f

NA20 900 33.0 0.000590 75 0.000720 60 0.00063 5 6.35 2.5 58.4 23 f

NA21 700 30.5 0.000983 125 0.000720 60 0.00063 5 8.89 3.5 43.2 17 f

NA22 900 29.3 0.000590 75 0.000236 30 0.00114 9 8.89 3.5 43.2 17 f

a. p = perpendicular to flow, f = 20 degrees forward into flow.
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The study used a commercially available powder (Alloys International
AI-1037), consisting of a nickel core with an aluminum skin. The powder
chemistry and sieve analysis, as supplied by the powder manufacturer, are
shown in Table 2. The powder was plasma- sprayed onto 304 stainless steel
plates (51 X 63 X 3 mm) cooled by air jets on the back side. One side of each
steel coupon was grit-blasted with #30 alumina grit before spraying.

Table 2 Nickel -Aluminum Powder Chemistry and Sieve Analysis

Chemistry

Ni
Al

Sieve
% (pm) %

95.13 >106 0.1
4.87 > 90 1.3

> 45 99.8

MATERIALS CHARACTERIZATION RESULTS

Conventional air plasma spraying (APS) yields rapid solidification and
is considered a continuous, metastable materials forming technique. However,
APS is known to produce rapidly solidified structures that show defects, such
as unmelted particles, porosity, and oxide inclusions, which modify the
coating thermophysical properties and affect bond strength and toughness. The
microstructure of plasma- sprayed deposits is based on the rapid solidification
of individual splats. The splat morphology depends on the processing
parameters that dictate the particle velocity, temperature, and size at the
standoff distance.

Average coating thicknesses for each experiment, taken from 12

measurements using optical metallography, are listed in Table 3. The deposits
ranged from 187 to 603 fim for an average of 19 to 60 |im per pass, reflecting
influences of spraying parameters. Controlled deposition is important to the
substrate heat input that influences the residual stress buildup within the
coating. Also, deposition considerations substantially impact the economics
of the plasma- spray process.

Table 3 Coating Characterization Results

Experiment Ni-Al thickness Porosity
Number (um) Hardness''

NAOl 421 15T76.5 2.6

NA15 309 15T80.0 5.9

NA16 601 15T83.6 1.8

NA17 435 15T80.4 4.1
NA18 187 15T80.9 3.5

NA19 476 15T75.6 1.1

NA20 280 15T84.0 4.2

NA21 310 15T81.1 3.8

NA22 603 15T78.0 3.0

a. Rockwell 15T hardness
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Variances in porosity were evident by optical microscopy. Average
porosities from four measurements per coating for each experiment are listed
in Table 3. The average porosity of the nickel -aluminum coatings ranged from
1.1 to 5.9%. Figs. 1 and 2 illustrate the microstructure of nickel -aluminum
coatings from experiment NA15 (highest porosity coating) and experiment NA19
(lowest porosity coating). The NA15 coating shows a significant amount of
oxide stringers and a somewhat higher NiO content (measured by XRD) than the
NA19 coating. Unmelted particles are more evident in the NA19 coating.
Typically, low porosity is desirable in nickel -aluminum coatings.

Hardness measurements were taken on the coatings normal to the deposit
using the superficial Rockwell 15T method. Twelve measurements were taken and
averaged. The hardness of the coatings varied from 75.6 to 84.0, as listed in
Table 3. Higher superficial hardness of a coating may be an advantage for
wear applications, but is not necessary when used as a bond coat.

X-ray diffraction measurements were taken to qualitatively assess the
phases in the coatings from the nine plasma- spray experiments. The feedstock
powder and all as -sprayed coatings exhibited XRD spectra indicating that the
samples primarily contained elemental Ni. This is not surprising since the
source powder had less than 5% Al . Results from the XRD studies are presented

in Table 4. The coatings
contained minor amounts of various
nickel -aluminides (Ni3Al, Al3Ni2,
NiAl) and dispersed A1203 and NiO.

A previous study [6] also reported
primarily nickel coatings with
some oxides for a similar source
powder, but no aluminides were
detected.

DISCUSSION OF TAGUCHI FRACTIONAL
FACTORIAL EXPERIMENT DESIGN

Taguchi-type fractional

-

factorial testing is an efficient
means of determining broad-based
factor effects on measured
attributes. This methodology
statistically delineates the

impact of each variable on the

measured coating characteristics
across all combinations of other
factors. It does not consider
second or third order
interactions, but it does
determine which factors have the

most influence on the measured
attributes. The factor
significance lies only between the

levels of test parameters selected
and used. Also, the test methods
used to evaluate the attributes
must be consistent and accurate.
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The spray tests were conducted
and evaluated once, and all data
points were considered in the
analysis of variance (ANOVA)
calculations. The rho percent
calculation indicates the
influence of a factor or parameter
on the measured response, with a

larger number indicating more
influence. The error calculation
is the percentage of the variation
observed in the test due to the
data scatter. The confidence
interval is determined by
comparing the rho percent with the
error percentage of the response
test. Thus, a parameter with a
low rho percent that is

significant at a 95% confidence
level indicates that the effect is

probably real, but relatively
insignificant when compared to

other parameters . The ANOVA
calculations guide further
experimentation by indicating
which parameters are the most
influential on coating attributes.
This information is extremely
useful in developing new coating
specifications and spray
equipment

.

Table 4 Coating X-Ray Diffraction Results

Experiment
Number Ni Ni3Al Ni2A13 NiAl NiO A1203

Powder sb s s t^

NAOl P t s t t

NA15 P t t t t t

NA16 P t t s t

NA17 P t s t

NA18 P t t s t

NA19 P t s t

NA20 P t t t t

NA21 P t s t t

NA22 P t t t t t

a. p = predominant phase
b. s = secondary phase
c. t = possible trace of phase
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The analysis evaluated the effect of seven plasma-processing variables
on three quantitatively measured responses . The variation in the coating
characteristics displayed in the experiments indicates that minor variations
in plasma-processing conditions can affect coating properties. Table 5

illustrates the results of the Taguchi analysis.

Table 5 Results of the Taguchi Analysis

Factor
Rho Confidence Level Level Average

Percent i%} High Low

Superficial Hardness (Rockwell 15T) (12 Data Points)

Helium Flow
Amperes
Feedrate
Injection Angle
Error

37.2
15.0
11.6
5.8

29.4

99

99

99

95

82.3
81.6
79.4
79.7

78.6
79.2
81.5
81.2

Porosity (%) (4 Data Points)

Feedrate
Argon Flow
Injection Angle
Error

32

26,

5,

35

99

99

95

2.6

2.5
3.0

4.3
4.4
3.9

Thickness (nm) (12 Data Points)

Feedrate
Gun Traverse Rate
Amperage
Injection Angle
Spray Distance
Error

75.1
13.9
1,

1,

1,

7,

99

99

95

95

95

528
345
419
417
384

272
455
384
384
417

The Taguchi evaluation indicated that secondary helium flow was the most
significant contributor to hardness at a 37.2 rho percent with higher helium
flow resulting in greater hardness. Other contributors at the 99% confidence
level were amperage at a 15.0 rho percent with higher amperage resulting in
higher hardness values, and powder feedrate at 16.7 rho percent with lower
feed rates resulting in higher hardness values. At the 95% confidence level,
the injection angle had a small, yet probably real, contribution of
6 rho percent with rearward injection leading to greater hardness. The error
within the test accounted for 29.4% of the variation observed in the test.

At the 99% confidence level, the most significant contributors to

porosity were powder feedrate and primary flow with rho percentages of 29 and
24%, respectively. Higher powder feedrate and higher argon flow contributed
to lower porosity. A small but real contribution to porosity was made by an
injection angle with a rho percent of 5.1% at a 95% confidence level. The
error in this response test accounted for 35.5% of the variation observed in

the porosity data.

118



The Taguchi analysis of this study indicated that the key to maximizing
the economics of the coating deposition was controlling powder feedrate and
gun traverse rate. Their contribution to the total variation in thickness
observed (i.e., rho percent) was 75.1 and 13.9%, respectively, at a 99%
confidence level. Increasing the powder feedrate increased the deposition
thickness, as would be expected. Lower gun traverse rates lead to increased
deposition thickness. The error percentage for the thickness response test
was low at 7%, which made the small contributions of amperage, injection
angle, and spray distance significant at a 95% confidence level.

This Taguchi evaluation is significant because it directs further
experimentation on the most important process or coating attributes and the
process parameters that affect these attributes. The most important
attributes may differ for the same material in different applications, and the
baseline data generated in this study can be used to develop specific
confirmation runs that approach the desired application attributes.

SUMMARY AND CONCLUSIONS

This paper presents an experimental study of the plasma- spraying of
nickel -aluminum powder coatings. Experiments were accomplished using a

Taguchi fractional -factorial approach varying typical process parameters. The
coatings were then characterized for thickness, porosity, hardness, and phase
structures using optical microscopy and x-ray diffraction. The coating
thicknesses, reflecting influences of spraying parameters, ranged from 187 to

603 |im. Porosity of the coatings ranged from 1.1 to 5.9%. Hardness
measurements varied from 75.6 to 84.0 on the Rockwell 15T scale. Results from
the XRD coating studies indicated a predominantly nickel matrix with various
nickel -aluminides (Ni3Al, A13Ni2, NiAl) and dispersed oxides (A1203 and NiO)

.

The Taguchi analysis indicated that powder feedrate and traverse rate
were the significant factors affecting the deposition thickness. The
significant factors for hardness were secondary flow and amperage. Powder
feedrate and primary flow significantly affected porosity.

The objective of this and future work is to optimize the quality of
plasma- sprayed coatings. By generating baseline data on factors that
influence coating characteristics, operational parameters can be selected and
optimized for future nickel -aluminum plasma-spray processing experiments and
applications. Future work is needed to determine the effect of powder
fabrication methods on the coating morphology.
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ABSTRACT

An experimental study was conducted on the influence of fluid properties and operational parameters on
the atomization characteristics of a high-speed rotary-bell paint applicator. Drop size measurements near the

bell edge were complimented with high speed photography to investigate the filming characteristics,

atomization modes, and hgament disintegration mechanisms of this type of applicator. Surface tension was
varied by a factor of 2.5 and viscosity by a factor of 100. Rotational speeds ranged from 4,000 rpm to

40,000 rpm, while the liquid mass flow rate was varied from 0.67 to 6.67 g/s. It was found that high

viscosity fluids film the bell very evenly and produce long regular ligaments, whereas low viscosity fluids

film incompletely and produce very irregular ligaments that disintegrate near the bell edge. Mean drop size

was found to be fairly insensitive to large changes in flow rate and viscosity at bell speeds higher than

20,000 rpm.

INTRODUCTION

Rotary-bell atomizers are widely used in spray coating systems and generally provide excellent finishes

and high transfer efficiencies. Bells are generally preferred to cups because they provide a larger fluid

filming area for a given diameter. Consequently, a smaller diameter bell can be used without loss of

atomization quality, resulting in a smaller spray pattern that is more easily controlled. A typical rotary-bell

atomizer is shown in Figure 1. The coating material is delivered to the inside surface of the rotating bell

by an array of fluid feed ports. Under the influence of centrifugal and Coriolis forces the fluid films toward

the bell edge, generally decreasing in thickness as it move radially outward. Near the bell edge, radial

serrations promote the formation of discrete ligaments which subsequently disintegrate into droplets. An
axial flow of shaping air from a ring of small orifices positioned behind the bell imparts axial momentum
to the droplets, directing them towards the workpiece. In addition, a high voltage is applied to the bell

directly, or to a series of electrodes in the vicinity of the bell, to impart an electric charge to the liquid. The
resulting charged droplets are attracted to the grounded workpiece, thereby increasing transfer efficiency. For

paint spray applications, rotational speeds in excess of 20,000 rpm, and small bell diameters of less than 10

cm, are typically used. This combination of high rotational speed and small bell diameter provides good
atomization and a compact spray pattern.

While rotary atomization in general has been the subject of considerable research, as evidenced in the

reviews by Matsumoto et al. [1], Masters [2], Dombrowsici and Munday [3], and Marshall [4], few studies

have addressed high-speed, rotary-bell paint applicators (HSRBPAs). Hinze and Milbom [5] established that

rotary atomizers produce drops by one of three principal mechanisms; atomization by direct drop formation,

by ligament formation, and by sheet formation. Small serrations near the bell edge allow HSRBPAs to

operate almost exclusively in the ligament formation mode. Under most conditions the number of

ligaments is constant and equal to the number of serrations on the bell edge. The Sauter mean diameters

(SMDs) produced by these applicators range from 15 to 50 ^m under typical operating conditions. These

values are quite small in comparison with those obtained by Dombrowski and Lloyd [6] who performed an

experimental study on the factors that control the spray characteristics of spinning cup atomizers, ranging in

diameter from 50 to 150 mm. Most of their work dealt with atomization by film formation but a limited

number of measurements were made in the ligament mode. Within this mode, the measured SMDs ranged

from approximately 30 to 300 ^m. However, the maximum rotational speed of 10,200 rpm is slow in

comparison to typical operating conditions for HSRBPAs. Contrary to general experience, they observed a

decrease in drop size as the liquid viscosity was increased from 7.3 to 101 mNs/m^. They attributed this
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anomaly to more viscous ligaments stretching farther and becoming smaller in diameter before finally

breaking up into droplets.

Kayano and Kamiya [7] developed an analytical expression for the mean size of drops produced by a

rotating disk when operating in the ligament mode. Their calculations were based on a analysis which
predicted the number of ligaments produced at the disk edge and on the drop sizes produced by the

disintegration of these ligaments into drops. They assumed the ligament diameter to remain constant with

distance from the bell edge. Their model predicted drop size to increase with increasing surface tension and
with increasing viscosity. Comparisons of predicted and measured drop sizes in the range from 100 to 300
|im showed good agreement at all test conditions for disks of 3 to 7 cm in diameter and rotational speeds

from 2,500 to 6,000 rpm.

Frost [8] defined conditions for the occurrence of drop formation by ligament formation and derived an

expression for the prediction of mean drop size in the ligament mode. Comparison with measured values of

mean drop size for disks of 40, 60, 80, 100 and 120 mm in diameter showed good agreement over the range

of drop sizes investigated (circa 70 to 300 |im). Again, the maximum rotational speed of 9,500 rpm is low

in comparison to typical HSRBPA conditions.

In summary, few previous studies have addressed high-speed rotary-bell atomization. The authors are

unaware of any published reports on drop size measurements for commercial HSRBPAs, despite their

widespread use. While some studies have dealt with rotary atomization in the ligament mode, the rotational

speeds employed were typically much less than 20,000 rpm. Consequently, the observed drop sizes were
large and the magnitudes of the centrifugal and Coriolis forces much smaller than in HSRBPA systems.

Finally, the drop-sizing techniques used in previous studies are less accurate than the laser-based diffraction

technique (Malvern particle sizer) used in this study.

The goal of the present research is to quantify the influence of the operational parameters (rotational

speed and liquid mass flow rate) and the key liquid properties (surface tension and viscosity) on the drop-size

distributions produced by a commercial HSRBPA. In order to isolate the hydrodynamic effects and develop

a baseline from which to assess their influence, neither shaping air nor applied voltage are used.

EXPERIMENTAL

The Turbobell III rotary paint applicator manufactured by Ransburg-Gema is depicted in Fig. 1. It uses

an air turbine to spin a 70 mm diameter bell at speeds of up to 40,00 rpm. A digital controller is used to

maintain any given preset bell speed. Fluid is delivered to the bell through a number of discrete circular

feed ports by a positive displacement pump. Once it emerges onto the the bell surface the fluid encounters

a series of bell steps which allow it to build up before flowing radially outwards across the smooth bell

surface. Along the edge of the bell are small triangular wedges called serrations. These serrations, spaced

approximately 0.3 mm apart, tend to force the fluid into discrete ligaments and extend the range over which

the atomizer can operate in the ligament mode.

This study combines qualitative visualization techniques with quantitative drop size measurements. A
0.5 \xs flash is used to "freeze" the motion of the bell. Both front and back-lit photographs are taken to

visualize the flow on the bell surface as well as the ligament disintegration.

A Malvern 2600 particle sizer (MPS) with a 300 mm lens is used for quantitative measurements of

drop size distributions. The principles of operation and limitations of the MPS are well established; see for

example, Swithenbank et al. [9], and Dodge and Cerwin [10]. The drop size distributions are characterized

by the Sauter mean diameter (SMD) using the two parameter Rosin-Rammler [11] model. The Rosin-

Rammler model is defined as

where Q is the fraction of the total volume contained in drops of diameter less than D, and X and q are

constants for a given drop size distribution. The exponent q in Eq. (1) provides a measure of the spread in

the drop sizes. The higher the value of q the narrower the size distribution.

As shown in Fig. 2, the axis of the atomizer lies in the horizontal plane. The 9 mm diameter laser

beam of the MPS passes through the spray at an angle of 30 degrees. This is done to obtain measurements

near the bell edge while providing sufficient space for the receiving optics. A light tube is used to prevent

laser light scattering from any other region except near the bell edge. The SMD was determined to be

invariant within plus or minus 10 mm about this 35 mm location. Also, at a distance of 35 mm the time

of droplet flight is so short that evaporation effects are negligibly small. For these reasons, all drop size

measurements are made 35 mm radially from the bell edge. Two thousand measurements of drop size

(1)
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distributions are made at each test condition. As obscuration values are always less than 30% no
corrections for multiple scattering are required. The Rosin-Rammler [11] reduction procedure indicates log

differences between 3.0 and 4.5 which lies well below the stipulated maximum value of 5.0 for a good data

fit.

RESULTS

The effects of operational parameters and liquid properties were investigated over wide ranges, as shown
in Table 1. The bell speed and liquid mass flow rate (referred to henceforth as flow rate) were varied within

the allowable limits of the current installation. Surface tension and viscosity, the liquid properties having

the greatest influence on drop size, were varied by formulating mixtures of com syrup and water as well as

mixtures of hydrocarbon oils. The resulting fluids represent a two order of magnitude change in viscosity

and a 250 percent change in surface tension. All liquids exhibited Newtonian behavior.

Order of magnitude changes in bell speed and flow rate produced all of the atomization modes identified

by Hinze and Milbom [5]. However, atomization by direct drop and sheet formation produced large drops

that are unsuitable for painting purposes. Hence, all the drop size measurements were made with the

atomizer operating in the ligament mode of droplet formation.

The effects of bell speed and liquid flow rate on Sauter mean diameter are illustrated in Fig. 3 for four

of the fluids listed in Table 1. The results show that, regardless of liquid properties, an increase in bell

speed at a given flow rate always tends to decrease the SMD towards a limiting size of between 15 and 20
um. At low bell speeds, the expected result of higher flow rates producing larger drop sizes is observed, but

at higher bell speeds the SMD becomes much less dependent on flow rate.

The drop size data corresponding to a liquid flow rate of 3.3 g/s have been replotted in Figs. 4 and 5 to

illustrate the main effects of liquid properties on SMD. Qualitatively similar results were obtained at the

other flow rates examined. The influences of bell speed and surface tension on SMD for low-viscosity

liquids (circa 1 mNs/m^) are presented in Fig. 4. This figure shows that the higher surface tension fluid

produces larger drops over the entire range of bell speeds. The effects of viscosity on mean drop size for

fluids of low surface tension (circa 30 mN/m) are shown in Fig. 5. At low bell speeds, the expected result

of an increase in viscosity producing larger drops is obtained. Of special interest however, is that the

influence of viscosity on SMD diminishes with increase in bell speed and becomes negligibly small at the

highest bells speeds for which SMD data were taken.

The effects of bell speed and flow rate on the Rosin-Rammler distribution parameter, q, are shown in

Fig. 6. For water, the effect of increasing bell speed at constant flow rate produces no significant change in

q. For other liquids, having either significantly higher viscosity or much lower surface tension than water,

it is observed that increasing the bell speed diminishes q, thus indicating a broader range of drop sizes in

the spray. For all four liquids, Fig. 6 shows that a reduction in flow rate produces a higher value of q, i.e. a

more narrow drop size distribution.

It is often claimed that the sprays generated by rotary bell atomizers are characterized by an

exceptionally narrow drop size distribution. In this context it is of interest to note in Fig. 6 that when the

bell atomizer is operating at conditions of most practical interest [bell speeds of 19,000 rpm and higher],

the drop size distributions are just as broad as those produced by air or airless paint applicators [12,13].

DISCUSSION

Rotary-bell atomization in the ligament mode consists of four sequential processes: (1) filming on the

bell surface, (2) ligament formation at the bell edge, (3) attenuation of stable ligaments, and (4) ligament

disintegration into drops. Filming on the bell surface is strongly influenced by liquid properties and bell

speed. Water flowing at around 7 g/s films the bell as a complete wavy film at all bell speeds. At lower

flow rates, and all bell speeds, water flows over the bell surface in discrete wavy streams. An example of

these discrete streams is shown in Fig. 7a. The width of these streams is unaffected by changes in flow

rate between 1.17 and 3.3 g/s and bell speeds between 8,000 and 16,000 rpm. However, at bell speeds of

24,000 rpm and higher, stream widening is observed over a range of flow rates from 1.17 to 3.3 g/s.

Stream widening occurs because water, having low viscosity, is unable to resist the Coriolis force. The

other low viscosity fluid, fluid IV, exhibits slightly different filming characteristics. For bell speeds less

than 8,000 rpm this fluid traverses the bell as a complete wavy film. As the bell speed is increased from

8,000 to 40,000 rpm, the increased centrifugal force causes the fluid film to divide into discrete wavy

streams at all flow rates below about 7 g/s. At high rotational speeds, an increase in flow rate causes the
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discrete streams to widen until, at flow rates higher than 7 g/s, the fluid flows over the bell in the form of a

complete wavy film.

Separate streams are also observed near the fluid feed ports for high viscosity fluids. Figure 7b shows
how these streams merge into a smooth, uniform film shortly after flowing over the bell steps.

As a result of these filming characteristics, different types of ligament formation can occur, depending

on the fluid viscosity. Low viscosity fluids reach the bell edge in the form of discrete streams, each of

which is converted into a cluster of ligaments. Fluids of low surface tension tend to produce wider streams

which result in a larger number of ligaments in each cluster. One such cluster for water is shown in Fig.

8a. The spacing of the ligaments in this high magnification photograph is approximately 0.3 mm. Water

forms very short, irregular ligaments that disintegrate into drops close to the bell edge. The ligaments

produced by fluid IV, which has a lower surface tension than water, tend to be similar in structure to those

of water except that the ligaments are generally longer. Figure 8a shows that the breakup mechanism for

these ligaments is either Rayleigh or first wind-induced [14], since the resulting drops are either equal or

larger in diameter to the ligaments from which they are formed.

High viscosity fluids film the bell completely. Two types of ligament formation are observed,

depending on the operational parameters. At bell speeds lower than 8,000 rpm, the fluid film is so thick at

the bell edge that the serrations are incapable of dividing the film into one ligament per serration. Instead, a

liquid torus forms on the bell edge which eventually becomes unstable and produces ligaments which are

spaced at an integral number of serrations. At bell speeds above 16,000 rpm, the fluid at the bell edge is

thin enough to divide itself into a single ligament per serration. These ligaments are illustrated in Fig. 8b

where the spacing between adjacent ligaments is again about 0.3 mm. These viscous ligaments tend to be

evenly spaced and regular in shape. They also remain attached to the rotating bell for about four times the

distance of their low viscosity counterparts. This results in a considerable reduction in ligament diameter

along the streamwise direction due to the effect of centrifugal force in increasing the streamwise velocity.

The relative velocity between the ligaments and the surrounding air increases with increasing bell speed.

This causes the ligaments to become wavy and follow a sinusoidal trajectory as they move further away
from the bell edge.

The preceding discussion of bell filming and ligament formation helps to explain the dependence of

SMD on flow rate exhibited in Fig. 3. For example, in Fig. 3a the change in dependence of SMD on flow

rate at bell speeds above and below 10,000 rpm can be explained by differences in the filming

characteristics. Below 10,000 rpm, fluid IV films the bell completely, so the effect of increasing the flow

rate is to increase the film thickness at the bell edge and hence the initial ligament diameter. Since these

ligaments are fairly short, and have no chance to attenuate, this increase in initial ligament diameter will

cause an increase in drop size. Above 10,000 rpm, high centrifugal forces cause stream widening to occur

as the flow rate is increased. This widening of the stream tends to offset the effect of the increase in flow

rate, so the film thickness at the bell edge remains about the same regardless of flow rate. This behavior

explains the insensitivity of mean drop size to variations in flow rate at bell speeds above 10,000 rpm.

Figure 3b illustrates the effect of bell speed and flow rate on SMD for water. It shows trends similar

to those in Fig. 3a, except that the bell speed at which the mean drop size becomes insensitive to flow rate

is around 20,000 rpm. This critical bell speed marks a change in the effect of flow rate on stream widening.

At bell speeds below the critical value, the stream widths remain unaffected by changes in flow rate, but at

higher bell speeds an increase in flow rate causes the streams to widen. Since the ligaments for water are

even shorter than those of fluid IV, due to its higher surface tension, it is to be expected that increases in

flow rate below 19,000 rpm should increase drop sizes, while increases in flow rate above 19,000 rpm

should have little effect on drop size. These expectations are confirmed in Fig. 3b.

Figures 3c and 3d show that the high viscosity fluids have two regions of dependency of flow rate on

SMD. Below 29,000 rpm the SMD is very dependent on flow rate, while at higher bell speeds there is

little effect of flow rate on SMD. Both liquids totally film the bell surface, so an increase in flow rate

always produces a thicker film at the bell edge and hence a larger initial ligament diameter. Thus, the only

way the SMD can be insensitive to flow rate above 29,000 rpm is if the final breakup diameter of the

ligaments is independent of its initial value at the bell edge. This does occur with viscous ligaments

because they are stable and can extend radially outward to a distance which is several times greater than for

low viscosity liquids. Hence, at high bell speeds where centrifugal forces are large, a viscous ligament can

thin out to a diameter which is largely independent of its initial diameter. This attenuation mechanism

appears to be present at bell speeds higher than 29,000 rpm, and is mainly responsible for the independence

of SMD on flow rate. Below 29,000 rpm, ligament attenuation is much less pronounced and an increase in

flow rate raises the SMD.

124



The fluid property effects examined in this work are those of surface tension and viscosity. As shown
in Fig. 4, an increase in surface tension tends to produce larger mean drops sizes for liquids of low

viscosity. This is attributed to the effect of surface tension on stream width. An increase in surface tension

reduces the spreading capability of individual streams. This results in thicker streams that produce larger

initial ligament diameters and ultimately larger drops. Figure 5 shows the effect of viscosity at low surface

tension. Below 20,000 rpm, the expected result of a higher viscosity fluid producing larger drops is

observed. Above 20,000 rpm, the mean drop size remains essentially the same for a two order of magnitude

increase in viscosity. For this to occur there must be a competing mechanism at high bell speeds to offset

the well-known effects of viscosity on ligament disintegration. The photographic evidence suggests that

the competing mechanism is the attenuation of a viscous ligament under the action of high centrifugal

forces. Thus although viscosity has its normal adverse effect of increasing the optimum wavelength for

ligament breakup, this effect is largely offset by the fact that when breakup finally occurs it does so at a

smaller ligament diameter.

The other important spray characteristic along with SMD is the drop size distribution. Figure 6 shows

how the Rosin-Rammler distribution parameter q varies with flow rate and bell speed. A general trend

exhibited by all four fluids in Fig. 6 is that as the flow rate is increased the drop size distribution widens

(i.e. q decreases), regardless of the bell speed. At high bell speeds, where SMD remains constant, the fact

that q decreases with increasing mass flow rate should be interpreted as an indication that more fine droplets

are being produced. Another general trend exhibited by all the fluids except water is that an increase in bell

speed causes the drop size distribution to broaden. This can be accounted for by considering the effects of

aerodynamic forces on the ligaments. Increasing aerodynamic forces cause the ligaments to wave
sinusoidally and interact with each another. This tends to make the atomization process more random and

thereby lower q. Photographs indicate that this ligament interaction is most pronounced at high bell speeds

because the ligaments are located in close proximity at the serration spacing of 0.3 mm and the amplitude

of their wave behavior is larger at higher bell speeds. At lower bell speeds, the ligaments are spaced further

apart which lowers the chances of ligament interactions and the amplitude of displacement is smaller. The

only fluid in Fig. 6 that shows a slighdy different trend from the other fluids is water. For water, q changes

only slightly as the bell speed is varied at a constant flow rate. High speed photographs show that water

produces very short ligaments which do not extend far from the bell edge and thus are less susceptible to the

aerodynamic forces that change appreciably with bell speed. Consequently, ligament interaction is much
less pronounced, so that q remains fairly constant as the bell speed increases.

SUMMARY AND CONCLUSIONS

In interpreting the effects of operational parameters and liquid properties on the drop sizes produced by

rotary bell applicators operating in the ligament mode of atomization, four separate processes must be

considered: (1) filming on the bell surface, (2) ligament formation at the bell edge, (3) attenuation of stable

ligaments, and (4) ligament disintegration into drops. An increase in rotational speed always produces a

decrease in mean drop size by increasing the centrifugal and Coriolis forces. These forces promote

increased thinning of the liquid film on the bell surface, with the result that the ligaments formed at the

edge of the bell are smaller in diameter.

An increase in liquid flow rate generally increases the mean drop size at the lower bell speeds. At

higher bell speeds, increasing die flow rate has litUe effect. This insensitivity to flow rate of low viscosity

fluids is attributed to stream-widening, while for high viscosity fluids it is attributed to ligament

attenuadon.

Increasing the flow rate at a given bell speed always leads to a broader distribution of drop sizes in the

spray. Increasing the bell speed at constant flow rate generally widens the drop size distribution due to the

effects of aerodynamic forces on ligament trajectories.

In flow situations where the bell surface is incompletely filmed, which is generally the case for low

viscosity fluids, an increase in surface tension raises the mean drop size by narrowing the discrete fluid

streams flowing over the bell surface, thereby increasing their thickness. Viscosity has an adverse effect on

mean drop size for low surface tension fluids at low bell speeds, but has little effect at the higher speeds.

This is attributed to the thinning mechanisms that operate at high bell speeds.
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TABLE 1 Operational Parameters and Liquid Properties

Operational Parameters:

Rotational speed, rpm 2,000 - 40,000

Mass flow rate, g/s 0.67 -6.7

Liquid properties (295 K):

Surface Tension Viscosity

Fluid (mN/m) (mNs/m-^)

I. water 76 1.0

II. glycerin/water 65 100

III. com syrup/water 80 100

IV. hydrocarbon oil 32 3.0

V. hydrocarbon oil 30 100
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ABSTRACT

Simultaneous measurements of droplet size and velocity in paint sprays using a phcise-Doppler anemome-
ter are presented. Mie calculations of the scattered light field, based on measured refractive indices and

absorption coefficients of 2 diff'erent paints, have shown the possibility of obtaining good results with 1st

order refracted light. Furthermore, verification experiments with a monodispersed droplet generator and a

small hand-held spray gun were in good agreement with the calculated transfer function of the phase-Doppler

system. Extended measurements in a spray cabin were performed, changing a variety of parameters like gun
type, air cap and paint and air flow rates. Profiles of velocity and size were taken at 3 diflferent distances,

5, 15 and 30 cm downstream from the nozzle. The results have shown some of the expected dependencies

of the local velocity and droplet distributions on global parameters, e.g. an increase of the mean sizes

with decreasing air flow. The measured size distributions were fitted to a modified log-hyperbolic function,

thereby enabling the entire size distribution to be represented in terms of three parameters. The variations

in these parameters with changing paint flow rate are documented and are shown to adequately represent

the physical background of the phenomena under consideration.

1 INTRODUCTION

In industrial painting in Europe pneumatic spraying systems of the air-assist type with external mixing

cover most of the applications, including robot driven systems in the car manufacturing. A standard spray

gun, shown schematically in fig 1 has several holes arranged radially around the paint stream in the center,

providing high air velocity for the atomization.

The air velocity is usually close or equal to the velocity of sound at the outlet. This high air flow leads

on the one hand to a good atomization and to size distributions necessary for a good quality of the paint film

on the object and on the other hand it results in a loss of paint due to droplets following the air flow parallel

to the object's surface. This is the so-called overspray. For reasons of pollution control and reduction of

secondary costs for disposal of overspray strong eff'orts are undertaken to reduce the amount of overspray.

Apart from new developments in painting like ultrcisonic or rotary atomizers with or without electro-

static charge it is also necessary to improve the behavour and the efficiency of the usual pneumatic atomizer,

e.g to spray water-based paint. Here, a close look to the local size distributions and the velocity field be-

tween the spray gun and the surface to be painted is a keypoint for a better understanding of the recisons

for overspray production.

Until now, only few measurements in paints sprays have been published. Some measurements of the

velocity field have been made using Pitot-tubes [1] or Laser-Doppler anemometer [2]. Most of the droplet

size measurements reported were using Fraunhofer-Difi'ration, e.g. [3], or sampling techniques [4], [5]. None

of these papers deals with simultaneous measurements of drop size and velocity.
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guide air

Figure 1: Pneumatic paint atomizer

This paper presents recent results of phase-Doppler measurements in paint sprays. In principle, this

technique has been proved to give very good and reliable results in any kind of spray flows, e.g. [6], [7], [8].

In the derivation of the principle of the phase-Doppler technique, it is assumed that the dispersed phase is a

simple fluid with very well known optical properties like refractive index and absorption coefficient. Paint,

however, is a mixture of liquid and solid with a rather complex nature, so some basic experiments have to

be made to check the accuracy of the phase-Doppler technique applied to paint drops, including calculations

of the scattered light field by means of a Mie-program.

2 OPTICAL CONSIDERATIONS

The phase-Doppler technique is suitable for any kind of spherical particles, including droplets in gas

or bubbles in liquid. Depending on the relative refractive index between dispersed and continuous phase,

measurements are possible if one of the scattering mechanisms reflection, 1st or 2nd order refraction is

dominant. For this purpose programs based on Mie scattering theory [9] or geometrical optics have been

developed to enable the PDA user to adapt his system to the flow situation.

All of these programs deal only with homogeneous fluids, which have constant refractive index and

absorption inside the droplet. The application to paint, which is a mixture of solid and liquid parts, including

pigments, metallic powder, solvents and water, is therefore limited. Nevertheless it should be possible to

get some first ideas about the scattered light field out of these programs. The following table shows the

measured optical properties of the examined paints; water-based silver metallic and a lacquer.

refractive index absorption coeff.

lacquer

silver metallic

1.42

1.36

8.63- 10-«

5.98-10-''

In order to be able to perform Mie calculations it is also necessary to define the optical arrangement

of the complete PDA-system. A one-component HeNe system with rotating grating and 500 mm lenses on

both the sending and the receiving side was used. A 3x beam expansion was used to achieve a high intensity

in the probe volume. The specifications were as follows

probe volume diameter (/im): 134

fringe number (-): 6

fringe spacing (/im): 21.07

In the case of silver metallic droplets the maximum measurable size, using a standard two-detector

receiving optics, was 360 fim at 30** scattering angle.
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Figure 3: Phase as a function of droplet size (silver metallic and lacquer)

Figure 2 indicates the phase as a function of the scattering angle for three different droplet sizes, 5, 15

and 50 /im. For clarity only the result for the silver metallic is shown in this figure. This figure also indicates

a wide range between 25 and 80" scattering angle where 1st order refraction is dominant, characterized by an

increase of the phase in the negative direction. This result is not surprising, since the absorption coefficient

lies in the range of 6 • 10"'*, leading to only 5 % absorption of the refracted light in a 50 /im particle. But

one has to keep in mind, that the effect of the absorption will increase at larger droplets. This is also visible

in Figure 3, showing the response curve of the pheise-Doppler system at a scattering angle of 30". From 100

fim onwards, the curve for the silver metallic starts to deviate from a straight line, which is the result of the

beginning influence of scattered light from reflection.

From these curves one can expect a very linear relation between droplet size and phase for both silver

metaflic and lacquer. As will be shown later most of the droplets can be obtained in the range under 60

fxm, so the influence of reflection can be neglected. These results are valid only for homogeneous fluids. The
effect of the inhomogeneities inside the droplets is still to be investigated.

3 PRELIMINARY TESTS

Preliminary tests were performed to check the accuracy of the phase-Doppler technique applied to paint

sprays. A vibrating orifice monodispersed droplet generator was used to produce a stream of paint droplets

of known size. Fig. 4 shows PDA-measurements of 125 fim lacquer droplets.

Apart from the error in mean size, which is only 2.5 %, there is a small broadening of the size distribution

of about ±15//m. It is possible that this was due to the droplet generator performance since it is not designed
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Figure 5: Local size distribution at z = 25 mm (lacquer, low flowrate)

to produce droplets of a high viscous and nonhomogeneous fluid. In addition, Doppler amplitude variations

visible on the screen of a digital oscilloscope indicated also size variations inside the droplet stream.

Another method to clarify the response of the phase-Doppler in paint sprays is the controlled variation

of one dominant operating parameter of a spray gun for which the influence on mean size and velocity is

known. The phase-Doppler technique should be able to demonstrate the corresponding change in the droplet

size distribution and the mean values. For instance Figures 5 and 6 show the influence of a change in paint

flow rate on the local size distribution at 25 mm distance from the nozzle. The measurements were made
with a simple hand-held spray gun.

There is a significant increase in the mean droplet sizes with increasing paint flow rate; the arithmetic

mean Dio is more than doubled. The mean velocity has decreased as can be explained by the higher

momentum exchange from the fast air flow to the paint stream. In both cases there exists a correlation

between the droplet size and the mean velocity.

Both experiments have been performed with a 30" off'-axis arrangement of the PDA-receiving optics,

using the normal phase factor based on geometrical optics calculations for refraction, as indicated in the

previous section. Signal processing was done with a transient recorder system using the cross-spectral density

function [10] for frequency and phase estimation. A probe volume correction was made to account for the

Gaussian intensity profile in the probe volume [11].
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4 MEASUREMENTS IN A SPRAY CABIN

After the very encouraging results of the preliminary test measurements further experiments were made
in a more practical situation inside a spray cabin, using two different spray guns designed for robot systems.

The purpose of the study was to verify existing differences between different spray guns and air caps and to

demonstrate the influence of the major operating parameters, e.g. liquid and air flow rates. Profiles of local

size and velocity distributions were taken at 5, 15 and 30 cm distances from the nozzle, using silver metallic

paint throughout the experiments. Care was taken to keep all the parameters in their normal operating

range. The paint flow rate was adjusted by a speed controlled gear pump, the atomizing and guide air flow

rates were measured using an instrument based on two temperature compensated hot film anemometers.

The spray gun was mounted on a x-z traversing system, allowing vertical and horizontal movements relative

to the fixed table of the PDA-system. The flow direction was vertical downwards.

In the beginning, all spray guns were tested with water as an atomized fluid, yielding a very narrow

spray cone with small and fast droplets. The measured arithmetic mean diameters with water were in the

range of 7.0 - 10.0 //m, the corresponding velocities up to 80 m/s at a distance of 5 cm from the nozzle. In

contrast, spraying paint led to a wider spray cone with reduced velocities. Fig. 7 shows a typical plot of the

size and velocity distribution from 3000 samples at one single point, indicating a Djo of 17.3 um, D^q of

32.6 //m. The velocity is around 25 m/s.

It was a common feature of the measured size distributions that they display a peak in the first size
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Figure 8: Axial development of the velocity (spray gun 2)
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Figure 9: Axial development of mean diameters (spray gun 2)

class, which extends up to 5 /xm. On the other hand, big droplets could be obtained up to 150 /xm and

higher, resulting in strongly skewed distributions. Since the higher moments like D30 or the Sauter diameter

are strongly influenced by the few very big droplets, 3000 samples was found to be a good compromise

between stable mean diameters and a limited measuring time.

In Figs. 8 and 9, the axial development of size and velocity of spray gun 2 is shown. The mean velocity

profile indicates a steep gradient at z = 5.0 cm, from 60 m/s in the core to 6 m/s at the edge of the spray

cone, flattening out to a nearly constant velocity of 10 m/s at z = 30.0 cm. The diameter profiles Dio and

D30 which are shown are very homogeneous except for the very edge of the spray cone where a sharp increase

of the mean diameters can be noticed. This is common for all three spray guns examined.

This result can be explained by the presence of a shield of big droplets surrounding the spray cone.

The cone edge itself was defined using the arrival rate of droplets in the probe volume.

The measurements of spray gun 2 are also taken to explain the influence of a change in paint flow on

the size distribution in the spray cone. Two flow rates, 250 ccm/min and 450 ccm/min, were examined. The

result for a distance z = 30 cm is shown in Fig. 10. It is very interesting to note that the additional amount

of paint is concentrated in larger droplets in the outer region of the spray cone, expressed in an increase

of the volume mean diameter in the region x > 5.0 cm, whereas Dio is changing only slightly. In general,

higher paint flow rates lead to a more inhomogeneous distribution of the mean sizes of the spray. From this

point of view it would be preferable to operate the spray guns at a low paint flow rate, though this would
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imply a lower travelling speed during painting.

Finally, the influence of the air flow rates on size and velocity should be discussed here. As indicated

already in Fig. 1, there are 2 independent air supplies, the atomizing air flowing through 4 or 6 nozzles

very close to the paint outlet and the guide air, flowing from 2 sides through radially arranged nozzles,

thus leading to a elliptically shaped spray cone. The appropriate choice of the air flow rates is essential for

the painting process since both the atomization of the paint stream and the air flow field in the vicinity of

the surface is strongly influenced. Higher air flow will lead to better atomization resulting in smaller mean
droplet diameters but also to higher air velocities parallel to the surface and therefore to more overspray

caused by small droplets following the air flow field.

Figs. 11 and 12 indicate the results obtained for 2 difi'erent air flow rates of spray gun 1 at 30 cm
distance from the nozzle. From Fig. 11 it can be seen that the velocity profile remains unchanged but on

a lower level. It is also clear, that the cone angle, expressed in terms of the mean velocity, has decreased,

since at a location x = 25.0 cm the velocity is nearly zero. This can be explained by the smaller guide air

flow rate.

The interpretation of the behavour of the mean diameters becomes more complicated. Fig. 12 indicates,

as expected, higher Dao-values for the low-flow case in the range between 0 and 10 cm radial distance, but

also higher Dio-values for the high-flow case between 12.5 and 25.0 cm. The development of D30 in the

outer region is, however, nonuniform. One possible explanation could be the combination of the creation

135



50.0

40.0

'30.0

u

20.0

10.0

0.0
25.0

radial distance (cm)

Figure 12: Influence of air flow rate on mean diameters (spray gun 1)

of smaller droplets in the high-flow case due to the higher air flow with the tendency of bigger droplets to

concentrate more in the outer region of the spray cone with increased air flow rate, thus covering the effect

of better atomization. It should be emphasized that the increase of the atomizing air flow is only 40 %,
whereas the guide air is nearly doubled.

This is one of the points where more detailed measurements, e.g. with a two-component PDA-system,

are necessary to clarify the correlations between different parameters in more detail.

5 DATA REDUCTION

Up to here, all effects have been discussed in terms of the mean values of velocity and size. Two different

mean diameters, Dio and D30, have been used to show changes in the shape of the size distribution. However,

if one is interested in any other moment, e.g. Sauter mean diameter, it is necessary to store and replay or even

regroup the entire droplet size distribution. Thus, it would be convenient to define a analytical function

representing the measured size distribution very accurately without any loss of information. From this

function it is possible to calculate any desired number necessary for further applications of the measurements,

i.e. calculation of mass transfer.

The function proposed here is the so called three-parameter log-hyperbolic distribution, a modification

of the usual four-parameter log-hyperbolic function. As shown in [12], this distribution gives very good

results in many different kinds of size distribution, including this paint measurements. As illustrated in

Fig. 13, the three parameters a, 6 and fi have geometrical meanings, 0 being the angle of the hyperbola

axis relative to the coordinate system, // the location parameter defining the peak of the distribution, and a

defining the slope of the asymptotes or the opening of the hyperbola.

From the values of these three parameters the original size distribution can be reconstructed, which is

not possible from the mean diameters. For example, different shapes of distributions can give identical Dio

and D30 values. In addition, it is possible to deduce changes in the shape of the distribution from changes

in the parameters, making physical processes clearer.

This function was applied to the measured size distributions in the case of paint flow rate changes

(spray gun 2), which was already discussed in section 4. Figs. 14 and 15 show the corresponding change

of the three parameters of the log-hyperbolic distribution. Parameter a, characterizing the opening of the

hyperbola, is constant, whereas a slight increase of parameter fi, characterizing the location of the mode
point, corresponds to the increased arithmetic mean diameter. Most of the effect of the flow rate change

seems to come up in changes of 9.

Therefore it can be concluded, that the additional amount of paint could mainly be found in big

droplets, concentrated in the outer region of the spray cone. This is expressed by the decrease of 9, denoting

a longer right-hand side tail and a higher skewness to the left. Furthermore, higher ^-values near the center
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Figure 13: The three parameter log-hyperbolic distribution
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of the spray for the high flow case indicate also a lack of big droplets in that region, resulting in a very

inhomogeneous development of the mean sizes from the center to the edge of the spray cone. Based on

this result, neglecting other operation boundary conditions, it is not recommendable to use the investigated

spray guns at higher paint flow rates.

6 CONCLUSIONS

Although the data base of the presented PDA-measurements in paint is still limited, the obtained re-

sults indicate the possibility to use the phase-Doppler technique in paint sprays. This could be shown with

preliminary tests, including measurements in a monodispersed droplet generator, as well as with measure-

ments in a very realistic spray inside a cabin. Using a silver metallic paint, some basic correlations between

the operating parameters, e.g. paint and air flow rate, and the local size and velocity distributions were

demonstrated.

The obtained size distribution could be fitted by the so-called three-parameter log-hyperbolic distri-

bution resulting in a storage of the local information in 3 parameters. From the changes in the parameter

values changes of the spray flow could be made much clearer.

The final aim of the presented investigations is to improve the knowledge of the flow from pneumatic

paint atomizers in order to be able to reduce the amount of paint overspray and energy consumption without

deteriorating the quality of the paint film. Therefore further detailed measurements in paint sprays will be

made, including also the flow field in the vicinity of a surface. It is also planned to enlarge the number of

verified paints suitable for PDA-measurements.
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ABSTRACT

Atomization, charge and deposition characteristics of an electrostatic aircraft spray system were studied. The
system used serrated spinner cup atomizers with tap water as atomized fluid. Despite the well-known advantages of

electrostatic sprays, electrical discharge from excessive build-up of residual charge on the aircraft skin has been a

major problem in utilizing electrostatic systems for aircraft spraying. An idea of bipolar electrostatic charging has

been employed which shows that the bipolar charging could effectively abate the residual charge build-up. In

addition, the deposition efficiency of aircraft sprays could be significantly enhanced. Atomization and charging

behaviors of the atomizer were studied under a laboratory simulation using a Malvern diffraction technique and a

Farady cage collector, respectively. The deposition characteristics were investigated by carrying out a field

experiment with an aircraft spray system and a water-sensitive dye paper sampling technique. Sampled dye papers

were digitized and processed to obtain the aerosol diameters and other statical data. The bipolar spray configuration

was able to effectively eliminate the electric discharge of the residual charge on the aircraft skin. Compared with a

corresponding neutral spray, for bipolar charging the overall SMD was increased by over 10 % showing significant

decrease in the number of small droplets and increase in large drops. This effect would reduce the drift problem of

aircraft sprays. The total deposition mass was also increased by more than 25 % when the spray was charged by dual

polarities.

INTRODUCTION

Aircraft spray systems are extensively utilized for applying pesticides to vast agricultural fields and hard-to-

reach terrain like mountain areas. It is well known that electrostatically charged sprays enhance the deposition

efficiency of droplets on targets because of the Coulomb attractive force between the charge on the atomized aerosol

and its image in the collector [1]. Carlton and Bouse [2] demonstrated experimentally with a ground-based

electrostatic spray system that the deposition efficiency can exceed that of its uncharged counterpart by as much as

800 percent.

For the case of aircraft application of the electrostatic sprays, where the aircraft releases unipolar-charged

aerosols, a surface charge of the opposite polarity develops on the aircraft skin. Excessive build-up of the residual

charge creates an electric field high enough to generate localized electric discharges (Fig. 1-A). Since the electric

discharge results in undesirable fluctuations in both charge distribution and electric field around the aircraft, a build-

up of aircraft surface charge may degrade the deposition efficiency of charged aerosols [3].

An innovative idea which uses alternatively charged nozzles on an aircraft spray boom (Fig. 1-B) has been

proposed and investigated as a way to minimize or eliminate the build-up of aircraft surface charge so that

electrostatic aircraft sprays can ensure an improved deposition efficiency. In addition, this approach offers a

possibility of reducing spray drift since oppositely charged aerosols will coalesce together, and smaller aerosols will

coalesce far more quickly compared larger ones because of their higher electric mobility [4].

The present work consists of two primary parts: (1) a laboratory study of atomization and charge

characteristics of spray aerosols from a serrated spinning cup atomizer, and (2) a field study of aerosol deposition and

coalescence characteristics of bipolar charge aircraft spray system. Both studies used tap water as the atomization

fluid. A spinning cup atomizer was employed as this type of system is simple, lighte and provides aerosol diameters
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Fig. 1 Comparison of electrostatic aircraft sprays: (A) a single-polarity charged spray

system, (B) a double-polarity charged spray system.

Fig. 2 A configuration of aDC motor-driven spinning cup atomizer with serrated teeth
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of a fairly uniform distribution with a reliably small standard deviation [5]. Spray charging was attained with an

induction charging ring installed near the periphery of the spinning cup. A He-Ne laser Fraunhofer diffraction

particle sizer (Malvern 2600 D system) was used to measure the aerosol size for the laboratory study. The amount of

spray charge was measured by collecting charged aerosols with a Farady cage. For the aircraft spray field study,

aerosols were sampled with water-sensitive dye papers, and then the marked papers were digitized and processed for

statistical data.

EXPERIMENTAL SETUP

Serrated Spinning Cup Atomizer

The general configuration of a DC motor-driven spinning cup atomizer can be seen from the cross-sectional

view in Fig. 2. The design of the atomizer was based on Uie work of Bals [6], and a laboratory type atomizer, which

had been constructed by Carlton and Bouse [2] was employed for the present study. The cup has a dimension of 55

mm in diameter with 360 uniformly shaped triangular teeth with a serration pitch of 480 micrometers. The spinning

cup, C, rotates and receives water from the two liquid supply needles, A^. Atomizer parts were made of

nonconducting materials whenever possible to achieve high-voltage insulation and to minimize the electric field

distortions and/or the electric discharge. When a positive potential is placed on the cylindrical ring, R, with the

negative terminal from the power supply connected to the needles, droplets near the serrated periphery are negatively

charged because of the electron induction mechanism and, vice versa for a negative potential.

Laboratorv Setup

Figure 3 presents a schematic diagram of the experimental configuration. The spinning cup atomizer was
affixed to a spray boom section, which was located downstream of the air blower outlet. Tap water was fed through

the boom. TTie blower outlet section had dimensions of 154 mm in diameter and 0.6 m in length, and contained a

honeycomb-type flow straightener. Air was blown into the outlet through the reservoir with a 40 horse-power

electric motor-driven squirrel-cage type blower. The maximum air speed at the outlet was 175 km/hr, which was
approximately equal to tfie typical cruising speed of an agricultural spray aircraft [7].

The atomizer was installed 15 cm downstream of the blower outlet and both the atomizer and the outlet were

vertically adjustable. The Malvern system was mounted on a horizontal two-dimensional positioning system.

Thus, the whole system was capable of precise three dimensional positioning of the atomizer. The Farady cage unit

consisted of three collectors to maximize the collection efficiency: a needle collector, a plane-mesh collector, and a

concave-mesh collector. The meshes were 0.3 mm diameter aluminum wires with a mesh size of 1.5 mm x 1.5

mm. All three meshes were connected to a microamperemeter to measure the spray current.

Field Setup

Figure 4 shows a schematic representation of the field setup for a ground-level sampling of droplets from

aircraft sprays. A movable sampling stand, 60 meters in length, was setup on a landing strip perpendicular to the

aircraft cruising direction. The spray aircraft was flown in the upwind direction in an attempt to maximize the

sampling efficiency with longer airborne period of aerosols. Forty water-sensitive dye papers (25 mm x 75 mm
each) were placed vertically at 0.5 m above the ground and at 0.6 m intervals along the stand. Ten atomizers were

installed along a boom section attached behind the trailing edge of the right hand wing of a Cessna Model P-206B

aircraft. Wind speed and other atmospheric conditions, such as humidity and temperature, were measured and recorded

with a portable weather station. The aircraft cruising altitude and speed during spraying were maintained at 3 meters

and 175 km/hr, respectively.

RESULTS AND DISCUSSION

The results are presented for three different aspects of the study: (a) laboratory measurements of aerosol mean

diameters for various atomizer operating conditions (e.g., spinner rpm, liquid flow rate, air velocity and charging),

(b) laboratory measurements of the amount of spray charge for different charging voltages, and (c) field measurements

of aerosol deposition and size spectra.

Aerosol mean diameters

Figure 5 shows different disintegration mechanisms of a spinner atomizer as functions of spinner rpm and

water feed rate. For a given spinner revolution rate, when the feed rate is small, the liquid can not cover the entire

surface of the spinner. The liquid leaves the edge of the spinner as a form of dripping drops (drop formation

atomization). Like usual dripping of liquid, a significant number of secondary drops are formed. As the feed rate

increases, a thin liquid sheet covers the entire spinner surface and ligaments are formed at the spinner periphery which
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disintegrate into numerous drops (ligament disintegration atomization). The distribution of drop diameters becomes
fairly uniform with a minimal standard deviation. When the feed rate exceeds a critical value, the spinner surface is

flooded and the liquid sheet extends outside the periphery. The extended sheet disintegrates into drops irregularly

(sheet disintegration atomization). The drop diameters become highly polydispersed. Using a direct visualization

technique, Tanasawa et al. [8] observed that minimal drop diameters were obtained in the ligament disintegration

condition. For the present study, all measurements were carried out within the ligament disintegration region.

As schematically illustrated in Fig. 6, radially spiral spray is developed in the absence of air stream while an

axially cylindrical spray is formed under the action of convective air stream. To account for such dramatically

different spray developments, two different sampling locations were considered for the measurement of mean
diameters: point A was used when there was no superimposed air stream. This is located 150 mm in the radial

direction from the spinner axis. Point B, located on the spray axis 122 mm downstream from the spinner edge, was
used when there was a superimposed air stream. At both locations, stable and highly repeatable values of Sauter

Mean Diameter (SMD) were measiu-ed. It must be noted that inconsistent SMD values could be measured if the

sampling location is not properly selected, especially for sprays with a superimposed air stream,

.

Measured data of SMD both with and without the air flow are presented in Fig. 7 as functions of liquid feed

rate for four different spinner revolution rates. The symbols with dashed lines represent SMD measured with a

convective air stream of 175 km/hr (or equivalently 49 m/s), and the symbols with solid curves represent data taken

with no air flow. As the spinner revolution rate increases while the liquid feed rate remains unchanged (within the

Ugament breakup condition), the cross sectional area of hgaments formed at the tips of serrated teeth of the spinner

must be decreased because of mass continuity considerations. In primary atomization, ligament usually disintegrates

into drops with sizes comparable to its own diameter. Therefore, reduced cross sectional area of ligaments can

explain the reduction in SMD when the spinner rotation is increased. The reverse may be true for the case where the

liquid feed rate is increased for a fixed spinner revolution. For the case of no air flow, the increase of SMD with the

increase of liquid feed rate can be attributed mainly to the enlargement of ligaments.

When cross-sectionally enlarged ligaments are exposed to a high velocity air stream, viscous pulling action of

the air may elongate the ligaments longitudinally, which could produce longer ligaments of nearly unchanged or even

slightly reduced cross sectional area. The nearly constant or slightly decreasing SMD in the presence of the

convective air flow could be explained by this. Evaporation from the liquid surface by a high speed air stream may
also contribute to a further reduction in SMD. The ranges of the aerosol diameters were found to be smaller than the

critical diameters [9,10, 1 1], at which aerosols break up due to the inertial force of the air stream overcomming the

surface tension force. The probability of this secondary atomization will be very low for the conditions investigated.

Sprav charge

Amounts of spray current (C/s) were measured with the Farady cage collector and results are presented in

terms of charge to mass ratio Q/M (C/kg) in Fig. 8. The charging voltage was allowed to vary while the spinner

rotational rate was held at 9000 rpm for three different liquid feed rates (0.75 ml/s, 1.0 ml/s and 1.5 ml/s) and for an

air speed of 175 km/hr. No significant difference was observed for different polarity of charging voltage. The charge

to mass ratio increased with the charging voltage and showed maximum values at approximately 7 kV. The charge

to mass ratio sharply decreased thereafter due to the electrical break down as a result of the excessive electric field

between the induction charging ring and ground (the liquid in this case). As the liquid flow rate was increased, a

higher amount of total spray charge was measured. The charge to mass ratio, which would be a more accurate

measure of aerosol charging, showed a decrease with an increase in liquid flow rate. Since the aerosol SMD remained

nearly unchanged as the liquid flow rate was varied under a constant spinner revolution rate (Fig. 7), the amount of

surface charge of individual droplets will be directly proportional to the charge to mass ratio. Although not

presented, the charge to mass ratio demonstrated a slighUy increasing function of spinner revolution rate for a given

liquid flow rate. Since the induction charging increases with the surface area of aerosols, the increase of the charge to

mass ratio is attributed to reduced SMD with increased spinner rpm and increased total surface area of aerosols for the

same liquid flow rate.

An excessively charged liquid drop can disintegrate into smaller droplets when the Coulomb repulsive force

(the outward pressure) produced by the surface charge equals or exceeds the holding force (the inward pressure)

produced by the surface tension. This condition is called the Rayleigh limit [1], and is defined as a limiting charge at

or above which aerosols will disintegrate by the electric repulsion. When this occurs, the mean drop diameter will

be significantly reduced [12]. Drop diameters of charged sprays were measured while the air speed and the feed rate

remained unchanged. Results, including the uncharged counterparts, are presented for two different spinner revolution

rates and for three different liquid feed rates in Fig. 9. Up to the peak charging voltages corresponding to the

maximum charge to mass ratio, the aerosol SMDs remained nearly unchanged for both spinner revolution rates. The

maximum value of the charge to mass ratio was measured to be on the order of 10'^ C/kg whereas the Rayleigh

limit is a charge to mass ratio of about 0.1 C/kg for the same mean diameter. The amount of aerosol charge with
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the present configuration was not sufficient to disintegrate the drops further by overcoming the surface tension

holding force.

Aerosol deposition

For the field experiment, the liquid feed rate was maintained at 1 mils per atomizer, the rotational rates were

set at 9000 rpm and a charging voltage of 7 kV was used to provide a maximum value of the charge to mass ratio.

An electric discharge pole was installed at each wing tip to monitor the electric current discharged to the

environment A reading of 25 was recorded when five sprays were positively charged with a negative polarity.

As soon as the ten alternatively-charged sprays were activated with nearly equal values of positive and negative

charging voltages, the reading was gradually decreased and a zero reading was attained within a second. This proved

that the bipolar electrostatic charged spray system elliminates any noticeable build-up of residual charge on the

aircraft

Figure 10 presents lateral distributions of SMD and the number of deposited drops for both charged and

uncharged cases. For each test, aircraft spraying was repeated three times over the same path to average

meteorological differences. The average wind speed was 13 kmlhr and the relative humidity was 45 %. The zero

lateral location was set at the center of the aircraft. Since aerosols will spread and leave larger marks when they are

collected by the water-sensitive dye paper, a spread factor must be considered in order to determine the true aerosol

diameters. The spread factor is defined as the ratio of the marked diameter to the true aerosol diameter. For the

conditions of our experiment, a spread factor of two was used as suggested by the manufacturer. The reduction in

numbers of deposited drops from the case of uncharged spray to the case of charged spray may result from the

coalescence of bipolar charged aerosols in the aerosol state. Also, the bipolar coalescence causes the mean diameter

to increase. The charged spray was more uniformly dispersed showing less dependence of SMD and number count

upon the lateral location. It is believed that this is because electrostatic coagulation preferentially occurs between the

largest and smallest sizes.

The size spectra of all the deposited aerosols are presented for both cases in Fig. 11. The values of SMD of

all the collected drops were 92.2 fXTTI for the neutral spray and 103.3 /X/77 for the charged spray. It is apparent

that for the case of charged spray the size spectrum was shifted toward a larger mean value with a significant

reduction in small drops less than 50 fxm in diameter and a noticeable increase in large drops of 120 fxm or

more in size. Volume mean diameters (VA/Dj') were calculated to be 99.7 jim and 110.7 fim for uncharged and

charged sprays, respectively. By multiplying the VMD by the total particle count for each case, the ratio of

deposited mass with charging to that without charging was determined to be 1.27. Thus, the deposited mass was
increased by over 25 % when charged sprays were used.

SUMMARY AND CONCLUSION

Characteristics of atomization, charging and deposition were investigated for a bipolar electrostatic aircraft

spray system. The system utilizes a serrated spinning cup atomizer. Both laboratory measurement and field

experiment were carried out and major conclusions of the study are:

(1) The Sauter mean diameter of atomized aerosols remained nearly unchanged for varying liquid feed rates under a

convective air stream of 175 kmlhr, which is a typical crusing speed of an agricultural spray aircraft.

(2) The maximum value of the charge to mass ratio was measured to be on the order of 0.01 Clkg with a charging

voltage of about 7 kV. The charge to mass ratio decreases with an increase of the liquid flow rate. The
maximum charge to mass ratio was found to be below the Rayleigh limit by an order of magnitude and aerosol

SMD remained unchanged with an increase of the charging voltage.

(3) A successful elimination of the build-up of residual charge on the aircraft skin was achieved with bipolar-

charging aircraft sprays.

(4) Field studies showed the SMDs of deposited aerosols were 10 % larger for aerosols of bipolar charged sprays as

compared with neutral sprays. A reduction in the number of small droplets and an increase in the number of

large droplets were noted when bipolar charging was used. This can be attributed to the coalescence of bipolarly

charged aerosols. The total amount of deposited mass was also increased by over 25 % when the aircraft spray

was bipolarly charged.
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Fig. 1 1 Comparison of size distributions between neutral and dual-polarity charged spray.
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ABSTRACT

The momentum and continuity equations are reduced to a one dimensional form for the case of a

finite axi-symmetric disturbance on a liquid ligament, retaining both viscous and inertial terms. Numerical

solution of these equations yield results that are in good agreement with experimental data and the exact

solutions of Rayleigh and Weber for infinitesimal disturbances. The model carries through to the point of

breakup and predicts the formation of satellite drops between the main drops of the stream.

INTRODUCTION

The capillary instability of cylindrical ligaments of liquid is of fundamental importance in the atom-

ization of liquids. This mechanism is key in both practical atomizers and a variety of special purpose devices

such as monosize drop generators and ink jet printers.

A cylindrical element of liquid in a quiescent environment is inherently unstable, so that small dis-

turbances will grow larger. The first quantitative solution to this problem was presented by Rayleigh [1],

who linearized the system by neglecting viscous forces and restricted his analysis to sinusoidal disturbances

of small amplitude. Weber [2], considered a viscous system, but neglected the inertial effects, again for

small disturbances. Both Rayleigh and Weber found that disturbances at unstable wavelengths would grow

exponentially so that

^ = ^oe°" where ^ = (Rmax - Rmin)/2 (1)

with the growth rate a dependent on the geometry of the system and the fluid properties.

^ , . , 5 <T (1 - Pa'^)ka Ii(ka)
Rayleigh = '

2)
pa-* loyka)

Weber + a^Pa-" = -^(1 - Pa')k-'a'' (3)

R is the local ligament radius, a is the undisturbed ligament radius and k is the disturbance wave number,

2ir/\. By examination of equation 3 it is clear that the importance of viscosity increases with decreasing

initial ligament radius. The scale and fluid properties in most atomization flows require that the eff"ects of

viscosity be considered.

Subsequent analytical solutions (c.f Sterling and Sleicher[3]) have generally been restricted by one or

more assumptions; inviscid flow, negligible inertia, or small disturbance amplitude. The assumption of small
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disturbance amplitude prevents the application of these models to the later stages of the breakup process

where the ligament is pinching off to form separate drops, generally leaving a "satellite" drop in the pinched

off region.

The instability is driven by the surface tension force, which produces pressure variations dependent

on the local curvature of the liquid surface. Thus, as surface geometry is of first order importance, the

modelling of the moving interface is critical to success. Numerical methods developed for fluid systems with

fixed boundaries, or with boundaries where surface tension may be neglected are ill suited to the solution of

this problem.

Mansour and Lundgren [4] have presented a solution method for the growth of finite amplitude,

spatially periodic, axisymmetric waves on an inviscid cylindrical ligament using a boundary integral technique

to solve the potential flow equations. The solution can follow the ligament growth to breakup and predict

the formation of satellite drops. Growth rates are in good agreement with the classic result of Rayleigh.

However, this approach holds only for inviscid flow, and it fails where small size or high viscosity violate this

condition.

Shkoohi and Elrod [5,6] have solved the complete Navier-Stokes equations for both Lagrangian and

Eulerian coordinates. However, the computational requirements of this approach have limited their studies.

The present approach considers a simplification of the equation system in hopes that the essential

character of the solution may be preserved, while dramatically reducing computation time. This will permit

an assessment of the effects of a wide variety of different disturbance functions on the ligament breakup,

particularly on the sizes of drops produced. If this system is considered statistically, it may shed some light

on the processes limiting the formation of small drops in low speed atomization flows. In previous work

by the author [7,8] a physical constraint limiting the formation of small drops was found necessary in the

statistical prediction of drop size and velocity distributions.

EQUATIONS OF MOTION

The surface of an axisymmetric ligament may be characterized by its radius as a function of axial

position. If the radial velocity is neglected and the axial velocity within the ligament is assumed to be

radially uniform, it may also be characterized as a function of axial position, thus reducing the problem to

a transient, one dimensional problem.

Continuity for an incompressible, disk shaped element requires that the radius, R, increase to accom-

modate the net mass flux into the element so that

or rearranging explicitly for the temporal change in R

dR dR Rdw

A balance of axial momentum on an element of fluid yields

dw dw IdP ^ d'^w AudRdw ...

ot oz p oz oz^ R oz oz

where the second viscous term accounts for the variation of the radius. The pressure immediately beneath

the surface may be calculated by considering the forces on an element of surface curved in both directions.

In keeping with the one dimensional velocity approximation, the pressure may be approximated as radially

uniform. Thus, differentiating equation 7 and substituting into equation 6 yields an explicit expression for
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the temporal change in velocity.

dt ~ ^ dz^ pR? dz pR^ \dz) ^ pRdz dz^

ad^R ^ d^w AvdRdw
+ + + ——— (8)

p oz^ dz^ R dz dz

Equations 5 and 8 then provide a coupled system of nonlinear equations describing the development of the

two variables, R and w. An appropriately chosen numerical solution technique may then be used to follow

this development under varying initial conditions.

DISCRETIZATION AND SOLUTION OF EQUATIONS

The ligament is discretized into a number of elements, each characterized by values of R and w at

the centre of the element. Equations 5 and 8 may then be approximated about each element by evaluating

first order central differences for each of the derivative terms. (Although various differencing schemes were

tried, no improvement on the initial scheme was found.) This approach provides estimates of the temporal

derivatives based on the current values of R and w.

The problem is then solved by a semi-imphcit time marching scheme. For each time step, the following

process is employed.

1. Approximate the sets of new values wi and Ri to be equal to the sets of current values wq and Rq.

2. Evaluate (^)o and (^)o based on wq and Rq.

3. Evaluate (^)i and (^)i based on Wi and Ri.

4. Calculate w, = wo + 0.5 ((^)o + (^)i) At and R^ = Ro + 0.5 )o + )i) At

5. Repeat from step two until the values of Wi and Ri converge.

By repeating this entire process the solution may be marched forward. At at a time. At present, periodic

boundary conditions are applied, so that the difference approximations are wrapped around to the opposite

ends of the solution domain.

Initial conditions on the ligament may be set to a sinusoidal variation in the radius along the ligament,

a sinusoidal variation in velocity, or a combination of the two.

Instabilities occasionally develop in the solution, particularly for cases where the viscous forces are

small. These instabihties are on the scale of the discretization and are first evident in the time derivative of

the velocity. Reducing the time step will eliminate or delay the onset of these instabilities, however it has

been found more effective to apply a 3 or 5 point moving average on the derivative field to suppress this

instability.

RESULTS AND DISCUSSION

For comparison with the classic results and experimental data, the overall progress of the solution

may be characterized by the exponential growth rate a, as defined in equation 1. Although a constant for

the classical solutions, the growth rate is found to vary with solution progress. Figure 1 shows the results

obtained for a when the solution parameters are varied. As can be seen by comparison with denser grids,

the 60 point discretization yields good results, provided that no averaging is used to stabilize the solution.

All results presented in this paper are for a 60 point discretization with no averaging, except where noted

otherwise.

The 90 and 120 point solutions are very close to the 60 point results, but averaging and/or time step

reduction were necessary to stabilize the solutions. The equations were solved on a 20 MHz, 80386 based

personal computer with numeric coprocessor. Overall solution times to carry a ligament through to the
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Figure 1: Varying the solution parameters has little effect on the solution behaviour, as shown by the growth

rate a, except when the domain of the moving average represents a significant portion of the solution domain.

point of breakup were typically around 20 minutes, 3 hours and 60 hours for 60, 90 and 120 point solutions

respectively. Naturally, these times varied substantially with differences in initial conditions, being longer

for smaller initial disturbances.

The code presently allows sinusoidal variations in amplitude and/or velocity to be applied to the

ligament. Figure 2 shows that the solutions tend toward a common result, independent of the characteristics

of the initial disturbance. Only the wavelength of the disturbance is significant. Thus, an infinitesimal

disturbance may be simulated by any combination of amplitude and velocity, provided it is small.

A characteristic growth rate has been arbitrarily defined as the value of a when the disturbance

amplitude, peak to trough, has reached 1/4 of the undisturbed ligament radius. As can be seen from the

figures, this provides a result that characterizes the early part of the growth for a specific wave number, but

is insensitive to the other characteristics of the initial disturbance.

Figure 3 shows comparisons with the experimental dataof Sakai et al [9] for glycerine/water solutions.

A vibrating orifice generator was used to produce a ligament with imposed disturbances of known wavelength

and growth rates calculated from photographic measurements.

The results agree quite well for the lower viscosity case of 65% glycerine, but the present approach

over-predicts the growth rates for the higher viscosity case. For pure water, the present model predicts

growth rates approximately 3% higher than Rayleigh's solution. Otherwise, the model shows the same

characteristics as the classical results, yielding a maximum growth rate around ka = 0.69 for low viscosity

cases and moving towards ka = 0.5 as viscosity increases.

This deviation from the classical results appears to be due to the one dimensional approximation,

which eliminates the effects of the radial velocity and its variation. From the qualitative agreement it is

clear that this is a secondary effect. It may be possible to model the radial resistance to growth in terms of

the current solution variables R and w to produce a quasi-two-dimensional model that retains the simplicity

and computational efficiency of the ID model while producing more accurate results.

The variation of a with solution progress is shown in figures 4 and 5 for water and 65% and 90%
glycerine/water solutions respectively. The growth rate remains more nearly constant for the more viscous

flows.
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Figure 2: Variations in the initial disturbance characteristics affect only the early part of the solution. The

disturbance wavelength defines a solution that different types of disturbance move towards. The left hand

plot shows that disturbance amphtude grows exponentially with time, while the right hand plot shows the

variation of that growth rate with disturbance amplitude.

Figure 3: This figure compares the growth rates found for different wave numbers on 0.9 mm diameter

ligaments of 65% and 90% glycerine/water solutions.
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Figure 4: Growth rate behaviour in water at various dimensionless wave numbers.
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Figure 6: Surface profiles for a 0.9 ram ligament of water at diff'erent times, ka — 0.7; lines are 2 ms apart
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Figure 7: Surface profiles for a 0.9 mm ligament of water at diff'erent times. The aspect ratio has been

exaggerated to provide more detail. On the left the dimensionless wave number is ka = 0.4, while on the

right ka = 0.9.

Figures 6 and 7 show the development of the surface profiles for ligaments of water, subject to

disturbances of different wave number. Figure 6 is plotted in the correct aspect ratio, showing the ligament

for two wavelengths and provides a clear picture of the flow. The plots in Figure 7 are exaggerated in the

radial direction to show more detail.

It was observed that all instances yield satelhte drops, but that these drops become much smaller

at higher wave numbers. This is consistent with the two dimensional inviscid results of Mansour and

Lundgren [4]. The breakup process could not be followed past the point of pinching off due to current

limitations in the code. Inclusion of a boundary condition for a pinched off end is planned to permit

following of the secondary breakup of the satellite ligaments produced at low dimensionless wave numbers.

However, this extension is not important for the higher wave number cases where both main and satellite

drops are well formed as drops by the time the ligament pinches off.

CONCLUSION

A model has been developed which incorporates both the inertial and viscous forces in the capillary

instability. Comparisons indicate a tendency to over-prediction of disturbance growth rate, particularly in

highly viscous cases, due to the approximations in the one dimensional formulation.
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However, qualitative agreement is very good and a refinement of the model to incorporate inertia!

and viscous effects of motion in the radial direction is expected to yield quantitatively accurate results.

The computational requirements of this model are much smaller than fully two dimensional solutions,

while providing useful results.
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ATOMISATION OF FLAT AND ANNULAR LIQUID SHEETS
PRACTICAL USE OF LINEAR THEORIES

C. Dumouchel and M. Ledoux

URA CNRS 230/CORIA - University of Rouen
Mont Saint Aignan, France

In this paper atomisation of flat and cylindrical liquid systems have
been investigated through linear theories. After an examination of the
parameters involved in the problem it is found that the behaviour of flat
systems is totaly known by the determination of a set of non dimensional ized
numbers and that cylindrical systems behaves as flat ones in many cases.

Associated to a disintegration process that allows to calculate one drop
diameter, applications of these mathematical models on practical situations
are described. Some experimental observations concerning the influence of the
external pressure are found again and an interesting agreement between a set
of calculated and measured drop diameters is obtained.

1 INTRODUCTION

Atomisation is based on interfacial instabilities of liquid systems
either in calm atmospheres or induced by air streams. This physical process is

not perfectly known and its complexity makes theoretical investigations tricky
to set up.

Even though it can be critized the linear theory based on the development
of a dominant wave length allows a quick approach to the problem and supports
comparisons with experimental data.

Examples of linear theories are presented here for flat and cylindrical
liquid systems. It is attempted to allow the exploitation of such theoretical
models by designers through a synthetic presentation of the results of

computations and to show the possibilities as well as the limits of such

theories.

2 INSTABILITY OF A FLAT LIQUID SHEET

2. 1 Analysis

(i-2)

Fig. 1. Flat liquid sheet in air at

rest ( undisturbed flow)
( perturbed flow)

M)

The disintegration of an inviscid
flat sheet of liquid is studied through
the set up of a linear theory. This
approach assumes that a superposition of
sinusoidal perturbations takes place on

the interfaces of the liquid system (see

fig. 1). Some of these perturbations will
grow sufficiently to lead to the break
down of the sheet. However^ among them^

one will have a growth rate that is

larger than the others and the
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disintegration of the system will be dominated by the growth of this
particular perturbation.

The mathematics involved here are similar to those used by Crapper et al

[1] and Dumouchel et al [2] for the case of a cylindrical liquid sheet and
they are not reported in detail here.

The initial flow is steady but any perturbation induces a non-steady flow
assumed irrotational and thus associated to a perturbation potential <j>. In

each phase the continuity equation allows the functions 0^ to be written as :

<t>^= & {ke^^ + B^e"''^) expj^Kkx - wt)j (1)

where i refers to the regions indicated on fig. 1. The displacement of the
upper and lower surfaces shown in fig. 1 are taken under a similar form :

T)^ = € exp^iCkx - £.)t)j (2)

The pulsation w may be complex and its imaginary part is the temporal

growth rate corresponding to the imposed perturbation defined by a wave number
k. The fluid particles that compose the interfaces are supposed to be the same
all over the time and this is expressed through four kinematic conditions.
They allow the determination of the coefficients and B^. Two dynamic

conditions expressing the balance between the pressure and the surface tension
forces are written on each interface and the resulting system of equations
conducts to the dispersion equation that has the form :

C + C + C 0)^ + C a> + C = 0 (3)
4 3 2 1 0

(the coefficients may be obtained from the authors). For a given liquid

system, equation (3) is solved to find the value of w of the imposed
perturbation which will grow if the solution found is complex. According to

Hagerty and Shea [3] and Dombrowski and Hooper [4] remarks, one has only to

consider the antisymmetric mode of perturbation which is predominating for
small gas densities (p << p ).

2. 2 Results
Figure 2 shows dispersion

diagrams ie versus k, over a range

of velocity U for a sheet of water. In

each case it is seen that the
characteristics of the dominant wave
ie k and w both increase with

amax i amax

the velocity U. For the same cases
fig. 3 shows the propagation velocities
Cel of the growing perturbations
versus the wave numbers k.

The growth rate of the
perturbation is only controled here by
the aerodynamical and surface tension
forces. On fig. 2 and 3 we can see that
aerodynamical forces are destabilizing

1000

750

(0

500

250

U-IO in/s

U-7.5 m/s

. U-5 m/s

800

k

1200 1600 2000

(m"^)

Fig. 2. Dispersion diagram.
h=300jam (water/air)
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The dominant wave results

and proportional to the difference of
velocity between the external medium and
the perturbation propagation speed (for
small wave numbers u) and Cel both

lamax

increase with k).

The surface tension forces are
indirectly proportional to the curvature
radius of the interfaces and therefore
more effective for high wave numbers. For
these values of k the growth rate
decreases as k increases showing the
stabilizing effect of the surface tension
forces that increases with k. This effect
becomes more and more effective in a
domain where the aerodynamical forces are
maximum (Cel=U) but constant and that is

why w
iamax

decreases until it becomes

zero,

from the best compromise between the
aerodynamical and surface tension effects.

We studied the influence of each parameter involved in the problem on the
characteristics of the dominant perturbation ie k

amax
u> and Cel. Using a
iamax

set of non dimensionnal parameters the different results showed only one
behaviour presented on fig. 4 where :

2<r

We =

p U^h

k <r
amax

Wek =

P ^

.00 a.25 0.50 0.75 1.00 1.25
We

Fig. 4. Characteristics of
dominant wave for
liquid sheets.

the
flat

Wew =

(j> cr
i amax

p u~

Cel =
Cel

U

(4)

Figure 4 is relevant for any kind of flat
sheet evolving through any kind of
gaseous medium as long as the assumption

p « p is kept. It is seen that if
G L

We>l the corresponding liquid system is

stable for any perturbation. We find here
again the stability criterion found by
Squire [5]. We see as well that w

iamax

reaches a maximum corresponding to

We = 0. 17 Wew = 0. 125

(5)

Wek = 0.50 Cel = 0.75

The presence of this maximum may be
explained as previously for the maxima
shown on fig. 2.
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3 INSTABILITY OF A CYLINDRICAL LIQUID SHEET

3.

1

Introduction
Encountered in amny practical situations, the disintegration of

cylindrical liquid sheets has been the subject of many theoretical and
experimental investigations [1], [5], [6]. Furthermore such studies provide a

first approximation of the complex problem posed by the conical liquid systems
as proposed by Dumouchel et al. [2].

Here their analysis is summarized and results are presented and compared
with those of flat systems to allow a better understanding of the process
described by linear theories in such cases.

3.2 Analysis
The cylinder of liquid is defined by a thickness h, an internal radius a

and two velocity components, U along the axis of symmetry and V along the

azimuth (as for a conical sheet). We make the assuumption that the liquid
velocity is sufficiently high and the liquid sheet thin enough so that the

sheet breakdown occurs before the tendency of the cylinder to collapse under
surface tension forces takes place. The analysis, not reported in detail here,

is conducted using cylindrical coordinates. The velocity V allows a

perturbation to take place along the azimuth and this is introduced in the

propagating terms of the functions and t)^ that become :

A^I^Ckr) + B^K^(kr)j expj^Kkx + ne - wt)j (6)

7)^ = e exp^Kkx + ne - ti)t)j (7)

The internal radius and the possible azimuthal perturbation introduce new
curvature radii that modify the surface tension terms in the dynamic
conditions (for more details see reference [2]).

As for the flat sheet the dispersion equation obtained for w is of the

fourth order. Here again we only deal with the solutions corresponding to the

antisymmetric mode of perturbation.

3.3 Results
3.3.1 Without azimuthal component of velocity
As for a flat liquid sheet, the dispersion diagram for a cylindrical

liquid sheet shows a maximum corresponding to a perturbation that growths

quicker than the others. We are only interested by this particular
perturbation characterised by the numbers Wew, Wek and Cel defined by
equations (4).

A new parameter Wea is introduced to take into account the internal

radius a.

<r

Wea = (8)

p U^a

Fig. 5 shows the relation between Wew and We for different values of Wea.

When Wea=0.048 we can see that the curve obtained is not very different from

fig. 4. Further calculations actually showed that a liquid cylinder having a

parameter Wea less than 0. 1 behaved like a flat system. This means that when

Wea<0. 1 the surface tension effects added by the curvature radius a are very
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small compared to the aerodynamical effects or the surface tension effects due
to the perturbation and therefore they may be ignored. This criterion agrees
with the one found by Guilie in a similar study [6].

When Wea increases, we see on fig. 5 that Wew increases for any given We.

This shows that the surface tension forces introduced by the radius a are
destabilizing. We note as well that when We increases Wew reaches a limit
different from zero as for a flat system and that increases as Wea increases.
In this domain the disintegration is especially controlled by the surface
tension forces introduced by the radius a and it corresponds to the domain of
very thin systems as those studied by Martinon [7].

Fig. 6 shows that the relation between Wew and Wea is linear, the
expression of which, for We<0.6, was found to be :

Wew = 0.8 /we Wea -1. 1 We" + 0. 11 We + 0.07 (9)

As for a flat sheet it can be seen from fig. 5 and equation (9) that the
maximum growth rate of a cylindrical system reaches a maximum for given We and
Wea.

Fig. 7 shows the values of Wek and
Cel for Wea=0. 58 and it is seen that
both of them reach a limit for high
We. However we can see that the limit
of Cel is very near zero that confirms
that in this domain the disintegration
is controled by the presence of the

internal radius a.

From these different results we
can also draw the double effect of the

surface tension on the dispersion
diagram. When the surface tension
increases the growth rates increase
(see fig. 5 and 6) but the range of

wave numbers of the growing
perturbations decreases due to the Fig. 7.

more effective surface tension forces.

0.2-

0.0.

Wek and Cel for cylindrical
liquid sheets with Wea=0.58
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3.3.2 With an azimithal component of velocity
Now the velocity U introduced in each non-dimensional ized Weber numbers

(equations (4) and (8)) is replaced by the total velocity defined by :

U = / + V'
T V

2.0

(11)

As found by Dumouchel et al. [2]

the dominant perturbation may be
characterised by two orthogonal wave
lengths associated to two wave
numbers; k along the axis and n/a
along the azimuth. Then, the direction
of propagation of the perturbations
makes an angle with the axis of

symmetry. Over a range of Wea tgO^)

is compared in fig. 8 to tgO^)= VAJ.

a

U-4 m/s

V-3 m/s

For Wea>l the
longitudinal

dominant wave
andOp=0)

is

its

Fig. 8.

0.4 0.6 0.8 1.0

Wea
Direction of propagation of
the dominant wave for
cylindrical liquid sheets
with two components of
velocity.

characteristics are exactly the same
as those of the same liquid cylinder
with the axial velocity component U
only. For these cases an azimuthal component of velocity has no influence at
all. This comes from the fact that an azimuthal component of velocity tends to
reduce the surface tension forces due to the radius a. For Wea>l the
disintegration is mainly controled by the surface tension forces induced by
the radius a, therefore the dominant wave will stay longitudinal as an
azimuthal perturbation introduced by V would reduce the growth rate. However
for small Wea, the system tends to adopt the behaviour of a flat system and
therefore the presence of V will be regarded as an increase of the
destabilizing aerodynamical effects. The dominant wave is no longer
longitudinal O is different from zero) and when Wea tends toward zero ^

tends toward ^ the system behaves like the flat sheet with the velocity

component U

3.3.3 Discussion - Application
In practical situations two effects of the azimuthal component of

velocity can be therefore dissociated : first, a spin velocity modifies the

liquid geometry giving birth to a thinning conical system (as for a swirl
atomizer for instance) and secondly, when the internal radius has become large
enough, the spin becomes an effective component of velocity for the

disintegration increasing the wave number of the dominant wave. Dumouchel et

al [2] showed that a drop diameter d^ could be calculated from this

investigation :

T

Although it is generally not straight-forward such investigations may be

used as predictive tools. For instance, Dumouchel et al [2] adapted this

approach to the case of swirl atomizers that deal with conical liquid sheets
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Fig. 10. Influence of p on the drop
G

diameter for a flat system.

and an interesting agreement was found between measured and calculated drop
diameters (see fig. 9).

It is possible as well to bring out the influence of parameters involved
in the process of drop formation as for instance the influence of the external
pressure P on the drop diameter for a thinnig flat liquid sheet. Figure 10

amb

shows d odtained from equation (12) as a function of We for three values of
G

p . Let's call Wer the value of We at the break-up. When P
G ^ increases, pamb G

then War decreases. Fig. 10increases and fig. 4 shows that w increases
iamax

shows that an augmentation of P will make the drop diameter decrease if Wer
amb

is high (corresponding to low injection pressures) and will increase d if Wer
G

is low (corresponding to high injection pressures).
A similar behaviour has been experimentaly found by Tabata et al. [7] in

a slightly different case. It appears here that the explaination
of the opposite influence of the external pressure according to
the injection pressure may be linked to the fact that the liquid
system is thinning.

4 CONCLUSION

In this paper the instabilities of liquid systems (flat and cylindrical)
in an atmosphere at rest have been investigated by the use of linear theories.

The behaviour of flat systems was found to be totaly determined by a

set of non dimensional ized numbers and cylindrical systems were found to be
affected by the destabilising effects introduced by the internal radius.
However cylindrical systems behave as flat ones in many cases.

It is point out here that these approaches may be easily adapted to
different situations and used as predictive tools. For instance, calculated
mean drop diameters are presented for a set of swirl atomizers. A second
application shows the influence of the external pressure on the drops formed
by a thinning liquid sheet.

Most of the time, the results obtained are not accurate but the tendances
they bring out are of practical interest and may be used with confidence.
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NOMENCLATURE
a internal radius of the cylindrical Iquid system
A, B constants
Cel propagation wave speed = w /k

r

coefficients of the dispersion equation

d^ calculated drop diameters

dqp measured mean drop diameters
h thickness of the liquid systems
I (kr), K (kr) modified Bessel functions of order n
n n

k ' longitudinal wave number
k k for the dominant wave
amax

/ 2 2
K total wave number =v k +(n/a)
T

n azimuthal number of perturbation
( r , 9 , x) cylindrical coordinates system
t time
U component of velocity along the axis Ox
V azimuthal component of velocity
(x , y) cartesian coordinates system
a amplitude of the functions t)

angle between the axis of symmetry and the direction on

propagation of the perturbation

3^ angle between and the axis of symmetry

0 perturbation potential functions
T) displacement of the interfaces

p , p gas and liquid densities respectively
G L

(T surface tension
w pulsation

growth rate of the perturbation (imaginary part of w)

w maximum growth rate
iamax
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ABSTRACT

Flow characteristics of atomizing liquid jet by supersonic flow and related shock
wave/boundary layer interaction were observed by flow visualization technique of
schlieren method with spark flash. Two types of liquid injector were used : a flat

plate injector and a backward step injector. The liquid was injected vertically into

supersonic flow of Mach number 2 from one orifice of 1 mm diameter at the flat plate

or at just behind backward step. In the case of a flat plate injector, the liquid was
atomized by boundary layer flow, and the liquid injection produced the bow shock
wave or pseudo-shock wave (multiple normal shock train). In the case of a backward
step injector, the liquid was not only atomized by boundary layer flow but also

supersonic main flow, since the low pressure part was formed outside the boundary
layer due to the existence of the expansion fan at the backward step. Therefore,

more fine particles will be produced by a backward step injector than a flat plate

injector. Interaction between the shock wave and the boundary layer leads to flow
separation and this might promote to mix of the fine liquid particles into the main
flow.

INTRODUCTION

There are a number of practical applications of transverse injection of a liquid

jet into a high-speed gas stream. Among a large variety of applications, fuel

injection for scramjets, ramjets, and afterburners, thrust vector control in rockets,

cooling sprays in turbines, and localized cooling on re-entry bodies exemplify this

important field of study. In all of these applications, cross-stream penetration and
the droplet size resulting from the break up of the liquid jet was items of primary
engineering interest. These general problems are still very important and were
investigated by many researchers*^"^*. The flowfield in the inlet/combustor isolator

section of scramjet engine is more complex due to the liquid injection/supersonic

flow interaction. The performance of the scramjet and ramjet engines strongly
depends on the flow characteristics. However, detailed information concerning with
the change of the flowfield due to the liquid injection into supersonic flow is not

available yet. Furthermore, the atomization mechanism of liquid fuel and the

following process of gas-liquid fuel mixing in supersonic flow is very important for

developing the scramjet engines.

The purpose of this paper is to clarify the liquid atomization process with
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following gas-liquid mixing process in supersonic flow and shock wave/boundary
layer interaction due to the liquid injection.

EXPERIMENTAL APPARATUS AND PROCEDURE

The tests were performed in a 50X 50 mm supersonic suction type wind tunnel at

Muroran Institute of Technology. Figure 1 shows the schematic diagram of the
experimental apparatus and measuring system. The supersonic flow trials were at

atmospheric ambient stagnation pressure and temperature. The symmetric Laval
nozzle is used so that the upper and lower wall boundary layers entering the test

section have identical properties. The side wall of the test section is provided with
an optical glass to measure the flow characteristics optically. Two symmetric Laval
nozzles were provided to obtain the nozzle exit Mach numbers of L8 and 2.0. In the
present study, two types of liquid injector were used as shown in Fig. 2. One was a
flat plate injector, and the other a backward step injector. Water and ethanol were
used as the injectant. The liquid was injected vertically into supersonic flow from
an orifice of 1 mm diameter. The driving force for the liquid injection was the
pressure difference between ambient pressure and local pressure at exit of the
orifice in the wind tunnel. The velocity of the liquid injecting was about 6~8 m/s.

The flow characteristics were investigated by using the flow visualizations
technique of schlieren and shadowgraph method with Q.S fis flash light. The wall

static pressure distributions were measured at upper wall of the square duct using
mercury manometers. The velocity profiles, in the case of no liquid injection, were
measured using a fiber optic dual-beam Laser Doppler Velocimeter (LDV) (TSI). The
TSI six jet atomizer using water was used to generate seed particles with a

polydispersed size distribution with mean diameter of about 2 fim. It was confirmed
by the preliminary experiments that the incoming supersonic flow showed a high
degree of two-dimensionality. All measurements were made on the midplane of the
wind tunnel except for a limited series of spanwise traverses made to check the
degree of two-dimensionality of the flow.

RESULTS AND DISCUSSIONS

Velocity distribution of main supersonic flow
Figure 3 shows the velocity distributions of the main supersonic flow. The top

view is the case of flat plate injector type and bottom view the case of the
backward step injector type. The thickness of the boundary layer just ahead of the
injector for the flat plate type was about 5 mm and the boundary layer thickness
just ahead of the step was also about 5 mm. It was confirmed by the measurements of

the velocity distribution in the boundary layer that it was turbulent.

Flow visualization of atomizing liquid and flow pattern
Flat plate injector . Figure 4 shows the liquid injected vertically into

supersonic flow of Mach number 2.0 with following mixing process and related flow

pattern. The top and bottom views show the water and ethanol injection,

respectively. The vertical line in the photos indicates the marker of the injecting

location. It is seen from the top view of Fig. 3 that the thickness of the fully

developed turbulent boundary layer was about 5 mm. The top and bottom photos of

Fig. 4 show the bow shock produced by the liquid injection. The bow shock reflects

at the upper and lower walls and propagates downstream. It is seen from the top and
bottom views that the liquid was atomized by the boundary layer flow so that the

liquid particles scarcely diffused into the main supersonic flow.

Figure 5 shows the flow patterns of Mach number L8. The top view of water

injection case shows that the pseudo-shock wave^®' (multiple shock train^®^) was
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formed by the liquid injection/shock wave/boundary layer interaction. In the case
of ethanol injection, the pseudo-shock wave was formed far downstream, which was
found by the wall static distribution. The pseudo-shock wave causes the loss of

pressure and oscillation phenomena of main flow so that the generation of the
pseudo-shock wave might have bad influence on the supersonic mixing and
supersonic combustion mode. However, as seen from the top view of Fig. 5, the
separation region under the first shock wave of the pseudo-shock wave contributes
to the diffusion of the liquid particles.

Backward step iniector . Figure 6 shows the schematic view of the flow field of

the main flow Mach number M=2.0. The orifice was located 5.4 mm from the backward
step. Figure 7 shows the schlieren photographs of air flow patterns and liquid
injected by backward step injector. The left and the right side photos are taken,
respectively, with a horizontal knife edge and a vertical one. From the top view of

the left side, it is seen that the turbulent boundary layer was separated at a

backward step and formed a free shear layer, which went through a reattachment
process. The average reattachment line is located approximately 2~2.5 step heights
from the step. The expansion fan at the backward step and reattachment shock wave
are also observed. The middle and bottom photos show the flowfield in the cases of

water injection and ethanol injection, respectively. The weak bow shock wave
produced by the liquid injection can be seen in the expansion fan. The strength of

the reattachment shock wave with liquid injection grew weaker than the case of no
liquid injection. Figure 8 shows the behavior of the liquid atomization by backward
step injector, which was taken by backlight photograph method. As compared
between the spatial position of the atomizing liquid in Fig. 8, the boundary layer
thickness and station of the bow shock wave in top view of Fig. 7, it seems that the
liquid was not only atomized by boundary layer flow but also the supersonic
mainflow. Therefore, liquid particles produced by a backward step injector may be
more fine than that of a flat plate injector because the liquid is atomized by higher
velocity gas flow.

Wall static pressure distributions
Figure 9 shows the time mean wall static pressure distributions on the upper

wall along the duct for the case of the flat plate injector. The symbols , O and
A indicate the conditions of no liquid injection, water injection and ethanol

injection, respectively, and Pa is the atmospheric pressure. The abscissa x means
the downstream distance from the injection hole. The time mean wall static pressure
increased abruptly from x=350 mm for all three cases. This indicates generation of

pseudo-shock waves (shock train). Figure 10 shows the time mean wall static

pressure distributions at the upper wall along the duct for the case of the backward
step injector. The symbols in Fig. 10 have the same meaning as before. The high

pressure region are not observed in all cases in Fig. 10 and the pseudo-shock wave
was not generated. The liquid injection has little influence on the time mean wall

static pressure distribution for the two types of injector, in the present experiments
using the mercury manometers system.

Effect of pre-injection on liquid particles mixing into main flow

Figure 11 shows the schlieren photograph of the liquid (water) atomization from

the flat plate injector with two holes located 15 mm apart. The liquid injected from

the second hole has a higher penetration height than that from the first injection

one (pre-injection). From the above experimental result, it may be said that the

injection of liquid just upstream to the main injection controls the turbulent

boundary layer and promotes the mixing between the main flow and the liquid

particles.
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Penetration height of liquid jet for the case of flat plate type iniector
The penetration height was determined by the observation of the amount of

light that scattered when a beam of light passes through a suspension of droplets.
Figure 12 shows the variations of the penetration height for the case of water
injection and ethanol injection. It is considered that the penetration height
corresponds to the mixing layer thickness. The symbols 0 and A mean the water
and ethanol injection for the case of Md=2.0 (Md : design Mach number of the Laval
nozzle, free stream Mach number M=1.8), respectively. Also, the symbols O and A
mean the water and ethanol injection for the case of Md=2.2 (free stream Mach
number M=2.0), respectively. The mixing layer for the case of Md=2.0 was thicker
than that of Md=2.2. In the case of the water injection for Md=2.0, the supersonic
mixing was not happened by the generation of the pseudo shock wave in the duct
(as it was seen in Fig. 5). It can be seen that the mixing layer thickness by ethanol
injection was larger than by water injection case. The reason for this result has not
been clarified.

CONCLUSIONS

The liquid atomization process with following gas-liquid mixing process in

supersonic flow and shock wave/boundary layer interaction by the liquid injection

were investigated by the schlieren photograph and shadowgraph method. It was
cleared that the liquid injection in supersonic flow produces the bow shock wave
and/or pseudo-shock wave (multiple shock train), resulting supersonic flows more
complicated. The behavior of the liquid atomization process and mixing process are
strongly influenced by the shock wave/boundary interaction. It is shown that the
production of more fine liquid particles and the promotion of the gas liquid mixing
can be expected if the reflection of the shock wave and the expansion fan at the
backward step would be effectively used. Therefore, the change of flow pattern,

which includes the generation of the shock wave, the development of the boundary
layer and the separation of the boundary layer, should be used effectively for the
liquid atomization technique by the supersonic flow.

REFERENCES

L Schetz, J., Kush, E. and Joshi, P., Wave Phenomena in Liquid Jet Breakup in a

Supersonic Crossflow, AIAA Journal, Vol.18, No. 7, pp.774-778 (1980).

2. Reichenbach, R. and Horn, K., Investigation of Injectant Properties on Jet

Penetration in a Supersonic Stream, AIAA Journal, Vol.9, No. 3, pp. 469-472

(1971).

3. Schetz, J. and Padhye, A., Penetration and Breakup of Liquids in Supersonic
Airstreams, AIAA Journal, Vol.15, No. 10, pp.1385-1390 (1977).

4. Less, D. and Schetz, J., Transient Behavior of Liquid Jets Injected Normal to a

High-Velocity Gas Stream, AIAA Journal, Vol.24, No. 12, pp.1976-1986 (1986).

5. Nejad, A. and Schetz, J., Effects of Properties and Location in the Plume on
Droplet Diameter for Injection in a Supersonic Stream, AIAA Journal, Vol.21,

No. 7, pp. 956-961 (1983).

6. Heister, S., Nguyen, T. and Karagozian, A., Modeling of Liquid Jets Injected

Transversely into a Supersonic Crossflow, AIAA Journal, Vol.27, No. 12,

pp. 1727-1734 (1989).

7. Thomas, R. and Schetz, J., Distributions Across the Plume of Transverse Liquid

and Slurry Jets in Supersonic Airflow, AIAA Journal, Vol.23, No. 12, pp. 1892-1901

(1985).

8. Aral, T., Sugiyama, H., Abe, H., Takahashi, T. and Onodera, 0., Internal

Structure of Pseudo-Shock Waves in a Square Duct, AIP CONFERENCE

168



PROCEEDINGS 208 (Current topics in shock waves, 17th International Symposium
on Shock Waves and Shock Tubes, Bethlehem, U.S.A.. 1989) . pp.850-855 (1989).

Carroll, B. and Dutton, J., Turbulence Phenomena in a Multiple Normal Shock
Wave/Turbulent Boundary Layer Interaction, AIAA Paper No. 90-1455 (1990).

1 :Schlieren Systan
2:Cainera

3: Pressure Transducer
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7: Shock Location
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8: Valve
9: Vacuum Tank

Fig.l Schematic diagram of experimental apparatus

Supersonic flow

^

<t)l

4)6

Supersonic flow

5^

(ill

<i>3

5.4

(a) flat plate injector (b) backward step injecter

Fig. 2 Schematic view of injectors

'/////'/////J7i ///////

1 .0—V

o
o
o
o
o
0
o
o
o
o
o

1 .0

u/u„

o
o
o
o
o
o
o
o
o
o
o

15
/777y77T777T777777

30
//////////

(a) flat plate injector

1 .0
<- u/u„

b) backward step injector

Fig. 3 Velocity distributions of main supersonic flows,
Ujomeans the velocity of free stream flow outside
boundary layer and corresponds Mach number
M=2.0.

169



- > injection- (^f^er
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ABSTRACT

Though subaquatic explosions have been the subject of many studies, the interaction of the subaquatic shock

wave with the liquid air interface is not well known, particularly in its earliest effects. In particulary, microscopic

and precocious events occur during the acceleration of the free siuface of the liquid.

We used several techniques (fast camera, image convector, schUeren and ombroscopie records...) to record the

water surface motion and the main phenomena above it. For the description of the first phenomena, holographic

techniques appeared very instable, and we observed the free surface movements using light sheet for the latter

events, like plume.

GENERAL DESCRIPTION

The experimental set up is a test tank (1 x 1 x 0,5 m3 P.M.M.A. of optical quality) filled tap water [1].

A 215 mg PETN detonator is ignited at several immersion dephts, basically 0,25 m, the depth for which all

the main characteristics of the problem have been studied. This in order to study the influence of the shock

intensity on the surface effects. The detonator is a very simple way to generate a spherical shock wave far enough

from the detonation point the profile of which is checked by pressure transducers and compared with the theorical

calculations [2]. The correlation obtained allows us to calculate the rough parameters of similitude in Cook
formula

.

A typical case of the shock front properties impacting against the water-air interface is a peak pressure lower

than 100 bars, usually 50 bars, a shock velocity in water : 1500 m/s, a maximum free surface velocity : 7 m/s.

Several optical methods are used

:

1) Direct camera records.

2) Schlieren and ombroscopie cinematography using an argon laser modulated light (10 |is duration, 900-1000

Hz frequency) and a drum camera.

3) Holographic technique using a pulsed laser.

4) Light sheet laser techniques.

THE OBSERVED MACROSCOPIC PHENOMENA

The observed effects at the water surface are classified in two main categories : macroscopic and microscopic.

During its detonation in a liquid medium, the solid explosive is rapidly transformed into gaseous products at

high temperature and pressure. The so created bubble expands rapidly and its inner pressure decreases down to a

pressure slightly lower than the hydrostatic equilibrium corresponding pressure. The bubble then shrinks until the

limit of gas compressibility is reached, the movement inverto and a secondary shock wave is generated.

This phenomenon occurs after the second shock and so on. Just after detonation, the first shock wave separates

from the bubble and spreads out in surrounding water at a velocity which falls rapidly to a slightly supersonic

one. Its peak pressure decreases rapidly, a great part of the shock energy being dissipated during the propagation in
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water. Coming up at the surface, it transmits a wave in the air and a rarefaction wave goes back towards the

detonation source. The above parameters highly depend on the depth and on the charge weight It is known that for

small charges, at relatively important depth (ko/do «1, Ro radius of charge, do depth), the reflection can be
considered as total and the shock transmitted into the air is weak [(3), (4), (5)].

In the case we are interested in (Ro/do« 1), the first macroscopic effect is bound to the arrival of the shock

wave itself. It is the shock black ring which spreads on the water surface. Then we observe the dome, mass of

water accelerated by initial shock and sub surface movements. Its initial speed is very close to the speed of matter

bound to the shock. The maximum heigth of the water above the surface is reached when the forces of air friction

and gravity balance those of upward motion. In our case, the secondary dome, bound to the going up of secondary

shock wave and to the bubble second expansion, adds to the principal dome when it's going down. There is then a

break and the beginning of the water plume. It is noted that the coming out of the column (plume) is closely

linked to the depth of the detonation and to the used explosives characteristics (mass...). In a general way the

column is the result of either breaking of dome or coming up in the air of detonation products when these are still

energetic (first period (s) of pulsation interacting with the surface) [(6), (7), (8)]. These phenomena have been

observed by ombroscopy and schlieren techniques on high speed camera. The microscopic effects show the

coming up at the surface of small jets (which have been observed by means of an image convector tube) and a

suspension of mistlike droplets. A first approach of jets formation mechanism has been made thanks to a rapid

camera and ombroscopy records.

The description of the microscopic effects and their origins is the aim of this paper. The results described are

the one obtained with the laser means of recording. Lasers are used as energy sources (light sources) as well as

specific precision means. They offer several technical advantages : three dimensional image (holography), high

energy (light sheet), great precision of synchronisation and a short exposure time. We must underline the great

possibilities in magnification and the excellent definition.

CAVITATION

Liquids can more or less withstand tensions. Untreated, their continuity happens to be broken up by formation

of cavities. This cavitation tendency is especially increased by presence of impurities. In the case of sea water or

industrial water, the ambient pressure under which the cavitation increases indefinitely is very close to saturated

vapor pressure. This approximation does not take into account the size of impurities seeding. We admit that if the

pressure nearby a bubble exceeds saturated vapor tension, the cavity disappears. There is an implosion with

creation of a jet characterized by a high speed and the emission of a compression wave [(9), (10), (1 1)].

The formation of bubbles, their gradual growth are also influenced by water physico-chemical properties

(inclusions, surface tensions, specific viscosity....). The modeling of the phenomenon is not easy, especially in

presence of a free surface.

After their formation, the bubbles of an initial diameter of some micrometers can be submitted to pulsation,

according to the flow where they happen to be [12]. This pulsed movement is characteritic and can lead to

maximal diameters of several tenth millimeters associated to a life time from some hundred of nanosecondes to

several milliseconds, limited by a relatively violent implosion [13].

Assuming that the cavitating pressure is saturated vapor pressure we decided to apply first the Cole

formulations [14]. The experimental cavitation zone was not compliant with the one we numerically found. We
did not take into account the bubble erosive action on the expansion front Using Dubesset et Lavergne [15]

method and a trick in mathematics we found to introduce time, we obtained the specific shape of the cavitation

zone at different instants and depths. An analysis of the numerical results (minimum and maximum depth) shows

a relative agreement with the experimental results, although by excess, they are very closed to Kedrinskii's [16].

The experimental cavitation zone has been deduced from under water surface holographic records.(Fig.l)

INSTABILITIES AND BREAK UP OF LAMINAR JETS

Basically, Plateau [17] attributed the main mechanism to the interfacial tension. He showed that if there is an

axisymetric disturbance in the jet, it reduces the free energy of the jet if its wave length is greater than the

original undisturbed jet circonference. The system attempts to minimize the free surface energy, aiming at a

minimum surface area per volume unit, reaching then the break up in spherical drops. Rayleigh [18] gave the

equations and correlated the amplitude growth rate with the perturbation wave length. He found that if all

axisymetric disturbances - which are characterized by a wave length greater than the circumference of the

undisturbed jet - are unstable, only one has got an amplitude growing faster than the others, dominating the break

up and fixing the jet's length and drop's size.
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The first studies are based on the assumption that there is a pressure initiated perturbation originated at the

jet's surface which equation should be

:

(1)

5=5oexp(qt+ikz)

Weber [19] also solved the Navier-Stokes equation for a liquid jet. He showed that the perturbation

characterized by the wave number k* rises rapidly and makes the jet break up into drops. Tomotika [20] solved

the equation in his study of jets in 1966. The dimensionless growth rate and the wave number of the disturbances

that grows most rapidly are given by, respectively [21].

Q* = q* 'y^27^ (2) and x* = ak* (3)

Assuming that break up occurs when the disturbance grows up to be comparable with the jet radius, break up
time T is given by. _

T- L" (a/5o)

Assuming that jet's radius and velocity are quasi constant we can say that break up length is given by T x u.

L = Ln
l5o

The liquid in a column of one special wave length turns into one drop of corresponding volume, the diameter

of drops formed from jets of those type is :

3\l/3

(6)

HOLOGRAPHY

General Principle

General Principle of classical photography is based on the record of light, intensity and wave length.

Moreover holography calls for light phase, which allows to integrate for recording, the relative position of

different parts of the object. The light diffused by the objects is recorded on a very high resolution power plate on
which is superposed a reference wave. The complex diffraction so formed net diffracts light when placed in

reference wave, then restoring a real image and a virtual one of the object.

Microholography

Because of the phenomenon low rate of darkening (< 10%) we used GABOR mounting. The separate reference

assembling regains an interest for recording the phenomenon after 2500 |xs. We then got rid of field observations

(astigmatism, coma...) but not of the spherical one [22].

Restitution is obtained by the analysis of the real image recovered on a TV set. Reconstruction is made semi-

automatically by means of an image analyser [(23), (24)].

A synchro-optic cell is adjusted to obtain a double exposition, allowing to record of the object in two
consecutive positions, and to calculate the speed calculation.

We used a ruby oscillator laser (50 mJ, 15 ns) for recording with an optic system [Div. Doublet (20, 30 mm),
Conv, lens (800 mm)]. For reconstruction we used an unfocal system (65 mm) and an objective. Taking into

account the errors in the different positionnings of detonator and hologram (recording and reconstruction) the

relative error is never more than 10 % in depth, and 5% in the observing plane.

Hologram assessment and results for jets

General remarks. It is difficult to assert the occurence of such and such mechanism. We will see that the

observations allow the appraisal of

:

1) the periodic instabilities along the jet,

2) the forces of tension which depend upon the velocity gradient in the jet.
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These two mechanisms take place separately, the instabilities being able to grow and to set only if the whole jet

exists. However, the conjugate mechanisms are sometimes simultaneously observed. The velocity gradient works
in terms of stretching and shearing, the break up is then irregular.

Regular drops generated by jets are mostly relevant to Rayleigh's instabilities.

Specific results assessments and exploitation gave us the following set of average results, where d and T are

measured and calculated directly, d' an T are deduced from calculations.

n 1 2 3 4 5 6 7

d{[m) 194 279 320 410 450 200 260

d'(um) 198 250 240 310 310 140 270

% 2 11 28 27 36 33 4

T(us) 190 790 528 434 368 475 2570

r (jis) 405 353 670 360 460 439 2500

A(%) 66 72 25 15 24 8 3

The variation of relative difference between calculated and measured diameters is in the range of 2 to 36 %.
If we exclude two results (n = 1,2) that we assume to correspond to a different break up mechanism (striction),

the times T and T are in agreement in the range of 3 to 25%.
Error can be imputed to the specific experimental measurement error (about 8%) and to the

fact that Tomotika theory is relevant to very constant laminar jets (created in reproductible conditions)

characterized by constant speed. If the following set shows that we realize one condition (one jet drops production)

speed is not totally constant and we know its importance in the rupture time calculation.

n 1 2 3 4 5 6 7 8 9 10 11 12 13

dOim) 89 74 89 81 71 77 89 77 71 71 89 74 75

LIGHT SHEET EXPERIMENTS

Light sheet laser assembling - Dispersion laws

The light sheet laser mounting is very closed to the microholography one. The main difference is due to the

specific optics used. We calculated the numerous parameters aiming at a maximum energy in the conic sheet

created by the quartz bar (the Neodym laser used was characterized by 1,15 J (1050 nm) and 250 nrJ (532 nm) for

a 25 |is duration. The beam diameter is 7 mm).
Exploitation was built over the use of an image analyser. For several depths and times we analysed the photos.

We were then able to appraise MMD (Mass Median Diameter) and NMD (numerical Median Diameter) for each

trial.

The theorical laws are

:

Drop's volume . V = ^ 7t R^ = J- Ji <1>^ (7)

3 6

Drop's mass : M = Vd (8)

dM - MT p^n/ In (!) - In MMD?
Mass variation : , . , ^ r-— .

• ^''V \ ^rr ^^ „ \
W# { In c f . Tin . (|) \ y2 . In O /

(in
(t)

- In MMDf . Mi

(in af = -i (10)
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Numerical variation
NT

# (In af . V2TT . 0

exp -
In (> - In NMD

V2 Incj

(lnaf =
X ( In

<t)
- In NMDf. Ni

IN

(11)

(12)

MMD and NMD relation : Ln MMD = Ln NMD + 3 (In a)^ (13)

Results

Comparing curves of theorical dispersion and tlie experimental one we found that if we are very closed as far

as we compared NMD's results, we weren't not so acute in MMD. Knowing that the NMD's laws are the more
followed, we used it with the aim of comparing the theoric MMD and the experimental one (Fig.2, Fig.3)

.

Depth

mm
Time
ms

MMD
measured

mm

NMD
neasured

mm
LnaMMD LnoNMDc

MMD
alculated

mm
(1)

250 26 1.6 0.7 0.4982 0.5239 1.59 0.33

250 24 1.5 0.5 0.5448 0.5338 1.17 22

250 18 1.2 0.6 0.5055 0.4929 1.24 3.6

250 9 1.6 0.6 0.5030 0.5298 1.39 12.9

225 4.837 1.5 0.5 0.5245 0.5248 1.14 24

175 4.837 1.5 0.6 0.5014 0.5698 1.59 5.9

160 4.837 1.5 0.6 0.4614 0.5363 1.42 5.2

(1) A MMD/MMD measured %.

We can notice that the acciuxacy is somewhat variable, but generally closed to 10 % and less.

We encountered some difficulties with the beam's width and its influence on the light transmission.

SCHLIEREN AND OMBROSCOPY

We used an Argon laser, an acousto-optic modulator and a Callus, drum camera to realize the first schlieren

views (interframe time 1,1 ms, impulse time 10 \is, rotating frequency 396 Hz). They enabled us to identify with

certainty the jets we already saw with the image tube convector. But wc had some difficulties with a too weak
light intensity so we decided to use

ombroscopy with a very close setting. We realized different trials and we were able to quantify the peales and

dome behavior (position and velocity). We identified the jets instabilities but the accuracy was not so good, but

the instabilities under the surface were identified too

.
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CONCLUSIONS

The free surface motion of water-air interface accelerated by the impact of a shock impulse generated by an

explosive has been observed by means of holographic technique.

The results of the holograms analysis allowed us to confirm and to clarify the role of cavitation phenomena
which :

- is identified as soon as the reflection of the shock wave takes place at the interface,

- creates micro jets in the air, the distribution of which is correlated with the propagation of the cavitation

phenomenon,
- is in relatively good agreement with a numerical model taking into account the erosion of he

expansion front

Holography appears to be a very suitable technique to prove the microjets existence and to visualize the jets

instabilities.

The microjets deformation and rupture seem to be consequence of:

- periodic instabilities along the jet,

- forces of tension which depends upon the velocity gradient in the jet.

Dispersion laws are followed somewhat accurately. The light sheet results are very interesting.

Shlieren and ombroscopic records enabled us to characterize the phenomena occuring at the surface between

the very early instants (bubbUng and peacks birth) and the whole effects (plume).

Shock wave interacting with a liquid air interface is able to generate cavitation and small bubbles, the

implosion of which is responsible of microjets and small droplets production in air. New studies of the

implosion of the bubbles are needed to contribute to the behavior of cavitated liquid supporting chemical reactions

[25].

NOMENCLATURE

a = radius ofjet (m),

d = diameter of drop (m),

X = dimensionless wave number.

k = wave number (m"l),

L = break up length of jet (m),

M = drop Mass
MT = Total measured drop's mass

N = Drop Number
NT = Total measured drop's number

Q = dimensionless growth rate,

q = growth rate of disturbance (s'^)

R = Drop radius

T = break up time (s),

t = time (s),

z = axial coordinate (m),

V : Drop Volume
8 = disturbance on jet (m),

((» =Drop diameter

p = density of liquid (kg/m3),

a = interfacial tension (N/m),
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Fig.1 Experimental and Theorical Cavitation Zone
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ABSTRACT

Detailed measurements of the frequency of oscillation of a liquid sheet issuing from a 2D air

assisted nozzle have been made. The measured vibrational frequencies were then correlated with

the resulting spray angle. It was shown that the liquid sheet oscillations are dynamically similar to

that of hard spring systems. The effect of introducing air in the nozzle simulates the effect of
forced vibrations on the nozzle jaws. Thus, for each air flow rate, there is a specific vibration

frequency for the nozzle. The frequency of these vibrations is proportional to the air velocity. As
the liquid sheet natural frequency approaches that of the nozzle, resonance is established. At
resonance, the maximum spray angle is achieved.

INTRODUCTION

An experimental study is being conducted on a 2D twin fluid atomizer, similar to that of

Reference 1. A liquid sheet emerges from a central slit with a high aspect ratio. High velocity air

impinges on both sides of the liquid sheet at the nozzle exit. Microphotography was used to

determine the global structure of the sprays, and a light attentuation technique was employed to

measure the frequencies of oscillations.

FREQUENCY MEASUREMENT TECHNIQUE

The experimental technique utilizes the attentuation of a collimated laser beam passing through

the liquid sheet in the transverse direction (i.e., parallel to the nozzle slit). The optical system is

shown in Fig. 1, The beam was positioned 2 mm upstream of the breakup region. This method
ensures the sampling of the most dominant frequency, that which causes the breakup of the liquid

sheet. Figure 2 shows the mean breakup length (i.e., the distance from the nozzle exit to the

disintegration point) of the liquid sheet, as determined from many photographs. Numerous tests

were performed by translation of the laser beam along the intact length. The bandwidth of

oscillation frequencies was reduced as the laser beam was translated in the downstream direction

along the intact length. Spurious modes of oscillation disappear as a dominant frequency emerges

which is sustained by the liquid sheet. Even if the breakup length recedes to the nozzle exit, this

method still proves to be reliable.

Two types of waveform are possible depending on the location of the laser beam with respect

to the Z coordinate. Figure 3 shows photographs of the waveform taken from the oscilloscope
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1) He-Ne Laser

2) Collimating Lens
3) Nozzle

4) Optical Filter

5) Focusing Lens
6) Photodiode

7) Current to Voltage Converter

8) A-D rI Converter

9) IBM XT

Fig. 1 Optical System
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Fig. 2

Liquid Velocity (m/s)

Mean Breakup Length as a function of Liquid

Velocity and Air Supply Pressure to Atomizer

a) Ziaser = A (amplitude of oscillation) b) Ziaser = 0

Fig. 3 Typical Wave Forms (Pq = 101.823 kPa, muquid = 15.77 g/s)

screen. When Ziaser = A (A being the amplitude of oscillation at the measuring location) the

waveform is shown in Fig. 3a. Figure 3b shows the waveform when Ziaser = 0. Particular

attention has been paid to the Z location of the laser beam because, as shown in Fig. 3, sampling at

Z=0 would lead to a vibrational frequency that is double the actual frequency of the liquid sheet.

Figure 4 shows the actual waveform sampled when the breakup length recedes to the nozzle

exit. In this case the signal is produced by ligament shedding. Figure 5 shows the power spectral

densities of the liquid sheet vibration. Figures 5a through 5c correspond to Figs. 3a, 3b and 4,

respectively.
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Fig. 4 Typical Wave Form when Breakup Length Recedes to the Nozzle Exit

Ziaser = A; Pq = 104.312 kPa; miiquid = 15.77 g/s
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a) Ziaser = A; Pq = 101.823 kPa;

miiquid = 15.77 g/s => f = 508 Hz

b) Ziaser = 0; Pq = 101.823 kPa;

miiquid = 15.77 g/s => f = 1013 Hz

1034

Frequency (Hz)

c) Ziaser = 0; Pq = 101.823 kPa;

miiquid =15.77 g/s =^ f= 1084 Hz

Fig. 5 Power Spectral Density

RESULTS AND DISCUSSION

Figure 6 shows the vibration frequency of the liquid sheet as a function of liquid exit velocity

for different air supply pressures to the atomizer. Figure 6 is divided into three distinct

subregions. In regions A and B the frequency of the liquid sheet is highly stable. A sampling rate

of 20000 Hz with a time duration of 0. 1 sec was sufficient to insure perfect repeatability. In these

two regions the bandwidth of oscillation frequencies is very narrow and a perfect spike similar to
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Fig. 6 Vibration Frequency of Liquid Sheet as a Function of Liquid Exit

Velocity for 6 Different Air Supply Pressures to Atomizer

that of Fig. 5 is recorded. The clarity of the signal displayed in these regions is due to the fact that

the instrument is very sensitive to wave amplitudes: the greater the wave amplitude, the better the

signal.

In region C, secondary modes of oscillation appear. The transition from region B to region C
is accompanied by a widening of the bandwidth of oscillations and a considerable increase in the

measured frequencies. The repeatability in region C of Fig. 6 is poor and a maximum discrepancy

of about 15% between each run was recorded. The data points of region C correspond to the

arithmetic mean of five different runs, all of which have a sampling rate of 20000 Hz and a time

duration of 0.1 sec. Region C is characterized by small wave growth and thus small wave
amplitude at the measuring location. The signal in this region deteriorates considerably since, at

the measuring location, the wave amplitude is of the same order of magnitude as the laser beam
diameter.

Frequency (Hz)
Frequency (Hz)

a) in region B of Figure 6:

Ziaser = A; Pq = 103.565 kPa;

mw = 44.16 g/s =^ f= 1250 Hz

b) in region C of Figure 6:

Ziaser = A; Pq = 103.565 kPa;

mw = 56.78 g/s f= 1836 Hz

Fig. 7 Power Spectral Density

Figure 7 shows the power spectral densities of the liquid sheet vibrations for an air supply

pressure of 103.565 kPa and for two different liquid flow rates. Figures 7a and 7b correspond to

data points sampled in regions B and C of Fig. 6, respectively. Figure 7b shows that while the

primary mode which corresponds to region B (see Fig. 7a for detail) still exists, a secondary, more
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powerful mode with a higher frequency is displayed. Photographic visualization of the liquid sheet

shows that in regions A and B, the sinusoidal mode of oscillation dominates the liquid sheet

vibrations. In the transition between regions B and C, both sinusoidal and dilational waves exist.

In region C, the liquid sheet oscillations are predominantly of the dilational type.

Figure 6 shows that for each air supply pressure, the frequency of oscillations of the liquid

sheet undergoes sudden but continuous jumps as the liquid flow rate is increased. It is also shown
that these jump points are displaced to the right as the air pressure or the air velocity is increased.

In order to understand the jump phenomenon that were recorded, a separate test was
conducted to measure the spray angle. The criterion for measurement of the spray angle was to

follow the crests of the major disturbances. The surrounding droplet mists were not generally

considered. It should be mentioned, however, that when the breakup length recedes to the nozzle

exit, the droplet cloud was globally considered for spray angle measurement.

Figure 8 shows spray angle measurements as a function of liquid velocity for three different

air supply pressures. It is shown that for each air supply pressure the spray angle undergoes an

increase followed by a decrease as the liquid flow rate or the liquid velocity is increased. It is also

shown that the spray angle curves and the curves' maxima are displaced to the right as the air

supply pressure is increased. These maxima diminish with an increase in air supply pressure.

Careful examination of Figs. 6 and 8 shows that for low air supply pressure, namely Pair =
102.704 kPa and 103.565 kPa, the local maxima of the frequency curves in region B of Fig. 6,

closely correspond to the maxima of the spray angle curve. The reason for this correspondence
will be explained in subsequent paragraphs. There may be a mechanical element in the system
which has a resonant frequency near the maximum frequency displayed in this region. Near
resonance, the spray angle reaches its absolute maximum and the frequency of the liquid sheet
reaches a local maximum.

X3

60 -

20

Air Pressure

102 704 kPa

103 565 kPa

1 1 1.667 kPa

Fig. 8

Liquid Exit Velocity (m/s)

Spray Angle vs. Liquid Velocity for Three Different Air Supply Pressures

In order to demonstrate the phenomenon of resonant frequency and its influence on

maximizing the wave amplitude, the spray angle was plotted as a function of the vibrational

frequency of the liquid sheet. The results are presented in Fig. 9. It is shown in this figure that for

low air pressures, the liquid sheet oscillation is similar to that of a non-linear, damped, hard spnng

system.

In non-linear, non-damped, hard spring systems, it is found that the amplitude A undergoes a

sudden discontinuous jump near resonance. The jump phenomenon can be descnbed as follows.

For the hardening spring system with increasing frequency of excitation, the amplitude gradually

increases until a point "a" in Fig. 10a is reached. It then jumps to a smaller value, indicated by
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point "b", and diminishes along the curve to its right. In decreasing the frequency from point c,
the amplitude continues to increase beyond point b to point d and suddenly jumps to a higher value
at point e. The shaded area in the amplitude frequency plot is unstable. The extent of instability
depends on a number of factors such as the amount of damping present and the rate of change of
the exciting frequency [2].

100 -

20

Air Pressure

° 102.704 kPa
• 103 565 kPa

111,667 kPa

1000 2000 3000

Frequency (Hz)

Fig. 9 Spray Angle vs. Vibrational Frequency of the Liquid
Sheet for Three Different Air Supply Pressures

|Ai |A|

W/Wn

a) The jump phenomenon for the

hardening spring (no damping)
b) The jump phenomenon for the

hardening spring (with damping)

Fig. 10 Amplitude vs. Frequency for a Hardening Spring System

In the undamped case, the amplitude frequency curves approach the backbone curve (shown
dotted) asymptotically. This is also the case for the linear system where the backbone curve is the

vertical line at w/wn = 1 . With a small amount of damping, the behavior of the system cannot

differ appreciably from that of the undamped system. The upper curve, instead of approaching the

backbone curve asymptotically, will cross over in a continuous curve as shown in Fig. 10b. The
jump phenomenon is also present, but damping generally tends to reduce the size of the unstable

region [2]. To summarize, it is seen that for low air pressures, the liquid sheet oscillation is similar

to that of a damped, non-linear hard spring system.

As the air supply pressure is increased. Pair = 111.667 kPa, Fig. 9 shows that the jump
phenomenon is no longer present and the angle vs. frequency curve approaches that of a linear,

damped spring system. This change in character is due to the fact that at high air flow rates, the

oscillation frequencies of the liquid sheet show a monotonous increase with increase in liquid flow

rate. The cyclic increases and decreases, characteristic of low liquid flow rates, are no longer

present.
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Air Velocity (m/s)

Fig. 1 1 Resonant Frequency vs. Air Velocity

Thus, it can be seen in Figs. 6, 8 and 9 that the spray angle reaches a maximum near the

resonant frequency. For low air supply pressures, the local frequency maxima of region B in Fig.

6 correspond to the resonant frequency. For high air supply pressures, the resonant frequency can

be inferred from Fig. 8. It is interesting to note that the resonant frequency increases with air

supply pressure or air velocity.

Figure 1 1 shows the influence of the air velocity on the resonant frequency. It is seen that the

resonant frequency increases linearly with air velocity. For each air flow there is a specific

vibrational frequency for the nozzle. The frequency of these vibrations is proportional to the air

velocity. The effect of introducing air in the nozzle simulates the effect of forced vibrations on the

nozzle jaws.
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ABSTRACT

Gaseous entrainment by banks of multiple fan sprays is investigated. The results show
that an effectively isolated single fan spray has a higher entrainment efficiency then

within an assemblage. A hypothesis is presented that the reduction in efficiency is

caused by gas flow mutually decreasing the relative gas-drop velocity of its neighbours
and hence the drag force. Spray nozzle configurations have been devised for

maximising the relative velocity and hence entrainment. It is found that, although
entrainment is affected by nozzle size, it is primarily controlled by liquid loading.

INTRODUCTION

The process of heat and mass transfer between a continuous and dispersed phase is

involved in a wide variety of processes such as spray drying, extraction, combustion,
absorption, humidification and cooling. Sprays have particular advantages over other

methods of contacting liquids and gases. They are characterised by a large specific

surface within a relative small volume without having the pressure drop associated with

other types of contacting equipment. They also have the ability to entrain gas. These
features are examined in this work in relation to a novel forced-draft water cooling

tower, to be described later, where the entrainment property of a bank of sprays is

made use of in place of the conventional fan. This work examines gas entrainment

relative to the water flowrate per unit cross-sectional area.

REVIEW OF PAST WORK

The aerodynamic behaviour of sprays is complex, and, in general, researchers have

investigated the. entrainment characterists of sprays for a specific systems using single

atomisers, Generalised experimental or theoretical analysis is complex and its

universal application has yet to be fully demonstrated.

EXPERIMENTAL

Nozzle Selection

Benatt and Eisenklam have reviewed gaseous entrainment rates for various types of

liquid sprays. Their studies showed that hollow cone swirl spray atomisers entrain

more air per momentum supplied in the liquid than from equivalent fan or solid cone

nozzles for the same length of spray. However, their study made no allowance for the

water loading for each spray type, which cooling tower manufacturers seek to

maximise to obtain a compact unit. In order to obtain a higher water loadings then

those possible with hollow cone sprays, whilst maintaining a fine spray, fan spray

nozzles, produced from single-orifice pressure nozzles, were selected for this work.
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Bray nozzles OOOl 2,7 and 10 corresponding to flow numbers of 0.38, 1.69, 3.40 and
4.24 mls-v(kN/m^) ^'^ were selected.

Figure 1 demonstrates the process of drop formation from fan spray nozzles. The
liquid emerges as a thin attenuating sheet. Waves which are initiated by disturbances

on the sheet are rapidly amplified by aerodynamic action. When the waves reach a
critical amplitude they break down into drops via the formation of threads. The
lateral dispersion indicated in figure 1 is caused by a normal, or perpendicular, velocity

component derived from the waves.

Front View Edge View

Fig 1 . Drop formation from a fan spray nozzle

(No. 2 nozzle, 103 kN/m2)

Apparatus

Figure 2 illustrates the apparatus used to study air entrainment. Water is pumped from
a re-circulating tank through control valves to a nozzle manifold under test. The
supply pressure was taken from a tapping located just upstream of the manifold, whilst

the water flowrate was determined by means of a rotameter placed in the delivery line.

The manifold was housed in a rectangular test section with an adjustable width and/or

length of spray penetration. The nozzles were arranged on a common manifold aligned

to spray vertically downwards with the plane of the sheets lying parallel to each other.

The spray bank was arranged so that nozzle separation was accommodated by varying

the duct width; the duct breadth was maintained constant.

*Geo. Bray & Co. Ltd, Leeds, U.K.
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The superficial duct air velocity upstream of the nozzle assembly was measured by a

hot wire anemometer close to the duct inlet. The air profile across the duct at this

location was found to be sensibly uniform over the full range of air flows encountered.

A range of nozzle supply pressures up to 240 kN/m ^ was employed which gave
superficial air velocities of up to 5 m/s in the duct.

RESULTS

Nozzle Size and Spacing
Figure 3 shows the variation of entrainment efficiency, expressed as the gas/liquid

(G/L) mass ratio, with water supply pressure for different nozzle spacings. The test

was carried out with No. 2 nozzles arranged along a spray bar (referred to as the row
configuration) with a spray length of 900 mm. The figure shows that the mass ratio

increases significantly with reduction of nozzle spacing and it may therefore be inferred

that a single isolated (or unbounded) nozzle is more efficient in entraining gas than a

nozzle assemblage. Air flow measurements for a single nozzle could not be undertaken

with the present rig because the relatively low flows could not be measured with

sufficient accuracy. The figure also demonstrates that; apart from a significant

reduction at low pressures, entrainment is effectively independent of pressure.

The effect of nozzle size on entrainment was studied with four sets of nozzles at three

water loadings, selected to demonstrate the effect of various loadings. The results are

plotted on figure 4 to show the vacation of mass ratio with nozzle size for water

loadings of 0.63, 1.3 and 2.6 1/s.m^ at a pressure of 138 kN/m^. The figure shows
that the entrainment increases significantly as a result of increased distance between
nozzles of the same size (points B, C and D for No. 2 and points E and F for No. 7).

Fig 2. Test rig
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It also shows that at high water loadings (circa 2.6 l/s.m'^) an increase in nozzle size

from No. 2 to 7 causes a slight increase in entrainment which falls sharply with a

further increase in size to No. 10 nozzles (points D, F and G). It may be inferred that

any advantage gained from increased spacing with the larger nozzles is offset by loss in

momentum transfer, due to the relatively coarse drops produced by No. 10 nozzles.

(D32 mean drop sizes are 265 , 405 and 456/xm for No. 2, 7 and 10 nozzles

respectively). At low water loadings (0.6 l/s.m-^) No. 2 nozzles with a mean drop size

of 265/im entrain more gas than the smaller 130/im drops of the (XX) nozzle, because

the advantageous effect of increased spacing offsets any momentum transfer loss due to

the larger drop size (points A and B). A balance is reached between nozzle spacing and
drop size at a water loading of 1.3 1/s.m^ where it is seen that increase in nozzle size

from No. 2 to 7 has little effect on entrainment. It may be concluded that while air

entrainment is affected by nozzle size it is primarily controlled by water loading

irrespective of liquid pressure.

240

WATER SUPPLY PRESSURE KNm *

Fig 3. Variation of G/L with pressure and Nozzle separation

(aspect ratio = 4.5)

G/L
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000
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WATER LOADING (LS^ m'')
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E67MM

F33MM

G40MM

1.0 N0Z2LESIZE
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Fig 4. Variation of L/G with nozzle size and spacing

For row configuration
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spray Length

The effect of spray length on entrainment was evaluated at a water loading of 1.3

Vs.m^ with number 2 nozzles spaced 33 mm apart. Two spray lengths, 450 and 900
mm were examined. The spray length was varied by spraying at different heights

above the duct discharge. The results are shown in figure 5 as a plot of the G/L ratio

against nozzle supply pressure. The figure shows that the variation of spray length in a
duct has a small effect only on entrainment, a 100% increase length resulting in an
increase in entrainment of 14%.

Fig 5. Variation of G/L with pressure and spray length

MECHANISM OF GAS ENTRAINMENT BY MULTIPLE SPRAYS

Development of Hypothesis

The above tests show that, generally, momentum transfer between air and spray

droplets can be enhanced by increasing the distance between adjacent nozzles. The
effect can be explained in terms of the likely mechanism that takes place. The
momentum transfer between the drops of a spray and the air is dependent on the

relative drop-air velocity. For single unbounded sprays, entrainment occurs throughout

the spray length from the surrounding quiescent environment. However, for single or

multiple sprays located in duct, the entrained air flows co-currently through the duct

causing a reduction of the relative drop-air velocity within the spray and hence a

reduction in entrainment. The larger the distance between adjacent sprays the lower is

the average gas velocity through the duct and hence the higher entrainment efficiency.

The following trials were carried out to test the hypothesis.
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Two-tier Spray Arrangement

It has been demonstrated that entrainment efficiency can be improved with increased

nozzle spacing. A possible alternative method of increasing the spacing, whilst

maintaining compactness, is to employ a two-tier deck of sprays. A schematic diagram
of the arrangement is given in figure 6. Initial trials with banks of number two nozzles

in a row proved to be inconclusive as the sheet break-up at the lower tier was found to

be affected by drops from the upper tier. An alternative nozzle assembly was
employed using impinging jet nozzles (see below) where the sheets appeared to be un-

affected by the falling drops. The results, shown in figure 7, indicate that the large

improvement that might have been expected by doubling the distance between the

adjacent nozzles was not obtained. These tests confirm that although entrainment by a

bank of sprays in a duct is a function of the actual physical spray separation, it is also a

function of the local relative drop-air velocity. The air velocity induced by each tier

reduces the relative air-drop velocity of the other, thus reducing the overall

entrainment.

3.8-

3.6-

G/L3.4-

3.2-

3-

2.8-

2.6-

2.4-

ZZ-
2-

Fig 6. Two-tier spray arrangement

4

1.8-

1.6- /

20 60 100 140 ICO 220

WATER SUPPLY PRESSURE KNm'

Fig 7. Entrainment by single and two-tier systems
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Effect of Upstream Duct Aspect Ratio

To ensure adequate flow straightening, and hence, a uniform air flow pattern upstream

of the spray manifold, the experiments described above were performed in a duct of

relatively high aspect ratio (ratio of duct height upstream of manifold to duct width).

Thus, by virtue of its forward momentum, the air was constrained to flow co-currently

over the spray sheets.

It was postulated that, under these conditions, the air flow would flatten the spray

profile i.e. the spray width normal to the plane of the sheet, and hence increase the

inter-boundary spacing above that based on 'unbounded' measurements. At low aspect

ratios the flow pattern is less constrained to flow co-currently, and, the spray boundary
would be less affected with a consequent reduction in entrainment efficiency. This

reasoning is confirmed in Fig 8 which shows that a reduction in the aspect ratio from
6,8 to 1.5 causes entrainment to fall by up to 30% and in Figure 9 which shows a

comparison of the spray profiles of unbounded and bounded sprays.

3.8 -

3.6 -

G/L3.4-

3.2 -

3 -

2.8 -

2.6 -

2.4 -

1 H 1 1 1 1 1 1

0 2 4 6

ASPECT RATIO

Fig 8. Variation of L/E with aspect ratio

Fig 9. Comparison of edge profiles, LHS, single nozzle; RHS row configuration

(6.8 aspect ratio)
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CONCLUSIONS

It has been found that the entrainment potential of a bank of sprays is reduced as the

nozzles are brought close together. The spray from a single nozzle in a free

environment entrains air along its full length normal to its axis, the air being taken

from its locality. However, for a bank of sprays in a duct, the air is forced to flow
parallel to the spray outside the drop envelope and as a result the relative drop-air

velocity within each spray envelope decreases. These air profiles reduce the drag

between the air and the spray droplets and result in lower momentum transfer and
hence lower entrainment at any given spray length.

The relative influence of a spray on its neighbours can be reduced by greater physical

separation of adjacent nozzles, although this leads to lower water loadings.

In general air entrainment is controlled primarily by water loading, nozzle size having a

less significant effect.
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ABSTRACT

In twin- fluid atomizers it is difficult to analyze the behavior of liquid
coliomn since it is affected coraplicatedly by many factors. The simplest shape of
liquid, which is injected through these atomizers is a solid jet before it
encounters with the gas stream. The liquid jet is deformed at first, and then
disintegrates into drops. The objective of this study is to investigate
experimentally the basic disintegration mechanism of the liquid column in co-

axial air flow. The behavior of the liquid jet ejected from the circular
capillary tubing into co-axial air flow was observed by the high-speed camera.
Breakup patterns, surface wave length, amplitude, and growth rate of the
disturbance were measured to explain the behavior of the jet. The wave length
of the disturbance formed on the liquid surface becomes shorter at the downstream
and the trend of change of amplitude as time passes deviates from the linearity.
The growth rate of the disturbance is not much influenced by the liquid flow
rate. And an empirical equation of the breakup length is obtained as a function
of air Reynolds number, liquid Weber number, and initial breakup length,

INTRODUCTION

Lately, the twin- fluid nozzle, in which combustion air is used to atomize
liquid jet, has been used in the combustor of jet engines, because of the

characteristics of fine atomization optimized distribution, and strong mixing of

air and fuel. But the limit ranges of ignition and flame hold in the combustor
with this nozzle become narrower than those with pressure nozzle. Owing to these

facts the characteristics of atomization, fuel dispersion, and fuel distribution
become worse at low speed operation conditions.

In order to eliminate the defects it is necessary to study the effect of

air flow on the basic breakup mechanism of liquid jet, the evaporation process
of droplets, and the mixing process of droplets and air. For the first time,

Rayleigh [1] developed a theory about the breakup mechanism of liquid jets.

Casleman [2] reported that the breakup of liquid resulted from the growth of

unstable waves formed on the liquid jet surface by the aerodynamic interaction

at the liquid-air interface. Sato [3-5] suggested that the breakup of smooth

liquid jets came from the dispersion of propagation of nonlinear waves. Situ [6]
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pointed out that growth rate of swell and neck formed on the liquid jet surface
was changed with the characteristics of nonlinear effects. He also investigated
theoretically the effect of heat and mass transfer on the instability of liquid
jets. These studies were performed on the breakup mechanism of the liquid jet
itself at different experimental conditions. A systematic view between these
studies has not been developed yet. Most studies inclined to qualitative
analysis. Especially , the effect of the disturbance behavior on the breakup of
liquid jets has not been made clear. So, experimental equation proposed for
breakup length was applied to limited nozzle only.

The purpose of this study is to investigate the disintegration mechanism
of liquid jets, with change in surface wave length, amplitude, growth rate of
disturbance, and maximum growth rate to dimensionless wave number, which were
examined by using a high speed camera. The empirical equation of breakup length
as a function of air Reynolds number, liquid Weber number, and initial breakup
length is obtained.

EXPERIMENTAL APPARATUS AND PROCEDURE

An apparatus was newly designed in order to study the disintegration
mechanism over wide ranges of operating conditions. The experimental apparatus
consists of the air and liquid supply system, injection system, and high speed
photographing equipment.

When liquid, compressed by a compressor, is injected vertically through an
injection nozzle into the stagnation air or the co-axial air flow, the liquid
flow rate is controlled by the injection valve. Air used to atomize the liquid
is pressurized by a compressor and then flows vertically in co-axial liquid flow.

The diameter of the liquid nozzle, used in this study, is 0.7mra. Diameters
of the air orifice are 4mm, 6mm, and 8mm. Liquid flow rates are 0.69 g/s , 0.89
g/s . and 1.14 g/s. When the air flow was increased gradually for each different
liquid flow rate, wave length, amplitude, and growth rate of disturbance were
measured with photographs by the high speed camera.

RESULTS AND DISCUSSION

Breakup Patterns
Figure 1 shows photographs by using the high speed camera in order to

compare the formation process of the liquid droplet in stagnation air with that
in co-axial air flow. Figure 1(a) shows the photographs of a liquid jet in the

absence of air flow. This also shows the surface wave formed on the liquid column
symmetrically. The length of the ligament between swell and neck is slightly
longer before producing droplets. The ligament is disintegrated into small
satellite droplets at the downstream. Figure 1(b) shows the photographs of

liquid jet in co-axial air flow. The amplitude of surface waves becomes shorter
than that of Fig. 1(a). The reason of the generation of satellite droplets from
the ligament is considered as follows. Before the longer ligament was formed, the

shorter ligament was broken up, and then absorbed into the main droplet due to

surface tension at the downstream. In the case of Fig. 1(a), the preliminary
droplets were observed before the droplet generation. This droplet was a result
of the balance of gravity and surface tension. But, in the case of Fig. 1(b),

the preliminary droplets were not observed and were formed at the tip of the
smooth jet just before the preliminary droplet formation. The effect of air flow
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on the liquid breakup is stronger than many other parameters. Both cases show
that the amplitude of surface waves increases at the downstream. The reason is

that the first formed surface waves were pushed by following surface waves, and
that the gravity and the surface tension act on the liquid jet. Thus, the effect
of co-axial air flow on disintegration of the liquid jet, as expressed in Weber's
equation, results in changes of relative velocity of the liquid and air. initial
amplitude of the disturbance, and growth rate of the disturbance.

When the liquid is injected into stagnation air, droplets are slowly
generated because of the action of surface tension and gravity, even though the
initial disturbance is small. But the liquid jet in co-axial air flow is more
largely subject to the effect of an increase in growth rate of the initial
disturbance due to aerodynamic interaction than the effect of surface tension.

Surface Wave Length
Figure 2 shows that the wave length on a liquid jet through a nozzle is

changed with time at the liquid flow rate of 0.89g/s. Time, T, represents the
value that breakup length is divided by liquid velocity. t is time that is

passed. When the liquid jet was in co-axial air flow, the surface wave length
of disturbance decreases with time, and the reduction rate of it increases as air
velocity increases. The reason is that the aerodynamic force acting on it becomes
stronger than surface tension by the balance of forces acting on the disturbance.
And the instantaneous time that the surface wave length decreases rapidly, as

indicated by the arrow in Fig. 2, makes earlier with increasing air velocity.
This instant is nearly equal to the time that the velocity of the first formed
surface wave and the following surface wave is inverted.

Growth Rate and Amplitude of Surface Wave

Figure 3 shows that the amplitude of the disturbance on a liquid jet is

changed with the ratio of the time to the production period of droplets at Ua=0
m/s . The slope represents the growth rate of the disturbance. The amplitude
increases linearly for all liquid flow rates. The flow condition of liquid flow
rate of 0.69 g/s and 0.89 g/s corresponds to the applicable region of Rayleigh's
theory (so called smooth region). The disintegration of the liquid jet results
from the growth of axial symmetry caused by surface tension and gravity.

Figure 4 shows the amplitude of the surface wave for the liquid flow rate
of 0.89 g/s. The shape of the curves at Ua>0 m/s deviates from the linearity as

compared with Ua=0 m/s. The absolute values of amplitude were slightly
increased. The slopes of the curves showed the similarity to each other until
the first formation of droplets, but change irregularly with time. The reason
is that the frequency in generation of a droplet changes with the increase of the

air velocity. The change in slope corresponds to the time that the velocity of

the surface wave changes rapidly.

The maximum growth rate occurs at the dimensionless wave number of 0.697

in the case of Rayleigh's linear theory [7], less than 0.697 of Wang's analysis

[8] , the lower wave number of Yuen [9] . Finally the nonlinear effect at above

dimensionless wave number used in the instability theory dominates the

disintegration processes. But the maximum growth rate occurred at near 0.7 as

shown Fig. 5. This means that Rayleigh's linear theory has the limit of

application for liquid jets in co-axial air flow.
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Empirical Equation of Breakup Length

Grant and Middleman [10], Sato [11], etc., proposed the empirical equation
of the breakup length of a liquid jet in stagnation air. Especially, Sato had
developed the equation in terms of Weber number and air velocity for a nozzle
diameter of 2.09 mm in co-axial air flow. Figure 6 shows the change of breakup
length for various diameters of the air orifice. When the equation of the
breakup length is formulated, the effect of air flow rate with the change of air
orifice diameter must be included. The empirical equation for breakup length
includes parameters such as the initial breakup length, liquid Weber number, and
air Reynolds number including air velocity and air orifice diameter as shown in

Fig. 7.

The equation is set up as follows

.

L = (T^e)O°°^5v^exp(-0.0143N/^) (1)
^0

This equation means that the breakup length of liquid column changes
complicatedly under the influence of parameters such as the aerodynamic
interaction, the geometrical shape of air orifice, and of liquid column.

CONCLUSIONS

To investigate the disintegration mechanism of a liquid jet in co-axial air

flow, breakup patterns, surface wave length, amplitude, and growth rate of

disturbance were measured with photographs by a high speed camera.

(1) The wave length of the disturbance formed on the liquid surface becomes
shorter at the downstream and the trend of change of amplitude as time

passes the disturbance deviates from the linearity.

(2) The growth rate of the disturbance is not influenced much by the liquid
flow rate

.

(3) An empirical equation of the breakup length is obtained as a function of

air Reynolds number, liquid Weber number, and initial breakup length.
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LIQUID ATOMIZATION WITH HOLLOW CONE NOZZLES

H.D. Dahl and E. Muschelknautz
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Universitat Stuttgart

Stuttgart, Germany

1. ABSTRACT

Hollow cone nozzles consist of a spin chamber with an ex-
centrical or axial inlet generating rotational flow. Because of
the great centrifugal forces a thin liquid film is formed in the
outlet.

For the calculation of the flow in the nozzle cyclone theory is
used. Cyclone theory consists of simple, physically founded
equations for outlet velocities and pressure loss, which are
taking into account the influence of wall friction.

We found, that the mechanism of disintegration of the liquid
film depends on the outlet velocity of the nozzle. For lower
velocities the breakup of the film takes place under the
influence of aerdoynamic forces forming sinuous waves according
to the model of Dombrowski and Johns /I/. If the outlet velocity
surmounts a certain value the disintegration is due to turbulent
liquid forces, i.e. the film is atomized. The maximum drop size
is then a function of the Weber and Ohnesorge numbers.

All calculation methods are based either on physical balances or
on a complete set of similarity numbers. They have been verified
by a systematical variation of nozzle geometry and of liquid and
gas properties. Therefore they can be applied for nozzle design
and scale-up.

2. FLOW IN THE NOZZLE

2 . 1 Theory

Cyclone theory /2/ takes into account the influence of the wall
friction of rotational flow. Figure 1 shows a hollow cone nozzle
with axial inlet.
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X X
I^Tq —

Ur

Figure 1: Angular velocity in a hollow cone nozzle

After having entered the spin chamber through the grooved core
the pressure gradient of the rotational flow is impressed on the
liquid. Due to this the flow contracts and accelerates to the
outer angular velocity ua. The contraction coefficient a is
defined as the angular momentum's ratio before and after the
contraction of flow:

a =
M u_ r_

e e

^ "a ^a

e e

^a ^a

(1)

The tangential stress due to wall friction is

T = - A u (2)
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with geometric mean values for tangential velocity and radius
the loss of angular momentum results as

"r = dA^r = X Aj, -2^1^^ (3)

The balance of momentum equation (4), leads to the equation for
the angular velocity in the outlet of the nozzle:

Mur = Mu. r. + M„
a a 11 TR

(4)

u r /r.
a a' 1

u. = (5)

^ ^a

2 V
^a/^i

The pressure loss of the nozzle consists of a part caused by the
acceleration of the liquid and of a part caused by wall
friction.
The wall friction pressure loss results from a balance of
energy

:

Ap = X ^ (u u.)^/2 (g)^

The acceleration pressure drop is calculated by the Bernoulli
equation:

By means of experiments this pressure drop can be as well ex-
presised as a function of the angular velocity in the outlet:

with
2

u . u

.

C. = (1 + 2 + ) (9)
V. V.
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and

V.
1

V

1

(10)

In comparison to hollow cone nozzles the pressure loss co-
efficient in cyclones is higher, because the swirl flow in the
cyclone is reversed.
With equations (7), (8) and (9) the axial velocity is

^ax = 2 u. V. (11).

The film thickness in the outlet is given by continuity equation
as

= - J (12).

" ^ax

2.2 Experimental Results

The examined nozzles had ratios of spin chamber radius to outlet
radius from 2 to 5. The spin chamber radius varied from 6 to 12
mm. The physical properties of the liquids which were used for
experiments are displayed in Table 1.

[kg/m"^] [10"-^Pa s] [lo"-^Nm]

Water
Glycerin/Water
Ethanol/Water
Suspension of lime 35%

Table 1: Liquid properties

1000 1 72
1215 75 65
972 1.9 42

1280 2.2 49

With an experimentally determined contraction coefficient a the
wall friction coefficient X could be calculated out of the ex-
perimental data by means of equation (5). A decreases for
laminar flow with increasing Re-number until a constant value
for great Re-numbers (turbulent flow) is attained (Figure 2).
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Figure 2: Friction coefficient X

3. FORMATION OF DROPS

3 . 1 Theory

Sinuous wave breakup, which is due to aerodynamic forces, has
been closely examined by Dombrowski and Johns /I/. From their
model, equation (13) for a nonviscous, conical sheet was
derived.

1/6 a 1/3 r. 1/3

d - 8 i-^) ( 5—) ( ) (13)
PQ p. 8 8 tany

Li

As this model does not take into account viscous forces of the

gas, we found, that it had to be supplemented by a Reynolds

number for the gas flow in contact with the liquid film :

209



p w 5

Re^ = (14)

With equation (13) and (14) a complete set of similarity numbers
according to similitude theory is given. Our experimental
resultsjustify the omission of the liquid viscosity in this
context

.

At higher outlet velocities the liquid film is atomized by
turbulent liquid forces (/3/, /4/). This is described by two
similarity numbers, the Weber number and the Ohnesorge number:

p d
We = (15)

Oh = (16)
J cr d^^^
' "^L max

3 . 2 Measurement Techniques

The maximum drop size was measured by sampling the largest drops
in oil. A Malvern particle Sizer was used for the determination
of the drop size distribution.

3.3 Results

The application of equation (13) on experimental data leads to
Figure 7. Hence the maximum drop size for wave breakup is
calculated by equation (17):

1/6 cr 1/3 r^ 1/3 w 6 1/5

Pq Pi,^^ 5 tanr

The exponent of the Reynolds number was found out by means of
correlation of experimental results.
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Figure 3: Maximum drop diameter for sinuous wave breakup

Equation (17) is valid for sinuous wave breakup. If the velocity
of the liquid film is raised up to a certain point the turbulent
forces in the liquid film will surmount the aerodynamic forces,
which cause sinuous wave breakup. The drop size is then smaller
compared to calculation with equation (17). The stability
criterion for maximum drop size is given by Figure 4:

We = 4,1 10^ Oh-"-/^ (18)

for 0,003 < Oh < 0,03. The experiments showed, that gas density
and liquid film thickness have if any only small influence.
Table 2 gives characteristic parameters of the measured drop
size distributions:

wave breakup atomization

^32/^max 0.35 0.31

d^^/d 0.48 0.42
50' max

Table 2: Characteristic drop diameters
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Figure 4: Atomization of the liquid film

4 . NOTATION

A

d

^50
dmax
M

M

Oh

APi

^Pe
r

r

u

u

m

area

drop diameter

Sauter diameter

mass medium drop diameter

maximum drop diameter

angular momentum

mass flow

Ohnesorge number

acceleration pressure loss

friction pressure loss

radius

r r

.

a 1

m

mean radius

angular velocity

\fu u7 : mean angular velocity
a 1

m

m

m

m

m

Nm

kg/s

N/m^

N/m^

m

m

m/s

m/s

212



V. : mean velocity in the outlet m/s

: axial velocity of the liquid film m/s
ax

V : volume flow m^/s

w : velocity in the outlet m/s

We : Weber number

H : spray angle
°

5 : film thickness m

: pressure loss coefficient

Tj : dynamic viscosity Pa-s

X : friction coefficient

p : density kg/m^

(T : surface tension N/m

T : tangential stress N/m^

Subscripts

:

a : on spin chamber radius

e : inlet

G : gas

i : on outlet radius

L : liquid

R : friction
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DROP SIZE-VELOCITY CORRELATION AND DROP FLUX IN THE SPRAY
CONE OF A FAN SPRAY ATOMISER

G. Schulte and I. Ozdemir

University of Bremen, Verfahrenstechnik

Bremen, Germany

ABSTRACT

Sprays of liquids are of high importance in many technical processes.
Therefore the measurement of drop size and velocity have always been of interest
to research work [1-5]. In such work laser measurement instruments give the
advantage of non-invasive access to the wanted location in spray cones [6-9].
However, although a lot of work is done in this field there still seems to be
sometimes unclearness in respect to interpretation of measurement results in
terms of the parameters of the dispersed flow. The work here reports on an
investigation of a spray by means of the ^^ase Doppler anemometer (PDA)

intrinsically giving the flow parameter "particle flux" and additionally by means
of diffraction s.ize meter (DSM) intrinsically giving the flow parameter "particle
concentration" . The relationship between these flow parameters is given by the

drop size-velocity correlation at the respective location in a spray. This
correlation and the development of the flow parameters mentioned above will be
discussed in the following paper.

GENERAL REMARKS

In investigation of drop flows i.e. sprays are two points of main interest.

On one hand the description of the dispersed flow situation on the other
knowledge of the individual elements, the drops. If we look at sprays, by the

view of particle measurement technology [10], we look for a physical property
that characterizes the particles - mostly the "size" given as an equivalent drop
diameter - and we look for the particle velocity as a second item which
characterizes the particle motion and causes their location to depend on time.

So we not only look at particles in terms of their physical properties but also

in terms of flow parameters. A common parameter related to space is the

"particle number flow concentration" c^. Another parameter related to time is the

"particle number flow" . The particle flow often will additionally be related to

a flow cross -sectional area so the resulting parameter is the "particle number
flux" fg. Basically in a steady spray these parameters can be defined for each
location in the spray cone and at a point in time ((f^-f^, (x,y,z,t);

Co=Co(x,y ,z , t) ) . These flow parameters normally vary with the different spray
locations because of the spreading character of a spray and ac- or deceleration
of the drops. Particle measurement methods give distributions of the measurement
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quantity according to size (and velocity) and intrinsically measure a flow
parameter either drop "flux" or drop "concentration". Normalized distributions
from spray measurements and mean diameters derived from therefore always should
be marked as either flux (index "f") or concentration (index "c") related. If
correlated values of size and velocity are known these results are convertible
[9] . It depends on the field of application whether one is more interested in
the drop "flux", i.e. in spray-coating or in the drop "concentration", i.e. in
burning sprays of fuel.

The following report on the experimental analysis of a spray of water is

organized as follows: First a description of the experimental rig and the
measurement locations. It will be followed by the presentation of profiles of
medians of drop size from PDA and DSM measurements. Thereafter 2-dimensional
number distributions are analyzed with respect to the drop size -velocity
correlation. And at last we will look at drop number and drop volume flux
through the spray planes under observation.

EXPERIMENTAL PROGRAM

Water was sprayed in a vertical arranged flow channel of 1000 mm length
having a cross section 900 mm to 750 mm (Fig. 1). Grids at top and bottom of
the chamber provided a block profile of the superimposed air flow of v = 0,2
m/sec. The spray investigated was a flat full cone spray generated by a fan
spray atomiser. The nominal operating pressures in our experiments were 2 bar,
3 bar and 4 bar. This corresponds to theoretical spray angles of 51°, 65° and
69°. Figure 2 shows the shape of the spray. Drawn are three horizontal planes
E2 at z=20 cm, E3 at z=30 cm and E4 at z=40 cm. The experimental program
reported here covered phase Doppler (PDA) measurements at 350 locations (65 in
E2; 125 in E3 and 160 in E4) and diffraction measurements (DSM- "line of sight")
at 120 locations 30 in E2; 40 in E3; 50 in E4)

.

The phase -Doppler- instrument was built by components from Dantec and a self-

made processor:
He-Ne laser; 25 mW wave length: 632,8 mm
intersecting angle: 2,5° elevator angle: 5,8°

off-axis angle: 60°

A measurement location for PDA in a spray plane z is defined by PDA (x,y).

The diffraction size meter (DSM) was a Helos 12 LA:

He-Ne laser: 5 mW diameter of laserbeam: 13,28 mm
size range: 7,9-1750 mm focus length of receiver: 1000 mm

In a given spray plane z the DSM-measurement location is given by the "line of

sight" parallel to the y direction defined by DSM (x)

.

DISCUSSION OF RESULTS

Figure 3 shows the profiles of the volume medians d^Q 3^ obtained by the

PDA. The number of counts included in the evaluation was 4000, however, we found
that even a number of 2000 counts leads to a sufficient accuracy if we look at
the marginal number distributions because some larger drops have here no
significant influence. Working out volume distributions causes that the number
of large drops will become a most important influence. On the other hand, a

counting method like PDA may become a time consuming method depending on the

drop flux at the respective measurement locations . So in our case , the

measurement- time for 4000 drops reached from 50 sec in the centre on the spray
axis up to 500 sec at the spray boundary with corresponding acceptance rates of
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0,5 up to 0,9. For balance calculations the results were extrapolated assiiming
the distributions of drops not included in the evaluation are the same as from
those included. So the number of 4000 counts seems to be a reasonable
compromise. This the more as we have a large number of measurement locations so
that significant deviations from the general trend are easier recognizable as
unsteadiness in the profiles of the parameters of interest. The top of the
profiles look very smooth and show that in the core of the spray the medians are
lowest as expected. The shapes of the profiles are very similar. The step in
the djo 3£ profile of spray plane E4 was caused by an adjusting error which
affected all the measurements at locations x=-l up to x=-12 cm spray plane
z=40 cm. The profile of djQ along x-axis (run a in Fig. 4a) show more clear
the effect of the adjustment error. To find out whether this unsteadiness was
due to an asjrrmnetry of the spray pattern or due to a supposed adjustment error
we ran an additional series of measurements by PDA (run b in Fig. 4a) and as
reference by DSM (Fig. 4b). We found that the PDA results fit very well with
those obtained in the first series except these values which we assume to be due
to an adjustment error. So the conclusion: before believing in absolute values
of point measured results it is recommended to look at the results from locations
in the vicinity to find out whether the results fit with the general trend of the
parameter in question. Figure 4b gives the volume median diameter d^Q obtained
from DSM "line of sight" measurements at different x-locations. The "line of
sight" represents the axis of the intersecting volume between the laser beam and
spray, and was parallel to the y-axis. The DSM-result gives an average of all
drops in the intersecting volume. A transformation of these integral data into
point data is possible by a Fourier transform method [11]. However because of
the shape of the spray and the alignment of the "line of sight" overall and point
data show the same behavior [6] and therefore for the aim of this work the
overall "line of sight" data are sufficient. The curves of djg 3^, show for the
PDA results a clear symmetry with respect to the spray axis represented by the
ordinate x=0.

Figure 5 shows the 2 -dimensional number distribution of size and velocity
hQ£(d,v) on the spray axis and at the boundary of the spray cone in 3 spray
planes in question. From these again we recognize the drops on the spray axis
are smaller. The difference between velocity of small and large drops will
become smaller with increasing distance from nozzle tip and from spray axis or
in other words more general: the correlation of size and velocity of the drops
as we see is dependent on the location in the spray. As 2 -dimensional
distributions contain a large amount of information it is difficult to get
clearness in looking at a number of them at the same time. So it is usual to

restrict oneself to looking at the key parameters of interest. The drop size-

velocity correlation seems to be a parameter worth looking at respectively to be
meaningful to describe the spray cone in terms of it. Looking at the so called
empirical regression curve v^^ = v (dj^) which is often given as standard software
of PDA- instruments we mostly realize unsteadinesses at the tails where the

distribution counts lower numbers of drops in its bins, v(d^) in Fig. 6 shows
a typical shape of such curves. Computing the linear regression curve v^.^, of
the v(d^) -values this gives only a poor fitting although there seems to be a

linear correlation for the main bulk of drops. The result will become much
better if we include only this main bulk of drops into the calculation of the

linear regression. The resulting straight line Vq 2 i^ow fits very well with the

empirical regression curve besides at its ends. Included in the calculation are

here only these size bins of the boundary distribution hQf(d^) in which there
were counted numbers of more than 0,2*\f-j„^^ drops meaning high enough by view of
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statistics. This procedure of data preparing results in a linear correlation
coefficient of rg 2=0>994 which points out a really good fitting whereas only
about 7% of all drops are excluded from the calculation. If the bulk contains
more than 90% of the drops this can be seen as representative for the size-
velocity correlation, so we looked for the linear regression in this way for all
measurement locations and we found fairly good results for the ro 2 -values all
over the spray, seen in Fig. 7a, which means the correlation of the main field
of drops is given fairly good by a linear regression. No significant differences
are seen which depend on the measurement location. For comparison in Fig. 7b
are given the r^ ^-values in spray plane E2 which confirm the result of Fig. 6:

the correlation coefficient of all drop size bins are included is mostly less
than 0,8 saying that not linear correlation is given if the tailvalues are
included. Figure 8 gives the linear regression coefficient b^^jg 2 " the measure
of ascent of the regression line- for the x-axis location corresponding to the

ro 2-values of Fig. 7a. The basic information is that there is a clear
dependency on the measurement position recognizable. As expected in general at
downstream positions b^jjo,2 smaller: the angle of ascent of the regression
line becomes smaller. The situation on the spray axis is different dependent
on atomiser distance. So the air entrainment seems to cause an equalizing effect
on the drop velocities which is seen at the boundary of the spray cone and on
the spray axis here more evident at downstream positions where the b^^jg 2

lower on the spray axis. The development of the linear regression coefficient

^vdo,2 °f respective coefficient of correlation tCq 2 along the spray axis
is seen in Fig. 9a. We recognize increasing of b^^g 2 and after getting the
highest value at z=15 cm going down to b^^jg 2=0,01 at z=50 cm. Again the
correlation coefficient rg 2 points out the good quality of the linear regression
for all locations. The b^^jg 2 curve shows - if extrapolated to a starting point -

that first all drops seem to have the same starting velocity and that very soon
because of deceleration of the small drops we have a significant increase of

^vdo 2- The development of the arithmetic means d^ gf (Fig. 9b) is affected by the

air entrainment effect and has its lowest value at z=22,5 cm. At the same time
the velocity means Vj^ g^ are represented by a steady line lastly reaching the

velocity of the air stream.

We will now leave the distribution parameters and look at results computed
from the distribution as spray parameters (Fig. 10) . First the drop number flux

fo as profiles in the observed spray planes. We see a very clear characteristic
spray pattern of the atomisers and the development of the spray with growing
distance. In the core of the two phase flow of the spray there are by far higher
values of drop number flux f^ caused by the entrainment effect mentioned before,
which shifts the smaller drops to the centre of the spray. Again the symmetry
of the spray pattern in the x and y directions as well (the view shown here is

only +y) . This is confirmed and the spray situation will become clearer from
Fig. 11 where the drop volume flux fg is seen. The peaks especially in E2 and
E3 are caused by the weighing effect in volume distributions: the comparatively
low number of larger drops at the spray boundary have a larger contribution to

the volume flux than the high number of small drops at the spray centre. Working
out the drop volume flux balance is a principle possibility given by the PDA
results. So in Fig. 11 the drop volume flow through spray planes is given as

well. But one should not forget that although PDA gives the results as absolute
values these results are affected by a number of error sources reaching from the

optical characteristics of the process fluid and bias effects caused by size
and/or velocity up to the signal processing which can cause a "complex" influence
on the results. So at least PDA results give values of important parameters in
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sprays at different operating parameters for different locations as information
relative to each other so compensating potential bias influences. The balance
here is worked out based on a large number of measurement locations and on
results which are confirmed by a reference method (DSM) . This allows a more
extensive data preparation than without additional information. The high
knowledge of the process in question last but not least leads to the good fitting
of the balance calculation results presented here.

SUMMARY

PDA and DSM were used for a descriptive analysis of a spray of water. PDA
and DSM deliver intrinsically flux related or concentration related results which
are in principle convertible by using the drops velocity, however here measured
only by PDA. The spatial averaging effect of DSM is possibly not wanted. In
this case, the procedure of getting "point" results from different measurements
is necessary but also time consuming. If as in our case, the geometry of the
spray allows to have similar DSM-measurement volumes for different locations also
the DSM deliver a detailed analysis of the spray in terms of drop distributions
according size in a less time consuming procedure in comparison to PDA. The PDA
however allows a far more differentiated analysis of sprays in measuring also
drop velocities and because of its high spatial resolution. From this arises the

possibility of working out the drop size-velocity correlation as a quite
meaningful spray parameter and derived quantity like the drop volume flow.
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ABSTRACT

This study investigated the liquid breakup process in pressure swirl (simplex) atomizers. A "FILM" code

which combined a film dynamics model with wave instability theory was developed to describe the flow

characteristics and primary breakup process. This analysis led to the prediction of film trajectory, angle, breakup

length, thickness, velocity and drop size as a function of flow conditions, fluid properties and nozzle geometry.

Experimental data obtained with a high-magniflcation 4x5 camera, a Phase/Doppler Particle Analyzer, and a

PMS imaging probe were used for model verification. The predicted Sauter mean diameters showed good

agreement with the PMS data.

INTRODUCTION

Pressure swirl atomizers are widely used in industrial, agricultiu'al and propulsion applications. These

atomizers are very popular because of their simple design, low cost and effective atomization.

In most pressure swirl atomizers, the liquid is injected under high pressure through tangential slots or

passages into a small swirl chamber. Prior to discharge through a circular oriflce, the liquid forms a hollow fllm

as a result of the vortex and air core developed within the swirl chamber.

As this fllm emerges from the exit oriflce, wave instability immediately occurs, leading to the

disintegration of the liquid sheet into ligaments and droplets. Following initial breakup, the ligaments and large

drops undergo a secondary breakup process. During this stage, many drops collide and coalesce. The
atomization process is Anally completed further downstream in the dispersed two-phase regime where spherical

drops exist.

The characteristics of the liquid fllm are considered to be extremely important in determining spray

quality. A considerable number of studies have been conducted on the formation of liquid fllm and variations

in fllm thickness and velocity as a function of nozzle design dimensions and fluid properties. It is well known
that the initial axial and tangential velocities at the exit oriflce determine the shape and angle of the spray and

that the initial fllm thickness is related to drop size.

Despite some minor differences among previous theories [1-7], the investigator made important

contributions to the understanding of the flow phenomena in pressure atomizers. These theories permit the

prediction and correlation of initial fllm properties as a function of physical dimensions of the nozzles, fluid

properties and flow conditions. However, there is a common deflciency in most existing theories; namely, the

lack of information concerning the process of fllm breakup outside the nozzle. It is essential to determine the

fllm properties at the nozzle exit, but it is equally important to understand the breakup process. Spray

characteristics such as symmetry, uniformity, pattern, drop size distribution, velocity, and volume flux are closely

related to the fllm trajectory, breakup length, and fllm thickness outside the nozzle. Also, the interaction

between the liquid fllm and ambient air can be extremely critical in determining the downstream spray

characteristics.

In the present study, a simple fllm dynamic model which, with wave instability theory, was developed to

describe the fllm characteristics outside pressure swirl atomizers. This analysis led to the prediction of film

trajectory, breakup length and initial drop size distribution. Experimental data obtained with a Phase/Doppler

Particle Analyzer, PMS imaging probe, and a high-magniflcation camera were used to verify the model
predictions.
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EXPERIMENTAL APPARATUS

Three pressure swirl atomizers were selected for the study. These nozzles have similar designs, but

slightly different dimensions in the fuel distributor and exit orifice. Nozzle flowrates were measured on a

calibrated test stand equipped with turbine flow meters. All tests were conducted using MIL-C-7024 Type II

calibration fluid having the following physical properties: density = 0.769 g/cc; kinematic viscosity = 1.15

centistoke; and surface tension = 28.2 dynes/cm. Each nozzle was tested within a 20 to 1380 kPa pressure range.

A high-magnification 4x5 format camera was used to determine the spray angle, film trajectory and

breakup length. The camera was equipped with a variable-length bellows extension to permit close-up views near

the breakup zone. All photos were taken with a back-lighting technique. Spray motion was frozen by means
of a high-intensity, short-pulse (0.5 /isec) flash unit manufactured by EG&G (Model 549). Kodak T-Max 400

film was selected for this study.

An Aerometrics Phase/Doppler Particle Analyzer (PDPA) was used to measure the drop size

distributions and mean diameters. A thorough calibration study using a single- drop generator and a rotating

disc was conducted to determine the accuracy and limitations of the instrument. For calibration, a piezoelectric

generator was used to produce uniform size drops ranging from 150 to 1000 microns.

During data acquisition, the PDPA instrument was used to obtain both local and global drop size

information. The atomizers were mounted on an automated traversing mechanism to allow movement at fixed

increments for the purpose of obtaining local point data. In addition, the traverse device could also sweep

continuously across the probe area from one side of the spray boundary to the other. Using this continuous

traversing method, it was possible to obtain a global mean drop size which closely represents the entire cross-

sectional area. All drop size measurements were made 10 cm downstream from the nozzle face.

A Particle Measuring Systems (PMS) optical array spectrometer probe (OAP-260X) was utilized for

direct measurement of global mean diameters. The probe covers a range of 21 to 1875 microns in 62 chzmnels,

with approximately 30 microns per channel. A collimated laser beam exiting from a 2 mW He-Ne laser unit is

directed perpendicularly across the main flight direction of the droplets. Droplets are sized using a linear device

with masked diode elements to sense the shadows projected on the diode elements by the moving droplets.

FILM DYNAMICS AND WAVE INSTABILITY THEORY

In the analysis of the primary breakup process, two basic models are required to describe the physical

phenomena. First, a film dynamics model is needed to simulate the motion of the liquid film as it emerges from

the orifice. Second, instability theory is required to describe the growth and propagation of waves on the film

surface.

The present study is concerned only with primary breakup and the mean diameters that represent the

entire spray. Other physical sub-models, such as secondary breakup, evaporation and drop history, were not

considered. The theoretical analysis focused only on the breakup regime.

Film Dynamics Model

In the present analysis, the hollow film formed outside the nozzle was assumed to be a steady-state

structure with no pressure gradient in the circumferential direction. Viscous forces within the thin liquid film

were neglected. However, viscous friction at the interface was taken into account.

The governing equations for the hollo\y film were derived in a curvilinear coordinate system conforming

to the curvature of the liquid sheet. An integral method was used to establish the mass and momentum
equations. Primary forces acting upon the control volume included: convection, centrifugal motion, interface

friction, gravity, pressure gradients and Coriolis forces. The governing equations for the swirling film are

described in detail in reference [8].

In the present model, the pressure differences between the inner and outer film surface were represented

by the capillary force (i.e., surface tension). The interaction between the liquid film and surrounding air was

calculated from the interface friction on both sides of the film surface. The friction coefficients are non-linear

functions of the Reynolds number based on the local film velocity and thickness. The three momentum
equations were solved simultaneously to yield information on the film velocity and trajectory (film shape and

angle). The variation of film thickness along the sheet surface was then determined from the mass continuity

equation.
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Wave Instability Theory

Instability theory has been successfully employed to describe the breakup process in flow systems such

as liquid jets and fan sprays. From photographic studies, the theory of wave instability also seems to be suitable

for describing the behavior of a hollow film. The amplitude of the waves gradually increases as they progress

toward downstream along the film surface. Breakup occurs at a point where the wave ampUtude exceeds a

certain critical value.

Based upon Meyer and Weihs [9], a characteristic equation for hollow films can be derived from the

temporal growth rate of the unstable waves, according to the following equations:

Gja^+G^a = G3

where Gj = p/i+ipjk)

G3 = p/i/'-o^^ (1)

Equation (1) relates the growth rate to the local film properties and the surrounding air flow conditions.

It can be solved numerically to find all potentially unstable waves which, in turn, determine the breakup length

and drop size distribution.

In determining the breakup length, it is crucial to find the proper criteria for disintegration of a swirling

film. A spin frequency defined by the tangential velocity at the nozzle exit was found to be directly related to

the breakup process. Two characteristic parameters for determining breakup length are defined as follows to

determine breakup length:

(2)

fc = ^2/^2

(3)

K = V/c

It was assumed that liquid disintegration occurs when the wave amplitude exceeds one-half of the

characteristic wave length or one-half of the local film thickness.

When the fastest growing wave propagating in the streamwise direction meets the breakup criteria, a

circular ribbon of liquid detaches from the leading edge of the surface. Meanwhile, unstable waves keep growing

in the circumferential direction of the circular ribbon. Further breakdown occurs in the tangential direction as

a result of flow instability and stretching.

One important assumption was made here for the prediction of mean drop size and distribution. It was

assumed that, after breakup, the drop size distribution would follow the same distribution function as that

determined by the unstable (positive) growth rates. A probability density function (PDF) can be constructed

from the solutions of Equation (1). This PDF was then used to calculate the drop size distribution and Sauter

mean diameter.

Methods of Estimating Initial Film Properties

Previous studies [10-11] indicated that the initial film properties are extremely critical in determining the

downstream spray characteristics. Hence, it is necessary to make an accurate estimate of the initial film

characteristics to ensure a valid prediction of the spray breakup process.

In the present study, two methods were used to estimate these initial parameters. (A) Giffen and

Muraszew's approach and (B) Lefebvre's correlation [12]. These two methods provided slightly different initial

film properties.

Method (A) is based upon the concept that, anywhere inside the nozzle, the fluid mass, angular

momentum and total momentum are conserved. In the analysis by Giffen and Muraszew, the following equation

for the nozzle discharge coefficient was derived by assuming maximum flow through the exit orifice:

(4)

1+X
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Because Q can be determined from flowrate measurements, Equation (4) may be solved for the value

of X (area ratio of air core and exit orifice). The film thickness can then be calculated from the following

equation:

After obtaining the initial film thickness t, the axial and tangential velocities are determined from angular

and total momentum balance.

The detailed description of method (B) for estimating the initial film thickness was presented in

reference [12]. Unlike other investigators, Lefebvre indicated that the initial film thickness does not remain

constant for a given nozzle, but depends on the operating pressure and fluid properties. He derived the following

equation for predicting the film thickness in simplex nozzles:

(6)

, = 2.7[M!^f]0.«
APp,

In method (B), Equation (6) was used to calculate the film thickness at the nozzle exit. The axial and

tangential velocities were then determined the same way as method (A).

Although the initial film thickness calculated by the two methods was slightly different, the results seem
to be in the same order of magnitude, and follow the same qualitative trends. It was observed that the initiid

film thickness gradually decreased with an increase of the liquid pressure. As the pressure increased, however,

the air core began to develop and gradually increased in diameter. At a certain high pressure, the diameter

approached a constant value and the film thickness therefore also remained constant. As the pressure

approached 1380 kPa, there was better agreement between the two methods.

RESULTS AND DISCUSSION

Comparison of Initial Film Angle and Film Trajectory

By using 4x5 high-magnification photography, it was possible to observe the detailed variations in film

trajectory. A series of pictures taken at different liquid pressures was compared with the model predictions.

Present results indicated that the initial film properties estimated by method (A) agreed quite well with

the experimental data. The predicted trajectory gradually became wider and more coniced as the liquid pressure

increased.

Although the FILM code prediction agreed reasonably well with the actual film shape, the code cannot

predict liquid breakup at extremely low pressures. It predicted multiple "onions" that could not break up if the

Weber number is less than 4.0 x 10^. For lower Weber numbers, there is probably a different brezikup

mechanism which the present model does not take into account.

The most encouraging feature of the FILM code is its ability to predict the transition from an onion

shape to a fully developed conical film as the flowrate gradually increases. Hence, this computer model is

sufficient to describe the primary mechanisms at normal operating conditions.

Comparison of Breakup Length

Figure 1 compares the breakup length for predicted and measured values for the 2 and 10 GPH nozzles

at several liquid pressures. Breakup length was defined as the film length along the nozzle axis, not the film

surface. The values from method (A) agreed better with the experimental data. Within the pressure range

under study, it was found that the breakup length generally decreased with an increase in liquid pressure. Both

the experimental and predicted results approached asymptotic values. Thus, the breakup length will eventually

remain constant after a certain high pressure is reached. For the 10 GPH nozzle, the discrepancy between the

predicted breakup length from methods (A) and (B) diminished at liquid pressures above 1380 kPa.

The variation of breakup length appears to be closely related to the initial film thickness and angle. For

a given flowrate, short breakup lengths are associated with thin films. Wide film angles also result in a shorter

breakup lengths. The breakup length approaches a constant value at high pressures because of the constant film

thickness and velocity at the exit orifice.
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2 GPH Nozzle

Aiiol Distance (mm)

Fig. 1 Comparison of breakup length between predictions Fig. 2 Variation of film thickness, streamwise and
and measurements for 2 and 10 GPH nozzles at tangential velocities with axial distance for
several fuel pressures. 2 GPH nozzle at several fuel pressures.

Variation of Film Thickness and Velocity

To date, experimental and analytical techniques can only provide information beyond the locations where

film breakup occurs. The accuracy of existing computer models depends on the upstream initial conditions

measured by the drop sampling instruments which normzilly have probe volumes located far away from the

breakup region.

The present FILM code ansdyzes the variation of film thickness, angle, and velocity in the film breakup

zone. This information is extremely useful because it permits more accurate prediction of drop behavior in the

dispersed two-phase regime.

Figure 2 shows the variation of film thickness, axial and tangential velocities for downstream locations

at several fiowrate conditions. The film thickness generally decreased with an increase in downstream distance.

The streamwise velocity accelerated with an increase in axial distance. However, the tangential (swirling) velocity

decreased. A common feature was observed in the variations of all three parameters. That is, these parameters

all tended to approach constant values prior to film breakup. It was also observed that, at higher pressures, the

film thickness and velocities changed at a faster rate as the downstream distance increased.
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Fig. 3 Comparison of predicted and measured drop size

distributions for 2 GPH nozzle at several fuel

pressures.

Fig. 4 Comparison of predicted and measured Sauter
mean diameters for 2, 5 and 10 GPH nozzles

at several fuel pressure conditions.

Comparison of Drop Size Distributions and Mean Diameters

Although methods (A) and (B) gave slightly different values of film trajectory, angle, and breakup length,

they provided similar drop size distributions and mean diameters. In the following discussion, however, the

predicted drop size values will be presented only for method (A).

Drop size distributions were calculated from a PDF constructed from solutions of the characteristic

equation. The PDF obtained at each flow condition was compared with the drop size distributions measured

by the Aerometrics Phase/Doppler Particle Analyzer (PDPA) and the PMS imaging spectrometer.

Because the drop size distribution predicted by the FILM code represents the particle spectrum for the

entire spray, the local mean diameters measured by the PDPA can not be directly used for comparison.

A continuous traverse method was used to measure the Sauter mean diameter along the center line

where the local point samples were taken. The intersection point between the radial SMD distribution and the

SMD measured by the continuous traverse will be determined as the location where the drop spectrum matches

that of the entire spray. Figure 3 shows a comparison of predicted and measured drop size distribution at

several flowrate conditions for the 2 GPH nozzle. The predicted shape of the distribution function agreed quite

well with the PDPA measurements. Notice that the agreement appears to be much better at 138 kPa condition

where the peak point is fairly close.
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Generally, the present model overestimated the percentage distribution of the large drops. In the

prediction, the size class of the peak point for the distribution function significantly dropped as the liquid

pressure increased. However, the peak point of the measurements did not drop significantly.

The predicted drop size distribution function was later used to calculate the SMD values for the

comparison of mean drop sizes. Figure 4 shows the comparison ofSMD between predictions and measurements

at several liquid pressures for 2, 5, and 10 GPH nozzles.

Shown in Figure 4, good agreement was observed between PMS data and model predictions at liquid

pressures of 138 and 345 kPa conditions for 2 and 5 GPH nozzles. It appears that the agreement is better at

lower pressure conditions for a low capacity nozzle. However, for a higher flow capacity nozzle, the agreement

is better at the high pressure conditions. This seems to indicate that the present model cannot predict well when

the initial film thickness is too thick or too thin. It could also be caused by the improper estimation of initial

film properties at those conditions used in method (A).

SUMMARY

The present study has demonstrated a realistic approach for analyzing the liquid breakup process and

flow characteristics in pressure swirl atomizers. Reasonably good agreement was observed between the model

predictions and experiments. The following major conclusions can be drawn from the present study:

(1) The initial film properties are extremely important in determining the spray characteristics. FILM code

predictions using the initial film properties estimated by method (A) showed better agreement with the

experiments.

(2) Prior to breakup, film properties such as thickness, axial and tangential velocities tend to approach to

constant values. For a given nozzle, the gradient of film property variation as a function of downstream

distance increased with an increase in liquid pressure.

(3) In pressure swirl atomizers, the variation of breakup length is closely related to the initial film thickness

and angle. For a given flowrate, a thinner film thickness and wider film angle resulted in a shorter

breakup length. Similar to initial film thickness, breakup length tends to approach a constant value cifter

a certain high pressure is reached.

(4) The present model prediction agreed better with the PMS data. The SMDs measured by the PDPA
were consistently lower than those of the model predictions and PMS data.

(5) The present analysis successfully predicted the primary breakup process in the pressure swirl atomizers.

Reasonably good agreement was obtained for the predictions of drop size distribution function.

NOMENCLATURE

discharge coefficient

Da orifice diameter

fc critical spin frequency for breakup

h half of film thickness at downstream locations

k wave number
M mass flowrate

AP liquid pressure drop

r radial distance in y direction

t film thickness at nozzle exit

U streamwase velocity in the f direction

Ua axial velocity at nozzle exit

W. Weber number, (p ,U2^D2/a)

tangential velocity at nozzle exit

X area ratio of air core and exit orifice

li liquid dynamic viscosity

a temporal growth rate

P liquid density

a liquid surface tension

critical wavelength
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SUBSCRIPTS

g gas phase

1 Hquid phase

r relative value between gas and liquid

2 location at the nozzle exit orifice
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ABSTRACT

Spray structure is one of the major factors to control the combustion and
its simulation. Several papers have been reported in this field. But those
only engaged in the macro viewpoint because of the limit of measuring devices.
In this paper, micro behavior of drops such as the radial distributions of
the dropsize, velocity and volume flux etc. were measured by Phase Doppler
Particle Analyzer (PDPA) and the entrained air also measured to clarify the
general structure of spray from the swirl atomizer. The spray consists of
larger drops in the sheath, which have larger momentum and entrained ambient
air into spray, and smaller drops in the central part which are induced by air
flow. Therefore, mean drop velocity in the sheath decreases remarkably but one
in the center decays scarcely toward downstream. The volume rate of entrained
air is in proportion to axial distance Z and the spray momentum over a cross
section decreases with Z. The trajectory angle of drops is affected by its
size.

INTRODUCTION

The spray characteristics are of similar importance not only in
evaporation processes, combustions and chemical and food engineering etc. but
also on their simulation studies.

The relation between the atomizer and the spray characteristics have been
a fruitful subject for study. But in most researches on this subject, the
spray characteristics were clarified using a special atomizer.

The researches that disclosed the relations between the spray
characteristics and the geometrical shape of the atomizer were done by
Tanasawa( 1 ) ,

Kobayasi(2) (3) (4-) ,ect.

Tanasawa analyzed theoretically the stream in the swirl chamber as
potential flow and showed the relation between the geometrical size, the
discharge coefficient, and the spray cone angle. On the basis of Tanasawa 's

theory, Kobayasi designed and produced several atomizers for his systematic
experiments. The result of which was the establishment of the empirical
formula about the spray cone angle and the Sauter mean diameter (SMD).
Further, its accuracy was improved by examining surface tension and viscosity.
Nevertheless all of those studies were done in the macro viewpoint.
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Recently, it becomes very important to know the structure of spray and
reciprocal actions between drops and air on the study of spray to establish
the requirement for energy saving and environment preserve.

The purposes of this research is to generalize the structure and
characteristics of spray from pressure atomizers and deliver the effective
data for the design of atomizers serving its purpose. At moment, swirl
atomizers are used. Centrifugal and single hole atomizers will be also
examined.

From this point of view, the spray structure and relations between the
dimensions of atomi zer, operating conditions etc., macro— and micro—scopic
characteristics such as spray angles, dropsize and drop velocity
distributions, trajectory, behavior of entrained air etc. will be made clear.

This paper (Parti ) makes clear the general characteristics of spray from
a swirl atomizer using only the typical atomizer
under constant operating conditions.

APPARATUS AND EXPERIMENTAL METHODS

Tested Atomizer
In this paper, the swirl atomizer is

used because it is used the most widely in
the continuous combustion. It is well known
that properties of atomizer are affected
by its dimensions such as diameter of inlet
holes into swirl chamber, orifice diameter,
diameter of swirl chamber and its shape.

The atomizer used in this research is

shown in Fig.1. It is designed for changing
the dimensions of each parts systematically.
The dimensions used in Parti are listed in
Tablel

.

Table 1 Dimensions and Flow Rate of Atomizer

Inlet holes Diameter 0.0011 m

Number 4-

Swirl chamber Diameter 0.0104. m
Height 0.0030 m

Orifice Diameter 0.0007 m

Thickness 0.0010 m

Flow Rate 6.9cc/s at P=1 .0 MPa

COVER

SWIRL CHAMBER
CAB

SWIRL CHAMBER

ORIFICE PLATE

PACKING

CASE

Fig.1 The Structure
of the Tested
Swirl Atomizer

Experimental Apparatus and Measuring Methods
The schematic diagram of apparatus to produce a spray and to measure the

dropsize and its velocity is shown in Fig. 2. The sample liquid, stored in an
accumulator, is compressed by pressurized nitrogen gas and injected into a

still air through the tested atomizer. The liquid and nitrogen gas in an
accumulator are separated by a rubber balloon to prevent gas from dissolving
into liquid. The atomizer is set on a positioning device in an injection room
which has 1.200m width, 1.200m depth and 1.000m height. The top and bottom
walls of the room are constructed by honeycomb board and the room is slightly
blown out by a blower to prevent ambient air from circulating. So that the
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spray is not affected by ambient
air. It is possible to move the

atomizer in the axial direction
and radial direction.

The dropsize and velocity
are measured simultaneously by
Phase Doppler Particle Analyzer
made by Aerometrics Inc..

The flow rate of entrained
air is measured by the 'porous

vessel' method which is similar
method by Ricou et al (5), as
shown in Fig. 3. (a) shows a

schematic diagram of apparatus
and (b) shows the details of the
porous vessel.

When a spray is injected
into the atmosphere, the ambient
air is entrained into it. This is

due to the pressure difference
between the inside of a spray and
a surrounding atmosphere.

If the pressure at points
beyond spray is kept atmospheric,
the spray characteristics are
similar to unbounded spray,
although it is formed in a closed
space. Base on this preceding
principle, a spray is formed in a

closed vessel which is

sufficiently larger than the
reduced pressure field and has a

permeable inner wall with a

circular hole exit at the front
wall of diameter such that the
spray just touched the perimeter
of the hole. All walls are porous
except those at the downstream
end where the aperture is

adjustable so that entrainment is

prevented and air is supplied
only from the sides and upstream.
The front wall was made of
transparent plastic, so that the
spray and its impact with the
perimeter of the hole could be

observed.
The static pressure was

measured at the point just inside
the permeable wall and outside of
the reduced pressure field by a
Betz type micro-manometer with a

sensitivity of 0./^9 Pa. During
operation of the spray, quantity

ii.i.iii..i.iiiiiiiiiiiiitiiii /\^\

mini R |- 09
PRESSURE

GAUGE

CITY WATER

Fig. 2 Schematic Diagram of Experimental
Apparatus to Measure the Dropsize
and its velocity

CITY UfiTER

AIR

-z—i

(a) Measurement of Entrainment

o.67om

(b) Details of Prorous Vessel
Fig. 3 Schematic diagram of Experimental

Apparatus to Measure the Rate of
Entrainment air
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of air was supplied to the chamber through the permeable wall until the static
pressure inside the wall reached atmospheric. This amount of air supplied is

equal to the amount of air entrained through the spray surface between the
tip of the atomizer and the front wall. The total amount of entrained air' is

measured at Z = 0.020-0. 200m. The amount of air entrained through a spray
surface between any two sections can be obtained as the difference of the
total amount of air between those two sections.

Experimental Conditions , Measured Items and Analysis Method
Experimental conditions and measured points are shovm in Table 2.

Dropsizes and their velocities are measured at each point. The distribution of
mean dropsize, velocity, volume flux, momentum etc. in a space and at any
cross sections of spray are calculated from them. Trajectory angle and
velocity are obtained by measuring the radial and axial velocity separately.

Table 2 Experimental Conditions

Tested Atomizer Swirl Atomizer (see Table 1 and Fig.l)

Sample Liquid City Water
Pressure P = 1 .0 MPa
Measuring Device PDPA for Dropsize and its Velocity

Porous Vessel Method for Entrained Air
Measured Items Dropsize

,
Drop Velocity

and Flow Rate of Entrained Air „

Measured points Axial Distance Z=20,40,60,80, 1 00 (xlO'-^m)

Radial Distance R=0-0.100(m) l-5(x10 '^m)pitch

EXPERIMENTAL RESULTS AND DISCUSSION

Volume Flux Distribution and Spray Angle
Volume flux distribution in the radial direction at any axial distance Z

are shown in Fig./^.. The volume flux in the central part of spray becomes
lower at any Z, increases towards the boundary surface and decreases again

2.0

^5 1.5

1.0

Io

3

qjO.

I

1

i\

\

O
1 = 0.020rT

O.CMOm

:

0.060^1

® Z = 0.060m:

3 Z = O.IOOn

0 10 20 30 40 50

Radial Di stance [xw'^m]
60 70 10 20 30 40 50

Radial Distance [xio'^m]

60 70

Fig./4 Volume Flux Distribution Fig. 5 SMD Distribution
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after reaching the maximum value. The radial point showing the maximum volume
flux is defined as the spray sheath, and the radial distance as the sheath
radius of spray, Rsheath. The spray angle is defined by the outline of spray
from photograph in general. However, it is difficult to decide the outline
exactly. The half spray angle, a'/2, in this research is defined as the angle
constructed by Z axis and the line connected the orifice and spray sheath, viz
a ' =2-^arctan ( Rsheath/Z )

.

The spray angle a' defined in this research shows 4-8 degree between
Z=O.OiiOm and 0.100m (see Fig.8). The volume flux at Z less than 0.04.0m can not
be measured by PDPA because drops in this region are not spherical. According
to the observation by photographs, disintegration completes around at Z=0.020m
and deformation of drops follows it up to Z=0.030m. The spray cone angle
(angle of liquid sheet) shows several degrees larger than the spray angle.

SMD and Mean Velocity Distribution
Figure 5 shows the distribution of Sauter Mean Diameter (SMD) in the

radial direction at any Z. SMD increases towards the sheath at any section and
reaches maximum in the sheath. It is also known that SMD in the sheath
increases with Z. This is due to the small drops being induced by entrained
flow, leaving the larger drops which have larger momentum moving linearly
along the sheath.

The mean velocity shows maximum near the sheath and it decays with
increasing Z as shown in Fig. 6. The mean velocity here is calculated
arithmetically. This tendency is similar to the SMD distribution. On the
other hand, the decay of the velocity in the center of the spray is smaller
than one near the sheath. It is considered that ambient air is accelerated by
the drops near the sheath. Smaller drops flow with the entrained air and
concentrated in the center of the spray. The decay of small drops in the
center of spray becomes less as they are accelerated by entrained air.
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1^25

f,20

0
£io

• Z = 0.020-11

;

O Z = 0.040m4 !

e z = o.ceom

i

® Z = 0.080m!
i

O Z= 0.100m i

Qi,„^gf:::y,. j

:

10 20 30 • 40 50

Radial Di stance ixio-^m]

60 70 10 20 30 40 50 60

Radial Di stanceixio'^m]

Fig. 6 Mean Velocity Distribution Fig. 7 Momentum Flux Distribution

Momentum Flux Distribution
The momentum flux distribution of drops is shown in Fig. 7. The momentum

flux is calculated by the mass and velocity of independent drop. This tendency
shows more similar to one of the volume flux than to one of the mean velocity
because the momentum is largely influenced by the larger drops with larger
mass and the mean velocity is calculated arithmetically.
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Axial Distributions
The SMD and the momentum over each cross section are calculated by-

assuming that the spray from a swirl atomizer is Z axial symmetry. The axial
distribution of SMD, momentum and flow rate of entrained air are shown in
Fig. 8.

The theoretical SMD is calculated by means of the empirical formula (3)

and the theoretical momentum is obtained from the axial velocity by
Tanasawa(l) multiplied by the flow rate at the orifice. SMD at each cross
section except Z=0.020m becomes constant and coincides well with the empirical
formula by Kobayasi(3). SMD at Z=0.020m is smaller than others. In this
region, disintegration has not completed yet and the value is calculated by
only spherical particles at the point.

The total amount of entrained air in volume increases proportional to

the axial distance Z , but the total momentum of drops in cross section. Ml,

is inversely. The induced air velocity just before entering the sheath Vin is

in inverse proportion to Z because the volume fraction dQa entrained from dZ,

dQa/dZ, is constant and surface area at dZ is proportional to Z.

This figure shows that the spray angle at Z=0.020m is larger than one for
Z>0.02mm and it becomes constant at Z>0. 04.0m. This fact also suggests that
disintegration has not completed yet at Z=0.020m.
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Fig. 8 Axial Distribution of SMD, Ml, a' and Qa in section

Drop Velocity and Trajectory Angle
Figure 9 shows the drop mean velocity and the trajectory angle of each

dropsize range at local points. The trajectory angle is calculated by using

the mean velocity of each dropsize in radial direction and one in Z axial

direction. It is considered that small drops flow with entrained air so the

velocity of entrained air can be known roughly from the _gelocity of small

drops. From the figure for the dropsize range of 0-10 xlO m, the air flows

faster at the central part than at the outer part. It is observed that the
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decrease of drop velocity near the spray axis is smaller than that at the

sheath. And an ambient air seems to be entrained at Z=0. 0/^0-0.060 m

vigorously. Further, the velocity of large drops is faster at the outer part

and slower at the center than one of small drops. In the sheath, the number of

small drops having low velocity decrease and the number of larger drops having
high velocity increase with Z, because of the total amount of entrainment
increase with Z as shown in Fig. 8.

I
! I

0-10[xl0"^m]

Z = 0.020 m—

I

—In

Z = 0.040.mm
Z = 0.060iT>_

Z = 0.080 ^

Z = 0.100

30-40C xlO"^] -90[xlO-6m] 130-14C[xlO-6m]

—+-

Fig. 9 Number Mean Velocity and Trajectory Angle

Figure 10 shows the trajectory angle distribution of drops at Z=0.060m
referring to the size ranges. Though all drops flow parallel to the spray axis
in the region of less than R=0.010m ^ut at the outer part the trajectory angle
of small drops of less than 4-0x10 m becomes smaller than the spray angle.
Large drops flow along the sheath, that is the half spray angle.
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CONCLUSIONS

In this paper, distributions of mean dropsize, velocity, volume flux,
flow rate of entrained air, trajectory angle etc. were measured by using the
typical atomizer under constant operating conditions to make clear the general
characteristics of spray from the swirl atomizer and to generalize the
structure. The results are summarized as follows;

(1) The spray consist of large drops with large momentum in the sheath and
small drops induced by an entrained air in the central part.

(2) The mean drop velocity at the sheath is larger than one in the central
part of spray.

(3) The decrease of the mean velocity in the central part is smaller compared
with one in the sheath. This fact suggests that drops accelerate
entrained air at the outer part of spray and entrained air does drops at
the central part.

iU) The trajectory angle of drops depends upon the dropsize. Though all
drops flow parallel to the spray axis in the central part, at the outer
part, the trajectory angle of small drops is smaller than large
drops.

(5) The total amoimt of entrained air is in proportion to axial distance Z

and the induced air velocity before entering the sheath is inversely
proportional to Z.

(6) The total momentum of drops over a cross section is inversely
proportional to axial distance Z.
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ABSTRACT

It is knovm that the spray characteristics change according to the
structure of atomizer and operating conditions. The swirl atomizers whose
dimensions of each parts can be changed systematically are designed and the
relations among atomizer's characteristics, operating conditions and spray
structure are made clear experimentally.

The boundary of the sheath region and central part of spray becomes
clearer and the thickness of sheath region decreases with an injection
pressure. The flow factor B and the characteristic factor K affect on a spray
angle. A spray angle increases with the increase of B and with the decrease of
K. Empirical formula for spray angle a' is presented as a function of Re. The
flow rate of entrained air is also affected by B, K and injection pressure.

INTRODUCTION

Spray characteristics are changed by the structure of atomizer, its

dimensions, operating conditions, liquid properties, ambient air conditions
etc.. It is known that the characteristics of swirl atomizer are affected by
its dimensions such as an area of inlet hole into a swirl chamber, a diameter
and a height of swirl chamber, orifice diameter and its length etc..

Many studies(l )-(3) have been reported about the relations between the
structure of atomizer and characteristics of spray. However, those made clear
only macro characteristics of spray such as spray cone angle, Sauter mean
diameter, discharge coefficient, etc. because of the lack of measuring
technique. Fortunately, a phase doppler system is development and it becomes
possible 'to measure the velocity and size of each drop simultaneously. This
study aims to generalize the structure of spray from the microscopic point of
view.

The swirl atomizers of which dimensions of each parts can be changed
systematically are designed. The general structure of spray from a swirl
atomizer was made clear in Parti (4-). In this paper, the relations among the
characteristics of atomizer, an injection pressure and spray characteristics
such as spray angle, spatial distributions of mean dropsize, velocity,
momentum and volume flux, trajectory angle of drops, flow rate of entrained
air etc. are examined to generalize the characteristics of spray.
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EXPERIMENTAL METHODS AND APPARATUS

The details of experimental apparatus, measuring item etc. are shown in
Parti (^). The velocity and diameter of drops, volume flux are measured by
Phase Doppler Particle Analyzer (PDPA) from Aerometries Inc. and the flow rate
of entrained air by the "porous vessel" method(5).

The dimensions of each parts of tested atomizers(4-) are shown in Table 1.

Those are designed to be able to examine spray characteristics under the
constant characteristic factor K, the flow factor B, etc. by selecting some of
atomizers. The city water is sprayed into a still air under an injection
pressure of 0.7, 1.0 and 1.5 MPa.

Table 1 Dimensions and Properties of Atomizers

Atomizer Measured Values Theoretical Values by (1)

Number do di
[xlO"^

de K ao k dc B

] [-] [deg] [-] [10 -^m] [-]

S-01 1.28 10.

A

0.96 0.66 0.61 0.58 0.49
S-02 1 .28 10.

A

0.70 0.90 65.3 0.54 0.38 0.49
S-03 1 .28 10.

A

0.51 1 ,2k 55.9 0.47 0.24 0.A9
S-OA 1.10 10.

A

0.96 0.A8 83.2 0.67 0.64 0.42
S-05 1 .10 10.

^

0.70 0.66 74.1 0.61 0.-^2 0.42
S-06 0.93 10.

A

0.96 0.35 92.2 0.72 0.69 0.36
S-07 0.93 10.^ 0.70 0.4-8 83.7 0.67 0.47 0.36
S-08 0.93 10.4- 0.51 0.65 74.7 0.61 0.31 0.36

ao: Theoretical spray cone angle (=2*arctan(k/(1-k**2)**0.5) ) ; B:Flow factor
(=2^m**(1/2) -dO/di)

) ; dc:Air core diameter at the orifice; de: Orifice diameter
di: Diameter of swirl chamber; do: Inlet hole diameter to swirl chamber;
k: Cavity factor (=dc/de); K: Characteristic factor (=m*do*^2/(de''^di)

)

RESULTS AND DISCUSSION

Effect of Injection Pressure

Distribution of SMD and Mean Drop Velocity . The difference of SMD
distributions under various injection pressure Pi is shown in Fig. 1(a) and of

number mean velocity in Fig.l(b). Both are at an axial distance Z=0.060m
and an atomizer is S-05.

SMD decreases with Pi at each radial point and the radial distance where
SMD shows the maximum increases with Pi.

The mean velocity decreases with radial distance R and increases towards
the sheath after showing minimum. Those tendencies do not affected by Pi but

the velocity difference of drops along R becomes more distinct with Pi being
higher. It is considered that the increase of drop velocity near the sheath is

due to the increase of initial injection velocity under higher Pi but one in
the central part is due to higher entrained air velocity caused by the

decrease of pressure within a spray led by larger momentum of drops at sheath.

Distributions of Volume Flux and Momentum Flux of drops . Fig.1 (c) and (d)

shows the distributions of volume flux and momentum flux of drops at Z=0.060m
respectively. Those indicate that the maximum values and radial distances
showing maximum increase with the injection pressure Pi. The fact means that
the spray angle increases with Pi. The distributions near the sheath becomes
more peaky and the thickness of sheath region reduces with increasing Pi.
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Fig.1 Effect of Injection Pressure on Distribution

The total momentum of drops and the
flow rate of entrained air are shown in
Fig. 2. The latter means the total volume
of air entrained through spray surface
between Z=Om and Z=0.060m. The flow rate
of entrained air is roughly proportional
to the total momentum Ml when an
injection pressure increases.

Effect of Dropsize on Velocity
Distribution . The mean velocity and
trajectory angle of each dropsize are
shown in Fig. 3. The line length in Fig. 4-

shows the mean velocity and the

20 r

m
c^5
a

Io
xlO

a)

Z = 0.060 m

0.5 0.7 0.9 1.1

Injection Pressure
1.3 1.5

Pi [MPa]

Fig. 2 Effect of Pi on Qa and Ml

243



direction a trajectory angle. When the injection pressure ingreases, the
velocity also increases. The area where drops og more than 80X10" m decreases
with Pi though one for drops less than 4-0X10 m does not change and a path
width passing through large drops becomes narrow. This fact also indicates
that the thickness of sheath region reduces with increasing Pi.
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Fig. 3 Number Mean Velocity and Trajectory Angle

Effect of Atomizer ' s Characteristics
The spray produced by different atomizers with various dimensions of each

parts are examined under the constant injection pressure of Pi=1.0MPa to

clarify the effect of atomizer's characteristics on spray.

Effect of Orifice Diameter de. To make clear the effect of an orifice

diameter on spray characteristics, the sprays from atomizers with various
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25
Pi = 1 .0 MPa; B = 0.4.9

do = 0.00128in; di = O.OIO/^m

de[m] K

O 0.00096 0.66
€i 0.00070 0.90

0.00051 ^.2A

Z=0.060m; Pi=1.0MPa; B=0.ii9

cy 0 .50 0.70 _^ 0.90
de [10 ^m]

150 Fig. 5 Effect of Orifice Diameter de

on SMD, Qa, Ql, Ml, to

orifice diameter de but constant
inlet hole diameter do and diameter
of swirl chamber di are examined.
In the case that do and di are
constant and de changes, the
characteristic factor of atomizer K
is in inverse proportion to de and
the flow factor B is constant.

Figure 4- shows the

distributions of mean velocity, SMD
and volume flux at the axial
distance of Z==0.060m. The flow
factor B is 0.49 and K changes
between 1.24 and 0.66. Those
figures suggest that the maximum
values of mean velocity, SMD,
volume flux, spray radius, and
spray angle a' increases with the
increase of orifice diameter de,

that is with the decrease of K.

This is because the radial velocity
component at the orifice increases
relatively compared with the axial
velocity component when de is

larger, viz K is smaller.
SMD(D32) over a cross section

increases with the increase of the
orifice diameter. It is also
predicted by a theoretical work(1).
According to it, the thickness of
liquid film at an orifice,

to, increases with K and shown in Fig. 5 with SMD.
The ambient air is entrained by the momentum of drops flowing in the

sheath region and. Therefore, the flow rate of entrained air increases with de

o
10 20 30

Radial Distance

AO

[x10"\]

50

Fig./i Effect of Orifice Diameter
on Radial Distribution
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because the momentum of drops Ml in the
sheath region Is larger when de Is

larger as shown in Fig. 5.

The number mean velocity in the
sheath of all atomizers are almost same
at Z=0.060m. This is because that the
reduction rate of velocity is smaller in
the sheath region because the size of
drops there are relatively large. On the
other hand, drop velocity in the central
part of spray becomes smaller with de.

It is considered that the mean velocity
of air within a spray decreases with de,

as the spray radius becomes larger
though the Qa increases.

Z=0.060in; Pi=1.0MPa; K=0.66
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Fig. 6 Effect of Flow Factor B

on SMD, Qa, Ql, Ml

different flow factor B are
Atomizers with suitable sets
di are selected from Table 1

are S-01 ,-05,-08.
The flow rate of liquid Ql, the

flow rate of entrained air Qa, SMD etc.
are shown in Fig. 6. All of them increase
with the increase of flow factor B. The
spray angle a' also increases with B
because the radial distance indicating
the maximum of volume flux increases
with B as shown Fig. 7.

According to the potential theory,
the characteristics of spray depend upon
K but the viscosity affects on the flow
in a swirl chamber when real liquid is
injected. Tanasawa(l) also suggested
that the flow in a swirl chamber
approximates the potential flow most at
B=0.5. When B is less than 0.5, a
friction due to the viscosity near the
wall increases and the swirl velocity
decreases. This fact leads a spray angle
decreases and a discharge coefficient
increases. On the other hand, when B is greater than 0.5, the radial and axial
velocities are affected a little by friction and the discharge coefficient
became smaller while the spray angle became larger.

In case of S-01 ,-05,-08, though the theoretical cone angles calculated by
the potential theory are all 75 deg. but spray angles measured from Fig.

7

become 60, 50 and 32 deg. respectively. This result indicates that the spray
angle decreases with the decrease of B.
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Fig. 7 Effect of Flow Factor B

on Volume Flux

Effect of Inlet Port Diameter do. The sprays from atomizers, of which an
inlet hole diameter do varies and diameter of an orifice de and of a swirl
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Fig. 8 Effect of do On SMD,Qa,Ql,Ml, to

chamber di are kept constant, are
examined. In this case, both the
flow factor B and the
characteristic factor of atomizer K
change, K is in proportion to the
square of do and B to do.

SMD(D32), total momentum of
drops and flow rate of entrained
air Qa over a cross section
increase with an inlet diameter do
as shown in Fig. 8. This figure
indicates the tendency for K shows
opposite compared with Fig. 5. It is

considered that an orifice diameter
de does not give any effects on B

but an inlet hole diameter do
affect on not only K but also B.

When do becomes smaller as in this
case, K increases and B decreases.
The decrease of K causes the
increase of the ratio of the radial
velocity component to the axial one
and makes a thickness of liquid
film thicker but the decrease of B

acts on them conversely.
Consequently, the relations in
Fig. 8 are obtained.

Figure 9 shows the
distributions of mean velocity, SMD
and volume flux of drops in radial
direction. It is evidence from
Fig. 9 that the mean velocity and
SMD increases with do and that the spray radius is

Therefore, the spray angle vary scarcely with do.

a

H
O
>

0 10 20 30

Radial Distance [xlO ^m]

Fig. 9 Effect of Inlet Port Diameter do
on Radial Distribution

not influenced by do,
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Empirical Formula for Spray Angle a

'

Figure 10 shows the relation
between the ratio of a spray angle a' to
a theoretical spray cone angle ao and Re
number in the swirl chamber. Reynolds
number is given by using an inlet
velocity into swirl chamber, ui,

calculated from the potential theory as
the representative velocity, a radius of
swirl chamber, and viscosity of liquid.
It may not suitable in this stage for
experimental results to indicate by Re
number because all data are obtained
from sprays of city water and
viscosity, V, is constant. However, Fig
formula by means of the least square meth

i

1
j

1 O SW1F1.02vy
0 SWIR.03

y 0 SWIR.W

0 Wlfl-05

g $wira.06

1x10" SxlO" IxIO" 2i!0"

Rethoios NuH«t«

Fig. 10 Relation Between Re and a '/a

.13 gives the following empirical
od. a'=ao*e^*(-3900/Re) ;Re=uiMi/2/v.

CONCLUSIONS

The effect of injection pressure and dimensions of parts constructing a
swirl atomizer on the spray characteristics are examined. Size and velocity of
each drop are measured by PDPA and the entrained air into spray is also
measured using the 'porous vessel' method. These results summarized as follows
(1) The volume flux and momentum flux are concentrated near the sheath and this

tendency becomes more remarkable and a thickness of sheath region decreases
with an injection pressure.

(2) The flow factor B and the characteristic factor K affect on a spray angle.

A spray angle increases with the increase of B and with the decrease of K.

(3) The increase of orifice diameter leads the increase of spray angle and the

decrease of thickness -of sheath region. However, the inlet hole diameter
effects scarcely on them. This is because the former affect only on a

characteristic factor K but the latter on K and a flow factor B.

(4) The increase of B and/or the decrease of K and/or the increase of injection
pressure cause the increase of flow rate of entrained air.

(5) Empirical formula for spray angle a' in the researched range is led as

a' = ao*e-^^-(-3900/Re) ; Re = ui*di/2/v
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ABSTRACT

A two-component phase-Doppler measuring system (PDM) has been used to measure
simultaneously drop sizes and velocities at a vertically mounted swirl-pressure burner-nozzle

under various atomizing conditions. The measurements from different radial positions in two
horizontal planes, 10 mm and 20 mm below the nozzle, result in a linear dependency of the

main horizontal velocity components on radial distances r. With a second one-component PDM
variations of Sauter-mean-diameter (SMD) were examined in order to describe the dependency
of SMD on the fuel oil viscosity.

INTRODUCTION

Short comings of energy resources and higher requirements for minimizing air-pollutant

emissions call for further optimization of the atomization process in fuel oil burners. Simplex

swirl pressure nozzles producing hollow or solid spray cones are used for instance in house-

heating systems. Only with the exact knowledge of the spray parameters a further optimization

of the already well doing atomizing process of these burner nozzles is possible. Using the

phase-Doppler technique as described by [1] to [4] sizes and two velocity components of droplets

can be measured simultaneously thus answering questions for local distributions and evolutions

of sprays.

Simplex nozzles of fuel oil burners generate diffusion flames, in which beside the drop

size distribution the fuel oil air mixing ratio plays an important part. Thus operating conditions

as the pressure and the temperature of the preheated fuel oil get influence on the atomization

process and on the properties of the sprays of this type of swirl-pressure burner nozzles.

Therefore our point of interest was to find out the dependency of the local spray cone

parameters, especially of the Sauter-mean-diameter on the oil pressure, the temperature and on

the temperature-dependent physical fuel oil properties (viscosity, density, surface tension)

respectively. All investigations have been done under temperature controlled conditions using

only one type of hollow-cone-nozzle, i. e. Danfoss, type: 60° H, 1,6 kg/h. Another question was

the dependency of the horizontal (radial and swirl) velocity components of drops on radial dis-

tance r from the centreline of the spray cone and on the axial distance z from the nozzle. Thus
this dependency had also to be analysed in relation of the temperature dependent properties of

fuel oil to the spray cone parameters. At least one object of our investigations was, to point out

a relationship between radial and swirl velocity components and the radial distance r at dif-

ferent horizontal planes.
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Experimental Set-up

The experimental apparatus consists of the nozzle mounted centrally in a cylindrical

chamber. The chamber is movable in two directions (x- and y-direction), the nozzle position

can be changed in z-direction (Fig. 1). Without moving the optics of the measuring system thus

each point of spray cone can be reached for measurements without changing the operating con-
ditions of the stationary atomization process. The oil pressure, pj, and its temperature, T,, can
be varied and controlled in a range of 5 to 20 bars and from 20 to 90 "C. The circulated and
rectified gasstream (N2, u ~ 0,2 m/s) is temperature controlled. It is prevented from supplying

the measuring volume with recirculating fuel oil mist by filters. In order to avoid explosion N2
was used instead of air.

(uel-oil-supply

\ fuel-oil-preheater

honeycomb rectifier

window
patternator

OAJ

gas-circulation

I i I i
I M I

I

gas-preheater

nozzle

o
I I
M

I I I I i I iTTTT

J]

A

"^vj^fuel-oil- separator

Fig. 1 Experimental set-up

Before entering the nozzle the fuel oil temperature and pressure are measured by ther-

mocouples and pressure sensor respectively. A patternator can be installed below the nozzle,

measuring the dependency of mass flow density on radial distance, r, axial distance, z, and on
operating conditions as oil pressure, Pj, and its temperature Tj.

Measurement Procedures

The temperature-dependency of the local drop size distributions and the local distribu-

tions of the vertical component, v^, of droplet velocities has been measured separately for

various locations in the spray cone by means of an one-component PDM (Aerometrics). The
main interest was focused on the changes of SMD by varying the temperature dependent physi-

cal properties of the fuel oil (and additional of the gas stream).

All two velocity component measurements together with the correlated diameter observa-

tions have been done by a four-beam two-colour configuration [5] of a fibre-optic-PDM

(Dantec). For both measuring systems (Aerometrics and Dantec) an argon-ion-laser was used as

light source; photomultipliers, installed under 30° off-axis-angles were used as receivers.

The measuring system of the two-component-PDM is shown in Fig. 2. After passing a

set of optical filters the light is divided into two beams with different wavelengths (blue: 488

nm, green: 514,5 nm) and after that by beam-splitter prisms into the well known dual beam sys-

tems. In order to distinguish between the altering directions of the horizontal velocities of very

low values a frequency shift was necessary, realized in the path of the blue light using a brag-

cell.
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Fig. 2 Fiber optic phase-Doppler-measuring-system

Signal detections and data acquisition of the two-component PDM were done by a

transient-recorder and a PC-diagnostic-system. The advantage of this system is based on the

ability of logging a whole signal run, which is laid down in a data file. After a great number
(of more than 2000) signal runs has been stored to the buffer of the computer, the quality of

the signals is tested by varying the fault criteria [6]. Test measurements with a small rotating

glas-ball resulted in good accordance with the given values of the rotating speed of the drive

motor and with the particle size given by microphotos. Instead of the transient recorder also a

FFT-processor, described by [7], has been used for detecting and analyzing the signals. The
comparison of these acquiring methods resulted also in good accordance.

Discussion of the experimental results

An optical configuration for laser light sheet photography had been used to get first in-

formations about the shape and the extension of the spray cone. Fig. 3 shows a photograph of

the spray cone in the vicinity of the nozzle, received for the same fuel oil and gas temperature

of 30 "C and a fuel oil pressure of 8 bar.

30 -20 -10 0 10 20 30
radial distance r/mm

Fig. 3 Laser-light-sheet photograph
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It has to be noticed that the extension of the liquid film and of the hollow cone in the

centre of the spray cone is very small. Within less than 5 mm below the nozzle the liquid film

becomes unstable and disintegrates into ligaments and droplets. 10 mm below the nozzle orifice

the hollow cone has disappeared and the shape of the spray cone looks like a solid cone. This is

illustrating that the interesting region for drop-size and velocity measurements should be ex-

ecuted not far away from the nozzle orifice. It has also to be noticed that changes of the spray

parameters which influence the burning process (with regard to the very short flame) are ex-

pected to take place in a distance range of only a few millimeters.

In two horizontal planes, at z = 10 mm and z = 20 mm, and for differing radial positions

r measurements of drop-sizes and of 2-component drop- velocities have been carried out under
constant gas and fuel oil temperature conditions and for an atomizing pressure of 8 bars. The
vertical velocity component (z-direction) is given by v^, the resultant horizontal drop-velocity

by V|, (Fig. 4 and 5). The resultant horizontal velocity v^ is given by the vector addition of the

radial and the swirl velocity components (v^ v^p). For the assumption of a symmetric spray cone

and of a linear dependency of Vj. and V(p on r (which is a weak one), v^ can been calculated at

least from the measured velocity component v^,, which is perpendicular to the interference

fringe pattern.

atomizer

Fig. 4 Spray-cone parameters

horizontal Interference

Vtn' measured horizontal velocity component
(vertical to the interference fringe pattern)

Vf radial velocity component
V<p« swirl velocity component

Vk • resultant horizontal velocity component"->--»•

Fig, 5 Horizontal velocity components
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Fig. 6 shows mean values of the horizontal velocities Vj^ versus the radial distance r for

z = 10 mm and z = 20 mm. The best fit of all mean values results in the regression lines. That

means we receive a linear dependency of horizontal mean velocity, v^, on radial distance r.

radial distance/mm

Fig. 6 Axial and horizontal velocity mean values at z = 10 mm and z = 20 mm

For larger radial distances from the centre line the radial droplet- velocity increases

strongly for growing drop-sizes and is directed outwards of the spray cone. For small radial dis-

tances a narrow velocity distribution is resulting for the whole range of drop-size distribution

without a correlation between drop-size and -velocity (Fig. 7b). Fig. 7 shows a comparison of

the cross-correlation of the horizontal velocities and the diameters at a) r = 13 mm and b) r = 4

mm in the horizontal plane, z = 20 mm. It is astonishing to get nearly the same diameter dis-

tributions at both positions, because we expected smaller droplets in the centre and larger

droplets at the periphery of the spray cone. This fact again demonstrates that the interesting

changes of the spray cone parameters take place near the nozzle orifice. This means that the in-

fluences of the quality of atomization on combustion have their domain already a few mil-

limeters below the nozzle.
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A comparison of the results of droplet velocities shows a strong decrease with growing
z-values, caused by drag of the droplets executed by the entrainment of the gas into the spray

cone. This can be seen for example from Fig. 6 for the mean horizontal velocities for the two
distances z = 10 and 20 mm. The axial mean velocity, v^, decreases with growing radial dis-

tances and fluctuates around a regression curve of nearly constant value for small distances, r.

A significant sensitivity of the dropsize-distribution for temperature influences (mainly
via viscosity) can be demonstrated by the SMD of local distributions versus oil temperature as

given in Fig. 8. It has been measured by the one-component PDM-configuration. In Figrs. 8

and 9 the SMD is plotted versus temperature and viscosity respectively for three positions at

different horizontal planes, i. e. z = 20mm; 35 and 50 mm. The temperature influence via den-
sity and surface tension on the drop-size distribution could not be analysed explicitly, because

of the small changes of these physical properties within the temperature ranges varied (Table 1).

It had also been tested whether the gas temperature affected the spray parameters; but within

the range of variation the effects could be neglected compared with those resulting from the

fuel oil temperature, because of the small distances of possible heat transfer processes in the dis-

integration zone before ligament disruption.
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Table 1 Properties of fuel oil

temperature density viscosity surface tension

0 3
C g/cm mPa*3 dyn/cm

30 0.822 3.42 26.15

40 0.813 2.69 25.35

50 0.804 2.16 24.60

60 0.795 1.78 23.90

70 0.786 1.48 23.15

80 0.776 1.28 22.40

Table 1 also shows a strong decrease of the viscosity, /i, of the fuel oil for growing tem-
peratures. Therefore the decrease of viscosity has been postulated to be mainly responsible for

SMD changes for growing temperature. In this context it should be mentioned that one receives

an exponential dependency of SMD on the viscosity. Similar correlations have been found by
Jasuja [10], Jones [11] and Knight [12] in the form

SMD -

but the resulting coefficients for B in our investigations are different from those in the

literature. Wang and Lefebvre [8],[9] did similar investigations using blended diesel oil with

polybutene. They also found an exponential dependency of SMD on the liquid viscosity. A bet-

ter fit for the regression line is given by

SMD = B(l) . (M//lo)^(2^ + B(3), Mo = 3.83 mPa * s

[JLq is the viscosity of standard state at a pressure of 1 atm and a temperature of 25 "C.

The values of the coefficients B(l), B(2) and B(3) for different spray positions can be taken

from Table 2. Fig. 10 shows, that the SMD depends on viscosity as well as on location in the

spray cone. The local dependency can be interpreted by the different trajectories of drops of

varying sizes and by the changes of drop path's for increasing temperatures of the fuel oil.

Table 2 Coefficients of dependency of SMD on viscosity

axial

distance z

spray cone
angle B(1) B(2) B(3)

mm degree fim ^m

20
35
50

0
0
0

9.19

6.80

3.52

1.19

1.24

1.53

4.12
8.10

14.55

CONCLUSIONS

A new two-component PDM with direct storing of signals and succeeding analysis has

successfully been tested. Measurements of particle size and velocity distributions in the vicinity

of the nozzle with hollow cone spray demonstrate a linear dependency of the horizontal resul-

tant velocity component on the radial distance r. This linear dependency with different

gradients has been found in two horizontal planes. Because of the entrainment of the surround-

ing gas and the drag of droplets the horizontal resultant velocity decreases for increasing axial
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distance z. According to this fact the curvature of the particle trajectories vary with increasing

distances z tending more and more to the vertical direction.

Temperature dependencies of the spray-cone parameters have been investigated in three

horizontal planes at different radial distances. The point of interest was the correlation between
SMD and the physical properties of the fuel-oil. Because it has been found, that within the

range of temperature variation there have been only small changes of the surface tension and

the density, these properties have been neglected. Thus only the growing viscosities due to

decreasing temperatures are responsible for SMD-augmentation. The results of these temperature

investigations demonstrate an exponential increase of SMD for higher values of viscosity. Addi-
tionally a dependency of the local value of SMD on its position in the spray cone has been

found. Patternator investigations show, that this local dependency may be reduced to the tem-
perature dependency of the curved droplet trajectories. The phenomena of changes of drop path

curvature for higher temperatures has to be investigated in future.
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ABSTRACT

Atomization is a key unit process for the design of spray dryers - in our study a continuous fluidized

bed granulator. A test rig for industrial scale nozzles has been installed to characterize two-fluid atomizers

for various spray operating conditions. Distributions of drop size, drop velocity and mass flow in different

locations of the spray cone were measured with a Phase-Doppler-Particle-Analyzer. The nozzles tested

up to now are of two-fluid type with independent control of air and liquid flow. The atomization of the liquid

jet is performed by compressed air. Air pressures varied from 2 to 7 bar, the liquid flow in a range of 1 15 to

800 l/h. Water, water based solutions, water based suspensions or a mixture of all of these have been
used. The different water based liquids were especially prepared to vary systematically the main
parameters influencing atomization. Feed-suspensions with a very narrow particle size distribution of the

suspended solids were produced by hydrocyclone classification. The viscosity has been increased by
adding polyglycol. Thus viscosities from 1 to 150 mPa s and suspensions with a solids concentration as
high as 30 % could be tested. This allowed to compare a water spray pattern to a spray pattern produced
by liquids with suspended particles and/or with higher viscosity liquids. Monitoring of the viscosity by a
newly developed orifice simply measuring a pressure difference allowed an easy on-line control of

viscosity respective viscosity changes during spray operations.

Keywords
Spray characterization, two-fluid nozzles, fluidized bed granulators, pneumatic nozzles for

suspensions, spray dryer conditioned products.

1. INTRODUCTION

Disintegrating a liquid jet by various means into single drops is an increasingly and often used
technology in todays industry. In many operations the atomization process plays a significant role [1]. The
generation of a well defined spray has to be considered as a "key unit operation" especially in following

areas:

- atomization of fuels

- production of powders and granules

- heat and mass transfer operations

- application of thin layers to a surface.

Requirements concerning drop size, drop velocity and mass flow distribution in the spray are

determined by process conditions and requirements of products. For continuous production of powders
and granules spray dryers have long been standard in process industry [2]. However, recent

developments for dryers have led to different design solutions [3] adapted to more sophisticated

requirements.
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1.1 Industrial application: Fluidized Bed Granulator

The Fluidized Bed Granulator (FBG), as stiown in Figure 1, is a new drying system [4] for the
production and conditioning of dyes and agricultural products in chemical process industry. The
advantages of this technology are:

- product quality requirements: Conditioned products which are dust free, free flowing and
which show fast redispersion and uniform appearance can be achieved

- safety/hygiene: Hazardous products are easier to handle since the fines are recycled
within the apparatus and a coarse product reduces risk of dust explosion

- building space requirements: The height of FBG installations can be reduced considerably
due to reduced specific drying volumes.

Granulator

Filler

Compressed Air

r-1 ri r"i rM I ! ! 1 1

iliii
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> I
I !

I I

'
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o
Fan

Exhaust

Fluidized Bed

Drying-/ Fluidizing Air

Heater

Figure 1:

Simplified flow scheme of a
fluidized bed granulator

Product

Such a drying installation can be regarded in macro- and microscale. The behaviour of the
macrosystem - which is considered to be the FBG with its in- and outgoing mass flows - is governed by the

corresponding mass and energy balances. Interaction of the nozzle spray cone with the fluidized bed -

one calls it the microsystem - is however a critical item of such a dryer. For example, for scale-up purposes,

for changes of feed suspensions or for required product qualities, one needs to know the distributions of

drop size, drop velocity and mass flow for the actual spray cone at different levels. Those define number
and distance of nozzles above the fluidized bed, the drying behaviour of the droplets in the freeboard and
the specific liquid load per unit area of fluidized bed surface.

2. NOZZLE TEST RIG
To investigate spray patterns of nozzles with liquid flow rates up to 1000 l/h, a nozzle test rig of

industrial size has been designed and built (Figure 2). The spray chamber is built from plexiglass in order to

have visual control of the spray patterns as well as to avoid any unwanted outside disturbancies of preset

spray and flow conditions. The cross section of the spray chamber is 1 .4 m square. It has been decided to

perform the spray pattern measurements in a constant co-current laminar downstream air flow, despite the

gas flow situation in the FBG is opposite. Theoretical considerations about the spray cone behaviour

under the before mentioned differing conditions showed that at least in the distances to be investigated

no significant influence has to be expected.

The liquid to be tested is kept in a closed cycle. A frequency controlled screw pump conveys the

liquids from the stirred liquid tank to the pneumatic nozzle with air supply from a pressurized air tank.

The spray produced by the two-fluid nozzles, after having passed the measurement level, is sucked

to a vane blade droplet separator at the bottom of the test rig and is separated from the gas stream.
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Figure 2: Scheme of industrial size nozzle test rig

The collected liquid is recycled to the storage tank. All flow rates are indicated and controlled. They
can be varied following the demands for measuring the industrial relevant parameters. After careful

evaluation of existing particle sizing measurement systems an Aerometrics Phase-Doppler-Particle-

Analyzer (PDPA) has been applied. The optical system has been strictly separated from the test rig and
mounted on separate stands. In order to measure spray characteristics at all locations in the spray cone the

nozzle is attached to a three dimensional traverse system. This allows to move the nozzle outlet to nearly

any point of the spray chamber and to control its exact position.

3. MEASUREMENT SYSTEMS
3.1 Sorav pattern measurements

The PDPA from Aerometrics was used as a non-intrusive and simultaneous measurement
technique to obtain size, velocity and concentration of the dispersed drops in the spray as further

described in [5, 6]. Since the measured droplets were transparent and their refractive index close to that of

water, the receiver has been positioned at an off-axis angle of 30 degrees. At this angle the refracted light

dominates the reflected light component. The index of refraction was determined with an "ABBE-
refractometer".

To calibrate the PDPA a commercial generator of monodispersed drops as further described in [7, 8]

was used. This method has been established as a primary standard for instrument calibration. The liquids

tested to produce these droplets of uniform size were identical to the process liquids described in chapter

5 - except no solids could be added due to clogging of the small orifices. The measured drop diameter

d30 by the PDPA compared to the calculated drop size

d = 6 V
7t f

t1/3

(3.1)

where V was measured by a scale and f controlled with an oscilloscope (LeCroy 9600). A mean
deviation of 2 % resulted for the PDPA.
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A comparative study was performed by means of a Zeiss IBAS 2000 image analyzing system (IBAS)

and a Helos-Sympatec laser diffraction meter (Helos). Tfierefore, two sieve fractions of glass beads were
measured by tfiree different sizing systems.Tfie results of these measurements by comparing the volume
mean diameters dao of the spatial distribution are as follows:

Table 3.1 : Comparison of particle diameters by different sizing techniques using glass beads

Sieve fraction 1 Sieve fraction II

160-224 iim 355 - 560 |j,m

Sizing technique d30 [m] d30 [^im]

IBAS 192 518
HELOS 198 497
PDPA 208 599

The rather large diameter measured with the PDPA for the II sieve fraction is believed to be due to

asphericity and deviations from the correct index of refraction of the glass beads. Additional information

concerning such sizing technique comparisons can be found in [9, 10].

3.2 On-line viscosity control

The viscosity of the atomized fluid has a decisive influence on the spray characteristics. For that

reason it is very important to measure and monitor the viscosity of the liquid on-line immediately before it is

sprayed as realized in the test rig. Another question is how to measure a correct viscosity for a liquid with

suspended particles due to a certain non-newtonian behaviour.

Careful evaluation of different possible measurement principles lead to the decision to install a
custom manufactured orifice in the liquid pipe leading to the nozzle (Figure 2). From the pressure

difference measured across the orifice an on-line viscosity can be derived. Liquids with a known viscosity

are initially used to calibrate the orifice. The opening of the orifice has been chosen of the same size as the

liquid nozzle opening. Therefore, similar shear stresses occur at the location of the viscosity measurement
and at the nozzle. On-line viscosities with our new method are compared with a conventional viscosimeter

(Contraves Rheomat 115):

Table 3.2: Viscosities of polyglycol water mixtures measured by the two different methods

Viscosity [Pa s] lO'^

Rheomat 23,2 29,3 39,7 48,8 87,0 121,7

Orifice on-line 19,2 32,6 36,9 51,1 86,6 107,1

4. NOZZLES TESTED
The nozzles tested are of two-fluid type with external mixture of the fluids (Figure 3). Such nozzles

are currently applied sucessfully in FBG operation following the arrangement in Figure 1.

Air and liquid flow of the nozzle can be varied independently to adjust the spray cone conditions to

the liquid distribution required for granulation. Compared to pressure nozzles the liquid exit opening is

large - therefore clogging can be avoided even if the liquid contains suspended particles.

A swirt body in the nozzle's liquid path produces a liquid cone shaped lamella outside the nozzle.

This technique - sometimes called pre-atomization - forces the compressed air to impinge on the liquid

lamella in a close to rectangular way to guarantee optimal atomization. The air pressure has to be kept

above the critical pressure ratio. Therefore, the atomizing air reaches velocity of sound in the narrowest

cross section and expands vigorously immediately outside the nozzle. Typical air pressures vary from 3 to

6 bar. The liquid pressure determined by the requested flow rate can be kept generally very low (< 0,5

bar).

To evaluate the measurement data of the symmetric spray cone a coordinate system following

Figure 4 for positioning the PDPA probe volume is used.
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Air Air

Figure 3: Two-fluid nozzle as used in tests Figure 4: Coordinate system for position of probe

(Schlick 0/5) volume in spray cone

5. COMPOSITION AND SIMULATION OF TEST LIQUIDS
In a chemical production process the final step is often the separation of the product from a

suspension, the so called formulation. To transfer the solids content of such a formulation into a product,

drying in fluidized bed granulators is more and more preferred.

To characterize a formulation however, one has to analyze first the composition of suspension and
to divide it into fractions of pure liquid, disolved and solid phase (Figure 5).

For the atomization process of a formulation it is important to know the influence of its viscosity, of its

surface tension, % solids concentration, the solid particulate size in the suspension and the particulate

size of its solids.

Feed
Feed Composition

40% Pure Liquid

40% Dissolved

Substance

20% Solid Matter

60% Solids Content 60% Solids Content

40% Liquid 40% Liquid

Figure 5: Typical Composition of an industrial formulation
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Since real formulations cannot be used in tests for many reasons (price, safety, handling, ...) these

features had to be simulated. Therefore new components had to be found to synthesize suspensions
meeting the specifications determined by the industrial process as well as by the measurement technique.

For the tests reported here we replaced the real components as follows:

liquid => water

solvent => polyglycol

solids china clay or filter eel (FC).

Viscosity . To vary the viscosity polyglycol has been dissolved in water in changing quantities. For

example, adding 20 % polyglycol by weight increased the viscosity to 150 mPa s (water: ti = 1 m Pa s).

Solids . China clay and filter eel (FC), used as filter aid in filtration processes, were applied as solids in

different concentrations. In a hydrocyclone classifying pilot unit suspensions with different size fractions

have been produced to investigate the influence of different particulate size of solids as well.

The model suspensions being sprayed are characterized in the following table:

Table 5.1 : Characteristics of the model suspensions being tested

Suspension Solids material solids d50 d84-dl6
type concentration [nm] [^im]

[% by weight]

B china clay 5 4 7

D filter eel 8 13 29

E filter eel 6 8 14

filter eel various 16 33

Surface Tension . The surface tension (a) of water was measured as 0,072 N/m. Mixtures of

polyglycol and water showed a decrease of surface tension which was independent of the amount of

polyglycol added. The average surface tension for all water polyglycol mixtures was found to be 0,058

N/m.

Index of Refraction . The index of refraction had to be measured for each tested liquid. A classical

"Abbe-refractometer" was used.

6. MEASUREMENT RESULTS
A water spray with the same operating parameters of the nozzle served as a comparison to each of

the other tests conducted with the formulations mentioned in chapter 5.

Figure 6.1 shows a typical size, mass and velocity distribution for a water spray at three different

distances z from the nozzle. As a representative mean diameter of the droplets the sauter mean diameter

(d32) has been chosen since it represents an optimal average value for heat and mass transfer

calculations. One can see, that with increasing distance from the nozzle the larger droplets travel to the

edge of the spray. At the same time velocity and mass distribution become more even.

It is interesting to know how the sauter mean diameter of spray changes if only one of the critical

parameters is varied. A higher liquid flow rate causes larger droplets and a narrower spray cone (Figure

6.2). Liquids with viscosities of 49.6 and 82.4 mPa s are compared to water in Figure 6.3. In accordance to

existing experience a higher viscosity corresponds to a distinct increase of droplet size. Simultaneously

however, the maximum drop diameter measured is significantly larger than that of a water spray.

Increasing solids concentration has a similar effect (Figure 6.4). With a slightly increased amount of

solids the sauter mean diameter becomes obviously larger, but doesn't increase as much as expected

when the solids concentration is further raised. A variation of the suspensions with similar solids concen-
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Distance from Nozzle Sauter Mean Diameter [pirn] Vertical Velocity [m/s] Volume Flow [err? /s err? I

z = 300 mm

2 = 600 mm

z = 1000 mm

Figure 6.1 : Local size, velocity and mass distribution for a water spray at three different distances from
nozzle z = 0,3/0,6/1 ,0 m
(Schlick 854/0, s = - 4mm, V| = 326 l/h, pA = 3,2 bar)

tration (Figure 6.5) results in increased drop size of the suspensions compared to water. An obvious
influence of suspended solid particulate size distribution could not be found, however.

Scattered refractive light signals from drops containing higher solid concentrations show a low
signal-to-noise ratio due to multiple scattering by solid particles within the drops. At the same time, higher

light absorption by these particles reduce also the strength of the refractive light component in relation to

the reflective one [11]. Therefore, further research in optical spray measurements should be directed to

liquids that favour reflection in order to reduce signal rejection and to become independent of droplet

content when measuring with the PDPA. A possibility to improve spray characterization could be the

development of appropiate model suspensions that meet optical as well as process requirements.

7. CONCLUSIONS
The presented industrial-scale nozzle test rig with PDPA measuring technique has given valuable

insights into characterization of sprays from two-fluid nozzles. The main results is that by PDPA
measurements it is possible to characterize the generated spray by distributions of droplet size, velocity

and mass flow rate as function of the distance from nozzle, which allow adaption of spray behaviour to

different process requirements.

The spray characteristics for two-fluid nozzles as function of on-line controlled viscosity changes
(1...100 mPa s), of varying solid concentrations (0...0,3 kg/I) in sprayed suspensions and of varying solid

particulate size (d5o:4...16M.m) in the suspensions could be verified experimentally.

Despite the automation technique used, the time consumption for performing such measurements
is still extremely high due to calibration, adjustment and handling procedures that cannot be automated
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yet. Therefore, further research efforts should especially take into consideration optical sizing, process

and tinne requirements.

NOMENCLATURE
SYMBOLS AND ABBREVIATIONS

d [m] drop diameter

f [s-"!] frequency

p [bar] pressure

r [m] radius

s [m] gap between liquid tip and nozzle exit

V [m3/h] volume flow

x,y,z [m] coordinate system

INDICES
32 sautermean
30 volume mean
50 volume median
84, 1 6 points on the cummulative volume distribution curve

A air

I liquid
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CORRELATIONS FOR DIESEL SPRAY PENETRATION
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ABSTRACT

The semi-empirical penetration rate equation, often used to match the fully atomized

downstream spray, has been modified to include the effects of the break-up zone near the

injector nozzle. A single equation is developed, which accurately covers the whole spray flow

field, rather than the two equation, two-zone approach used in previous work. The equation

is compared with data derived using three nozzles, with variation in gas density and
cross-flow velocity. The break-up time is an adjustable constant in the new penetration

equation which is proportional to the time at which the spray penetration distance is the same
as the break-up length. Matching the equation with the measurements provides useful data on
how the break-up time, and thus break-up length, varies.

INTRODUCTION

The Equivalent Gas Jet Assumption and Spray Penetration

The 'equivalent gas jet' concept correlates experimental data on the penetration rates of

the downstream "well atomized" zones of sprays from single hole diesel injector nozzles.

Figure 1 shows the notation for the spray. This gives Upocxp"^ and, integration leads to the

dimensionally correct equation:

0.2 5 0.5 0.5

X = C 7- ' Dn t (1)
p 1 Pg ^

and Ujnj is related to by the nozzle discharge coefficient

2 2

Ulnj = Cd(2^P/pl)0-5 and Mj = 7rCD%.^P/2

Assuming a self-preserving velocity profile:

(2)

Mj = 27rps;U2r dr = 2Trpsb2U2 }f2rjdTj = l-^p^h^li^ (3)

o max o

The density is the "average" local density of the spray and, if, one ignores vaporization,

Ps =
("^L + Pg(2Tb2Un,3x^,- mLPL))/(27rb2Un,3x^, ) (A)

Far downstream the spray should spread at a rate equal to that of a turbulent gas jet, b=C2X,
and Cj should be a "universal" constant. Equation (3) gives:

U
max

Mj.

27r^2Ps

0 . 5

-1 -1 (5)
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and for large x eq (4) reduces to - pg and, using eq (2),

Umax = clcjyp^'°'\^P/p^)°'\ x/2 (6)

The (rather sweeping) assumption that the penetration velocity of the front edge of the spray

is the same as the peak velocity of a steady spray at the same position x=Xp gives

Ujnax~Up~^^p^^^ and integration of (6) yields eq (1) with

Ci=(C-l Co^r°-')°-V (7)

Values for given by different authors vary considerably. Reasons were given in (1) which

recommended an average value C, = 3.0. For a steady, incompressible gas jet one may
assume -2.P=^pgU2jj^j/Cj)2 and eq (6) is ^max^^m']~^3(^^^id~^ where

2-0.5 "°-
5

°-

5

Cg = (2C2^2)/2 and = 2(2 C^Cj^) . (8)

Measurements in an air jet (2) gave C3 = 5.17, with a virtual origin at x=7Di^. A typical

value Cq = 0.65, for a diesel injector gives, =3.08, when using eq (8) with C3 = 5.17.

Sources of Variation in C,

Break-Up Process . Equation (1) is not applicable near the orifice, where the predicted

penetration rate is too high. For a zone of incomplete atomization near the nozzle, up to x

= Xg, one expects a penetration velocity similar to the nozzle exit velocity and (3) assumed,

for Xp <xb.

Xp = 0.39 (2^^P/Pl)° - ^ (9)

A typical value of Cj) is 0.65, rather than 0.39 so that Ug < Uj^j and (4) explains and

confirms this observation. (3) proposed a two-equation correlation and Xp = Xg occurs where

eq (9) intersects eq (1), with =2.95. This gives:

tB = 28.65pL DN/(Pg^P)°-5 (10)

Figure 2 compares this approach to one of the authors' experiments. Eq (9) gives reasonable

fit to the initial penetration but a sharp break-point is not clear in the measurements. Fig 2

shows the curves of (5) and (6) which use = 3.01 and = 3.91 respectively.

Virtual Origin of Spray Steady gas jets have a virtual origin, at x = Xq, so that the

spreading of the jet is represented by b = C2(x - x^,). Modification of penetration equations
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to model this should be considered and (7) shows that a virtual origin gives an apparent
change m the value of C,. & & ff

Pressure Differential (3) used a rig which maintained constant after the needle
valve opened. In general ^P varies during a "real" injection and definitions for ^P include
^PO'

" -J ^^•^'iiiy.iKjiij lui IIH^IUUC
based on the needle opening pressure, and ^P, averaged during the injection period-The most physically realistic definition for aP should be used.

Measurement Technique/Accuracy The method of measurement of x„ is a source of
differences between values. Penetration distances, measured along the hozzle centre-line
(by using a shadowgraph method with a photodiode) were 10% less (8) than values measured
using photographs and the "largest radial distance from nozzle orifice" definition used hereThe front edge of a spray pulse is usually irregular and not always sharp. One must define
the edge of the spray: Here the furthest visible extent of either liquid phase or gaseous
phase (vaporized) fuel is defined as the spray edge.

Spray Angle For all sprays Ps p as x «> and eq (1) assumes a universal
downstream spray angle, tan-^C,. However authors have, paradoxically, provided data on
spray angle as a function of pg and other parameters. As shown by (8), for example the
downstream spray angle is 18 - 20', which agrees with that expected for a turbulent gas jetThe lower spray angles reported nearer to the nozzle or at low gas pressures represent a
transient stage of the spray due to (a) break up, (b) a region where p, > p^ or (c) very
large droplets (particularly when p is small). A varying spray angle should also ^give variation
of from the ideal 'gas jet' value.

EXPERIMENTS

Experiments at UMIST used three single hole diesel injectors operated with commercial
pumps and Table 1 summarises the operating conditions. Penetration measurements were madem pressurised gas chambers with, for = 0.265mm. a variable cross-flow velocity W All
measurements were made at a gas temperature 290K ± 5K. Penetration rate measurements
were made by high speed movie photography and spark photography. The "zero time" for
all penetration measurements, is defined as the time at which liquid commences to emerge
from the nozzle. It is necessary to ensemble average penetration measurements, for a number
of pulses, and a minimum of 10 spray pulses were used. This scatter is due to cvclic
variations, (9).

(mm)

L/Dn Open i ng
Pressure
(bar)* (bar)* (bar)* (bar)+ (kg/m3) (m/s)

Vo 1 . pe r

Pul se

(mra-^

)

I nject i on
Durat i on
(ms)

0.265 2 160 210 215 11.8

22.2

22.2
22.2

32.5

14.2

26.7
26.7
26.7
39

13.5

0

8.8
13.5

13.5

11.4 1.36

0.213 3.6 220 312 300 5

25

45

6

30

54

0

0

0

10.1 1.5

0.46 1 .65 120 254 245 5

25

50

6

30
60

0

0

0

53.7 1.9

1

Table 1. Summary of Test Conditions

*Gauge Pressures +Absolute Pressure
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A MODIFIED PENETRATION EQUATION

Pressure Differential and Basic Constant C,

The penetration data, in Fig 2, are typical in showing that far downstream the

correlations of (5) and (3) underpredict the penetration, whilst (6) gives a small overprediction.

The correlations are evaluated assuming eq (1) with ^P = ^P. The pressure in the middle

and later parts of the injection period cannot influence the penetration rate during the first

0.5msec. There is a rapid increase in injection pressure, with a peak pressure occurring

between 0.5 and 1.0msec after needle opening time. An increasing Pinj> with time, should

principally affect the shape of the penetration curve during the break-up process, with less

effect further downstream and (4) gives a detailed consideration of this. Table 1 includes

values of the mean injection pressure and the injection pressure averaged during the first

0.5msec of injection and values of these quantities agree to within 4%. The mean pressure

differential, ^Pq.s. should be more representative of the initial spray conditions during

penetration. This agreement between averages during the initial period and during the whole

period occurs for similar injector - pump combinations and thus (averaged over the full

injection period) may generally be used in eq (1). The value C, =3.8, gives best agreement

for t > 0.5msec. The three injectors used here have a similar value, Cq = 0.67 ± 0.03, and

using eq (8), = 4.71 Cq°-5. Two methods of modifying eq (1) to include a

time-dependent parameter are discussed below.

Time-Varying Power Modification

Assuming a time-dependent power so that eq (1) becomes:

xp = 3.8 (^P/Pg)°-25 DjjO.5 tF(t) ^3^)

then F should reduce to the value 0.5 as t increases. This modification occurs for a time tg.

The following empirical form for F was found:

F = 0.5 + (0.032/(7^ + 0.19)) (12)

Figure 3 shows the data of Fig. 2 fitted by eq (11). A value tg = 0.25msec gives best

fit and this procedure provides characteristic break-up times from penetration curves. The
penetration curves obtained for all of the operating conditions in Table 1 gave 0.21msec < tg

< 0.27msec. An investigation (4), which includes comparisons with break-up times derived by

other techniques, led to the following general expressions:

UB/Uinj = and xg = 2 . 8 x lO^e-o • ^^Dj^ (13)

The approximation Ug « Xg/tg, provides an expression for tg. Using (rL~0.03N/m,

PL=861kg/m3 and 1*1^=1 0~5m2s~^ gives (SI units):

-0.28-0.05 /i/N
tg = (3.75 X 105)Djj Pg (14)

Unlike eq (10), tg has a very weak dependency on gas density. The effects, on tg or Xg, of

the internal nozzle geometry and turbulence level are secondary, as suggested by conductivity

probe measurements (3).
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Hyperbolic Modification of Penetration Equation

Break-up is a gradual, chaotic process so that exponential expressions, may be used.

For example:

Xp = 3.8(^P/pg)o-25 DjjO.5 to. 5 tanh[(t/tB)°-M (15)

where is found to have the same values as those used in eq (11) (i.e. tg - 0.25msec) and

can be described approximately by eq (14). Figure 3 includes eq (15) and its more rapid

tendency to reach the "classical" form of eq (1), is more realistic so that eq (15) maybe
preferred to eq (11). Figures 4 and 5 show penetration data (8) for 0.213mm and 0.46mm
diameter nozzles compared with equation (15) and the agreement is excellent.

Penetration Rate with a Cross-Flow of Gas

An empirical correction to the penetration correlation has been proposed (3) for

injection into a swirling cross-flow, with the cross flow at right angles to the injector axis:

'^p = and = (1 + (Wg/Ui^j))"^ ' (16)

o?

where XpQ is the penetration without cross-flow, given by eq (15). (3) proposed that U
should be used in eq (16), rather than Uj^j which was used for convenience. The use

Ujj^j, in eq (16), was unsatisfactory and the following definition of gave good agreement

with the present experiments:

C, = (1 + (Wg/Up))-i
(17)

Where Up is the average penetration velocity up to the time t.

U = 1 t U dt ^ ^
^^tj dt (18)

*^
t ^ t dt t

O O

Correlation of cross-flow effects by the ratio of the cross-flow velocity and the average

penetration velocity appears physically reasonable. Equation (17) and (18) give:
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This modification for the "compression" effect of the cross-flow should be assumed valid only

for the range of cross-flow velocities and penetration distances which have been investigated.

Figure 6 shows measurements of spray penetration for Wg = 13.5m/s with variation of gas

pressure and Fig. 7 shows measurements, for variation or the cross-flow at one pressure.

There is excellent agreement with eq (19). When the spray is not injected normally to the

cross-flow, or when the spray has deviated significantly a component of cross-flow velocity in

the same direction as the direction of penetration becomes important. This produces a

"stretching" effect which opposes the compression effect of the orthogonal flow. Experiments

(10) with angled injection into a cross-flow show that further modification of the penetration

correlation is required under these conditions. It has been found that these correlations are in

good agreement with CFD predictions of the flows (7) when a submodel of the break-up

process is included.
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40 o Wg > 0. b/s Oqx^
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0 0 0.2 0. 4 0. 6 0.8
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Fig. 7 Measured penetration rate at constant

KU pressure, with variation of cross-

How velocity, compared with new

correUtion; nozzle diameter 0.265mm
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CONCLUSIONS

A modified form of the penetration rate equation, for sprays produced by simple orifice diesel

injectors, has been derived by considering the effects of the break-up zone near the nozzle.

The equation gives excellent agreement with data for three nozzles, with variation in gas

density and cross-flow velocity. Use of the correlation provides information on break-up time,

which shows little variation for the range of conditions which have been examined, and

break-up length, which has a much stronger dependency on both gas density and nozzle

diameter.

NOMENCLATURE

b

C C
1 » 2

'

c.

'D

Dn
F(t)

mg and mr

Mf

'^inj

aP

^o _
and -i^P

r

Reg

0. 5

t, t

U
u
u

B

inj

B

max
Up

We
Wg

Pg,

V

Ml

PL' Ps

\-0. 5
)

half-width of spray or jet

empirical constants

cross-flow parameter, eq 17

nozzle discharge coefficient (Cq = Uijij(2^P/pL)"

equivalent nozzle diameter, Dg = D^{piJpg)°-^
nozzle orifice diameter

variable power in modified penetration equation (11)

gas and liquid phase mass flow rates through spray cross-section

momentum flow rate through nozzle orifice (instantaneous)

gas pressure (absolute)

injection pressure

pressure difference between nozzle inlet and outlet (^P = Pjj^j - Pg)

value at needle valve opening time

average values for whole injection period and first 0.5msec

gas and liquid phase volume flow rates at spray cross-section

radial distance from centre-line

Reynolds number, Reg = PiJJqD^/
time after commencement of injection and break-up time

velocity in nozzle orifice

penetration velocity in break-up zone (« Xg/tg)

centre-line velocity

penetration velocity = dxp/dt

average penetration velocity at time t, = (Xp/t)

Weber number, We = pgUg^Dj^/tTL

gas cross-flow velocity

distance along axis of nozzle

maximum penetration distance, measured radially from nozzle orifice

densities of gas, liquid fuel and spray

dimensionless radial coordinate r/b

surface tension of liquid

viscosity of liquid
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ABSTRACT

A new break-up phenomenon in a liquid jet, in which was friction inside the nozzle hardly contributed to the

formation of the surface disturbance of the issuing jet, was discovered in a jet of a higher speed than a spray jet

Owing to lower turbulence, the break-up length was very long and the disintegration of the jet was driven

only by an interfacial force between the jet and surroundings. A cavitation fixed at an entrance of the nozzle,

generated strong internal turbulence, and the surface disturbance of the jet was a result of this. However, if

the cavitation was too strong to prevent disruption of the cavity, a constricted jet, that was separated from the

wall, issued from the nozzle, similar to super-cavitation flow around a wing. The break-up lengths were

shortened by the cavitation but elongated by the separated flow. They are discussed using photographs of

internal flows in a transparent nozzle.

INTRODUCTION

It has been known recently that the break-up phenomena of liquid jets are controlled by both internal

turbulence in a nozzle and interfacial force between the jet and surroundings. The main cause of

disintegration from a smooth jet to a droplet state is thought to be the surface instability expressed by the Rayleigh's

theory In a wavy flow region, the instability of the jet increases with the turbulence in it If the velocity

of the jet further increases, interfacial forces, such as shear forces and pressure perturbations around the jet,

become more important factors in the turbulence motion of the surface. Also the turbulence in the internal

flow increases with an increase in the velocity. Increased velocity will finally result in a cavitation fixed at the

entrance of the nozzle. This generates strong turbulence in the internal flow of the jet. This strong

turbulence is amplified by the interfacial forces mentioned above and the jet disintegrates quickly as in the spray

region

In the spray flow region, since the intensity of the cavitation is strongly dependent on the nozzle

structure, the break-up length shows different behaviors with different nozzle geometries. This Hnk has already

been suggested in previous researches However there has been little attention paid to the internal flow

behavior after cavitation. Strong cavitation that stretched from the entrance to the exit of the nozzle could

exist in a set condition. The constricted jet, which started from the entrance and continued to the exit, could

sometimes be observed with a further increase of the velocity In such a condition, no strong turbulence was

generated and a high speed smooth jet was obtained. In spite of the strong interfacial force caused by the

high speed jet, the break-up length was elongated, since there was no surface disturbance that could be amplified.

In this paper, the main concentration of the study was on the phcnomenological analysis of the break-up

mechanism of this smooth jet.
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BREAK-UP LENGTH OF A LIQUID JET

Constricted and Non-constricted Jets

The velocity of a jet from the nozzle is usually lower than the theoretical velocity derived by the Bernoulli's

equation. This is due to pressure drops caused by the wall friction, and by the turbulent wake or cavitation at the

entrance, which are not negligible. The turbulence caused by these pressure drops results in the surface

disturbance and this leads to the disintegration of the jet. The length-to-diameter L/D ratio of the nozzle and the

Reynolds number Re of the flow, control the intensity of the wall friction. The wake and cavitation are affected

by the geometry of the nozzle entrance.

Based on this consideration, two kinds of injection nozzles, shown in Fig. 1, were selected to study the general

forms of the break-up length. Water was continuously injected through these nozzles. The injection velocity of

the jet was calculated as the sectional average velocity in the nozzle. The Reynolds number Re of the jet was

calculated with kinematic viscosity of water, nozzle diameter and the above velocity. An electrical circuit was

used to determine the break-up length ^\

The break-up lengths of the jets injected through the nozzles-A and -B are shown in Fig. 2 as

functions of the injection velocity. With the nozzle-A, the spray jet was observed in the higher velocity

region than 10 m/s, and the break-up length decreased with an increase of the velocity from this value.

However at a certain value of this velocity, the break-up length discontinuously elongated and a smooth jet was

observed. There was no spray jet formed after this transition. When the injection velocity was reduced after the

transition, the break-up length decreased but was still longer than the break-up length existing before the transition.

The break-up length had the hysteresis in both the wavy and spray regions.

The break-up length of the jet produced by nozzle-B changed smoothly with an increase in the velocity. The

length was shorter than that produced by nozzle-A after the transition, in spite of the jet still resembling the

pre-transition form. However it was much longer than the jet before the transition.

5000

Fig. 1 Nozzle specifications

0-1 10 10 10^

Injection Velocity V; m/s

Fig. 2 Break-up lengths of constrict and non-constricted jets
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The photographs of the jets formed by nozzle-A are displayed in Fig. 3. The numbers that indicate the jets

correspond to the numbers in Fig. 2, numbers 9 and 10 being the spray jets. The photograph indicated by

11 was taken just after the completion of transition. The surface of the jet was very smooth and initiation

of surface disturbance, that can be seen in the photograph, was related to downstream region of the jet. The

break-up mechanism that was observed in the downstream regions of the jets, indicated by the numbers 1 1 to

16, was almost same as the mechanism observed in the jets 7 to 9. It is concluded that there was no surface

disturbance that could be amplified by the interfacial force produced around the high speed jet The break-up length

after transition was elongated by the related development of the surface disturbance.

The internal flow in nozzle-A observed by the transparent nozzle is displayed in Fig. 4. When the velocity

increased from lOm/s, a fixed cavitation appeared at the entrance of the nozzle. The turbulence caused by the

destruction of the cavity produced the surface disturbance of the jet in co-operation with the wall friction in the

nozzle. This disturbance was amplified by the interfacial force and resulted in the short break-up length of the

jet. The cavity was stretched to the exit with an increase of the velocity in the spray jet region. However, when

the velocity reached the transition value, the reattachment point of the separated flow caused by the cavitation

moved away from the exit. The flow that was separated from the wall was generated at the entrance.

After this transition, no wall firiction affected the flow and a very smooth jet appeared as mentioned before.

1 2 3 4 5 6 7 8 9 10 n 12 13 \U 15 16

V, m/s Q3 OA 0.6 0.9 11 21 95 105 12 13 14 16 18 20 22 25

Nozzle -A P = 3 0mm L/D = i Fb = 01MPa

Fig. 3 Photographs of the jets injected through the nozzle-A

PiMRa 0-10 0-115 0-120 0-125 0130 0-I^A 0-200

Vlm/S 10-5 113 11-5 11-7 12-0 12-6 13 9

Nozzle-A L/D=A D=3 0mnn Pa=01MPa

Fig. 4 Internal flows in the nozzle-A
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The photographs displayed in Fig. 5 are the jets injected by the nozzle-B. It had a quadrant shape at its

entrance. No cavitation and no constricted flow were produced but the wall friction was always acting on the

jet. As a result, the surface of the jet, close to the exit, had slight disturbance that could be amplified by the

interfacial force and it caused a longer break-up length than the constricted jet injected by the nozzle-A.

123i567 8 9
Vitnte 03 Oi 06 09 11 21 95 105 12

0

20-

40-

60^
mm

I !

20

15 16

22 25

t

n ^

1

i I

No-^zle-B D=3.0nnm L/D = A Fb^O.IMft

Fig. 5 Photographs of the jets injected through the nozzIc-B

General Forms of the Break-up Length

General forms of the break-up length are schematically shown in Fig. 6 as a function of the injection velocity.

By applying Tanasawa's classification of the disintegrating states for a jet, the dripping region was determined

and is indicated by symbol A, the smooth jet B, the transition jet C, the wavy jet D and spray jets which are

shown by E, G and F. The numbers 1 and 2 are the points where the break-up length elongated

discontinuously as the injection velocity increased. However 3 and 4 are the points where the break-up length

discontinuously shortened with a velocity decrease. The hysteresis of the break-up length is shown by the

broken lines.

When the surrounding pressure or density was too low to generate the possible interfacial force around the

jet, no spray jet was formed and break-up length increased with the velocity as shown by symbols SH and H.

When the pressure was not below this limiting value, the break-up process, indicated by SF, appeared on the

constricted smooth jet with high velocity.

9i_

3^ r / 1 SF

b/ V
G

F_

a/
Injection Velocity Vi

Fig. 6 General behavior of the break-up length
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The photographs of the high speed jet indicated by SH, H, SF and F are shown in Fig. 7. The jet shown by

SH exited from the nozzle as constricted flow and no disturbance was imparted to the jet. However, the jet shown

by H was non-constricted flow and had turbulence as a result of the wall friction. The difference in surface

perturbation between SH and H was caused by turbulence, due to the geometrical disparity of the nozzles.

When the ambient pressure was so high that the interfacial force between the jet and surroundings had sufficient

intensity to modify the break-up phenomena, the break-up behavior of SH and H changed to SF and F, respectively.

The spray jet indicated by F was usually observed to resemble a diesel spray injected into pressurized

surroundings.

INTERNAL FLOW AND CAVITATION

Super-cavitation

The schematic appearance of the jets are illustrated in Fig. 8. The jet indicated by (a) exits from an orifice

and has a very smooth surface, since no wall friction is acting on it. The jet (b) is produced by a nozzle that has

a smooth entrance, or is long enough to damp out turbulence generated at the entrance. The surface of the

issuing jet has a slight disturbance that is generated by the wall friction. The jets indicated by (c), (d) and (e)

are formed by the same nozzle but different injection velocities. The jet (c) is observed to be in a relatively low

velocity condition. The entrance of sharp edge type forms a wake in the internal flow of the nozzle. It generates

the flow pattern that results in a turbulent jet, when acting in co-operation with the wall friction. When the

velocity increases beyond a certain value, a cavity fixed at the entrance appears as shown in (d). A disruption of

the cavity generates the intense turbulence which can perturb the jet surface close to the exit This situation

is usually observed in a spray jet and it is the reason why the break-up length of the spray jet decreases with an

increase of the velocity. However if the cavitation is too strong to prevent a separated flow expanding and

reattaching to the wall, a constricted jet, that is separated from the wall, issues from the nozzle. This is similar

to super-cavitation flow around a wing or in a long orifice The terminology of this situation, super-

cavitation inside a nozzle, is proposed in this paper. Wall friction and turbulence generated by cavitation

can not work on the constricted jet. The break-up length in this situation is elongated since there is no surface

disturbance that can be amplified by the strong interfacial force around the high speed jet

Fig. 7 Effects of surrounding pressure "^'8- * Schematic appearances of the jets

on the disintegration of high speed jet
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Cavitation Number
A cavitation number is usually used as a criterion of an onset of a cavitation Figure 9 shows the

schematics of the flow and the pressure distribution in the nozzle.

The static pressure P2 is defined using the Blasius's equation of the wall friction as

P2 = Pa + If ^-L^) Vj^2D (1)

f- 0.316

Re ^-^^
( Blasius's equation ) (2)

The velocity Vj is derived by

Vi = (-^)' Vi
Dc (3)

and the static pressure Pj is expressed by

Pi = P2 + l-pV.M l-( D_)M
2 I Dc 1

Then, the cavitation number k„ is defined as

(4)

iq = -PliPy_

2

-( Dc )4 / p, -p, ^
f(L-Lc) ^ ^ I J

I 2 I (5)

where, P is the vapor pressure of the liquid.
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Table 1 is a list of the calculated cavitation numbers using the equation (5) and reasonable assumptions for

Lj, and P^. The intensity of the cavitation increases with a decrease in the cavitation number. The value smaller

than 1.0 usually indicates the existence of the fixed cavitation. The negative value means too strong cavitation

exists. The appearance of the jet could be explained as follows. The cavitation number in the flow with no wake

had a relatively large value. The transition from cavitation to super-cavitation was indicated by a medium value

of the cavitation number. The negative values except Fig. 7-F correspond to the super-cavitation situations.

The spray jet indicated by Fig. 7-F also had a low enough cavitation number to form a constricted jet.

However, it was a special situation where the interfacial force caused by surroundings of high density was

strong enough to dominate over the disintegration process of the jet. Even if the constricted flow started at the

entrance of the nozzle, the surface disturbance developed before it reached the exit of the nozzle and a turbulent jet

resulted. Further study on the cavitation number calculated by correct values of and other variables is

needed to explain the transition from cavitation to super-cavitation.

Table 1 Cavitation numbers calculated by the equation (5)

Nozzle D
(mm)

Pa
(MP*)

Condition
-X-

Kc Comments

A 3.0 0. 1 Fig.5-No.10 0.632
Transition from cavitation
to super-cavitation

B 3.0 0. 1 Fig.7-No.10 1 1. 6 No wake

B 0.3 0.003 Fig.3-SH 3.28x10"^ No wake

A 03 0.003 Fig.3-H -0.870 Super-cavitation with
turbulence

A 3.0 0.07 Fig.3-SF -0.826 Super-cavitatation

A 03 3. 0 Fig.3-F -0.851 Spray jet

,

High turbulence

^- -0^=0.6
,

f^rl-e.= o and R/ = 2.35KR3 were assumed

CONCLUSIONS

From the phenomenological analysis of the liquid jets, the relationship between the break-up length and the

internal flow in the nozzle was explained as follows.

(1) The jet coinciding with the fixed cavitation at the entrance of the nozzle appeared as a spray jet The
break-up length in this situation decreased with an increase in the velocity since turbulence generated by the

cavity increased with the velocity increase.

(2) However, if the cavitation was too strong to be disrupted in the nozzle, a constricted jet issued

from the nozzle. The appearance of this flow field was similar to the super-cavitation around a wing. The
break-up length was elongated since there was no surface disturbance that could be developed.

(3) The cavitation number in the internal flow of the nozzle was introduced to explain the intensity of the

cavitation.
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ABSTRACT

An experimental study has been conducted to investigate the characteristics of

diesel fuel spray injected from a single hole nozzle into a cylindrical steel chamber
with transparent windows. With modified fuel injection system, the spray tip

penetration, the spray angle and the initial behaviour of diesel fuel spray have

been observed by shadowgraph. The effects of preheated fuel at temperatures of room
temperature ~ 150 °C and ambient gas pressures of 0.1, 1.5 and 3 MPa on the

characteristics of diesel fuel spray were also investigated.

The spray angles in the case of preheated fuel supply were larger than those of

non-preheated fuel conditions. Particularly, spray angle in the initial stage of fuel

injection was sharply increased due to the result of change of fuel properties, but

the spray tip penetration was decreased.

With the increase of ambient gas pressure, the spray tip penetration was decreased

and the spray angle was increased. The transition point in the spray tip penetration
was observed at the higher ambient gas pressures considered and it strongly depends upon

the fuel temperature.

The initial stage of injection of diesel fuel spray showed the form of non-

disintegrated intact core, but the formation of ligament increasingly was developed

with the increase of injection time.

INTRODUCTION

Combustion of liquid fuels in diesel engines is highly dependent on effective

atoraization to increase the specific surface area of the fuel and thereby achieve

high rates of mixing and evaporating. It is commonly known that the disintegrating

process of fuel spray mainly depends on the properties of injected oil, fuel

temperature, injection pressure, ambient gas pressure and injection nozzle

geometry (1-4). The combustion process is inherently affected by the spatial and temporal

distributions of atomized liquid fuel and/or atomized fuel within the combustion

chamber,which, in turn, are strongly dependent on the details of the initial atomization

process itself.

Reitz (5) reported that the jet appears initially to emerge shaped like a blunt

cylindrical rod, with an exit diameter approximately equal to the nozzle exit hole

diameter. Newman, et al.(6,7) showed the existence of a continuous portion of liquid in

the vicinity of the nozzle in a high speed jet. In addition, Pai and Nijaguna(8)

supported the evidence that the liquid, initially, just after leaving the nozzle is in
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the form of a continuous body. However, initial behaviour of fuel spray at a location
just behind the nozzle exit has not been well understood.

The purpose of this experimental work is to obtain the experimental data on the
spray tip penetration and spray angle of the diesel fuel spray. The influence of

preheated fuel and ambient gas pressure on the behaviour of diesel spray is studied.

Time - variation process of diesel fuel spray within the injection time of 1 msec
from the nozzle exit has been principally investigated by the shadowgraph by means of a

incident light.

EXPERIMENTAL APPARATUS AND PROCEDURE.

The experimental apparatus consists of a fuel injection system, electric heaters,

an electronic cntrol unit, a pressure chamber, a light source and a camera as shown in

Fig.l. One of car plunger pumps mounted on the injection pump test device was used as a

pressurizer. The diesel fuel from the plunger (4) flows into an accumulator (6)

which is the inside volume of 5.1 liter and is then pressurized to the required high

pressure. The pressurized fuel is heated up by the first electric heater (7) supplied

to a supplementary accumulator (26). The second heater inserted in the supplementary

accumulator heats up the preheated fuel again and the accumulator reduces the pressure

pulsations during the whole injection period. The nozzle is controlled by electronic

control unit (19,20). The fuel injection is synchronized with the input signal in the

solenoid. The setting time can be varied from l//sec to Isec.

Experiments were made for injecting a single charge of diesel fuel into the

chamber through a nozzle, and for photographing the developing spray by the stroboscope

or nanolite through windows in the cylindrical chamber wall. The pressure chamber was

designed for gas pressure up to 5MPa and the highly pressurized N2 gas was supplied to

the chamber. The inner diameter and the length of chamber were 196mm and 500mm

respectively. The chamber was made of steel with transparent rectangular windows of

230 X 130 mm on to opposite faces.

The shadowgraphic method was introduced in this work. Photo-interrupter (11) was

installed at the tip of the spindle connected to the needle. The spindle interrupts the

inspection light beam of the photo-interrupter. At the moment of operating solenoid,

the injection start signal from photo-interrupter trigers the digitalized regarding

circuit (21) during the desired time from 1 //sec to 10 msec. A stroboscope or a

nanolite (22) is, then, activated by an output of the retarder and emits the flash.

The flash duration of the stroboscope and the nanolite is about 3 //sec and 17 nsec,

respectively. The camera was at the state of B-shutter and photographed the spray at

the lightening moment.

The experimetal conditions are shown in Table 1.

Table 1. Experimental conditions

Titles Descriptions

Injection Pressure (MPa)

Ambient gas pressure (MPa)

Ambient gas temperature

Preheated fuel temp. ( <>C )

Liquid

Injection Nozzle

Lenses

7, 14, 21

0.1 1.5 3.0 (N2 gas )

Room temperature

Room temp., 50,100,150

Diesel fuel (specific weight: 0.84)

Aspect ratio(L/D):2 D=0. 65mm, Single hole

105mm microlens (f=4)

Tele-micro lens (magnifying ratio: 4. 5)

KODAK TRI- X (ASA - 400)Film
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RESULTS AND CONSIDERATION

Spray tip penetration and spray angle

Many photographs of sprays by shadowgraph are taken to measure the spray tip

penetrations and spray angles. Photo. 1 shows representative photographs of the
developing process of spray for the preheated fuel. The spray tip penetration and the

spray angle were measured on the basis of those figures.

Fig. 2 shows the variation of spray tip penetration and spray angle for various

fuel temperatures and ambient pressures at the injection pressure of 7 MPa as a function

of time.

It can be seen from Fig. 2(a) that the logarithmic spray tip penetration for all

four fuel temperatures linearly increases up to before transition time with the slope

of 1 and then increases with that of 0.4-0.6. It is considered that the liquid column is

disintegrated before the transition point and the spray is then fully developed after

it. The lower ambient pressure and the higher fuel temperature allow the shorter length

and the more delayed occurrence of transition point for spray tip penetration with

respect to time. This reveals that the fuel temperature is one of the important

parameters governing the disintegrating process of spray.

From Fig. 2(b), the effect of preheated fuel on the spray angle is clearly found at

the initial period of injection with Pa =0.1 and 3 MPa respectively. From 1.5 and 2.0

msec after injection repectively for those ambient pressures, the nearly constant spray

angle with the variation of fuel temperature can be found. On the other hand, the spray

angle is increased with the increase of fuel temperature through the whole duration in

the case of ambient temperature of 1.5 MPa. It is particularly noticed that the spray

angle after transition point at 1.5 MPa is coincident with that at 3 MPa for the

preheated temperature of 150 °C. This effect is attributed to the variation of surface

tension and viscosity of fuel as the fuel temperature increases.

The effect of ambient pressure and fuel temperature on the spray tip penetration

and spray angle at the injection pressure of 14 MPa is shown in Fig. 3.

It is found from Fig. 3(a) that for all three ambient pressures the logarithmic

expression of spray tip penetration and time shows the linear relationship with two

distinct slopes. This result shows good agreement with that of Arai,et al.(9). For the

given conditions of fuel temperature the variation of spray tip penetration shows a

similar trend to that obtained for the various ambient pressures. The spray tip

penetration decreases with the increase of fuel temperature at Pa = 0.1 and 1.5 MPa

respectively. It is evident from the figure that the fuel temperature of 150'C

remarkably reduces the spray tip penetration for the ambient pressures considered, while

the other fuel temperatures at the given ambient pressures has no effect on the spray

tip penetration. As same as the observations from Fig. 2, the higher fuel temperature

and the lower ambient pressure show the delayed transition.

The influence of fuel temperature on the spray angle at the ambiemt pressure of 0.1

MPa is not significant. The spray angle with fuel temperature of 150''C at Pa= 1.5 MPa is

considerably increased comparing with the other fuel temperature considered. The spray

angle in this case is higher than that obtained at Pa= 3 Mpa. The effect of fuel

temperature on the spray angle is clearly found at preheated temperature of 100 and 150

°C repectively from the Fig. 2(b).

The effect of the fuel temperature and the ambient pressure on the spray tip

penetration and spray angle at Pi = 21 MPa with respect to time is shown in Fig. 4.

The spray tip penetration and the spray angle at the ambient pressure of O.lMPa is

constant for all preheated temperature of fuel considered. The transition point for

fuel temperature at the ambient pressure of 3 MPa can be found at 1.2 msec for room

temperature, at 1.8 msec for 50°C, and at 2.5 msec for lOO'C and 150''C respectively.

This appears to be due to the ratardation of transition time by the higher fuel

temperature, leading to the increase of penetration.

The spray angle in this ambient pressure is, however, nearly constant regardless of
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preheated temperature of fuel. It is evident from Fig. 4(b) that the spray angle is

increased with increasing the ambient pressure.

Initial behaviour of spray

Photo. 2 shows the enlarged photographs of spray at two different injection
pressures. In the case of injection pressure of 7 MPa shown in Photo. 2(a), a continuous
sinusoidal wave is formed on the surface of the liquid column at injection time of 0.05
msec. After the injection time elapsed over 0.15 msec, the unstable growth of suface

waves with short wavelength on the liquid column which is caused by the relative motion
of the jet and the ambient air grows larger, and this leads to the formation of

ligaments. With the continuous interaction with the ambient air, the ligaments yield
droplets at the injection time of 0.3 msec. The process of fully developing spray is

clear from the photographs of injection time of 1.0 and 2.0 msec respectively.

In the case of injection pressure of 21 MPa shown in Photo. 2(b), liquid column of

1 mm can be observed at a location just behind the nozzle exit at the injection time of

0. 01 msec and the tip of the liquid column has the shape of rivet, which is considered

to be caused by the interaction between the surface tension of diesel fuel and the

aerodynamic resistence of ambient air. At injection time of 0.05 msec, the formation of

ligament reveals in the circumferential surface of the unbroken portion. As injection

time increases to 0.15 msec, the surface of the unbroken portion has been largely

deformed and the vigorous formation of ligament is evidently detected. At injection time

of 0.4 msec, ligaments are observed to coexist with many droplets disintegrated from the

ligaments. Fully developed spray is shown after injection time of 1 msec and the liquid

column is observed as the form of cone.

The enlarged photographs of spray at two different fuel temperatures are shown in

Photo. 3. Comparing with the effect of fuel temperature on the spray characteristics, it

is found that the spray is considerably expanded in the case of fuel temperature of 150

°C. This appears to be due to the decrease of surface tension and viscosity of fuel

resulting from the increase of fuel temperature.

CONCLUSIONS

Important conclusions to emerge from this experimental study on the initial

behaviour of diesel fuel spray characteristics are:

1. The spray angles in the case of preheated fuel supply within given conditions

were larger than those of non-preheated conditions. In addition, the spray angle in the

initial period of fuel injection was rapidly increased owing to the result of variation

of fuel properties, but the spray tip penetration was decreased. With the higher ambient

gas pressure, the transition point in the spray tip penetration strongly depends on the

preheated fuel temperature.

2. The spray penetration was decreased and the spray angle was increased with

incresing the ambient gas pressure considered. The transition point in the spray tip

penetration was not found at the ambient pressure of 0.1 MPa regardless of fuel

temperature.

3. The initial period of injection of diesel fuel spray reveals the shape of

non-disintegrated intact core. However, the formation of ligament was increasingly

developed with respect to injection time.

REFERENCES

1. Schmeitzer , P.H., " Mechanism of Disintegration of Liquid Jets", Journal of

Appplied Physics, Vol.8, pp. 513-521 ( 1937 )

2. Walsh, G.J. and Cheng, W. K.
,

"Effects of Highly-heated Fuel on Diesel Combustion ".

SAE Paper , No. 850088, ( 1985 )

3. Dent , J.C., " A Basis for the Comparison of Various Experimental Methods

of Studying Spray Penetration.", SAE Paper No. 710571 ( 1970 )

286



©0©

l-

0 0 I

1. Fuel Tank

2. Fuel Filter
3. Motor

4. Fuel Injection Pump

5. Pressure Gauge

6. Accumulator

7,9. Electric Heater
8,18. Thermo-couple

10,15. Pressure Transducer
11. Photo-interrupter
12. Solenoid

13. Nozzle Holder
14. Nozzle

16,17. Temp. Controller
19,20. Nozzle Driving

& Controller
21. Retarder

22. Stroboscope & Nanolite
23. Oscilloscope

24. Pressure Chamber
25. Camera

26. Supplementary

Accumulator

Fig.l Schematic diagram of experimental apparatus

200

100

- 50

E

c
o

«
c
«
Q.

Q. 10 -

><
(0

a
CO

0.1

(a)

Pa : 3.0MPa

1.5MPa

g

0.1 MPa

D : 0.65 mm
IVD- 2

Tf o room temp.
A 50 °C

100 »C

T> 1 50 °C

J L I I I I I J L
0.5 1 2 3 4

Time (msec)

60

50

^ 40

30

a
<0 20

10

0.

)

(b)

i
o

o
ir

D : 0.65 mm
UD : 2

Tf o : room temp.
A : 50 °c

: 100 °c

<r : 1 50 °C

Pa : 0.1 MPa

1.5 MPa

3.0 MPa

.0.5 1

Time ( msec I

3 4

Fig. 2 Influence of ambient pressure and fuel temperature on spray

tip penetration(a) and spray angle(b) ( Pi = 7 MPa )

287



200

100

£

£

c
o

c

Q.

50

a. 10

a. 5 -

0.1

200

100

- 50
£
E

O

(0

0)

c

Q.

a 10

(0

(a)

Pa : 3.0 MPa

D : 0.65 mm
L/D - 2

Tf o room temp.
A 50 °C

100 »C

ti- 1 50 °C

J L I I I I I I J L

60

50

40

c 30

(0

c
a.
V) 20

1 0

(b)

D : 0.65 m m
L/D : 2

Tf o : room temp.
A : 50 °C

: 100 °c

* : 1 50 °c

Pa 0.1 MPa

1.5 MPa

3.0 MPa

'AA

O

A A^D

• V

0.5 1

Time (msec

I

J I I I 1 I I

0.1 0.5 1

Ti me ( msec i

Fig. 3 Influence of ambient pressure and fuel temperature on spray

tip penetration(a) and spray angle(b) ( Pi = 14 MPa )

(a)

Pa: 3.0 MPa

0.1 MPa

a
(0

6
D : 0.65 mm
UD- 2

Tf o room temp.
A 50 °C

a 100 °c

1 50 °C

J I
I I I I I

60

50

40

U>
c 30

(0

a
« 20

10

(b)

D : 0.65 mm
UD : 2

Tf o : room temp.
A : 50 °C

: 100 "c

: 1 50 °c

Pa: 0.1 MPa

3.0 MPa

J L I I I I I I

0.1 0.5 3 4 0.1

Time (mseci

0.5 1

Time ( msec

)

Fig. 4 Influence of ambient pressure and fuel temperature on spray

tip penetration(a) and spray angle(b) ( Pi = 21 MPa )

288



01 005 0 15 04 lO(msec)
(b) p- ,21 MPa

Photo. 2 Enlarged photographs of spray ( Pa = 0.1 MPaJf = room temp.)

289



Tf;
Room
Temp.

Tf;
I50°c

0.7 (msec)

Photo. 3 Enlarged photographs of spray ( Pi = 14 MPa,Pa = 0.1 MPa )

4. Nagai,N. Sato,K. and Lee,Ch.W., " Atomization Characteristics of Superheated

Liquid Jets", ICLASS - 85, pp. VB/3/1-VB/3/11 ( 1985 )

5. Reitz, R.D., "Atomization and Other Breakup Regimes a Liquid Jet", Ph.D. Thesis,

Princeton University, ( 1978 )

6. Newman, J. A. and Brazustowski,T.A. , " Behavior of Liquid Spray at High

Pressures.", AIAA Journal Vol.8, No.l, pp. 164-165 ( 1970 )

7. MacCarthy, M.J. and Molly, N.A., " Review of Stability of Liquid Jets and

the Influence of Nozzle Design.", Chem. Eng. J. Vol. 7, pp. 1-20 ( 1974 )

8. Pai, B.U. and Nijaguna, B.T., " The Characterization of Spray" Proc. 2nd

ICLASS pp. 29-35 ( 1982 )

9. Aral, M., Tabata, M., Hiroyasu, H. and Shimizu, M., " Disintegrating Process

and Spray Characterization of Fuel Jet Injected by a Diesel Nozzle", SAE Paper

No. 840275 ( 1984 )

f

290



ICLASS-91 Gaithersburg, MD, U.S.A. July 1991 Paper28

MODELING DreSEL ENGINE SPRAY VAPORIZATION AND COMBUSTION

M.A. Gonzalez* and R.D. Reitz^

*Intevep S.A., Venezuela

^Engine Research Center, University of Wisconsin, Madison, WI, U.S.A.

ABSTRACT

Diesel engine in-cylinder processes have been studied using computational models with particular

attention to spray development, vaporization, fuel/air mixture formation and combustion in conditions

of high temperature and high pressure. A thermodynamic zero-dimensional cycle analysis program
was used to determine initial conditions for multidimensional calculations. A modified version of the

time-dependent, three-dimensional computational fluid dynamics code KIVA-II, with a detailed

treatment for the spray calculations and a simplified model for ignition, was used to determine details

of the closed cycle events. These calculations were used to obtain an understanding of the potential

predictive capabilities of the models. It was found that there is a strong sensitivity of the spray

calculations to numerical grid resolution. However, if proper grid resolution is used, the spray

calculations were found to reproduce experimental data adequately for non-vaporizing sprays.

However, for vaporizing sprays in high temperature engine environments the computations

underpredicted measured gas phase (vapor) penetration results substantially. This underprediction of

spray penetration reduces the accuracy of combustion predictions greatly. The atomization drop size

was found to be a key parameter influencing spray penetration predictions and this indicates that

improved atomization models are needed for engine conditions.

INTRODUCTION

Detailed models of engine combustion are of interest because they give insight about the combustion

process. This information is helpful to aid engine development efforts. However, due to the complexity

of the controlling phenomena, models are still being formulated and they require detailed validations

before they can be used for performance predictions. This study describes initial attempts to assess the

capabilities of current spray and combustion models for diesel engine combustion.

The computations were performed using a modified version of the KIVA-II computer code [1]. In the

spray atomization submodel, drop parcels were injected with sizes equal to the nozzle exit diameter

following Reitz [2] and the subsequent breakup of the parcels and the resulting drops is computed using a

stability analysis for liquid jets. This model was chosen over earlier models because, in principle, it

removes the need to specify an assumed initial dropsize distribution at the nozzle. The kinetics

chemistry submodel used for combustion considers a single step Arrhenius mechanism for the

stoichiometric reaction of the fuel. The pre-exponential factor, activation energy and component rate

constants are those given by Bergeron and Hallctt [3].
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The engine computations were made for a CumminsNH engine for which extensive experimental data

are available with measurements of injection characteristics, cylinder pressure, and flame
temperatures (Yan and Borman [4]). Results using a cycle analysis simulation program are available for

the same engine [5]. Data calculated using the steady state mode were used as input for the initial

conditions in the multidimensional calculations as shown in Table 1. The injection velocity data was
determined based on the injector link load vs. crank angle data assuming a constant nozzle hole

discharge coefficient equal to 0.7. The turbulent kinetic energy was initialized at intake valve closing,

using the equations of Grasso et al. [6].

Table 1 Engine Conditions

Cylinder Bore 139.7mm
Stroke 152.4 mm
Compression ratio 13.23

Displacement 2.33 liters

Fuel unit injector

Number of spray nozzle orifices 8

Nozzle hole diameter 0.2mm
Spray axis, angle from head 18 degrees

Combustion chamber Quiescent

Piston crown Mexican hat

Engine speed 1500 rev/

m

Overall equivalence ratio 0.6

Air flow rate 3.53 g/cycle

Fuel flow rate 0.144 g/cycle

Engine temperatures:

Cylinder wall

Cylinder head

Piston surface

Mass average gas temperature at JVC
Cylinder pressure at IVC
Swirl number
Fuel

Injection starts (BTDC)
Injection ends (ATDC)
Number of parcels injected

405 K
486 K
578 K
359 K
157.9 kPa
1.0

Tetradecane

18 deg
11 deg

500

For the engine computations the 3-D computational mesh had 15 x 4 x 18 grid cells (in the radial,

azimuthal and axial directions, respectively) at TDC. The radial spacing was 5 mm with 3 cells in the

squish region and the geometry was based on direct measurements of the piston profile. Other

computations were also made with a finer 31x8x15 grid to test the influence of grid spacing. The
calculations were started at inlet valve closing (150 deg BTDC) and considered a 45 degree sector of the

engine that included one of the eight spray plumes.

RESULTS

Engine Computations
Temperature contours and droplet locations (circles) projected in the plane containing the axis of the

spray at TDC are shown superimposed in Fig. 1. Three main regions can be identified: the first, located

closest to the nozzle, has the lowest temperature because it is where the spray vaporization occurs; the

second is the combustion region with the highest temperatures in the domain (also located close to the

injection nozzle) and; the third is the undisturbed gas phase region. Most of the injected drops reach

the critical temperature of 695 K for the tetradecane fuel soon after leaving the nozzle and then

disappear. Between 9 deg BTDC and TDC, the liquid penetration length remains approximately

constant, and the liquid phase is confined to the region close to the nozzle due to the fast vaporization

of the drops in the spray.

Two major problems are in evidence in these calculations. First, the flame location does not agree

with the experimental results of Yan and Borman [4]. Using a radiation probe mounted in the cylinder

head, they found that the flame reaches the piston bowl outer surface between 6 deg BTDC and 1 deg

ATDC. However, the calculated flame never reaches the field of view of this probe. Second, as shown
in Fig. 2, the calculated cylinder pressure (chain-dashed line) is substantially lower than the measured

cylinder pressure (solid line). The amount of fuel burned in the combustion chamber was too low, and

this explains the small energy release and subsequent small pressure rise. The amount of fuel

evaporated was close to the amount of fuel injected, indicating a fast vaporization of the fuel once it

was injected in the combustion chamber. The vaporized fuel creates a rich region near the nozzle which

reaches the rich flammability limits. At first, combustion depletes the oxygen in this region.

Thereafter, the combustion is controlled by turbulent diffusion of oxygen into the flame zone. The
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Figure 1. Cylinder gas temperature contours and drop locations (solid circles) in the plane mid-axis of

the spray at TDC.

diffusion process is comparatively slow and there are regions close to the nozzle where the oxygen

concentration is zero.

Similar computations that show incomplete or slow rates of combustion have been presented by
Takenaka et al. [7] and McKinley and Primus [8]. These workers speculated that the problem was
related to errors in the drop drag coefficient or to inadequate numerical resolution. However, the

precise reasons for the shortcoming were not established definitively in those studies. Takenaka et al.

artificially reduced the drop drag coefficient by a factor of five in their computations in order to

increase the spray penetration sufficiently to match experiments. McKinley and Primus introduced an

ad hoc correction to the drop-gas coupling terms in the conservation equations to include an effect of

numerical grid size. 30.0 -1
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Figure 3. Calculated drop radius using KIVA and
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convcctive effects. Hcxadocane fuel. Initial
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temperature=800 K.
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Several numerical experiments were conducted in the present study to try to identify factors which
might increase the spray penetration and improve the fuel distribution. Higher initial turbulent

kinetic energy, higher swirl ratio, reduced aerodynamic droplet drag due to the influence of

vaporization, reduced fuel vapor diffusivity, reduced fuel vapor pressure and higher enthalpy of

vaporization, did not show sufficiently large effects to be able to explain the discrepancies. The
influence of the chemistry model was also studied by introducing an artificial ignition delay, by
varying the kinetic constants, by changing the temperature dependency on the reaction rates and by
introducing the diffusion burning combustion model of Magnussen [9].

Although each of these modifications did influence the predicted rates of pressure rise and the peak
cylinder pressures, they did not consistently change the combustion chamber pressure, which was still

underpredicted, or the spray penetration, which still remained low.

Based on these tests it was concluded that three areas needed further study: first, to determine if

drop vaporization rates predicted in KIVA were consistent with those from other more comprehensive

models; second, to examine the influence of numerical error on the results and; third, to explore the

influence of the drop breakup process and, in particular, the dropsize predicted from the atomization

model. These aspects are discussed next.

Effect of Vaporization Model . A numerical experiment was conducted in which a single drop was
injected into a high temperature and high pressure environment. A cylindrical computational domain
of 4 cm diameter and 12 cm length was discretized using a grid of 20x1x60 cells with 1 mm radial x 2mm
axial spacing near the nozzle. The diesel engine environment at the time of injection was simulated

using air at 800 K and constant pressure of 4.0 MPa. The initial condition was selected to be quiescent to

remove any uncertainties associated with fluid motions. The 50 mm diameter hexadecane drop

initially was at 298 K and two cases were considered: 1) injection velocity of 0.1 m/s (for practical

purp»oses zero velocity) and 2) injection at 100 m/s.

The evaporation routine in KIVA uses the Ranz-Marshall correlation [1], with a correction for

convective effects. Computations with this model were compared with results obtained using the model

of Priem et al. [10] which includes a variable density term (which is important during the heat-up

period of the drop) and a correction to account for superheating of the diffusing vapor around the drop.

The Priem model was also modified to include the effect of convection. Several combinations of

dropsizes, injection velocities, gas temperatures and pressures were compared in the study and each case

reached the same qualitative conclusions as those that are given in Fig. 3.

As can be seen in Fig. 3, although the evaporation routine in KIVA does not include the mentioned

corrections, it predicts lower vaporization rates than the more comprehensive Priem model. Thus, one

can conclude that the observed low spray penetration predictions in the engine computations cannot be

explained by any obvious shortcoming of KIVA's vaporization model, since the more comprehensive

model gives even faster vaporization under all conditions.

Effect of Grid Resolution. To assess the effect of numerical error, non-vaporizing sprays were also

studied to remove the coupling between drop breakup and vaporization. The experiments of Hiroyasu

and Kadota [11], with measurements of spray tip penetration using diesel fuel injected in nitrogen gas at

300 K and 3.0 MPa, was used for comparison. A computational domain of 4 cm diameter and 12 cm length

was discretized using a grid of 40x8x24 (0.5 mm radial x 5 mm axial). Diesel fuel was simulated using

tetradecane and the environment gas flow was quiescent. The initial injected drop radius was 150 mm
(equal to the nozzle hole radius) and the injection velocity was held constant at 90.3 m/s.

The results shown in Fig. 4 correspond to 4 ms after the beginning of injection. At this time the

experimental spray tip penetration was 7.5 cm and the spray angle was 13 degrees. As seen in the left-

hand-side of Fig. 4, the computations gave a low spray tip penetration (about 6.4 cm) and significant

radial dispersion of the drops with about 40% of the injected mass outside of the measured spray angle.

The dispersion of the drops near the nozzle reflects errors in the calculation of the gas velocity in the

region of large velocity gradients near the nozzle exit.

Further calculations demonstrated that the grid spacing of 5 mm in the axial direction was too large.

Results obtained by increasing the grid resolution in the axial direction by using a grid of 0.5 mm radial

x 2 mm axial resolution are shown in the right-hand-side of Fig. 4. Now the spray penetration is

294



10.0

12.0

10.0

I • I I I

-2-10 1 2

radial location (cm)

12.0 I I I I • I

-2-10 1 2

radial location (cm)
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Figure 5. Predicted equivalence ratio contour on the plane mid-axis of the spray at TDC without

considering combustion.
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increased to 8.5 cm and the percentage of mass outside of the spray angle is only 4.6%. The calculation

overpredicts the measured spray tip penetration somewhat, but dramatically improves the predicted

dispersion of the drops.

These results demonstrate a strong sensitivity of spray calculations to numerical grid resolution and
suggest the need for grid sensitivity analyses of engine calculations. Accordingly, the engine

computations were repeated using a fine grid with 31x8x15 cells and 8 planes in the squish region at

TDC (a radial mesh spacing of 0.78 mm was used in the vicinity of the nozzle). It should be noted that

the use of such a fine grid is prohibitive for routine calculations due to the long computational times.

The complete run took 4.0 hr of cpu time on a Cray Y-MP computer compared to 0.9 hr for the 15x4x18

grid. In order to decouple the contributions, these computations not consider combustion.

Figure 5 shows the equivalence ratio contours in the mid-axis plane at TDC. The fuel vapor tip (e.g.,

equivalence ratio of 0.1 contour) is located about halfway between the nozzle and the piston bowl.

These results again show low fuel vapor penetration, even in the absence of combustion. This indicates

that grid resolution effects cannot explain the observed low penetration in the engine's highly

vaporizing environment.

Effect of Initial Dropsize . The formation of small drops with their high vaporization rates and
high deceleration due to their strong interaction with the gas could be responsible for reduced spray

penetration. To explore this possibility, the experiments of Kamimoto et al. [12] were used. These

consist of n-tridecane injections into nitrogen gas at 875 K and 3.0 MPa. In the experiments gas and liquid

phase penetrations were determined from Schlieren photographs.

A cylindrical computational domain of 4 cm diameter and 12 cm length was discretized using a grid of

20x8x30 cells (0.5 mm radial and 2 mm axial spacing near the nozzle). The environment was quiescent

and the initial injected drop radius was 80 mm (equal to the nozzle hole radius). Three different

experimental conditions were studied with injection pressures of 26, 50 and 80 MPa.
The calculated gas phase penetration seen in Fig. 6 (arbitrarily represented using that axial location

where the fuel vapor contour reached 0.002 kg/m-^) shows a lower gas penetration than the experiment;

and the difference between them increases with increasing injection pressure and consequently higher

injection velocities. These high temperature and high pressure results confirm the low spray

penetration predictions found in the engine computations and suggest the need for a revision of the spray

calculation in order to identify the source of the discrepancy.

0.0 1.0 2.0 3.0

Time (ms)

Figure 6. Calculated and experimental gas (vapor) penetration for different injection pressures.

Experimental data from Kamimoto et al. [12].
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The spray atomization model predicts the formation of very small drops at the high injection

velocities of interest in engines. For example, for the case with injection pressure of 50 MPa in Fig. 6, the

radius of the injected drops was 80 |im and the calculated wavelength of the fastest growing surface

waves was between 0.45 and 0.80 |im. This results in the formation of a spray of drops with sub-micron

sizes since the initial drop size is assumed to be of the order of the unstable wavelength in the

atomization model [2]. Similar small spray drop sizes are predicted using other atomization models
such as the Taylor Analogy Breakup (TAB) model of O'Rourke and Amsden [13]. These small drop sizes

lead to very fast vaporization rates with corresponding low penetrations.

The marked influence of atomization drop size on penetration was demonstrated by injecting drop

parcels with a fixed initial drop radius of 5 |im and by also suppressing drop breakup, collisions and

coalescences in the calculation. The results given in Fig. 7 compare the predicted spray p>enetrations in

two engine computations made using the atomization model for the initial drop size (top) and the 5 |im

initial drop size case (bottom). As can be seen, greater spray penetration is achieved with the the use

of the larger initial drop size.

The improved penetration also has a beneficial effect on combustion predictions. This can be seen in

the cylinder pressure comparison shown in Fig. 2 for the case of 5 |im radius injected drops (dashed-

line). There is an increase in the calculated peak pressures and a different rate of pressure rise. The

improvement results from an improved fuel vapor distribution and consequent higher energy release.

From Fig. 2 it can be inferred that a bigger initial dropsize would be able reproduce the experiment even

better. These results indicate the need to improve the prediction of dropsizes from atomization models.

18.0 n

o
X
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I
1 1 I I I I I I I

1
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radial position (cm)

Figure 7. Drop locations in the plane mid-axis of the spray using the atomization model [2] (top) and,

instead, an initial drop radius of 5 |im (without breakup or coalescence in the computation - bottom).
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CONCLUSIONS

The study found difficulty in reproducing measured diesel combustion trends. Various possible causes

were examined and the importance of the atomization model was pinpointed. The results showed:

1) The spray calculations were sensitive to numerical grid resolution. However, if proper grid

resolution was used, the calculations reproduced experimental data adequately for low injection

pressures and non-vaporizing sprays.

2) Spray calculations in high temperature environments were found to underpredicted measured gas

phase penetration. This trend was found in both constant volume bomb and engine computations.

3) The underprediction of spray penetration was found to reduce the accuracy of engine combustion

predictions considerably.

4) The details of the spray vaporization model were unable to explain the low spray penetrations.

5) The sensitivity of the results to the size of the injected drops suggests that improved atomization

models are needed for engine conditions. Experimental data is needed under highly vaporizing

conditions to validate new models (pressure 3.0-5.0 MPa, temperature >700 K, injection velocities (100-

300 m/ s), including measurements of fuel vapor concentration, dropsizes and liquid core penetration.
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ABSTRACT

A comprehensive model --KIVA-I I —code based on the numerical calculation
of transient, two- and three-dimensional, chemically reactive fluid flow with
sprays was used to study the spray penetration in three classic types of com-
bustion chambers of direct injection diesel engine. The effects of changes
in several operating parameters such as the speed of the engine, the fuel

mass per cycle and the initial swirl ratio were accounted for, as were the
effects of changes in the clearance and the geometry of the piston bowl. In

addition, the effects of different injection parameters viz. initial injection
velocity at the nozzle, injection rates, nozzle diameters and Sauter mean
radius of the droplets were investigated in relation to spray penetration and

spread and the relationship between the spray and the shape of the chambers.

The initial injection velocity, the Sauter radius and the rate of injected
fuel per cycle all play a significant role in spray penetration and air fuel

mixing. Moreover, the nozzle orifice diameters and duration of injection do

affect the spray penetration, spread and air fuel mixing though they are
governed predominantly by the other parameters such as injection pressure,
mass injection rate, etc. The velocity and distribution of gas motion
described by the initial swirl ratio and clearance height of the piston also
affect the spray characteristics, especially in the outer peripheral region
of the spray cone.

INTRODUCTION

Matching of injection characteristics, air motion and combustion chamber
geometry are of prime importance in the development of more efficient and

cleaner emission direct injection diesel engines. Direct injection diesel
engines offer great promise in terms of both efficiency improvement and pol-
lution control. The important factors which influence the open-chamber engine
performance are the fuel penetration, vaporization and mixing. This means
that the rate and completeness of combustion are controlled by the way the

fuel vapor gains access to the available air, which is in turn determined by

such factors as the trajectory of the sprays, the droplet velocity and the

size distributions, and the nature of the prevailing gas flow field. The
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spray trajectory is strongly influenced by the gas flow, especially after
injection is terminated.

Injection rate is an important parameter as it has a strong influence on

the rate of pressure rise after ignition. Injection duration is another,
particularly at full load, since it influences engine performance, the fuel

economy and the density of smoke directly. Fine atomization of fuel is not
sufficient in achieving an efficient combustion unless proper propagation of

sprays in the engine combustion chamber is attained. So, both the atomization
and penetration of sprays play a key role to reach a desired pattern of dis-
tribution and a shorter delay of the injected fuel. In addition, the pene-
tration of finely atomized fuel is required to match that of air motion and
combustion chamber shape under varying fuel injection characteristics.

Recognition of these problems has prompted the application of multidimen-
sional modeling techniques to the in-cylinder processes in D.I. engines. The
results presented in this paper were obtained using KIVA-II computer code of

Los Alamos National Lab. [!]• The work reported here attempts to introduce
some cohesion into the studies of sprays in engine chambers by carrying out a

limited variation of engine parameters. Three different shapes of omega
chambers, prevailing in modern high speed D.I. diesel design, are used as

typical configurations. The effect of engine speeds, initial swirl ratio,
and clearances in the normal range of an operating engine is assessed for a

bowl shape. Other fuel-supply parameters such as the size of injector nozzle,
the duration of injection, the velocity at the injector hole exit and the
spray mass per cycle are assessed for a bowl shape. The detailed parameters
incorporated for discussion here are shown in Table 1.

METHOD OF CALCULATION AND CASES CONSIDERED

In the swept and clearance volumes, the grids expand and contract with the

piston motions. And the number of the axial meshs decreases correspondingly
as the piston moves toward TDC. The process of contracting and expanding is

calculated from 90° BTDC to 60" ATDC. All operations of the KIVA-II program

(including compiling, running and data processing) are carried out on a Cray

Y-MP supercomputer.
Simulations of the in-cylinder flow were carried out on various combina-

tions of parameters shown in Table 1. The variations with * mean that they

are a baseline case in calculation. The main structure parameters and operat-

TABLE 1. Parameter Variations

Variations Levels

Engine speed (r.p.m.)
Clearance (cm)

Geometries of bowl

Diameter of injector nozzle (cm)

Velocity at injector hole (cm/s)

Spray mass (g/cyc
.

)

Initial swirl ratio

Sauter mean radius (cm)

Duration of injection (CA°)

1500 2000 2500* 3000 3500 4000
0.12 0.23* 0.38
#1* #2 #3"

0.018 0.021 0.024* 0.027 0.031

4000 16000* 28000 40000
0.0116 0.0232* 0.0348 0.0464
0.0* 1.5 2.0 2.5 3.0

1.5x10-4 5.0x10-4* 1.0x10-3
10 15* 20 24

300



Fig. 1. Spray in bowl #1. Fig. 3. Spray in bowl #3.

ing conditions of the engine used were given in reference 5. The engine is

typical of a modern high speed diesel engine for off-road applications. In

all cases, the calculations are commenced at the inlet valve closure, at which
stage the air is assumed to have zero radial component and the axial component
is assumed to vary linearly between the cylinder head and the piston crown.
All wall temperatures, including the cylinder wall, cylinder head, piston
face, valves and other exposed surfaces, are taken as 400 K.

RESULTS

The evolution of the spray fields will now be presented in the form of
plots at selected crank angles spanning a period between 40° BTDC and 20" ATDC.
The spray will be shown as viewed from the side through the full depth of

field.

Baseline Results
The calculated spray obtained using bowl #1 are depicted in Fig. 1. The

spray field in Fig. 1 shows that during the injection period, spray is develop-
ing as the crank angle increases and there is a "solid core" in the spray which
is seldom influenced by the gas flow. However, as soon as the injection ends
(Fig. 1(d)), the velocity of the spray decreases greatly. Afterward, the spray
is influenced by the gas flow, which includes the entrainment and dispersion
of the gas and the spray. Here the fuel spray, under the influences of squish
flow and the presence of a curved bowl surface, is deflected downward into the
piston bowl. At the same time the entrainment of gas causes the fuel liquid
to be drawn up from the bowl near the center line. Only very early in the
injection period does the bulk of the spray move in the injection direction.
Beyond 15°, BTDC the spray is pushed downward by the stronger squish motion,
so that the spray tends to spread out across the piston bowl volume. It could
be presumed that for a bowl with a smaller squish volume the fuel liquid would
tend to spray up to the top of bowl.
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The Geometry of Chambers viz. Spray
The matching of the injection spray and the geometry of chambers is of

prime importance. Under the conditions that all fuel parameters, gas flow and
operating parameters are kept constant, only the angle of direction of spray
is adjusted, the spray in two different geometric chambers #2 and #3 is illus-
trated in Fig. 2 and Fig. 3. For chamber #2, comparing with chamber #1 (see
Fig. 1), the d/D keeps constant; however, H/D decreases about 55%. Because
the fuel is injected into a narrow space between the cylinder head and the
bottom of the bowl, the entrainment of gas is not sufficiently strong in the
direction of the core of spray. It is evident that the spray penetration in

chamber #2 is less than that in chamber #1 at the same crank angle. The
situation is more evident in chamber #1 . So, some measures should be taken if

a shallow w chamber is preferred. The measure includes increasing the
initial momentum of spray, or adjusting the angle of spray so that the mixing
and atomization of spray can be performed well.

Effect of Initial Swirl Rat io
The effects of the different swirl levels on the droplet trajectories and

locations are shown in Figs. 4 and 5. The amount of initial swirl level would
affect the gas velocity profiles and the turbulence levels in the bowl. It is

noted that the interaction of the swirl and the squish has a significant effect
on the axial and radial flow patterns and results in a system of two counter-
rotating toroidal vortices in contrast to the no swirl case [5]. The direction
of velocity in the region between the vortices is upward towards the cylinder
head in the case of stronger initial swirl. In contrast, it is downward
towards the bottom of the bowl in the case of no initial swirl. So, from Fig.

5 it is seen that the location of droplets is on the top of bowl if there is

swirl. On the other hand, the existence of initial swirl would accelerate the

dispersion of spray well, which is favorable to mixing and vaporization of

fuel spray with air in the chamber.

Fig. 4. Influence of initial swirl Fig. 5. Influence of initial swirl

ratio on spray SR=0.0. ratio on spray SR=2.5.

Effect of Clearance on Spray

The difference of clearance height means the change of the compression
ratio. The range of the clearance height is from 0.12 cm to 0.38 cm. In

fact, the compression ratio is altered from 19.1 to 14.0 respectively. On the

other hand, the change of the clearance height also results in the difference

of squish volume from 0.272 cm^ to 0.862 cm^.
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A larger clearance means a lower compression ratio, which results in a

lower pressure and temperature at late duration of the compression stroke.
This case is out of favor from the point of view of the evaporation and atomi

-

zation of spray. By comparing Figs. 6 and 7, this case is shown obviously.
In addition, large a clearance also decreases the squish intensity, which
would have an unfavorable influence on the distribution of spray in the bowl

after injection ends.

Engine Speed Effec t

The engine speed range was chosen to cover from 1500 to 4000 r.p.m. which
is the normal operating speed of open chamber diesels. The engine speeds have
a significant effect on the fuel-supplied system such as fuel mass per cycle,
injection duration, etc. Comparison of Fig. 8 and Fig. 9 indicates that an
increase of engine speeds lowers the penetration distance which appears to be
not in favor of engine designer. The results hint that when a high speed
engine is designed, corresponding measures, such as increasing injection
pressure, selecting a suitable diameter of injector nozzle and so on, should
be redesigned.

29.9" BTDC

'23.9° BTDC

19.1" BTDC

Fig. 6. Influence of clearance height Fig. 7. Influence of clearance height
on spray at CH=0.12 cm. on spray at CH=0.38 cm.

Fig. 8. Fuel penetration at Fig. 9. Fuel penetration at

n=1500 rpm. n=3000 rpm.

Effe c t of Fuel Sys tem Parameters
The penetration and atomization of spray are influenced by many fuel sys-

tem parameters such as injection pressure, diameter of pump shaft, structure
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and size of injector, etc. Here, the effect of several essential parameters,
the diameter of injector hole dp, the injection velocity v-j , the fuel mass

per cycle, the Sauter mean radius and the injection rate will be discussed.
For baseline condition and at crank angles of 29.7°, 24.6° and 21.2° BTDC the
penetration of fuel spray column is shown in Fig. 10 versus the diameters of

injector hole. Figure 10 indicates that
during injection, both the larger and
smaller diameters of nozzle would de-
crease the penetration of spray, when all

other conditions are unchanged. This is

because smaller nozzle diameters would
have the spray more atomized, and hence
shorter penetration.

The injection velocity at the nozzle
has a significant influence on penetra-
tion and atomization of the spray. An
increase of injection velocity from 40
m/s. Fig. 11(1), to 80 m/s. Fig. 11(11),

i

z

Fig. 10,

DIAMETER OF INJECTOR NOZZLE (mm)

Influence of nozzle dia.

on penetration of spray.

shortens the injection duration, increases penetration
dispersion and hence better overall performance.

and offers greater

29.9° BTDC

— • (b) -
•

24.5" BTDC

19.7" BTDC

Fig. 12, Spray field at Ms

0.0116 g/cyc.
14.2° BTDC

29.9° BTDC—^ (»)
—

^

'24.5'' BTDC
V

—

^ (b) —y

19.7° BTDC

Fig 11. Injection velocity at nozzle. Fig. 13. Spray field at Ms

0.0452 g/cyc.
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The spray mass per cycle, which symbolizes the engine load, is an

important operating parameter. Two classical instances of spray mass are

shown in Figs. 12 and 13 for 0.0116 and 0.0452 g/cycle respectively. It is

seen, obviously, that an increase of spray mass per cycle would result in

greater penetrai:ion and density of the spray. The larger droplets penetrate
farther than the smaller droplets and hence the leading region of a spray
plume is enriched with large droplets. The tip droplets, i.e. those with the
farthest axial penetration, are always moving and following the movement of

gas vortex vector in the bowl.
The initial Sauter mean radius was estimated according to the theory

developed by Taylor [6] who studied the rate of growth of the perturbations of

planar liquid surfaces induced by co-flowing gas. The theory states that the
initial droplet radius is directly proportional to the liquid surface tension
and wavelength of the fastest growing surface wave, and inversely proportional
to the gas density and the square of the relative velocity between the gas and
the liquid. The investigation by Bracco [4] showed that stable droplets are
of the order of 5 to 10 ym depending on the relative velocity between the
gas and the liquid phases. For injection velocities larger than 100 m/s,
droplets larger than 10 ym in radius will breakup into smaller droplets.
The spray penetration viz. the initial Sauter mean radius is shown in Fig.

14. As expected, the penetration increases as the initial Sauter mean radius
increases.

The injection rate is a function of the total injected mass and the
duration of injection. For a fixed amount of fuel injected, the penetration
of spray versus the duration of injection was indicated in Fig. 15. It is

evident that an increase in injection rate would result in an increase in

penetration and vice versa.

Fig. 14

CRANK ANGLE BEFORE TDC

Effect of Sauter mean radius

o

U 2.4-

a.

Fig. 15.

CRANK ANGLE BEFORE TDC

Influence of injection
duration.

CONCLUSIONS

The engine designer is confronted with a formidable task to reconcile and
optimize a set of engine parameters relating to engine performance and exhaust
emission. These include, insofar as gas motion is considered, the induction
and combustion chamber configuration which characterize the in-cylinder gas
motion to facilitate air fuel mixing. On the fuel system, the main considera-
tion is the performance of an injector which would supply a fuel spray of ade-
quate penetration and dispersion to match that of the in-cylinder gas behavior,
and vice versa. This paper has demonstrated the following observations.
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1. The solid core of a fuel spray plume is seldom influenced by the in-
cylinder gas motion during the injection period. However, after injection
terminates, the spray profile is significantly affected by the gas flow,
especially the engine squish velocity.

2. A shallow chamber has a minimal effect on spray penetration. Additional
measures must be incorporated in the design for proper mixing and disper-
sion between fuel and air.

3. As anticipated, engine initial swirl and squish velocity would alter the
direction of sprays and subsequent improvement of fuel air mixing.

4. An increase of engine speed reduces the fuel penetration distance.

5. Fuel injection parameters, such as injection pressure and duration, exert
a greater influence on the spray pattern than the in-cylinder gas motion.
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ABSTRACT

In this study, appreciating the single-pulsed in-line
Fraunhofer holographic system and the high speed schlieren
photographic technique , we have studied the atomizing and
evaporizing characteristics of emusified diesel spray in a high
temperature combustion bomb.

During the research, we have obtained both the micrographes
of oil droplets in the spray field and the macrographes of the
spray development process. While comparing the pure and water
emulsified diesel oil, we found the emusified oil had better
atomizing characteristics than the neat oil. "Fragmentation"
atomizing phenomenon has been discovered in emulsified spray. The
authors propose, according to these features, the water-oil
uncontinuing internal phase boundary decays the uniform of
liquid. We think the diverging and disturbing ability of the
superheated water addition in the emulsified oil contributes to

the improvement of spray atomization.
In addition, we also found a distinctive spray distribution

of a pintle diesel nozzle. That is at the outer region of the
spray the droplets have larger size than those in the inner
region. This tendency is more stronger in low environmental
temperature than in high one.

INTRODUCTION

Diesel oil emulsified with water has been widely studied as
an effective method to reduce both the fuel consumption and
exhaust emissions of the engine. According to the feature that
the combustible air-fuel mixture of diesel engine is formed in

the combustion chamber, spray atomizing characteristics become
very important to diesel engine performance. So it is necessary
to have a further investigation on the spray atomization of
emul s i f i ed oil.

Formerly, Ivanov(l) found the "micro-explosion" phenomenon
of suspended fuel emulsion droplet by high speed motion
photography. Gal 1 ahal 1 i (2 ) studies the flame structure of
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unsupported single drop for both neat and emulsified oil.
LasheracO) has also observed the micro-explosion of emulsified
free droplet. Although there have been a number of studies on
the i so 1 a ted . emul s i f i ed droplet, as mentioned above, that is not
enough to guide the application of water emulsified oil in diesel
engines. We say this because the condition of single free droplet
is quite different from that of particles in diesel spray, no
matter in particle size, density or in droplet life time. On
account of this, we have paid more attention to the spray
particle field of emulsified oil in diesel engine.

In our study, the high speed schlieren photography and in-
line Fraunhofor holography have been adopted to observe the spray
development process macrocop i ca 1 1 y and the particles in spray
field microscopically. We found that emulsified oil had some
different features of spray atomization from the neat oil.

EXPERIMENTAL APPARATUS

High Temperaiure Combuslion Bomb
Figure 1 shows a scheme of the high temperature combustion

bomb used in this study. Two quartz windows are installed in both
sides of bomb for optical access.

Nitrogen was used as' the surrounding gas. This made it

possible to observe the atomizing and vaporizing process in
detail. Fuel was injected by a standard diesel injector with
pintle diesel nozzle(hole diametre 1.5mm, spray angle 15deg,
openning pressure 20.0Mpa). The neat fuel used was No.O diesel
oil with a density of 0.819g/cm3 and cetane number of 55.

1

Fio.l Hioh Teffloerature Boisb

Pressure Vessal 2. Intake Valve

3. Thermal couDle

5. Cool Water

Jacket

B. Glass Holder

4. Fuel Injector

b. PresureTransducer
7. Eisission Valve

9. Quarie Window

FiQ.2 Layout of In-Line Fraunhofer
Holooraohic Recordino Svsteui

1. Pulsed Laser 2. Svnchronis/a Delavino

3. The Esoander SvstefB

4. Combustion Bosb 5. Fuel Injector

6. Neddie Lift 7. Isaoe Lens
Transducer 8. Holooraohic Plate

9. N2 bottle 10. Workino Plat

QEiicai Arrangemeni of Recording System
The layout of the holographic system and the high

temperature combustion bomb is shown in Figure 2. An in-line
holographic arrangement using a single-pulsed ruby laser was
employed. The laser with a wavelength of 694. 3nm, an output of
lOOmj and a pulsed width less than 50ns.
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A set of image lens[7] is placed just before the plate not
only to premagnify the conjugate image of the particles recorded
in the plate, but also to eliminate the aberrations which will
distort the image greatly in mi cro-pho tography , So in our system,
the resolving power is high enough to record a 3um particle.

Hoiographic Reconslruciion and compuier processing sysiem
Fig. 3 shows the devices used in holographic reconstruction.

As mentioned in the Figure, a He-Ne laser beam is used as
reconstruction light. Spray field hologram which has been put on
the three-d i mens i o-n displacement is reconstructed by the optical
system. A vedio camera catches the holographic image. A computer
imaging system is used to process and count the size and
distribution of droplets in spray field. The processing of
droplets is based on the theory of grayscale mathematical
me thod ( 4 ) .

VtJ.o

FiQ.3

1.

3.

5.

7.

Hclooraohic Reconstruction

& Processino svsteis

He-Ne Laser 2. Soacial Filter

Holooran Plate 4. Ifflaoe Lens

PC Vision 6. Cofflouler

Three Disiension 8. Horn tor

Disolacesient
FiQ.4 Kicrooraoh of Internal

Phase of Eaulsion

EXPERIMENTAL RESULTS AND ANALYSIS

We have adopted No . 0 diesel oil. Water/oil emulsion with 15

percent of water content by volume which was provided by adding
surfactants of SPAN 0.1% and MAPE 0.2%(volume fraction). A 400X
enlargement microscopic photograph showed a fine and stable
dispersion of water addition. The particles of internal phase are
as small as 2-7um(see Fig. 4). Both the dillution and electric
resistance tests manifested the emulsion were water-in-oil
s t rue tur e

.

Experirnent ResuHs in Ambieni Condition
In ambient condition, we studid the spray atomizing feature

of both the neat and emulsified oil. High speed schlieren
photographes showed the emulsified spray had a smaller spray
angle than that of the neat oil, which were shown in Fig. 5.

While under the same condition, holographes manifested the
and a smaller S. M. D.(Sauter Mean Diameter) of droplet size than
the pure diesel oil. Table 1 showed the S.M.D. results counted
statistically by computer.
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(a) Pure Oil Sorav (b) Ediulsif ied Oi 1 Sorav

FiQ.5 High Soeed Schlieren Cineiatooraohv
Siauences of Soav Develoosieni
(Aabient Condi tion,Z000f/s)

Time Delay
From Injection

0. 7ms 0. 9ms

Emul s ion
( S . M . D . ) urn

24,12

Pure Oil
(S.M.D. ) urn

25.27 30. 12

Table 1 Results of S.M.D.

The atomizing features of the emulsion, in author's opinion,
are closely related to its internal phase structure and physical
properties. In ambient condition, the emulsion is more viscous
than the pure oil, and this causes the emulsion has a more narrow
spray angle. But, on the other hand, the water-oil uncontinued
phase boundaries bring the more uniform and smaller emulsified
spray distribution. We can find the uncontinuing property of
internal phase of emulsion from the mi cro-pho t ograph . (Fi g . 4 ) . I

t

is obvious that the sheer stress between these water-oil
uncontinuing surface must be weaker than those of the continuing
phase in pure oil. So fragmentation of droplets occured more
frequently at these micro-regions.

Therefore, when the emulsified spray moves in the air with
high speed, the spray will be disturbed and become instability.
We assume that the boundaries of uncontinued water-oil surfaces
at those internal phase are easier to be broken and cause further
fragmentations of particles and a fine atomization.
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Aioniizaiign and Va^o rizaiion of Emulsion in High Temneraiure
Environmeni

High speed schlieren photographes in 573K and 0.9Mpa
environment of pure and emulsified oils showed a very interesting
experimental phenomenon,
emulsified spray angle was
certain period as shown in
disruptively and developed
0 i 1 (Frame No . 4 , 5 , 6 ) .

In high temperature,

At the beginning of injection, the
smaller than the pure one, but after a

Fig. 6, the emulsified spray expanded
to a larger spray angle than the pure

the

high tempera ture

holography showed microscopically
emulsified particles had two distinctive features.

One was the fragmentations of some of large droplets in the
surrounding parts of spray. The other was the existance of many
small particles in outer region of spray, where used to be
dominated by larger size droplets. Fig. 7 is the pictures of
emulsified droplets taken in different
environments.

We haven't found the same phenomenons
pure 0 i 1 spray

.

In high temperature, the appearance of a lot of small
particles in the emulsified spray has improved the atomizing
quality. The water addition in spray is in overheated state after
having been injected into the high temperature bomb. The puffing
of vaporized water might be strong enough to cause fragmentations
of' large particles directly as "micro-explosion", or if not as
strong as "micro-explosion", might intense the internal
disturbance of droplets which are in high speed. In the mean
time, the micro-structure of uncontinued internal phase between
water addition and oil might also optimize the spray atomization.

mentioned above in

Spray Emul s ion Neat Oil
Middle

S.M.D. (um)
11.4 19.1

Surround i ng
S.M.D. (um)

11,5 24.3

Front Edge
S.M.D. (um)

17.9 2^.5

Surroundino

Table 2 Results of S.M.D.
(T=723K F=0.1Mpa, t=0.4ms) Front Edoe

Table 2 shows the results of S.M.D. of particles in
different regions of a developing spray. According to the
results, we concluded that even in high temperature the droplet
size distribution of emulsified fuel is more uniform and smaller
than that of pure diesel oil. Statistic results of Fig. 7

manifest that in the middle and surrounding regions of emulsified
oil, 65% of total counted droplets are among 3-lOum, only small
quantity of big droplets have diametres of 40-50um, while in the
same condition for pure oil. only 26% of total droplets have 3-

lOum diametres, most of the particles in that region own
diametres of 10-40um. At the front edge, 80% of droplets occupied
the diametres of 3-25um in the emulsion, while in diesel oil, the
same amount droplets occupied the diametres of 15-65um.
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(a) Puro Oil Sprav (b) EffluUif ied Oil Sorav

FiQ.6 High Speed Schlieren Cineaatooraphv
Seouences of sorav Develooaeiit

(573k,0.9Hoa;2000f/s)

(a) T=623K t=0.4ffls (b)T=723K t=0.4(ss (c) T=723K t=0.2as

Fragnientations of Emulsified Particles P^''^ Diesel Oil Partcles

Fig. 7 Holooraohic Microoraohes of Sorav Particles
of Both Emulsified and Pui-e Oil

in Hioh Temoerature
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Conclusively, in the analysis of emulsion vaporizing
characteristics, we find the strength of micro-explosion of
emulsified spray is not as effective as it is in the single
droplet test. It also implies that the vaporizing water addition
causes disturbance inside oil droplets. It's the internal
disturbance of the large size and high velocity droplets that
brings out a fine atomizing quality in high temperature.

Droplet Size Distribution of Pintie Diesei Nozzie
Having tested both the pure and emulsified oil, we found the

pintle diesei nozzle always formed a distinctive spray
distribution. Table 2 and Fig. 8 show this trend. At the outer
region of the spray, the droplets have bigger sizes than those in
inner region. This trend is stronger in low environment
temperature than in the high one. That is because the high
temperature cause a faster vaporization.

60

50

E
a.

w40.

«;3 0
E
C3

O
20

10

\ 1

O 0. IHPa 450"^c

A l.OHPa 25<^c

A

0 5 10 15 20 25 3 0
Distance froc injector (od)

Fio.8 Sorav Droolets Variations With
Distance fron Noiile

According to Rayleigh's atomization theory(6,7), when the
oil jets out of the nozzle, small disturbance will appear on the
surface of the jet. Filaments of oil that splash out of the spray
surface will reduce its speed rapidly. These Filaments are
difficult to break again in low speed and gradually become the
large circle particles by the force of surface tension.

CONCLUSIONS

By the methods of high speed schlieren photographic and in-
line Fraunhofor holographic techniques, we studied the atomizing
characteristics of emulsified spray in a high temperature
combustion bomb and obtained the conclusions as follows:

1) With some necessary technical measures, it is possible
to record the diesei spray fields clearly in high temperature
environment by in-line holography.

2) Studies manifest the emusified diesei spray has a more
uniform size distribution and a samller S.M.D. particle size than
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the pure diesel oil. Especially in a high temperature condition,
the spray angle expands disruptively and fragmentations take
place in some of big emulsified droplets.

3) The author assume that the better atomizing performance
of emulsion is mainly caused by the following two reasons.

The uncontinuing water-oil internal phase boundary is a

micro-structure easier for droplet disperse.
In high temperature, puffing of the vaporizing water

addition brings internal disturbance to big droplets and make
them easier to disrupt during the high speed atomizing process.

4) The particle size distribution of spray of pintle
diesel nozzle is featured by a tendency. The tendency is that the
deoplets in outer edge has bigger S.M.D. than those in inner
region of the spray.
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ABSTRACT

This paper investigates the possibilities of representing measured size distributions in the form of a

three-parameter log-hyperbolic (3P-LH) distribution. This distribution is shown to be a special case of the

more general four-parameter log-hyperbolic (4P-LH) distribution but which exhibits a more stable behavior

in the fitting of its parameters to empirical data. The problem of parameter estimation stability using the

4P-LH distribution has been identified and explanations are given for its causes. The 3P-LH distribution

circumvents these problems while yielding an equally good representation of the data for a large variety

of applications. The 3P-LH distribution is therefore concluded to be a valuable means of presenting large

amounts of size distribution data in a more comprehensible manner.

1. INTRODUCTION

Many industrial processes deal with particles in which either the speed of reaction or the quality of

the product depend strongly on the particle size distribution. Spray painting, spray drying, oil combustion

and numerous other unit operations concerned with heat and mass transfer from dispersed phases are well-

known examples. For the purpose of the optimization of these processes, a mathematical description of size

distributions is needed. In the field of spray research especially, such a quantitative description is required

for extracting information from the large amount of measured data in order to study the spatial variation

or to compare different nozzles. A further necessity lies in the research aim of predicting spray properties

and their dependence on nozzle configuration, physical properties of the liquid, supply pressure, etc.

Although the mean diameters Dio, D20, ^30 and Dz2 are widely used to characterize the essential

features of the distributions, they are not a sufficient mathematical description because different distributions

may have the same values of mean diameters while exhibiting significant diffierences in the distribution shape.

To predict the average velocity and heat/mass transfer rates of a particle system, the use of the equations

for a single particle with simple replacement of the particle diameter by a mean diameter for describing a

particle ensemble may cause considerable error. Furthermore, even if particle dependent transfer phenomena
can be correlated with a certain mean diameter, this correlation may not be valid for other applications.

For this purpose and for a better understanding and modeling of the process concerned with particles, a

probability density function (PDF) must be used.

In recent years, attempts have been made to find a suitable PDF for particle systems. Among the

various forms of distributions, the log-hyperbolic distribution, which was proposed by Barndorff"-Nielsen [1]

in 1977, has been shown by Durst and Macagno [2] to be suitable for many fields of particle physics. Bhatia

and Durst [3] summarized the application of diffierent distributions to sprays and carried out a comparative

study of four distributions. Rosin-Rammler, log-normal, a distribution proposed by Li and Tankin[4] and the
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log-hyperbolic distribution. They have demonstrated clearly that the log-hyperbolic distribution provides a

more appropriate description of the measurement results for eight sets of data from three different sources.

The main difference among the possible analytic descriptions of the measured distribution lies in the

"tails" of the distribution. As is seen clearly by the data presented in references [1,2,3], the tails of the

measured distribution can be approximated well by straight lines when the logarithm of PDF is plotted

against the particle size or the logarithm of particle size. This is exactly the description afforded by the

hyperbolic/log-hyperbolic distribution. The present authors have examined a number of PDA-measured

droplet size distributions and found that this behavior held not only for water sprays, but also for paint

sprays[5] and coffee sprays[6].

The purpose in approximating a measured size distribution with an analytic function is to characterize

a large amount of information, the empirical distribution, with a small number of parameters. Changes

in the distribution should therefore be reflected in changes of the fitted parameters, preferably also with

immediate physical interpretations of the changes. Hence small variations in the observed distribution

should correspond to small variations of the fitted parameters and there should not exist two or more sets

of parameter estimates that yield equally good fittings. Unfortunately, this stability problem does exist for

the four parameter log-hyperbolic distribution. In the next section, this is demonstrated by a few examples

and the cause is analyzed. To solve the problem, a new probability density function is proposed, which

can be considered a special case of the log-hyperbolic distribution but which only has three parameters.

Hence, it is called "the three-parameter log-hyperbolic (3P-LH) distribution". This distribution, some of

its characteristics, the method to estimate the parameters, and its relation to the usual four parameter

log-hyperbolic distribution are introduced in section 3. Some applications and comparisons with the usual

log-hyperbolic distribution as well as an example of using this distribution to analyze a spray are provided

in section 4.

2. THE LOG-HYPERBOLIC DISTRIBUTION AND THE STABILITY PROBLEM IN PA-
RAMETER ESTIMATION

The probability density function of hyperbolic distribution proposed by Barndoff-Nielsen [1] may be

written in the form

fix; a, /?, 6, fi) = A{a, p, 8) exp{-ai/«2 -|- (i - p^f -\- P{x - n)} , -oo < x < oo . (1)

where a > 0, |/?| < a, ^ > 0 and fi G (—oo, oo) represent the four parameters to be fitted. A is the

normalization constant introduced to insure that

/+00
f{x)dx = 1 (2)

-00

and is given by

A V^^_
. (3)

The slope of the left asymptote is given by a -|- that of the right by —{a — f3) and fi gives the abscissa of

the asymptotes intersection.

According to Barndoff-Nielsen [1], when x follows Eq.(l) the distribution of s = exp(x) is the log-

hyperbolic distribution.

In applying the 4P-H distribution to approximate the measured droplet distributions in sprays, several

undesirable characteristics of the parameter estimation have been observed. In some cases the variations

of the fitted parameters for distributions measured in close proximity to one another were very irregular.

Significant variations were even registered for repeat measurements at the same location in the spray. In

some extreme cases, for example in paint sprays, the estimated parameters depended strongly on the initial

values used in the mciximizing procedure and on the number of grouping classes. Despite these instabilities

in the parameter estimation, the fitted curves were largely coincident. The exact nature of these instabilities

were therefore studied in more detail using a computer simulation.

A computer simulation has the deciding advantage over experiments that the true distribution is always

known. In the present case a random number generator was used to produce 20,000 samples that were log-
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hyperbolic distributed in the range -100 to 200 and with the known distribution parameters as were estimated

in the example 2 of [7]. Applying existing fitting procedures to the simulated data resulted in parameter

estimates which were rather stable and accurate. A further simulation introduced random fluctuations in the

sample elements, corresponding to a measurement error in an experiment, which was normally distributed

and with a standard deviation of 5%. Parameters were again estimated from the resulting sample. Although

the parameter variation rose slightly among different simulations, the estimates remained excellent.

A third simulation was performed using the same known parameters but truncating the left side of

the generated data to yield a distribution as illustrated in Fig. 1. As seen from the five sets of parameter

estimates corresponding to five parallel runs, the variation of the parameters is high, although the fitted

curves lie close to one another. This is typical of the behavior found in spray experiments. From these

simulations it is concluded that the tail portion of the distribution is essential to a stable estimation of the

four parameters.

0.030 M n I n T 1
1

1 1 1 1 1 1m 1 1 n 1 1 1 II I n r n 1 1 1 Ti r [ I n 1 1 1 1 1 f
1

1 1 1 1 r i TnTTTTri r rrnTTTTi i M T H i M itirrrn TTTim:

X

Figure 1: 4P-H fittings for simulated distributions

Initially, an improvement of the estimation stability was attempted by first taking the logarithm of

X prior to grouping and fitting the distribution. This has the effect of elongating the left side tail of the

distribution. This approach was also studied by simulation and Fig.2 illustrates several simulations using

actual parameter values found empirically in a paint spray. In fact, using the logarithm of x tends to shorten

the right side tail of the distribution and the table included in Fig.2 indicates that to some extent the stability

problem still exists.
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1
1
1
11
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1
1
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1
1
1
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1
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- AAAAA 1.79 -.649 .597 3.12
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Figure 2: 4P-H fittings for simulated distributions
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Thus the length of the available "tails" in the distribution is a deciding parameter in determining the

applicability of the 4P-LH distribution. To investigate the influence of the tail portion in more detail Eq.(l)

can be written as

\nf = \nA + i-Qy/PT{^r^)+l3{x-ti) . (4)

From this equation it is seen that In / comprises three terms, In ^4, a standard hyperbola and a straight line,

the slope of which is given by f3. To investigate the stability problem the symmetrical case of the distribution

can be considered, i.e. fS = 0, allowing Eq.(4) to be written as

\nf = \nA + {-ay/6^+{x-^y)
, (5)

indicating that the slopes of the asymptotes are given by ±a while the peak value of In / depends on InA
and a^.

If the measured distribution has long tails then the square root factor is dominated by (x — /i)^ rather

than 6'^ in tail regions. A possible measure of this effect is the extreme values of {x— nY/S"^, shown in Table 1

for two of the simulation cases. Case A represents the non-truncated case mentioned above which yielded

stable parameter estimates and case B is the distribution shown in Fig. 2. The poorer estimates (Case B)

were Jissociated with extreme values of (i — /d"^ being less than about 20.

Case A
Case B

left side

283

22

right side

853

7.64

Table 1: Comparison of tail effects of two simulation cases

If {x — n)^/6'^ takes large extreme values, thus dominating the square root factor, the parameter a can

be uniquely determined by the asymptote slopes. If on the other hand the parameter 6 remains considerably

influential as in Case B, then the distribution can be fitted with arbitrary combinations of a and 6, which

results in a less stable parameter estimation. Note that the freedom in choosing a and 6 combinations is

only possible because the norming quantity In A will automatically shift the fitted distribution to a correct

vertical position, fulfilUng Eq.(2).

3. THE THREE-PARAMETER LOG-HYPERBOLIC (3P-LH) DISTRIBUTION

In an effort to avoid the estimation stability problem of the 4P-LH distribution outlined above, the 3P-

LH distribution is introduced. This is introduced on the assumption that the particle distribution, especially

in sprays, is described by a hyperbola when plotted in logarithmic coordinates. The derived distribution will

then be related to the more well known 4P-LH distribution.

A hyperbola is given in its general form as

— -— = 1 . (6)

Since a normalization constant will be introduced later which automatically shifts the distribution to the

correct position in the y direction, the constant b could be arbitrarily set to 1, yielding

Y = -y/TTx^ . (7)

An asymmetry must be introduced to correspond to experimental observation, however the addition of a

linear term, as in the 4P-LH distribution is undesirable as the geometric meaning of the parameters becomes

unclear. In the present case a rotation of the coordinates by an amount given by the angle 0 is introduced

instead:

X = X cos 6 — ysm6 (8a)

Y = xsme + ycos9 . (8b)
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Combining equations (7) and (8) results in

a rrZ ~ . 2 a\ , 2 (a^ + l)sintf cos^ . .

a* cos^ 9 — sin 0 ^ cos^ 6 — sin 6

The abscissa of the vertex of Eq. (9) is given by

(a' + l)sin d cos^

Sin tf cos f/a^-(a^ + l)^s

V a2 cos2 - sin^tf

Introducing a location parameter /i, which shifts the curve horizontally, the final probability density function

takes the form of

/(,) ^Ae^^-
^, ;_ ^

V(a» COS' > - .i„' + (. .0 - ,Y - ^'^^^^^^ fj/ (x + . (I.)

This distribution is pictured in Fig.3 in which the physical meaning of the 3 parameters is apparent. The
parameter a > 0 determines the slope of the asymptotes in the unrotated coordinate system. The parameter

1^1 < min{tan~^ a, (sin~^ 2a/(a^ + l))/2} is the rotation angle. The parameter // is the position of the vertex

(mode), yl is a normahzation constant, as given before by Eq.(2).

Figure 3: The three-parameter hyperbolic distribution

The distribution f(x) given by Eq.(ll) is termed "the three-parameter hyperbolic (3P-H) distribution".

When X follows this distribution, the distribution of s = exp(x) is "the three-parameter log-hyperbolic (3P-

LH) distribution".

This distribution can be related to the four parameter distribution using the following relations:

a =

S

a2 cos2 e - sin^ 6

(g' + 1) sin (9 cos g
~

a2 cos2 9 - sin^ 6

(a'cos^tf-sin'tf)'/'

(12a)

(12b)

(12c)

(12d)
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The norming constant A of the three-parameter hyperbolic distribution can also be found by combining

Eqs.(12) and (3):

^ ^ x/a'-(a' + l)'sin^g co82g

V cos^ 9 — sin

In addition, all the statistical quantities such as moments and mean diameters can be obtained immediately

by using Eqs.(12) and the available formulas for the hyperbolic distribution in [8].

Several methods of parameter estimation for the 3P-LH distribution have been investigated. The
meiximum likeness estimation, as proposed in [1], has been found to be superior to the maximum likelihood

approach and to the method of least squares. This conclusion is based on comparisons of the computed

mean diameters and moments and held also for the agreement of the estimated parameters with the true

values in fitting the simulated data, especially in the cases in which the tails of the measured distribution

are incomplete.

Since the three parameters are related simply to the shape of the distribution, they can be roughly

estimated directly by referring to Fig.4 and using the relations

. ,\. -\ Xm — t\ 1 _i 12 — s l-tA \a = tan (-tan h - tan ) (14a)

8 =z -(tan tan ) (14b)

H = Xm (14c)

These relations are useful for obtaining initial values for the minimizing procedure in the maximum likeness

estimation.

Figure 4: Rough estimation of the parameters

The parameter estimation of the 3P-LH distribution is found to be well behaved and stable, even for

samples with very short distribution tails. This is illustrated in more detail in the following section.

4. APPLICATIONS AND EVALUATION

The stability of the parameter estimation for the 3P-LH distribution is evaluated by repeating the

simulation presented in Fig.l, using a truncated input sample. Fig. 5 illustrates that the three estimated

parameters, expressed in this figure as the conventional four parameters according to Eqs.(12), vary little

for different simulations, reflecting the similarity of the different fitted curves. The improvement over the

4P-H distribution is clearly evident.
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Figure 5: 3P-H fittings for simulated distributions

Durst and Macagno[2] have applied the log-hyperbolic distribution to seven different cases of particle

distributions, namely the mass-size distribution of a sand sample, the size distribution of diamonds, the

size distribution of river bed sediments, the size distribution of glacio-fluvial sediments, the measurement

of aerosol distributions, the particle size distribution in a spray and a molecular weight distribution. The
results show that the log-hyperbolic distribution successfully represents the particle size distributions of all

of these particle systems. In the present study, the three-parameter log-hyperbolic distribution was also

applied to these seven cases using the same input data.

Fig.6 illustrates a direct comparison between the 3P-LH and 4P-LH fitted distributions and indicates

that the former provides an equally good representation in all cases except perhaps for the two sediment

examples.

Further examples of the application of the 3P-LH distribution are presented using spray data. These

data are taken from a low pressure water spray, having also been analyzed by Bhatia and Durst and cor-

responding to Example 2 in [7] and data sets 4,5 and 6 in [3] respectively. The results of the fitting are

illustrated in Fig. 7. From Fig.7 it is seen that, for the most parts, the three-parameter curve is almost

indistinguishable from the four-parameter curve.

A more detailed comparison is possible by examining the computed mean diameters and the moments
presented in Table 2. Both fitted curves result in almost equally excellent estimates of the mean diameters

and moments, therefore the 3P-H distribution can be considered equivalent to the 4P-H for these applications.

Despite these similarities, it is interesting to note from Table 3 that the close agreement between the two

fitted curves is achieved with significantly different parameter values. In Table 3 Eqs.(12) has been used

to compute the four parameters corresponding to the three parameter fit. Accordingly, the fit results in a

different set of hyperbolic shape triangle parameter x and ^ (see Ref.[8]).

A final application example illustrates how the spatial variation of the three estimated parameters in

a spray can be used to interpret the physical changes in the size distribution. Fig.8 shows the variations of

the three parameters and the mean diameters along the axis of a water spray, the data having been collected

using a phase Doppler anemometer.

In the region z — Smm to 14mm parameter a increases slightly, parameter 0 decreases and fi remains

constant. The rotation indicates a broader distribution especially towards larger droplets, although there is

no shift in the mode (vertex). In the region z = 14mm to 16mm there is a steep descent in 9 and fi, while a

decreases only very slowly. This indicates a sudden increase in the percentage of small droplets and a rapid

decrease of large droplets, indicating that a violent break-up takes place in this region. Beyond z = 26mm,
9 and /z begin to increase while a continues to decrease slowly. Here the percentage of smaller droplets is

decreasing and the distributions are becoming narrower. The interpretation given above can be verified by

examining the behavior of the various mean diameters along the spray center line, also given in Fig. 8.
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Figure 6: Comparison of 3P-LH distribution with 4P-LH distribution in seven applications
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Figure 7: Application of the three-parameter hyperbolic distribution to spray

Dio D20 D30 D32 1712 ^3 me
Ex. 2

of [7]

Summ.
3P-H
4P-H

26.93 33.70 39.50 54.25

26.92 33.67 39.45 54.17

26.92 33.72 39.56 54.46

411.1 8904 621562 2.62E7 1.69E9

409.0 8870 624360 2.90E7 1.73E9

412.6 9105 639223 2.99E7 1.78E9

Data

No. 4

of [3]

Summ.
3P-H

4P-H

25.61 29.79 33.36 41.83

25.60 29.79 33.39 41.94

25.60 29.79 33.37 41.87

231.8 2535 1.78E5 5.03E6 2.50E8

232.5 2603 1.83E5 5.25E6 2.61E8

231.9 2568 1.81E5 5.15E6 2.56E8

Data

No. 5

of [3]

Summ.
3P-H
4P-H

23.51 27.96 32.09 42.28

23.50 27.83 31.82 41.60

23.50 27.91 31.99 42.03

229.4 3895 2.13E5 7.67E6 3.58E8

222.1 3577 1.99E5 7.12E6 3.36E8

226.6 3785 2.10E5 7.62E6 3.61E8

Data

No. 6

of [3]

Summ.
3P-H
4P-H

31.90 39.27 45.36 60.52

31.90 38.93 44.80 59.33

32.22 39.57 45.72 61.06

524.5 1.07E4 8.03E5 3.39E7 1.99E9

497.8 9.81E3 7.53E5 3.16E7 1.88E9

509.2 1.03E4 7.84E5 3.34E8 1.98E9

(Summ. represents summation over grouped data)

Table 2: Comparison of the mean diameters and the moments

fitted with 4P-H corresponding to 3P-H

a .06454 0.1119

.02184 0.0672

6 6.5187 8.9568

9.6533 4.5379

X .286338 0.4472

.846385 0.7450

Table 3: Comparison of the parameters for Example 2 from [7]
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Figure 8: Variation of size distribution along the axis of a spray

5. CONCLUSIONS

In this paper the stability problem in estimating parameters of the four-parameter log-hyperbolic distri-

bution was examined by computer simulation and the importance of the sufficiently long tails was identified.

The three-parameter log-hyperbolic distribution was then introduced and shown to be a special case of the

4P-LH distribution. Further simulations indicated that this new distribution did not suffer from the esti-

mation stability problem and gave an equally good representation of measured data for a wide variety of

size distribution applications. Detailed examples were given for spray data and for this application the three

parameter log-hyperbolic distribution can be recommended for future use.
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ABSTRACT

Over the last several years the USDA Forest Service, and other agencies
and companies, have contracted for wind tunnel tests to determine drop size
distributions of pesticides and simulant spray material atomized by nozzles.
These test results have been assembled into a data base presently containing
224 atomization entries. Nearly all spray materials and nozzle types used by
the Forest Service are represented. Access to the data base is through an
interface program DROPSIZE, developed specifically for the data base and
freely available from the Forest Service. Preliminary examination of some of
the data indicates that spray drop size distributions may be correlated based
upon physical properties, but that unique details in the distributions dictate
the continued use of wind tunnel tests.

INTRODUCTION

The drop size distribution of spray material atomized by nozzles
influences the magnitude of evaporation, spray deposition and drift. Several
factors affecting the atomization process and the resulting spray distribution
include nozzle type, hydraulic line pressure, flow rate, shear across the
nozzle orifice and specific properties of the formulation. The details of the
resulting distribution are critical, especially to forest and agricultural
applications, where specific levels of spray material must be deposited to
achieve success and avoid environmental insult. Concerns over aerial spraying
have escalated in the past several years, as has the cost of pesticides. It
is becoming increasingly clear that the physical processes generating the
spray distribution must be better understood. Risk of potential damage from
driftable material is becoming too high.

Under the direction of the USDA Forest Service, wind tunnel tests of
pesticides and simulant tank mixes have been conducted to:

1. Determine the atomization of tank mixes as influenced by hydraulic
line pressure, flow rate, air velocity and shear across the atomizer,
components including adjuvants (chemical, physical and biological) in the tank
mix, viscosity, specific gravity, surface tension and other atmospheric
conditions

.

2. Evaluate the mixing and handling of the tank mix.
3. Develop recommendations for field use of the tank mix.

Atomization results from these tests are then used in selecting the
optimum combination of factors that have a high probability of meeting field
project objectives. Wind tunnel facilities for testing pesticide sprays have
been established and are maintained at University of California. Davis.
California (the pioneering work of Wes Yates and Norm Akesson) ; Cranf ield
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Institute of Technology, England: University of New Brunswick, Canada; USDA
Agricultural Research Service, College Station, Texas: and New Mexico State
University, Las Cruces, New Mexico.

Recently, the entire complement of spray distributions generated for the
Forest Service (224 entries) has been compiled [1] and assembled into an
interactive data base [2] . This paper summarizes the contents of this data
base, reviews the historical approaches suggested for collapsing spray
distribution data, and implements three such approaches as examples of the
usefulness of the data base.

DATA COLLECTION

Numerous researchers have investigated spray distributions that are
essentially water-based [3,4], oil-based [5] and generated from standard tank
mixes [6] . Many other studies have been conducted, but these results are
unpublished or held company proprietary. Generic results from these wind
tunnel tests indicate the following:

1. Shear across hydraulic nozzles caused by nozzle orientation, and
shear across the rotating basket cages of rotary nozzles caused by rotation,
are major factors in break up that produce small drops.

2. Increase in surface tension increases drop size.
3. Viscosity is a minor influence on atomization.
4. Rotary atomizers can become overloaded, resulting in larger drop size

atomization even when the rotation rate is held constant.
5. Most nozzles produce a large number of small drops (less than 56

micrometers in diameter): however, these drop sizes generally represent less
than one percent of the total volume in the spray.

6. Slight changes in some chemical, physical and biological properties
of a tank mix can significantly alter the atomization.

It is this last observation that guarantees the continued use of wind
tunnel tests. Although the development of atomization models (invoking
similarity or dimensional analysis) is currently underway, these models are
envisioned to enhance rather than replace the need to characterize tank mixes
and spray systems. An examination of spray distributions in the above
references indicates a strong dependence upon variables that may not be easily
quantified.

Spray drop size distributions are typically developed by using laser
probes to scan the spray downstream of the nozzle. A flow- through wind tunnel
provides an ambient air stream at the anticipated flight speed of the
aircraft. The typical output from a single nozzle study at a single air
stream speed, and at other specified conditions depending on the nozzle type,
is shown in Figure 1. Here the volume fraction is shown, although the same
experiment will recover the number density as well. The typical gross
features of interest are:

1. Dq -]_: The diameter below which 10 percent of the spray material is

found.
2. Sauter Mean Diameter SMD: the diameter whose ratio of volume to

surface area is the same as that of the entire spray.
3. Volume Median Diameter VMD : the diameter below which 50 percent of

the spray material is found.
4. Dq gi The diameter below which 90 percent of the spray material is

found.
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The ctimulative volume fraction CVF is generally shown, since it tends to
smooth the distribution, de-emphasize details of the peak, and offers a result
that goes between a value of zero and unity. Further operations on CVF offer
the prospects of representing its behavior mathematically. To this point
previous researchers have dealt with limited data. Here, the extensive data
base generated for the Forest Service offers a new look at some old
suggestions for collapsing data.

DATA BASE CONTENTS

Collected from published and unpublished reports, a spray drop size
distribution data base has been compiled [l] . This data base covers 40 spray
materials and 27 nozzle types in 224 unique distributions. Most applications
for these distributions include a variation in air stream speed, angle of the
nozzle to the air stream (where applicable) or hydraulic line pressure or
atomizer rotation rate. The data base is accessed with an interactive program
(called DROPSIZE) that enables the user to extend the data base under linear
interpolation (and extrapolation) between known results for flow rate, air
stream speed, atomizer rotation rate and nozzle exit angle, where applicable
[2]. The code and data base are free from the Forest Service. Table 1

summarizes the spray materials, while Table 2 summarizes the nozzle types
available in the data base.

DATA CORRELATION

Trying to find a way to correlate spray drop size distributions, where
numerous variables can influence the results, has attracted attention to areas
beyond aerial spraying, and has generated niunerous insights into the problem.
Goering and Smith [7] summarize the various techniques that have been
attempted to essentially curve fit CVF. They ended up suggesting a three-
parameter technique (upper limit logarithmic normal [8]) that extends the
standard logarithmic normal approach [9] . The most redeeming feature of the
logarithmic normal representation is the expectation of a straight- line fit
through the data plotted on these particular axes.

Lefebvre [10] offers reasons for finding a suitable mathematical
representation for the CVF distribution:

1. Provide a satisfactory fit to the drop size data.
2. Allow extrapolation outside the range of measured values.
3. Permit easy calculation of mean and representative drop diameters and

other parameters of interest.
4. Provide a means of consolidating large amounts of data.
5. Furnish insight into the basic mechanisms involved in atomization.

The existence of the present data base should continue a process that
began over 55 years ago. What is driving the problem now is the requirement
by the U. S. Environmental Protection Agency for drift data to support
registration and reregist ration of certain pesticides. To provide drift data
the driftable part of the atomization must be known; however, wind tunnel
tests are costly. Therefore, it becomes prudent to seek approaches that might
reduce the need for extensive wind tunnel testing.

DATA BASE EXAMINATION

Preliminary correlation of the data in the data base includes three
examples. These examples correlate the data following the techniques
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suggested previously, and demonstrate how to extend the data base to
conditions not contained in the data base.

1. STRAIGHTFORWARD INTERPRETATION OF LOGARITHMIC NORMAL DISTRIBUTIONS

An examination was made for water released from flat fan nozzles at 90
degrees (normal) to a 100 mph air stream. Four flat fan nozzles (8001. 8004,
8010 and 8020) are contained in the data base with these characteristics.
Their logarithmic normal distributions are shown in Figure 2.

The data is correlated by straight lines on these axes, assuming:

y = a + b X (1)

where x = log ( D ): y = log ( - log ( 1 - CVF ) ) and D = drop diameter (in
micrometers). A least squares fit for all four spray distributions gives;

a = -14.164

b = 2.293 FR'^-^^^-^

where FR is the flow rate through the nozzle (for the 8001 nozzle the flow
rate is 0.01 gal/min) . This correlation collapses the four spray
distributions, and, when compared with the original data, shows a standard
deviation in volume fraction of 0.024.

2. ROSIN- RAMMLER LOGARITHMIC NORMAL DISTRIBUTIONS

An examination was made for water released from a Micronair AU5000.
Seven distributions are contained in the data base: 3750 and 4100 RPMs at 50
mph air stream: 4200, 8000 and 9100 RPMs at 100 mph: and 10850 and 11700 RPMs
at 130 mph. The technique in Example 1 collapsed the data by correlating the
slope of all of the logarithmic normal curves: here, the drop diameters are
first divided by their respective diameters Dq 532* "^^^ diameter below which

63.2 percent of the spray material is found, (as suggested in [10]) before
transformation. The result is shown in Figure 3.

The data is seen to nearly collapse to a straight line, discounting the
leveling off at larger drop diameters. This line may be determined by
Equation 1 where now x = log ( D / D632 ) and y = log ( - log ( 1 - CVF ) )

.

The least squares fit for all seven spray distributions gives:

a = 0.211
b = 2.206

With this normalization, however, the sensitivity of the correlation is moved
to the normalizing diameter Dq 532* Comparison with the original volume

fraction data for all seven spray distributions yields a standard deviation of
0.090, a significant variation, due principally to the curve fit in Dq g32
(which has a standard deviation of 33.9 micrometers). With these simple fits,
significant errors can result in spray drop size distribution, as noted in [6]

for VMD correlations.

3. MUGELE- EVANS ERROR FUNCTION NORMAL DISTRIBUTIONS

An examination was made for the biological pesticide Foray 48B (Bacillus
thurlnglensis) combined with water in several dilutions, for an 8004 flat fan
nozzle at 90 degrees (normal) to a 100 mph air stream. Foray 48B is contained
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in the data base in five dilution factors (0 percent, or undiluted; 5, 10. 25
and 50 percent water added by volume). In this example, the error function
technique [8] , strongly endorsed by [7] , is used to correlate the spray
distributions

.

Goering and Smith [7] give approximate formulae for generating the three
parameters needed to represent each spray distribution:

n = VMD ( Dq.I + Do. 9 ) - 2 Dp.i Dp.

9

^m ;

VMD - Do.l Do. 9 / VMD

^ = Dm - VMD
VMD

5 = 0.394

logic ( )

Dm - Do. 9 (2)

to give

CVF = 0.5 ( 1 + erf ( 5z ) )

z = log ( A D )

Dm - D (3)

and erf is the commonly defined error function. Thus, this approach involves
a best fit to an error function for each spray distribution. For this example
the data was fit with a single curve using the average values for these three
parameters, not including the 50 percent data. The transformed distributions
are shown in Figure 4. It may be seen that the error function fit is quite
good at the lower drop diameters, and becomes progressively worse for larger
drop diameters.

Considerably more work with the data base is needed before deciding on a

recommended curve fit technique. The three examples, given above, suggest
that some data collapse is possible. Sufficient wind tunnel tests will still
be required to define spray distribution limits.

CONCLUSIONS

A preliminary examination of an extended USDA Forest Service spray drop
size distribution data base indicates that data correlation and collapse is
possible. The sensitivity of the curve fits to slight changes in the volume
fraction determines the accuracy of the substituted expressions. Compression
of the spray distribution data may result in some inaccuracies; thus, wind
tunnel tests will continue to be important. Correlation techniques should
however be able to reduce the number of wind tunnel tests required.
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Table 1 Spray materials in the USDA Forest Service data base,

Dipel 6L
Dipel 6L with Triton
Dipel 8L
Esteron
Foray 48B
Garlon
Glycerine
Roundup
San 415 SC 32LV

Thuricide 32LV. 48LV. 64LV
Water
Water with Aatrex
Water with Esteron
Water with Manganese Sulfate
Water with Manganese Sulfate and Nalco Trol
Water with Nalco Trol
Water with Velpar

Table 2 Nozzle types in the USDA Forest Service data base.

Flat fan: 8001. 8002. 8003. 8004. 8006, 8010, 8020
Hollow cone: D2-23, D2-25, D2-45. D3-45, D4-45, D4-46, D8-45. D8-46,

DlO-45
Jet: D8. DIO
Raindrop: RD-7. RD-10
Rotary: Airbi. Beecomist. Micronair AU5000. Micronair AU7000,

Spinner, Unimizer
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Figure 1 Spray drop size distribution volume fraction for a D4-45 hollow cone
nozzle, spraying water, oriented 90 degrees (normal) to a 50 mph air
stream. Pertinent drop diameters: Dq = 131 micrometers; SMD = 223

micrometers: VMD = 263 micrometers: Dq g = 398 micrometers.
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Figure 2 Logarithmic normal distributions for water released from flat fan
nozzles at 90 degrees (normal) to a 100 mph air stream. 8001: open
circles: 8004: closed circles: 8010: open rectangles; 8020: open
triangles

.
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Figure 3 Rosin- Rammler logarithmic normal distributions for water released
from seven Micronairs rotating at different RPMs. Data are open
circles. Line is least squares fit to all of the data.
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Figure 4 Mugele -Evans transformed distributions for Foray 48B combined with
water in five dilutions, and released from an 8004 flat fan nozzle at
90 degrees (normal) to a 100 mph air stream. Open circles are 0. 5,
10 and 25 percent dilution data: closed circles are 50 percent
dilution data. Error function curve fit to open circle data is line.
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ABSTRACT

A theoretical study of polydisperse spray jet far-field diffusion flames is presented. In order to

analyze the influence of initial droplet size distribution on the flame, a comparison of four kinds of

initial droplet size distributions is carried out. These are: (A) a spray of "small" droplets of

diameters initially within the range of 20-25.2 p,m; (B) a "bimodal" size distribution with spray

droplets initially in two size groups: "small" 20-25.2 ^m, and "large" 80-100.8 |J.m; (C) all droplets of

the spray are initially of an "average" size of 40-50.4 jxm; (D) all droplets are initially "large" and

are within the limits of the size group of 80-100.8 )xm. All other parameters such as: the flow field,

the total amount of injected fuel, the evaporation model and the chemical reaction model are kept the

same for each of the four cases. The theoretical analysis includes solutions for the spatial evolution

in local droplet size distributions which determine the amounts of fuel vapors which are locally

released via the evaporation process. Thus, solutions of the present study encompass the mutual

relations between local droplet size distributions, local fuel vapor concentrations, and the spatial

temperature-field distribution resulting from the combustion process. The spatial variations of these

physical properties are explained in the paper, emphasizing the differences between the four kinds of

initial droplet size distributions. Significant differences are found in the concentration of droplets

and fuel vapors in the far-field and in relatively cold areas in the jet's outer envelope. These

differences strongly depend on the initial size distribution and may also be important in future

studies of emission of pollutants. Two other important conclusions of the present study are: first,

that a spray of an initial "bimodal" size distribution cannot be replaced by and initial "average" size

distribution, and second, that the presence of "small" droplets in the initial size distribution

significantly affects the behavior of the "large" droplets in the spray flame.

INTRODUCTION

There is a series of questions that spray flame researchers often raise. For instance, can a

polydisperse spray be represented by a group of droplets of an "average" size in the theoretical

analysis of spray flames? How does a spray flame resulting from a "bimodal" initial size distribution

of droplets initially in two size groups: "small" and "large" (and nothing in between) differ from a

spray flame of droplets of only an "average" size? What are the changes that can be expected in a

flame resulting form a spray of only "large" droplets, if "small" droplets are added to the initial

size distribution? In the light of the latter question, what should be the accuracy required by

modellers in measurements at upstream stations (which may serve as initial conditions for computations)

in terms of the boundaries of the spectrum of droplet sizes in pointwise spray histograms?

These are a few of the important questions that spray flame modelers face nowadays, especially in
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light of the rapid development in measurement techniques [1-12] which supply plenty of experimental

data on pointwise droplet size distributions of polydisperse sprays in combusting systems [13,14].

In recent years, comprehensive experimental data on downstream changes in spray characteristics of

fuel droplets produced by a twin-fluid (air-kerosene) jet atomizer have been reported by a group of

researchers: Yule, Ah Seng, Ereaut, Felton, Ungut and Chigier [3,15-19]. TTiese experimental data

indicate the existence of 3 zones in the twin fluid atomizer flow field:

(i) The "atomization zone", (up to some 50 nozzle diameters downstream [19]). Within this zone

the break up of the liquid fuel jet into droplets occurs.

(ii) The "near-field" is defined here as the zone that starts immediately after full atomization

has been accomplished. The "near-field" is characterized by large differences in momentum
between the two phases (the droplets and the surrounding atomizing air).

(iii) The "far-field" is defined here as the downstream zone that follows the "near-field" where

experimental data essentially show that most of the droplets travel at a velocity which is

close to the host fluid velocity field.

On the basis of these experimental data, theoretical simulations of the far-field downstream

changes in the integral droplet size distributions and in pointwise spray histograms, have been

presented [20, 21], for "cold" and "heated" sprays (i.e. sprays that are introduced to a preheated

environment so that vaporization rates are increased, but with combustion occurring).

As to combusting spray jets, effects oiF far-field coalescence effects on flame height, on maximum
flame temperatures, and on the flux percentage of droplets which may "survive" the flame were analyzed

by Greenberg and Tambour [22]. They also analyzed [23] the effects of total fuel mass fractions on

flame behavior by comparing various flames of the same initial polydisperse size distribution, but of

different fuel consumptions.

These two studies serve as a basis for the present study regarding the solution procedure for the

flow field equations and the spray model (although coalescence of droplets will not be considered

here). Since the purpose of the present study is to shed light on the issues raised in the beginning

of the introduction, we focus here on the comparison between four initial droplet size distributions.

These are: (A) "small" droplets (20-25.2 ^m); (B) "bimodal" distributions: "small" and "large" (20-25.2

^m and 80-100.8 ^m); (C) "average" (40-50.4 \im) and (D) "large" (80-100.8 \im).

The evaporation model and the chemical reaction model are kept the same for each of the four

cases. Also kept the same are the flow field parameters and the total amoimts of injected fuel (a mass

fraction of 20%).

As previously indicated, the present study is limited to the far-field flow. A more advanced model

for jet spray flames which includes the near-field is present being developed by the authors and will

be reported.

To analyze the effects of initial droplet size distributions on spray jet diffusion flames, one

has to rely on pointwise polydisperse spray histograms at a given up-stream station, which serve as

initial conditions for the computations. Thanks to advanced measurement techniques, such pointwise

spray histograms have been reported by experimentalists [12-14]. They are usually of a "bar-graph"

shape, where each "bar" corresponds to the concentration of droplets within a defined range of droplet

diameters, i.e. each "bar" corresponds to a size group of droplets, or a size section.
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Thus, in a similar way, in the present study the local pointwise, polydisperse size distributions

are divided into ten size-groups (sections) according to the following droplet diameters: 0-20;

20-25.2; 25.2-31.8; 31.8-40; 40-50.4; 50.4-63.5; 63.5-80; 80-100.8; 100.8-127; 127-160 ^m.

Conservation equations for each section are used to represent the spray. Derivation of these equations

has been described in detail in previous publications [20-26]. Relevant data is also given in Ref.

[23].

RESULTS AND DISCUSSION

In order to analyze the influence of initial droplet size distribution on the flame, a comparison

between four kinds of initial droplet size distributions is carried out. These are: (A) a spray of

"small" droplets of diameters initially within the range of 20-25.2 jxm. (B) a "bimodal" size

distribution with spray droplets initially in two size groups: "small" 20-25.2 jim, and "large" 80-100.8

|im. (C) all droplets of the spray are initially of an "average" size of 40-50.4 ^im. (D) all droplets

are initially "large" and are within the limits of the size group of 80-100.8 [im. For each of the

above cases, the initial mass fraction of the spray is 15%, whereas in the "bimodal" distribution,

these 15% are equally divided between the small droplets and the large ones.

In Figs. la,b, variation of integral fluxes of the liquid phase (i.e. droplets) and the

corresponding fluxes of fiiel vapors along the axial direction is shown. The integral values at each

downstream axial station were obtained by integration of the relevant fluxes over all radial distances.

The spatial contours of spray mass fractions and spray pointwise histograms are presented in Figs.

2,a,b,c,d, whereas the corresponding contoiu-s of the fuel vapors are shown in Fig. 3.

At the initial upstream station, where the spray is introduced, we assume that the flow already

contains a certain amount of fiiel vapors (5% for all cases "A" to "D"). Thus, the fuel vapor fluxes in

Fig. la all start from the same value. For all cases the initial fuel vapor flux decreases as vapors

are consumed by the flame. However, immediately afterwards a significant increase in fuel vapor flux

is noticed in case "A" (when only small droplets are present) due to the rapid evaporation of small

droplets. This is consistent with the corresponding sharp decrease of the liquid fuel flux for this

case in Fig. lb. Eventually, all fuel vapors are consumed by the flame further downstream.

The "average" size spray, case "C", exhibits a similar pattern, although the evaporation rate is

smaller. In case "D", of only "large" droplets, the evaporation rate is even smaller, so that vapors

are consumed by the flame before having a chance to build up a high local concentration.

It is interesting to compare the behavior of the "bimodal" size distribution, case "B", with all

other cases. First, there is a build up of fiiel vapors due to the evaporation of the small droplets,

(similar to what happens in case "A"), and then, the large droplets manage to survive deeper into the

flame and are noticeable further downstream (see Fig. lb).

The influence of "large" droplets (80-100.8 ]im) on the flame in case "B" is different from that of

case "D". When all the injected droplets are "large", case "D", droplets and fuel vapors are found

further downstream and at larger radial distances at the edges of the jet (see Figs. 1, 2d and 3d) and

in relatively "cold" areas (see Fig. 4). In case "B", "small" droplets (20-25.2 ^m) are present in the

initial size distribution beside the "large" ones and significantly affect the behavior of their

"large" neighbors. The small droplets evaporate faster and their fuel vapors feed the flame. As a

result, high temperatures develop at shorter downstream distances ^(compare cases "B" and "D" in Fig. 4,

note that the "D" flame does not reach the temperature of 2100 K) and thus enhance the evaporation of

the "large" droplets. These effects are most pronounced at downstream stations x=0.1 m and x=0.2 m, as

can be seen in Figs. 2b and 2d by comparing the corresponding spray pointwise histograms of case "B"
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with those of case "D". (Note that the change in scales as one marches downstream. As the spray

-1 -2. -2 -3 -4
evaporates, scales change from 10 (or 10 ) to 10 and further downstream to 10 , (or 10 )).

Another interesting observation regarding the downstream pointwise histograms is their

staircase-shape, ending in a precipice. Such a sh^ is visible not only for a "single-bar" initial

size distribution (cases "C" and "D"), but also for the initially "bimodal** size distribution (case

••B").

CONCLUSIONS

To sununarize, the influence of initial droplet size distributions on polydisperse spray jet

far-Held diffusion flames has been analyzed. A comparison of four different kinds of initial droplet

size distributions has demonstrated the direct link between these initial conditions and the spatial

spreading of the fuel droplets and vapors in the jet's far-fleld, emphasizing the importance of the

small droplets when they are present in the initial size distribution beside the large ones. Finally,

a "bimodal" size spray and an "average" size spray have been compared showing the differences in fuel

vapor distributions and in other flame features.
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Fig, 1: Variation of fiiel-vapor flux and liquid-fuel flux along the axial direction, (each point on the

graph represents integral values of the fluxes over all radial distances of the jet).
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TABLE 1

Sectional Vaporization Coefficients

>pr 1 1 on
nn

1
Droplet Diameter

|

1 1

1
(/-m)

1

Number of
Monomers '

1

(tAm ^ 1K^m. ) 1

J

1 0.0 - 20.0 1 0.011250 0.003749
2 20.0 - 25.2 2 0.006672 0.002340
3 25.2 - 31.8 3 - 4 0.004178 0.001498
4 31.8 - 40.0 5 - 8 0.002657 0.000937
5 40.0 - 50.4 9 - 16 0.001668 0.000591
6 50.4 - 63.5 17 - 32 0.001051 0.000372
7 63.5 - 80.0 33 - 64 0.000662 0.000234
8 80.0 - 100.8 65 - 128 0.000417 0.000148
9 100.8 - 127.0 129 - 256 0.000263 0.000093

10 127.0 - 160.0 257 - 512 0.000166

Monomer
E(T) =

Diameter:
980.0(1.0+7.

20.0(/Am)

423E-7(T--300. 0)**2.7548) ^mVs)
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ABSTRACT

A method for solving the inverse Fraunhofer diffraction problem is presented. The singular value

decomposition is used to obtain a solution for the linear system of equations relating an unknown size

distribution to a measured diffraction pattern. By using only the larger singular values, an approximate

solution is calculated which solves the problem to within the accuracy warranted by uncertainties in the

data. The method is stable in the presence of noise, and it is capable of resolving multimodal distributions.

Results for both numerical simulations and experimental data are presented.

INTRODUCTION

The size distribution of an ensemble of particles can, in principle, be determined from light scattering

measurements. When the particles are larger than a few microns, the angular distribution of scattered light

is readily calculated from Fraunhofer diffraction theory. The inverse problem, which is the determination

of the size distribution from the diffraction pattern, is more difficult. With varying degrees of success, an

iterative method [1], integral transforms [2], and a regularization method [3] have all been used to solve the

problem. In this paper a quick, easy-to-use procedure, which relies on the singular value decomposition, is

discussed.

Swithenbank et at. [4] describe an apparatus, represented schematically in Fig. 1, which measures the

angular distribution of scattered light in the near-forward direction (the diffraction pattern). The first lens

to the right of the spatial filter coUimates the expanded incident beam. The detector, which is a two-

dimensional array of concentric, semi-circular photodiodes, is one focal length from the transform lens, so it

is effectively an infinite distance from the particle cloud. The two lenses provide adequate, but not the only,

conditions for Fraunhofer diffraction; they ensure that the incident light and the diffracted light are parallel.

Additionally, the particles must be larger than the wavelength of the light. For the sake of simplicity, the

particles are assumed to be opaque spheres in the formulation of the scattering problem.

THEORETICAL BACKGROUND

Highlighting the mathematical development of Swithenbank ei al.[4], the intensity of light diffracted

by a sphere of radius a is:

I = Io
kau (1)

where k = 2ir/\ is the wavenumber, A is the wavelength of the light source, u « r/f is the scattering angle,

r is the radial distance at the plane of detection, / is the focal length of the transform lens, Iq is the intensity

at the center of the pattern, and J\ is a Bessel function of the first kind of order one. This function is shown
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in Fig. 2. The fraction of the total incident energy, L{u)o), contained within a circle of radius in the image
plane, centered on the geometrical image, is obtained by integrating the right hand side of Eq. (1) over the

enclosed area to give

L{uo) = 1 - J^{kauo) - J^{kaLOo)
, (2)

where Jo is a Bessel function of the first kind of order zero. The energy, E(ui
,
W2), contained within concentric

circles of radius wi and W2 is

^(wi,W2) = Crra^ [{j^{kaui) + J^(kaui)) - {J^{kau2) + Jl{kau2))]
, (3)

where a;2 > wi and C is a constant that depends on the laser power.

Photodiode Array

Laser

Particle

Field
-/

Beam Expander
Spatial Filter

Transform
Lens

Photodiode
Array

Incident

Light

Figure 1 : Schematic of the Fraunhofer diffraction

apparatus.

Figure 2: Fraunhofer diffraction for a sphere.
1

2

The function I = Iq
2Ji(kc

kaw

In the absence of multiple scattering, Eq. (3) can be written for a polydispersion as

m
E{uii,U2) = C-K^Niof [{JlikaiUx) + Jl{kaiUJi)) - {jUkaiU^) + Jl{kaiUJ2))]

, (4)

i=l

where the sum is over m sizes and Ni is the number of spheres of radius a,-. Equation (4) may be easily recast

in a form relating the energy to the weight rather than to the number of particles since AT,- = 3Wi/4Trafp
,

where Wi is the total weight of particles of radius a,- and p is the density of the particles, which is assumed

to be size independent. Upon substitution, the result is

(5)

1=1

where C = 3C/4p. Since the incident beam is not of uniform intensity, it is necessary to assume that

the particles are moving through the beam without a correlation between size and velocity and that the

measurement time is sufficiently long so that a representative portion of the sample passes through the

beam.

If there are n photodiodes, one can write n linear equations in the form of Eq. (5)

Tw = e
, (6)

where e is a vector with n components e,-, which is the light energy falling on diode i in the detector array,

T is an n X n matrix with components i,j , which is proportional to the light which has been diffracted by a

particle of diameter dj falling on the i"* diode, and lo is a vector with n components wj , which is the weight

fraction of particles of size dj . The expression for tij is

"
dj

j2 f T^djr2i-i \ . ,2 ( Trdjr2i-iW / 2 / T^djr2i \ 2 ( ^•^2A A
(7)
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where r2i-i and r2i are the inner and outer radii of the i*'* diode. The constant C need not be included

since the results are to be normalized, that is, Wi = l^£/^"=i
Physically, Eq. (6) means that any diode receives scattered light from the entire range of particle sizes.

However, the maximum energy diffracted by a sphere of diameter dj falls on the perimeter of a circle (at the

detector) with radius r, which is determined from the solution of

0,

(which is the derivative of Eq. (2)) where J2 is the Bessel function of order two. The solution, calculated

numerically with Newton's method, is irdjr/Xf = 1.356602 , or

dj = 1.356602— . (8)
7rr

Using this result, a mean particle diameter can be associated with each diode. Likewise, the lower and upper

limits of each size class are determined from the outer and the inner radii of the diode, respectively. Any
size classes may be chosen as long as the minimum and maximum particle diameters present in the sample

are encompassed and the smallest size is larger than the wavelength.

This work was motivated by the need to rapidly obtain a size distribution from the measured diffraction

pattern for the purpose of process control. Using the singular value decomposition, the size distribution can

be determined directly, without the need to invoke an iterative procedure.

THE SINGULAR VALUE DECOMPOSITION

The singular value decomposition of a matrix T is a factorization

T = USV'^

of T into the product of orthogonal matrices U and V and a diagonal matrix 17 = diag(<Ti, cr2, . .
. ,

cr„),

where T indicates the transpose. The numbers <Ti, which are called the singular values of T, are nonnegative

and are traditionally ordered so that <ti > (T2 > • • > (Tn. There are efficient, stable algorithms for computing

the singular value decomposition [5, 6].

The solution of the system Tw = e, may be expressed in terms of the singular value decomposition as

follows. Let U and V be partitioned by columns in the form

U = {uiU2 ... Un) V = (Vi V2 ...

If T is nonsingular, its singular values are all nonzero, and by the orthogonality of U and V we have

" vJe
w = T-^e = VS-^U'^e =V -^vj . (9)

When some of the singular values are small compared to crj , the solution is ill-conditioned; that is, it

is very sensitive to perturbations in e and T. Stable approximate solutions may sometimes be obtained by

truncating the sum, Eq. (9):

^(fc) = ^_J_„^..
(10)

In ill-posed problems, such as the one under consideration here, the truncated solutions behave in the

following manner. As k increases, the accuracy of w^''^ increases up to a point, after which the solutions

become increasingly inaccurate. To see why this happens, note that from Eq. (9)

,. 1,2
^^l"7«l'
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Solutions obtained by application of Eq. (10) to the scattering signature calculated from Eq. (11) with
superimposed noise for a log-normal distribution with <Tg = 0.5 and Dg = 45 /xm are presented in Fig. 3. The
limits of integration were dmin = 6 fim to dmax = 500 fim. The input distribution was obtained through

quadrature of the probability density function over size classes corresponding to those of the diffraction

instrument. In the absence of noise, the reconstructed distribution was indistinguishable from the input

distribution.

The Sauter mean diameter, D32, is

r PiD)dD
^32 = TOO , ,f^PiD)D-^dD

(SLi«;.dr')

where P{D) is on a weight basis. For the original distribution, D32 = 39.7 fim while for the distributions

determined from the noisy data D32 = 39.6 fim (0.3% noise) and D32 = 39.4 fim (2% noise).

The solutions for a Rosin-Ranunler distribution with a = 50 fim and fS = 3.3, are shown in Fig. 4.

For the original distribution, D32 = 38.6 fim while for the distributions determined from the noisy data

D32 = 38.7 fim (0.3% noise) and D32 = 38.6 fim (2% noise).
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For both cases, in the presence of 0.3% noise, the first twelve singular values {k = 12) were used, while

for 2% noise only the first nine singular values {k = 9) could be used. This suggests that the solution can

be determined directly, without the need to calculate the residual at each step in building the solution, once

the magnitude of the noise has been determined.

The solutions for the 50 fim monodispersion shown in Fig. 5 are less satisfactory. Although the principal

mode is located correctly, several small, fictitious modes appear. Even the solution corresponding to the

noiseless data indicates this. Part of the problem lies in the derivation of T. None of the dj from Eqn. (8) is

50 fim, so a meaningful, exact solution of Tw = e does not exist. This suggests that a choice of size bands

other than those dictated by Eq. (8) may improve the results.

The solutions for the polydispersion made up of the sum of three log-normal distributions are shown in

Fig. 6. The probability density function is simply P{D) = Pi{D) + P2{D) -\- P3(D) where the parameters

associated with the subscripts 1,2, and 3 are ((Tgi,Dgi) = (0.3,25 fim), {(Tg2,Dg2) = (0.15,63 fim), and

{(Tg3, Dgs) = (0.2, 125 fim). For noiseless data, the original distribution was recovered exactly. With added

noise, the modes are correctly resolved although some of the weight fractions are off the mark.

In all of these simulations, the noise added to a particular e,- was in many cases on the order of 20 — 30%
of that e,- which is unrealistically large. In order to get a better estimate of the noise, some experimental

data were gathered.
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From physical considerations we know that w is bounded. Consequently, the inner products uje must

decrease at least as feist as the aj. (Actually, since the small singular values correspond to high frequency

components in the solution, the inner products tend to decrease more swiftly than the singular values.)

Now this decrease in the inner products would cause no harm if we could calculate them accurately.

However, because e is inevitably contaminated with error, small inner products cannot be computed accu-

rately. To see this, let us assume that what we actually measure is the vector e + g, where the components

of g are uncorrelated, with mean zero and standard deviation s. Then the inner products we calculate are

vje + vjg. Since \\vj\\ = 1, the standard deviation ofvjg is s, which is independent of j. For small values

of j, the inner products are generally quite large and are computed accurately. But as their value decreases

toward s, they become increasingly inaccurate, until finally they are overwhelmed by the error term vjg.

This error appears in the solution as the vector

whose size is approximately s/aj. Since the aj are decreasing, the error in the solution grows.

This informal analysis suggests a heuristic for bounding k. Estimate the errors in e and scale the rows

of the equation Tw = e so that all the errors are roughly equal to a single value, say s (n.b., the scaling

must be done before the singular value decomposition is computed). Then k should be chosen so that the

inner products uJe remain larger than s.

Note that our heuristic does not give a predetermined value of k—just an upper bound. A more

delicate analysis would take into account the size of the error compared to the size of the solution and the

errors introduced in the derivation of T. However, formulas based on such analyses are very sensitive to the

underlying assumptions, and it is better to base the choice of k on simulations and experiments with real

data, to which we now turn.

RESULTS AND DISCUSSION

Simulations

To gain a sense of the accuracy of solutions found through the singular value decomposition, numerical

experiments were carried out. Light energy distributions were determined from the log-normal and Rosin-

Rammler (or WeibuU) distribution functions. The log-normal probability density function by weight is

PiD) = ^ exp [-{\nD- InD.f/ia'^]
,

\/ZTrLJ(Tg

where D is a random variable representing the diameter, > 0 is a scale parameter equal to the geometric

mean diameter, and erg > 0 is a shape parameter equal to the geometric standard deviation. For the

Rosin-Rammler distribution, the probability density function by weight is

PiD) = -^D''-'exp[-iD/af],

where a > 0 is a scale parameter, and ^5 > 0 is a shape parameter. The mode of this distribution is

q;(1 — l/pyl^ if > 1- The constant j3 is & measure of the width of the distribution and a essentially

determines the mode. The theoretical light energy distribution was calculated by numerically integrating

the product of the density distribution function and Eq. (7) over the range of sizes in the .•^..miple

where dmin and dmax are the diameters of the smallest and largest size particles present. To determine

the resolution capability of the method, the theoretical scattering signature for a monodispersion of spheres

with diameter dj was obtained from Eq. (7). The same procedure was carried out for a polydispersion

composed of the sum of three log-normal distributions. Uniform noise levels on the order of 0.3% and

2% of the maximum diode value were superimposed onto the theoretical scattering signatures and the size

distributions were recalculated.

dD
, (11)

345



1 00

c75H
a>

o
50 ^

0)

Q_

^25

5 OH

-25
10

- Input Distribution
OX Noise

0 0.3X Noise
A 2% Noise

-I—I'TTnj- 1 T I I T I I

10' 10'

Diameter (miti)

15

o
a>

^ 5H

OH

-5
10^ 10

- Input Distribution
0 0.3X Noise
A 2X Noise

10' 10'

Diameter (/xm)

-T—I' r I I IT

0^

Figure 6: Reconstructed polydispersion of the

sum of three log-normal distributions {agi,Dgi) =
(0.3,25 fim), {(Tg2,Dg2) = (0.15,63 /xm), and

l'Tg3,Dg3) = (0.2, 125 /im).

Figure 5: Reconstructed monodispersion of

50 fim spheres.

Experimental data

In the derivation of T it was assumed that the particles were opaque spheres. The derivation is also

valid for circular apertures or opaque discs. A calibration reticle [7], consisting of a random two-dimensional

array of chromium discs on a quartz substrate, was used to obtain experimental scattering data from an

instrument like the one described by Swithenbank et al. [4]. The size distribution of the discs is approximately

Rosin-Rammler with a = 53 //m and /? = 3.2. The average deviations of the signals from the diodes were

experimentally found to be less than 0.3% of the maximum diode signal. The distributions of the signals

were not Gaussian due to fluctuations in the intensity of the light.

Results for the reticle are shown in Fig. 7. The circles correspond to the weight fractions of the discs

on the substrate, to which a correction has been applied to account for the Gaussian intensity profile of the

incident beam [7]. Calculated from the known distribution, D32 = 40.3 /im [7]; calculated from the inverted

data, Dz2 = 40.2; /im. Despite the good agreement, the residual was somewhat larger than those for the

simulated two-parameter distributions. This is because about 10% of the discs overlap — the diffraction

model does not account for overlap, just how these should be counted is uncertain.

Figure 7: Reconstructed size distribution for the calibration reticle.
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CONCLUSIONS

An easy-to-use method of directly solving the inverse Fraunhofer diffraction problem has been demon-

strated. This method works well for polydispersions even in the presence of noise. When applied to monodis-

persions or multimodal distributions, it accurately determines the modes although it tends to spread them

out over more than one size class. No technique exists which does not suffer from this deficiency. Be-

cause the method is direct, it requires less computational time than iterative procedures, making the use of

diffraction-based particle sizing instruments for process control feasible. A singular value analysis is often

useful when dealing with ill-posed problems. Its application to the system of equations produced by quadra-

ture of Fredholm integral equations of the first kind, which arises from an alternative formulation of the

inverse diffraction problem, will be the subject of a future publication.
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NOMENCLATURE

a, ai radius of sphere

c ratio of consecutive mean diode radii

C,C' constants dependent on the laser power

D, geometric mean diameter, parameter of log-normal distribution

D32 Sauter mean diameter

dj diameter of sphere

rf ff"'max ) "mtn m QVi mi 1m n mi n imiim ct^ n^Pf^ H 1 am i^pcXiicLA.iiiiU.iix diiu. iiiiiiiiiiLiiii o^iicic: uiciiiictc:io

E energy falling on the image or detection plane

energy falling on i^^ photodiode

/ focal length of transform lens

9 noise vector

I inteniity 01 difiracted light in the image plane

h intensity at the center of the diffraction pattern

Bess ;1 function of the first kind of order 1/

k wavenumber

L fraction of diffracted energy

Ni number of particles

n nurriber of terms in summations, matrix dimension

P{D) probabilty density function in the random variable D,

representing particle diameter in this application

r, Vi radial coordinate in the plane of detection or diode radius

T
,
tij scattering matrix of which tij is an element

T transpose operation

s standard deviation of the noise

U, Uij orthogonal matrix of the singular value

analysis, is an element of U
V, Vij orthogonal matrix of the singular value

analysis, Vij is an element of V
Wi , Wi total weight of spheres, Wi is the cooresponding weight fraction

a scale parameter of Rosin-Rammler distribution function

13 shape parameter of l osin-Rammler distribution function

A wavelength

P density of a particle
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diagonal matrix of the singular values, (T,-, of T
geometric standard deviation, parameter of the log-normal distribution function

dimensionless radial distance in the image plane
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Abstract
The angular pattern of the polarization ratio 7(^)=Chh(^)/Cw(^) of

light scattered by droplets has been computed according to the Lorenz-Mie
theory in the size range from 0.02-^50/xm. It was found that the scattering due
to the smaller droplets with typical size around l/zm is dominated by surface
waves effects and the angular pattern presents relevant polarization peak in
the backscattering region. This scattering feature has been successfully applied
to the characterization of aerosols of light and heavy oils with a Junge size
distribution function. The angular pattern of light scattered by sprays of
heavy oil atomized by air assisted nozzle presents a similar maximum of the
polarization ratio in the backscattering region, thus showing that a large
concentration of micron-sized droplets are present also in this condition. A
quantitative comparison of the data with the Lorenz-Mie Theory indicates that
the overall size distribution of the sprays is bimodal and that the atomization
efficiency has large influence on the ratio of the number concentration between
the smaller particles and those larger than 20/im.

Introduction
The determination of the size distribution of the droplets is certainly

one of the most important problem for studying atomization and spray evolution.
The greatest part of the equations proposed in the current literature derives
directly or indirectly from measurements method based on visualization of the

droplets (1) . Now in practice it is almost impossible to visualize a droplet
smaller than 3-4/im employing radiation in the visible range, according to the

Rayleigh criterium (2); by consequence the lower part of the size distribution
is neglected or improperly taken into account.

Light scattering does not suffer this limitation and allows, in line of

principle, to determine the size and the optical properties of droplets of any

size. In fact when the droplets can be considered as spherical objects the

Lorenz-Mie theory provides an exact framework for the interpretation of their

experimental angular distribution of the scattered light and their extinction
coefficient. The systematic measurements of the angular pattern of the pola-

rized components of the scattered light and their comparison with the theory

have been carried out by our group in the last years in single droplets furna-

ces, sprays and flames (3-6). It was found that the polarization ratio 7(^)
between the horizontally polarized scattered light and the vertically polarized
one is a quite sensitive function of the size and optical properties of the
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scatterers. More particularly, the polarization ratio in the side scattering
region around ^=90° allowed to estimate the presence in the spray of droplets
much smaller than those normally reported in the literature. However these
studies were based on the hypothesis that the size distribution function was
monomodal; an attempt to obtain the droplets size distribution of a light oil
spray from the inversion of the scattering spectrum in the u.v. , across the
threshold of the absorption band, did not give conclusive results for the
numerical instability of the inversion method (7).

This paper has the purpose of measuring and interpreting not only the
side scattering region, but the whole polarization pattern, with particular
emphasis to the backscattering regions, in order to asses the presence and role
of droplets smaller than 3-4/im. A preliminary theoretical section contains some
numerical results of the Lorenz-Mie theory and summarizes the different regimes
of scattering from the limit of very small particles where they behave as
Rayleigh dipoles to the limit of very large spheres where the scattering is

described by ray optics. The experimental section discusses firstly the results
obtained on aerosols produced from both light and heavy oils in comparison with
the prediction of the theory. The same type of analysis is then extended to

sprays of heavy oils, produced by a home designed internal air assisted nozzle.
The final part of the communication discusses potentialities and limits

of the scattering diagnostics and point out the relevances of the results on
the size distribution of the smaller droplets for a more deep insight on the
processes of atomization and spray evolution.

The angular patterns of the polarization ratio computed by the Lorenz-Mie
theory

The Lorenz-Mie theory provides expressions for the angular scattering
cross sections in terms of infinite series (2,8):

C^(^) =
[2^) ? {

^n^n(cos^)+bnrn(coso}
|

(1)

^Hh(^>
=

[2^] ? {
bn^n(cos^)+anrn(cos^)|

|

(2)

where Cw(^) and Chh(^) the vertically and horizontally polarized scatter-
ing cross sections respectively and 6 is the scattering angle. The dependence
of the scattering on the size parameter a=7rD/A and on the complex refractive
index m=n-ik is contained in the functions a^ and b^, wich represent the

strength of the electric and magnetic multipoles of the scattered field, while
its angular distribution is determined exclusively by the functions

7rn(cos^)=Pn(^) (cos5)/sintf and r^Ccos^ )=d[Pn(^) (cos^ ) ]/d^ , where Pn^^^ are

associated Legendre functions of the first kind and order n. A discussion of
the properties of the Lorenz-Mie series can be carried out only numerically and

fig.l illustrates how the ratio )=Chh(^)/Cw(^) > defined as the polarization
ratio, varies with the sizes of the droplets in the range 0.02-5-50/im at the

reference wavelength of 500nm, for two kinds of hydrocarbon mixtures. The right
side of fig.l contains the results computed for a typical light oil mixture
transparent in the visible and the left side refers to a heavy oil mixture
partially absorbing at A=500nm. When the size of the droplets is very small
respect to the incident light wavelength, only the electric dipole term of the

series of eq. 1-2 contributes to the cross sections and the sphere scatters

according to the Rayleigh law with 'y(0)=cos'^ 9 . If the size is slightly increa-

sed the magnetic dipole term and electric quadrupole terms are relevant and the
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1 Angular patterns of the polarization
ratio computed by the Lorenz-Mie
theory for heavy oil (left) and light

oil (right).

minimum of the polarization
becomes shallower and shifts in
the backward direction, as^ it

appears for the first curves of
the upper part of fig.l. As the
diameter of the droplets
increases , more a^ and b^
functions contribute apprecia-
bly to the series. It can be
shown that the infinite series

5.00 can be truncated approximately
after n* terms with n*=^

a+(a)^/^ and the terms included
in the interval a-(a)^/^ and
a+(a)^/^ defines the "edge
domain" (9) . The a^ and b^
functions in this range present
strong resonances with the size
reaching values much higher
than the other non resonant
terms of the series (10) . A

1^1.20 physical interpretation of this
behaviour is that when the

i0.6Q sphere is rather small the
incident radiation interacts

0.00 more strongly with a limited
region above and below the
surface of the particle than
with its internal part. Thus
the scattered light has mainly
the character of a series of
surface waves travelling near

the cross sections in this size

:4.00

2.00

the boundary of the sphere (11). Furthermore
range shows also strong variations with the scattering angle due to the oscil-
latory behaviour of the first associated Legendre functions which define their
angular distribution. The angular pattern of polarization becomes a very
sensitive function of the size of the scatterers but many of its details are
confusing and not relevant when an ensemble polydispersed spheres is consid-
ered. Therefore the computations for the size range from D=0.5/im to D=5/im pre-
sented in the central part of fig.l are obtained by averaging the monodisperse
case over a AD interval of ±0.254/im and a A^ interval of ±1.6°. It appears that
the resonances peaks are smeared out in the greatest part of the angular
pattern, where the polarization ratio is close to one, with the evident excep-
tion of a relevant peak of positive polarization in the backward region. The
angular position and the values of the polarization ratio at the peak changes
noticeably with the size and the real part of the refractive index while the

absorption index has a lesser influence, as is expected for particles with very
large surface to volume ratio. Physically the constructive interference of
surface waves in the backscattering is related to complex, and still not
understood, mechanisms which are responsible of the glory for larger spheres

(9). For droplets larger than 5/Ltm the number of a^ and b^ functions which
contribute significantly to the series becomes larger and consequently the non
resonant terms outside the edge domain are progressively more relevant. Fol-

lowing the van de Hulst (12) correspondence principle these terms are associ-

ated to rays with different impact parameters and are diffracted, refracted or
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reflected, according to the laws of ray optics.
The difference between transparent and absorbing droplets becomes quite

important in this scattering regime, as it is illustrated by the lower part of
fig.l where the angular pattern of polarization ratio are reported for trans-
parent and absorbing droplets ranging from 10/im to 50 /zm. For the transparent
case, shown in the right side of the figure, the 7-ratio in the forward follow
quite closely that predicted by the geometrical optics considering the contri-
bution of refraction and external reflection. The minimum of the polarization
ratio in the backward around tf=160* is instead due to the developing of a
strong rainbow which is preferentially polarized in the vertical plane. Scat-
tering effects due to surface waves are still recognizable in the side scat-
tering region where the polarization ratio is higher than that predicted by
external reflection, and in the backward, beyond the rainbow, where strong
oscillations due to glory effects are present.

The angular patterns of the polarization ratio for partially absorbing
droplets show quite different trends, as it appears from the lower left side of
fig.l. There is no maximum of the polarization ratio in the forward because the

refracted rays are more and more absorbed inside the droplets as its size
increases . For the same reason the minimiam of polarization at the rainbow angle
barely is present for lO^xm droplets and disappears for larger spheres

.

Also surface waves are heavily damped by absorption and no glory charac-
teristics develop in the backward. Therefore 50/im droplets have an angular
polarization pattern identical to that of a purely reflecting sphere with a

deep polarization minimum at the Brewster angle.

Experimental Apparatus and Procedures
Experiments were carried out on clouds of droplets of commercial oils: a

light oil with m=1.48-i-1.38-10-5 and a heavy oil with ra=1.55-i-l. 00-10-2 ^t

A=488 nm. The complex refractive indexes of the fuels were determined in the

following ways: the real parts were determined measuring the Brewster angle
while the imaginary parts were determined using a spectrophotometer.

The clouds were generated by two methods: the finer distribution were
obtained employing
a commercial
pneumatic aerosol
generator (the

heavy oil was
diluted with 90%

dichloromethane in
order to reduce
its viscosity)

;

the sprays were
produced using an
internal mixing
air assisted
nozzle, whose
scheme is reported
in the left side

Fig. 2 Air assisted nozzle (left) and optical setup of fig. 2. The fuel

(right) .
passes through the

central duct and

interacts with the swirled atomization air, that passes trough four tangential

small ducts, in a small chamber located at the top of the nozzle. The spray
then comes out from an cylindrical orifice of 0.9 mm ID.

A sketch of the optical setup used for the scattering measurements is
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reported in the right side of the fig. 2. The light source used was the blue
line of an Ar-ion laser (A=488 nm) plane polarized at 45° in order to obtain
two polarized components, vertical and horizontal, with same intensity in the

scattering volume. The collecting optics can rotate around the scattering
volume in order to continuously measure the angular profiles of the scattered
light. A polarizing cube, inside this optic, discriminates the two polarized
components that are simultaneously measured by two lock- in amplifiers and sent
to a micro computer. A check of the experimental setup was performed verifying
the agreement between the polarization ratio angular pattern of a stream of
monodisperse droplets and the corresponding calculated one.

Experimental Results
Typical angular distributions of the polarization ratio of the light

scattered by aerosols of light and heavy oils are illustrated in fig. 3. The
polarization is almost uniform in the forward and side scattering regions with

horizontal polarization is found in the
backward region near ^=155° for the
heavy oil aerosol. A qualitative
comparison of the experimental results
with the theoretical predictions of
fig.l evidences that the scattering is

mainly determined by surface waves
effects, typical of droplets with
diameter between 0.3/zm and 5/zm.

For a quantitative comparison,
the polydispersion of the droplets
should be taken into account because
the measured polarization ratio is

given by the expression:

/f(D) CHH(D.^) dD

liB)

Jf(D) Cw(D.^) dD

where F(D) is the number size distri-
bution function of the droplets.

Junge has proposed for size
distribution of aerosols an inverse
power law F(D)a:D"P and found p=3 for
atmosphere aerosols. In the present

case the Junge distribution was modified by neglecting the contribution of
droplets larger than lO/zm and by considering constant the number concentration
of the droplets smaller than a cut-off diameter Dq:

F(D) = c .02 /im < D < Do
F(D) = c (Do/D)P Do < D < 10 /xm (4)

F(D) =0 D > 10 jum

The integrals of eq.3 were computed with integration steps of AD=0.02 /xm

and A0=O.2° (angular interval of ±1.6°) and the parameters Dq and p were
obtained by the best fitting with the experimental angular patterns. It was
found that both the heavy and light oils aerosols patterns were described by
the same size distribution with p-3.0 and Do-O.S/xm. The same value of the
exponent p was obtained from the fitting, when the lower part of the size
distribution was modelled assuming a decrease of the number concentration for

7 close to one while a marked peak of

o
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Fig. 3 Measured (noisy curves) and
computed angular patterns of
the polarization ratio for
aerosols of heavy and light
oils

.
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sizes smaller than Dq , thus showing
that droplets smaller than 0 . 2/im do not
contribute to the integrals . Having
demonstrated the sensitivity of the

polarization pattern for the characte-
rization of aerosols, other experiments
were devoted to the characterization of
sprays of heavy oil produced through
atomization. Typical angular patterns
of the polarization ratio of the light
scattered by sprays atomized at dif-
ferent pressure of the atomization air
are reported in fig. 4. The patterns are
qualitatively similar to those exhib-
ited by the heavy oil aerosol with a
relevant peak of polarization in the
backward scattering region. However
differences are evident in the side
scattering region where the 7 -ratio is

lower than in the previous case and
depends on the quality of atomization.
In fact a minimum with 7=0.5 is found
around ^=80° in the case of the worst
atomization with j^j-=0 , IMPa , thus

showing that also larger droplets contribute to the polarization pattern, as it

is expected.
However, any attempt to fit theoretically the experimental patterns with

a single distribution function did not give satisfactory results. In fact Junge
distributions with different p exponents were able to model the polarization
peaks in the backward but gave too high 7-values in the side scattering.
Viceversa F- functions with a modal value of the size around 5-10/im were able to

model the side region but gave values of 7 too low in the backscattering for
reproducing the maximum observed experimentally.

Therefore it was concluded that the size distribution function of drop-
lets produced by atomization is bimodal and for its modelling it was assumed
that the lower tail of the distribution is described by a Junge function Fi(D),
similar to that employed in the aerosol case, and the upper tail of the larger
droplets was approximated by a monodispersion with a typical size D2 . So that:

aerosol
F(D) = NiFi(D) + N2 5(D-D2)

Then the comparison between the experimental angular patterns and the theoret-
ical ones was carried out in dependence of the size of the larger droplets D2

and of the concentration ratio between the number concentration of the small
droplets and the larger ones N1/N2

.

A preliminary series of numerical integrations of eq.3 showed that it was

not possible to reproduce the experimental 7-ratio in the side scattering
region with D2 smaller than 20/im while it was always possible to find a couple
of D2 and N1/N2 which fits the experimental curves for D2^20/im.

This result means that the larger droplets of the spray scatter the light

according the geometrical optics limit, where the Cyy a^rid C^H cross sections
are both proportional to their surface area and thus their polarization ratio 7
is constant. Therefore it is not possible to obtain more information on their

size from polarization measurements but only their surface area per unit volume
N27rD2/4 can be obtained from these experiments.

Figure 4 illustrates the comparison between the experimental data and the

0.00
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Fig. h Measured (noisy curves) and
computed angular patterns of
the polarization ratio for
heavy oil sprays at different
pressure of atomization air.
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theoretical bimodal model when D2=20/im: the number concentration ratio N1/N2
between the very small droplets and the large ones is around 400 where the
atomization is carried out very efficiently (Pair=0-^MPa) and drops to 100 for
the worst atomization condition (Pair=0 • iMPa)

.

Discussion
The measurement of the complete angular patterns of the polarized compo-

nents of the scattered light together with the systematic comparison with the
Lorenz-Mie theory allows to conclude that a very large number of droplets with
diameter smaller than one micrometer are produced during atomization of heavy
oil. In fact the analysis shows that the patterns are dominated by non geome-
trical optics contribution when both light oils and hevy oils are dispersed as

aerosols and that the same is true for the light scattered in the backward
direction, in the case of heavy oil sprays produced by air assisted atomizat-
ion. This lower part of the size distribution function is not detected when
optical sizing methods based on geometrical optics or, in equivalent ways, when
visualization techniques are employed. On the contrary the angular pattern of
the polarized components of the scattered light does not offer a great sensi-
bility to the characterization of the lower tail of the size distribution,
composed by droplets larger than 10 /zm, whose scattering properties are mainly
determined by geometrical optics.

Scattering due to surface waves has been employed before by the same
group in the diagnostics of sprays by measuring the polarization ratio at 9=
90" employing a monomodal size distribution function. The measurement of the

complete pattern of polarization shows that a bimodal size distribution,
including both very small and large droplets, is the only choice to interpret
theoretically the scattering both in the backward and in the side scattering
region.

The presence of a bimodal size distribution contributes to a better
understanding of the physics of the atomization and of the convection and the

vaporization processes in sprays. The production of a great number of droplets
smaller than l/xm is not satisfactory taken into accountct by the current models
of atomization, mainly based on linear instability analysis (1) . The great
number of very small droplets suggests that the local efficiency of the momen-
tum transfer between the gase phase and the liquid phase is high, otherwise it

should be impossible to justify the large value of the energy necessary to

overcome the surface tension effects. With regard to spray dynamics it is

worthwhile to remark that in the spray atomized in the best condition of our
experiments (see fig. 4) the ratio of the total perimeter per unit areas between
the small and large droplets is in the order of 10 and the ratios of the total
surface area and of the total volume are in the order of 1 and 0.1 respective-
ly. For the worst atomization case the ratios are 2, 0.1 and 0.01 respectively.
By consequence in the first case 10% of the fuel is in the form of droplets so

small that they are directly convected by the air and have a vaporization
lifetime orders of magnitude lower than the larger droplets. This part of the

fuel is readily available for oxidation and pyrolysis reactions in the gas

phase and they play an important role for the ignition and stabilization of
flames. On the contrary for the worst atomized spray there is practically no
fuel available for this purpose.

From an optical point of view it is worthwhile to remark that the fact
that heavy oil is partially absorbing in the visible allowed to find the non
geometrical optics nature of the polarization in the backward scattering
region, and consequently the high concentration of the very small droplets.

This surface wave effect is not so evident in the angular polarization pattern
of transparent sprays because peaks of preferentially vertically polarized
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light due to rainbow tend to reduce the overall polarization ratio. In fact
fig. 4 shows that transparent aerosols have a less prominent polarization peaks
in the backward than absorbing aerosols with the same size distribution. The
difference between the transparent and absorbing cases becomes clearer for
sprays where the much larger droplets, produced by atomization, damp almost
completely the refracted rays.

Final Comments
In summary this communication gives a contribution on the following

points

:

i) Analysis of the Lorenz-Mie solution for particles around l/xm shows that
light scattering is dominated by surface wave effects; the polarization peak in
the backscattering is an useful tool to identify the size of spherical objects
in this diameter range

.

ii) This method has been applied to aerosols formed by light and heavy oil
droplets with good agreement with the predictions of the aerosol literature.
iii) The same method applied to a sprays of heavy oil droplets allowed to
detect the lower part of the size distribution function which is not detectable
with other optical techniques. Furthermore the bimodal characteristics of
sprays produced by air assisted atomization has been proved.
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ABSTRACT

In this paper, the spray atomization processes of pure diesel oil through a pintle

diesel injector were investigated both experimentally and theoretically. The experiments
were conducted in a combustion chamber applying an in—line holographic measurement
system. An axisymmetric turbulent model for theoretical study was introduced by
assuming the spray atomization as the pre—mixing injection of vapor and droplets; the

eddy viscosity was simulated with a sub—grid scale method. The experimental results

indicated that clear holographic images can be obtained by means of an in—line holographic

system. It was observed that droplet size in the core region is smaller than that in the

outer region. The numerical results of the droplet distributions and the droplet trajectories

were in good agreement with the experimental observation. From this, it was indicated

that the atomization processes in a diesel engine can be simulated to a certain degree using

the present numerical model.

NOMENCLATURE

drag coefficient

resistant coefficient defined in equation (7)

g acceleration of gravity

m

M
P

momentum exchange term between gas and droplets

pressure

mass flux of spray

radial coordinate or radius of droplet

droplet Reynolds number

Q
r

Red

t

At

tot

time
time interval between each group of injected droplets

total time of spray injection

-»

U instantaneous velocity, =

time mean velocity

fluctation velocity

u + u'
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U,u,u' velocity component in radial direction

v,v,v velocity componeni in axiai uireciion

TT rnr\Hnliic di t^Iq + itto \TcAr\f*\^v — 1 TT TTI11UUU1U.9 ui icidiivc vciudiyj —
|

Ug— pk

X spatial vector
-

particle location vector

z axial coordinate

B gaseous volume fraction

P density

u kinematic viscosity

effective viscosity, = v

t
eddy viscosity defined in Equation (3)

T dimensionless time, = t/t^Qj

or

6
P particle

k kth computational group of drops

coordinate directions

1. INTRODUCTION

Atomization and spray processes in combustion chambers are of considerable

importance to the design of diesel engines. The basic process involved is the disintegration

of the liquid fuel to produce millions of small droplets to increase the total surface area.

To a certain extent, the performance of diesel engines depends on the quality of spray
atomization. Up to now, many fundamental studies have been done in this area. In the

past, much focus was placed on single droplets or macroscopic characteristics of sprays,

such as spray penetration and spray angle [1—3]. With the development of new measuring
techniques and instruments, it has become possible to study droplet size distribution,

droplet evaporation and combustion within sprays in high temperature and pressure

environments [4—6].

The diesel spray atomization is a transient, unsteady, phase—changing process

accompanied with disintegration, collision and coalescence of liquid droplets. This complex
process is influenced by many parameters, such as the properties of liquid, the nozzle

specifications, and environmental conditions. Due to the complexity and random nature of

spray atomization, it is time—consuming, expensive, and sometimes almost impossible to

study the spray characteristics and effects of various parameters on the atomization

processes by means of experiments only. Rather, comprehensive understanding of

microscopic mechanisms of spray formation and development can be obtained by means of

combination of experiments and numerical simulations.

In this paper, the authors intended to develop an experimental method measuring
droplet size distribution in a diesel oil spray by using a single pulse Fraunhofer in—line
holographic system. Then, a computational model for the droplet distribution and drop

trajectory was developed.

2. EXPERIMENTAL APPARATUS AND PROCEDURE

An experimental system similar to the one used in our previous study [7] was
applied. A constant volume combustion chamber was filled with nitrogen to avoid burning

of fuel so that the atomization and evaporation processes without chemical reaction could

be observed. A pintle diesel injector in a cooling water jacket for insulation was installed
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inside the combustion chamber. The geometric angle of the pintle nozzle was 15°. The
combustion chamber was 100 mm in diameter and 140 mm in height. The size of the two
parallel quartz viewing windows was 50 mm in width and 100 mm in height. The windows'
surfaces were normal to the laser beam.

An in—line holographic system was chosen to study the atomization mechanisms due
to its simpler optical arrangement and less requirement for the resolution of holograms.
Concerning the atomization features of diesel sprays, a very high resolving power of

measurement was required. In order to solve this problem, a pre—magnifying system was
adopted to a conventional in—line holographic system. The present system consisted of 8

lenses making the magnification of the objects constant regardless of the distance between
recorded objects and the holographic plate. A single pulse of 100 Mj at 50 ns pulse width
was generated with a ruby laser. The light rays were expanded and coUimated to 90 mm in

diameter. A He—Ne laser was employed for reconstruction of the holograms. The optical

systems for recording and reconstruction are shown in Fig. 1. The recording region is

shown in Fig. 2.

Injector

Holographic Plate Preamplifying Lens

(B)

Fig 1. In-line holograph arrangement: (A) for recording, (B) for reconstructing

At ambient temperature, diesel spray was so dense that most laser beams cannot
pass through. Therefore, a slit made from two knives was installed right beneath the
injector to block a portion of the spray. At a high temperature in the measuring field,

however, sprays have become dilute because of the evaporation of droplets. It was not
necessary to block any portion of the sprays at media temperatures above 573 K.
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3. THEORETICAL MODELING

There are few models which can simulate the main steps of the atomization process,

such as breakup, collision, coalescence of droplets and interaction between liquid droplets

and the surrounding gaseous medium. Previous research was mainly emphasized on spatial

fuel vapor concentration using a gaseous jet model [8,9].

When liquid fuel is injected into the combustion chamber under a high pressure

difference, there are many tiny droplets in the initial stage of spray atomization. In this

study, however, it was assumed that tiny drops vaporize instantly right after injection, and
otherwise no vaporization occurs in the spray. Therefore, the spray atomization process

was simplified by considering the spray as a mixture of liquid fuel droplets and fuel vapor.

In addition, no breakup or collision of droplets was assumed. The droplet phase was
treated in the Lagrangian approach, and the gas phase in the Eulerian approach. In order

to simulate an actual spray which has broad ranges of droplet size, velocity, and droplet

numbers, a certain number of groups of droplets was selected. Each group of droplets

injected at different time has Npj^ droplets of the same diameter and velocity. Coordinates

and schematic diagram of the system are shown in Fig. 3. For unsteady and axisymmetric

two—phase flow, the fundamental equations were written in cylindrical coordinates as the

follows.

Gas Phase

Continuity equation:

Momentum equation:

v)ft;g=si-|-vp+v. (fc,vj^)+|^ (2)
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A sub—grid scale turbulence model [10] was used to evaluate the eddy viscosity

given as

where

S
-1

^ij - ^

rdH: dU.i

J ^
(4)

Cg is a constant and A^^ a local grid length.

Droplet Phase

The velocity and acceleration of a droplet belonging to the kth group of droplets are
expressed by the following

-3r=^pk (5)

-ar = g +
is;;

- upk) (6)

The resistant drag coefficient, Dj^, for the specific droplet is given as

Dk = ^^f^g^k + I '^kPg^^m (7)

The first term in the right hand side of Eq. (7) is Stokes drag coefficient for Re^ < 1, and

the second term is for large Re^j.

Nnmerical Methods and Initial Conditions

The above differential equations are discretized into finite difference equations using
a variable spacing grid svstem based on a time step. The detailed numerical procedure cansvs

be referred in literature [11]

The gaseous volume fraction in a grid is presented as

m

^ = 1 - X '^kNpk'^CJ - x;k)] /AV (8)

where, AV is the volume of a grid, 5{x) Dirac delta function, m the group number of liquid

drops in the grid (0-2500), and Np^ the number of drops represented by the kth group.

Assuming that each group of droplets enters the chamber at a different time, Npj^ can be

determined by the following equations:

4
pk i ^k ^p = Q^t (9)
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The time interval between groaps of injected droplets, At, was 6 x 10'^ seconds and the

total injection time was 1.5 x 10 seconds. Therefore, the maximum number of groups
used in this study was 2500. Momentum exchange between gas and droplets is calculated
as

M = -^ [Dk(Ug-u;j5(J-^,)]/AV (10)

k

Prior to injection of the mixture of fuel drops and fuel vapor, the environmental gas
medium is assumed to be quiescent. The gas temperature and pressure are 450 K, 0.9
MPa, respectively. According to the results of our previous experiments [12], the initial

velocity of spray was selected as 170 m/s. The drop diameters were taken at random
within a range between 6 /mi and 60 /mi, and the initial location of droplets at the exit are
determined randomly between 1 mm and 1.5 mm in the radial direction from the centerline
of the chamber. The liquid flow rate used in this calculation was 13.3 ml/sec.

4. RESULTS AND DISCUSSION

Experimental Results of Drop Distribution

Fig. 4 shows the droplet size distribution of diesel oil spray in the core and the outer

layer of the spray under ambient conditions. By intuition, it is assumed that the droplet

SMD in the inner space of the spray is much larger than that in the outer region, because

the shear force between the liquid drop and gas medium was small. To the contrary,

however, the experimental results indicate that the droplets in the outer layer are larger

than those in the inner as shown in Fig. 4. It can be found that there are dense droplets

near the core and sparse droplets near the outer layers of the sprays. At ambient

temperature, the size range near the core is about 3 to 30 /an, elsewhere diameters are up
to 60 fim in the outer region.

(A) outer region (B) Core region

Fig 4. Droplet distributions in a diesel oil spray, Pg = 1,2, MP^, Tg = 300 K, and t = 0.9 ms
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When gas in the chamber is heated to 450 K, 540 K, 650 K and 750 K respectively,

the same phenomena are observed, i.e., large drops are distributed in the outer layer of the

spray. However, due to the strong heat and mass transfer processes between droplets and

gas in the outer layers, droplets in the outer region vaporize faster than those near the core.

Consequently, the spatial droplet size distribution in the outer region tends to be more

uniform than that in the core region with increasing temperature, as shown in Fig. 5.

(A) T_ = 280 K (B) T_ = 520 K (C) T = 740 K

Fig 5. Droplet distributions in an outer region of a diesel oil spray at different gas temperatures,
p = 0.5 MPg and t = 0.4 ms

It was also observed that large droplets existing in outer layers form an umbrella
shape spray. It is because when liquid fuel is injected, the perturbation motion is vigorous

in the interface between the unbroken hollow cone and gas medium. As a result, the edges

of the spray is torn first, and then the whole spray. Droplets torn out at the edge are

smaller than those in the cone surface of umbrella spray. On the other hand, because of

the effect of strong curly motion, small droplets in the periphery are drawn into the core of

the spray while the trajectory of large droplets changes slowly due to their greater inertia.

Nnmerical Studies on Droplet Distribution and Spray Development

Fig. 6 and 7 show the trajectories of two different groups of droplets injected at

different stage of spray development. The parameters of typical groups of droplets are

summarized in Table 1. Dimensionless time r was used to describe the stages of spray

development, which was defined as the ratio of spray developing time to the total period of

injection. Since the atomization process is unsteady, the flow field of gas varies with time.

The numerical results indicate that small droplets are influenced greatly by turbulence.

For small droplets, velocities decelerate quite rapidly, resulting in conformity to the gas

velocity in a short time. Since the gas medium was quiescent before injection, later gas

motion was developed along with the droplet motion and spray development. When fuel is

injected into the chamber, the gas medium is entrained into the spray as shown in Fig. 2

.

The small droplets diverge their initial direction quickly, and are blown into the inner

region of spray due to the curly motion near the spray. The computational results agree

well with experimental results.
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o Group 1

A Group 313

15

20 40 60 60 100

Axial Direction Imm)

Fig 6. Droplet trajectories of two different

groups injected at the early stage

(t = 0 ~ 0.12)

Group 833

Group 938

20 40 60 80 100

Axial Direction [mm]

120 140

Fig 7. Droplet trajectories of two different

groups injected at the middle stage

(t = 0.3 ~ 0.4)

Table l.Parameters of each group of droplets injected at different time

Group No. of Dimensionless Injection Location Dia. H^^

Droplets Time of Droplets C/^''^)

r (mm) z (mm)

1 0 Til oTo sTg i5o,285

2 4 X 10"^ 1.23 0.0 7.0 313,562

313 0.1248 1.08 0.0 51.4 786

833 0.3328 1.15 0.0 59.2 515

938 0.3748 1.10 0.0 7.3 272,344

Furthermore, the computational results account for the interaction of droplets

through their momentum exchange with the gaseous medium. Table 2 shows the spatial

location of two groups of droplets with time, which have the similar parameters. Droplets

groups 1 and 2 are injected consecutively, with At = 6 x 10 The droplets in group 1

were injected prior to the droplets in group 2. The latter moves faster than the former,
because the droplets of group 2 move in the wake of the droplets of group 1, therefore
reducing the drag force. The droplets in group 2, therefore, maintain a higher velocity, and
surpass the droplet 1.

Fig. 9 is the droplet distribution at r = 0.24. As a spray develops, large droplets
are mainly distributed in the front and outer region of the spray due to their larger inertia.

It is observed that the results are in good agreement with experimental results.
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Table 2.Spatial locations of two groups of droplets

Dimensionless
Time ( y )

Group 1 Group 2

r (mm) z (m.m) r (mm) z (mm)

0.0 1.21 0.0 1.23 0.0

0.075 4.18 11.57 7.1 24.0

0.25 5.06 19.53 4.12 48.3

0.333 3.1 47.7 3.74 84.31

0.41 2.2 116.1 3.54 136.5
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Fig 8. Predicted droplet distributions at t = 0.24

5. CONCLUSIONS

Atomization features of pure diesel oil sprays have been studied. The following

conclusions were obtained:

1. For the pintle diesel injector, most of the small droplets are in the inner core of the

spray and droplet sizes are proportionally larger with an increasing radial distance

from the spray axis in the tested temperature range.

2. With increasing temperature, droplets in the outer layers will vaporize and their size

decreases because of stronger heat and mass transfer processes in the outer layers,

and in turn, the droplet size difference between in the boundary region and in the

core region becomes smaller.

3. The numerical results indicate that small droplets tend to follow the gas flow in a

short period after injection, and the distribution of small droplets depends upon the

gas velocity field.

4. The computational results agree well with the experimental results, i.e., the droplet

size increases with the radial distance from the spray axis. In the spray, the large

droplets distribute in the front and outer region of sprays.
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ABSTRACT

The supercritical fluid spray process uses supercritical fluids such as carbon dioxide and
nitrous oxide to replace the volatile organic solvent content in coating formulations. This not only

reduces solvent emissions to the atmosphere by 50 to 80 percent, while continuing to use existing

coating systems, it can also greatly improve airless spray technology by producing a new
atomization mechanism. Besides being an effective viscosity reducer, the dissolved supercritical

fluid creates an expansive force that overcomes liquid cohesion and surface tension forces that

oppose atomization. This produces vigorous atomization that remedies the deficiencies of the

airless spray process so that high quality coatings can be applied. It produces a fine droplet size

and a "feathered" spray that resembles an air spray system, but without having the high volume of

compressed air that deposits coating inefficiently. The coarse droplet size and "fishtail" spray

pattern characteristic of airless sprays are eliminated. The feathered spray fan can be produced in

any width from narrow sprays to sprays that are much wider than current spray tip technology can

produce. This new technology can be applied to most coating systems and can be retrofitted into

existing spray operations. It is expected to be widely used industrially.

INTRODUCTION

Each year, American industry sprays 400 million gallons of coatings such as paints,

varnishes, lacquers, and enamels. They are applied by spray techniques such as air spray, airless

spray, air-assisted airless spray, and rotary atomizers, each of which has advantages and

disadvantages in how they apply energy to atomize the coating. Air spray uses a large volume of

compressed air, which gives the fine droplet size and uniform spray needed for high-quality

coatings but deposits coating inefficiently, so much coating is wasted. Conventional airless spray

uses high fluid pressure, but produces coarse droplets and a non-uniform spray, which has limited it

to applying low-quality coatings even though it is much more efficient than air spray. Air-assisted

airless spray is a combination of both, but uses less air volume and lower pressure, so it has

intermediate performance. Rotary atomizers can produce a fine droplet size and deposit coating

efficiently, but the spray is unfocused and the apparatus is expensive.
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These spray techniques share the fundamental problem that coating formulations must have

a very low viscosity to produce the fine droplet size needed for high-quality coatings. This requires

a large amount of organic solvent, which is a major source of air pollution. Therefore, the

government has mandated that solvent emissions be reduced to low levels. Coating formulators

have responded by developing water-borne coatings and high-solids coatings, but these have

created new problems for applicators and have had limited success. Water-borne coatings must
contain enough organic coupling solvent to be compatible with water, so they often do not meet
regulatory limits. Quality has suffered from problems in evaporating the high water

content. Electrostatic spraying is difficult because water is highly conductive. High-solids coatings

retain many advantages of solvent-borne coatings, but they use reactive polymers with low

molecular weight, so they suffer from new problems such as running and sagging, cratering, poor

pot life, and curing that is slow or requires high temperatures.

The requirement of very low spray viscosity means that most of the solvent in coating

formulations is used just for viscosity reduction. Film formation actually requires a high coating

viscosity to prevent running and sagging on the substrate. Therefore, the solvents used for

viscosity reduction are fast-evaporating solvents that evaporate in the spray so that the viscosity of

the deposited coating is much higher. The coating requires a much smaller proportion of slow-

evaporating solvents to obtain proper film coalescence, leveling, and reflow to form a smooth
coating after application and during curing. This large viscosity increase that must occur during

spraying has so far been a spray technology barrier to reducing solvent usage while retaining good
coating performance. The previous methods of using less solvent to obtain low spray viscosity

have invariably reduced coating performance on the substrate as well.

We have developed new spray technology that solves this dilemma by using

environmentally compatible supercritical fluids such as carbon dioxide and nitrous oxide to replace

the volatile organic solvents used to obtain low atomization viscosity. Only the much smaller

amount of slow-evaporating solvent needed for film coalescence and leveling is used. This reduces

solvent emissions by up to 80 percent while using conventional polymers with high molecular

weights that give superior coating performance (1-2). Furthermore, we have discovered that

supercritical fluids not only reduce viscosity, they also produce vigorous atomization by a new
mechanism that remedies the defects of conventional airless spraying. Therefore, the supercritical

fluid spray resembles an air spray but without the high air volume, so high quality coatings can be

deposited efficiently.

CONVENTIONAL AIRLESS SPRAY MECHANISM

Airless spray uses a high pressure drop across the spray orifice to propel the coating

formulation through the orifice at high velocity. The conventional atomization mechanism is well

known (3). The coating exits the orifice as a liquid film that becomes unstable from shear induced

by its high velocity relative to the surrounding air. Waves grow in the liquid film, become unstable,

and break up into liquid filaments that likewise become unstable and break up into droplets.

Atomization occurs because cohesion and surface tension forces, which hold the liquid together,

are overcome by shear and fluid inertia forces, which break it apart. However, the cohesion and

surface tension forces are not entirely overcome and they profoundly affect the spray, particularly

for viscous coating formulations.

Conventional airless spray techniques are known to produce coarse droplets and defective

spray fans that limit their usefulness to applying low-quality coating films. Higher viscosity

increases viscous losses within the spray orifice, which lessens the energy available for

atomization, and it decreases shear intensity, which hinders the development of natural instabilities

in the expanding liquid film. This delays atomization so that large droplets are formed (4).
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Fig. 1 Conventional airless "fishtail" spray Fig. 3 "Feathered" spray with carbon dioxide

Distance Along Coating Pattern Distance Along Coating Pattern

Deposited by Spray Deposited by Spray

Fig. 2 Two nneasured "fishtail" spray deposition Fig. 4 Measured "feathered" spray

patterns deposition pattern with carbon dioxide

The spray characteristically forms a "tailing" or "fishtail" spray pattern. An example is

shown in the photograph in Figure 1 . More liquid gathers at the edges of the fan than in the

center, which produces coarsely atomized jets of coating. Sometimes the jets separate from the

spray and deposit separate bands of coating. At other times they thicken the edges so that more
coating is deposited at the top and bottom than in the center of the spray. Examples of measured

spray depositions of coating are illustrated in Figure 2. These deficiencies make it difficult to apply

a uniform coating.
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SUPERCRITICAL FLUID SPRAY PROCESS

The supercritical fluid spray process uses gaseous fluids such as carbon dioxide and nitrous

oxide in their supercritical state to dilute coating formulations to spray viscosity instead of using

volatile organic solvents. Byproduct carbon dioxide from natural gas wells, fermentation plants,

and ammonia plants is preferred due to low cost and wide availability, but nitrous oxide might be

more environmentally acceptable, because it dissociates to nitrogen and oxygen, so that in effect

air is used as a solvent. Carbon dioxide becomes supercritical at temperatures and pressures above
its critical point, where liquid and gas properties become identical. The critical temperature, 31 C
(88 F), is just above room temperature and the critical pressure, 72 bars (1070 psi), is well within

the operating range of airless spray equipment.

For a wide variety of coating systems, we have demonstrated that 50 to 80 percent of the

organic solvent can be removed from coating formulations with equal or better coating

performance, because little or no change is made to the polymers and pigments. Only the solvent

blend is changed, eliminating the volatile solvents and retaining just enough slow-evaporating

solvent to obtain proper film coalescence and leveling (1). The solvent content of conventional

high-solids coatings can also be further reduced and their performance can be improved because

higher molecular weight polymers can be used (2).

By using the supercritical fluid spray process, conventional low-solids and high-solids

coatings can be reformulated at very high solids levels. These reformulated coatings are called

coating concentrates. They typically have viscosities from 800 to 3000 centipoise, although

viscosities up to 12,000 centipoise have been sprayed. These concentrate viscosities are much
higher than conventional formulations. Even conventional high-solids coatings have a low
application viscosity: 80 centipoise for clear coats and 35 centipoise for base coats. In general, air

spray and air-assisted airless spray require a low viscosity below about 100 centipoise and even

rotary atomizers have an upper viscosity limit below 500 centipoise.

Spray Conditions

The supercritical fluid is mixed with the coating concentrate at the time of spraying. The
spray solution usually contains 10 to 50 weight percent of dissolved carbon dioxide. The proper

concentration for a given coating application depends upon the solubility, viscosity reduction, solids

level, pigment content, and the spray temperature and pressure. The spray solution is heated

above the critical temperature to offset cooling that occurs as the carbon dioxide is released as a

free gas from the spray. The spray temperature is usually 40 to 70 C (100 to 160 F). The spray

solution is pressurized above the critical pressure to increase the carbon dioxide solubility. The
spray pressure is usually 80 to 110 bars (1200 to 1600 psi). Airless spray guns and nozzles are

used that have been modified for the special properties of the spray solution.

Generally carbon dioxide solubility is not a limiting factor for spray application. Solubilities

usually range from 25 to 50 percent. Spraying is usually done below the solubility limit at the

spray conditions, so that the carbon dioxide is entirely dissolved. Excess carbon dioxide forms a

second fluid phase, but usually no harm results if a small excess is present. A large excess can be

detrimental because solvent is extracted from the polymer solution into the excess carbon dioxide

phase. This can increase the viscosity and reduce the amount of solvent available for film

coalescence and leveling.

The large concentration of dissolved supercritical carbon dioxide produces a liquid spray

solution with markedly different properties. Conventionally sprayed coating solutions are

incompressible liquids, but the supercritical fluid spray solution is highly compressible, that is, the

density changes markedly with changes in pressure. Furthermore, temperature and pressure

changes about the solubility limit can cause phase changes. Usually more carbon dioxide is present

than organic solvent, so polymer solvation can be different than in normal solutions. Because
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carbon dioxide is a small molecule, it has much higher diffusivity and can penetrate polymer

configurations better than normal solvents. Supercritical carbon dioxide is an insulating solvent

that can give the spray solution the proper electrical resistivity for good electrostatic deposition.

Viscosity Reduction

An important function of the supercritical carbon dioxide is to reduce the viscosity of the

coating concentrate to a sprayable level. The spray viscosity is usually less than 50 centipoise,

often as low as one centipoise. It is a function of the polymer system, concentrate viscosity,

carbon dioxide concentration, and temperature. The viscosity is insensitive to spray pressure

provided the carbon dioxide remains dissolved. In most systems, less carbon dioxide than an equal

weight replacement of the replaced volatile solvent is needed to obtain the proper spray viscosity.

The viscosity reduction can be illustrated by using a medium molecular weight acrylic

polymer system. A concentrate with 65 percent polymer has a viscosity of 1000 centipoise at

room temperature. Heating it to a spray temperature of 50 C reduces the viscosity to 300
centipoise. Adding carbon dioxide to 28 percent concentration gives a spray viscosity below 30
centipoise. A concentrate with 75 percent polymer is very viscous at room temperature and the

viscosity is still 2000 centipoise at the spray temperature, but adding carbon dioxide gives a spray

viscosity below 40 centipoise.

SUPERCRITICAL FLUID SPRAY CHARACTERISTICS

Supercritical carbon dioxide not only functions as a good viscosity reducer, more
importantly, it can produce a vigorous new atomization mechanism that can remedy the

deficiencies of conventional airless spraying so that high quality coatings can be applied. The
supercritical fluid spray has the good characteristics of an air spray but eliminates the detrimental

large air volume produced by the compressed air. The vigorous decompressive atomization can

produce the fine droplet size needed for high quality coatings and a "feathered" spray that gives

uniform coating thickness. The coarse droplet size and "fishtail" spray of conventional airless

sprays are eliminated. The carbon dioxide escapes from the spray droplets as free gas, but the

volume is relatively small.

New Airless Atomization Mechanism

The vigorous decompressive atomization is believed to be produced by the dissolved

supercritical carbon dioxide suddenly becoming exceedingly super-saturated as the spray solution

leaves the nozzle and experiences a sudden and large drop in pressure. This creates a very large

driving force for gasification of the carbon dioxide, which overwhelms the cohesion, surface

tension, and viscous forces that oppose atomization and normally bind the fluid flow together into a

fishtail type of spray.

A different atomization mechanism is evident because atomization occurs right at the spray

orifice instead of away from it. Atomization is no longer due to break-up of a liquid film from shear

with the surrounding air. Instead it is due to the expansive forces of the compressible spray

solution created by the large concentration of dissolved supercritical fluid. Therefore, no liquid film

is visible coming out of the nozzle. Furthermore, because the spray is no longer bound by cohesion

and surface tension forces, it leaves the nozzle at a much wider angle than normal airless sprays

and produces a feathered spray with tapered edges like an air spray. This produces a rounded

parabolic-shaped spray fan instead of the sharp angular fans typical of conventional airless sprays.

An example of the feathered spray is shown in the photograph in Figure 3.

The spray pattern deposits coating uniformly in a wide central portion and deposits

progressively less coating at the tapered edges, as illustrated in the measured deposition profile in

Figure 4. This feathering is particularly desirable for overlapping adjacent layers of sprayed coating

to produce a coating film of uniform thickness. This is one of the principle reasons why air sprays
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are used instead of airless sprays to apply high-quality coatings.

The feathered spray pattern is characteristically obtained when the supercritical carbon

dioxide concentration in the spray solution exceeds a transition-point concentration for the given

spray conditions. With no carbon dioxide, the binding forces of cohesion, surface tension, and

viscosity in the incompressible spray solution produce a typical fishtail spray pattern with very poor

atomization. At carbon dioxide concentrations below the transition-point, the binding force

exceeds the expansive force of the carbon dioxide, so a fishtail spray pattern persists, but it

becomes more uniform, the spray fan becomes wider, the visible liquid film recedes towards the

orifice, and the spray solution becomes compressible as the concentration increases from zero. At
the transition-point concentration, the expansive force equals the binding force, so neither controls

the spray pattern. The visible liquid film has disappeared and atomization is occurring at the spray

orifice. Surprisingly, as the concentration increases through the transition point, the angular flat

fishtail spray fan first contracts into a narrow transitional oval or flared non-planar spray and then

greatly expands into a much wider parabolic flat feathered spray fan. The transition can be seen

not only in the shape of the spray but also in the greatly improved atomization and deposition of

the coating. The droplet size becomes much smaller, which shows that the binding force is

completely overcome by the expansive force of the carbon dioxide, and coating quality is greatly

improved. At carbon dioxide concentrations above the transition point, the spray fan is fully

feathered, much wider and thicker, and exits the spray orifice at a much greater angle. Higher

concentration further decreases the particle size, increases the fan width, and makes the spray

solution more highly compressible, which affects the spray rate.

Laser light scattering measurements and comparative spray tests show that the vigorous

atomization can produce fine droplets that are in the same size range as air spray systems (20 to

50 microns) instead of the coarse droplets produced by normal airless sprays (70 to 150 microns).

For a properly formulated coating, the droplet size range and distribution are ideal for minimizing

orange peel and other surface defects commonly associated with spray application.

This fine particle size provides ample surface area for the dissolved carbon dioxide to very

rapidly diffuse from the droplets within a short distance from the spray nozzle. Therefore, the

coating is essentially free of carbon dioxide before it is deposited onto the substrate. Ideally,

coatings sprayed conventionally and with supercritical carbon dioxide have the same composition

when they are deposited so that coating performance is the same but much less solvent is emitted

to the atmosphere.

The released carbon dioxide gas forms a shroud that tends to displace air, moisture, and

dust from the spray. The lower oxygen level and absence of volatile solvents significantly lowers

spray flammability. The displacement of moisture lowers the local dew point so that moisture

absorption is less likely in humid environments. The drier spray also helps droplets retain their

electric charge during electrostatic spraying.

Spray Temperature Profile

The rapid release of carbon dioxide from solution is evident in the very rapid cooling of the

heated spray that occurs within a very short distance from the spray nozzle. Figure 5 compares

temperature profiles for conventional heated airless sprays and a supercritical fluid spray that is

heated to a temperature that compensates for expansive cooling. The conventional spray cools to

ambient temperature within 15 centimeters from the nozzle because the solvent evaporates and

ambient air is entrained into the spray. Therefore the coating is deposited at ambient temperature.

The supercritical fluid spray typically cools to ambient temperature within about two centimeters of

the nozzle. In some cases the spray might briefly subcool, but the entrainment of ambient air

ensures that the coating is also deposited at ambient temperature. The amount of cooling depends

upon the carbon dioxide concentration and the spray temperature.
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The rapid cooling is beneficial because it reduces solvent evaporation in the spray, so little

solvent is lost from a properly formulated coating. Therefore solvent is used efficiently and worker
exposure to solvent vapors in the spray booth is reduced to a low level. Measurements for one
coating system showed that the solids content of the deposited coating was only about two
percent higher than the solids content of the coating concentrate. Therefore, the viscosities of the

coating concentrate and the deposited coating should be similar.

Spray Fan Width

One manifestation of the expansive force of the supercritical carbon dioxide is that the

feathered spray has a much greater fan width than normal airless sprays. The fan width is typically

50 to 1 50 percent greater, and in some cases can be 300 percent greater, than the fan width

rating of the airless spray tip, depending upon the nozzle type, carbon dioxide concentration,

coating formulation, and spray conditions. In particular, much larger fan widths can now be

produced for small orifice sizes than conventional spray tip technology can produce. Generally the

fan width can be altered by varying the carbon dioxide concentration.

Although the spray leaves the nozzle at a much wider angle and the fan width is much
wider than normal airless sprays, the fan width can be indexed to give any fan width from narrow

to very wide by changing the fan width rating of the airless spray tip, as is normally done.

Examples of fan widths measured with and without carbon dioxide are illustrated below for two
coatings, using dome-style spray tips with a 0.23-mm (9-mil) orifice size and measuring the fan

width 30 centimeters (12 inches) from the spray tip.

Fan Width Rating

of Spray Tip

Measured

Widths Without

Carbon Dioxide

Measured Widths

With Carbon Dioxide

Coating 1 Coatinq 2

5 cm 5 cm 10 cm 20 cm

10 cm 10 cm 18 cm 28 cm

15 cm 1 5 cm 28 cm 36 cm

20 cm 20 cm 33 cm 41 cm
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In general, with the supercritical fluid spray process, cross-cut type airless spray tips produce larger

fan widths than dome-style spray tips with the same fan width rating. For example, a cross-cut

type spray tip with a 0.23-mm (9-mil) orifice size and a fan width rating of 15 centimeters

(6 inches) can produce a fan width of 61 centimeters (24 inches).

CONCLUSIONS

In addition to eliminating up to 80 percent of the organic solvent used to apply coatings,

the supercritical fluid spray process greatly improves airless spray technology by producing a new
atomization mechanism that gives the fine droplet size and feathered spray fan required to produce

high quality coatings. Therefore, we believe the process will be used to reduce solvent emissions

not only in current airless spray applications but also where air spray, air-assisted airless spray, and

rotary atomizers are currently used. Some of the anticipated end uses are automotive topcoats and

component finishing, automotive refinish, wood and metal furniture, appliances, pails and drums,

aerospace, machinery and equipment, trucks and buses, and structural steel.

With continued development of new coatings we expect solvent usage to decrease to very

low levels. Ultimately the supercritical fluid spray process will be able to apply coatings that are

the liquid analog of powder coatings, but it will do so with easier implementation, greater

versatility, and better coating performance.

REFERENCES

1. Nielsen, K. A., Busby, D. C, Glancy, C. W., Hoy, K. L., Kuo, A. C, and Lee, C,
"Supercritical Fluid Spray Application Technology: A Pollution Prevention Technology for

the Future" in Proceedings of the Seventeenth Water-Borne and Higher-Solids Coatings

Symposium (R. F. Storey and S. F. Thames, Eds.), pp. 218-239, New Orleans, LA (1990).

2. Nielsen, K. A., Busby, D. C, Glancy, C. W., Hoy, K. L., Kuo, A. C, and Lee, C,
"Application of High Solids Coatings Using Supercritical Fluids", Proceedings Division of

Polymeric Materials: Science and Engineering . Vol. 63, pp. 996-999, American Chemical

Society, Washington D.C. (1990).

3. Dombroski, N. and Johns, W. R., "The Aerodynamic Instability and Disintegration of

Viscous Liquid Sheets", Chemical Engineering Science, Vol. 18, pp. 203-214 (1963).

4. Lefebvre, A. H. and Senser, D. W., "Research Unravels Spray Mysteries", Industrial

Finishing, Vol. 66, No. 6, pp. 16-20 (1990).

374



ICLASS-91 Gaithersburg, MD, U.S.A. July 1991 Paper38

DROPLET DIAMETER, FLUX AND TOTAL CURRENT MEASUREMENTS
IN AN ELECTROHYDRODYNAMIC SPRAY

P.F. Dunn and S.R. Snarski

Particle Dynamics Laboratory

Department of Aerospace and Mechanical Engineering

University of Notre Dame
Notre Dame, IN, U.S.A.

ABSTRACT

The measured diameter and flux distributions and total current of ethanol droplets generated

electrohydrodynamicaliy from a single hypodermic needle at two different spray charge densities are

presented and discussed. At the lower spray charge density, the droplet diameter distribution having the

smallest mode diameter occurs at the spray centerline, with a diminishing number of droplets and an

increasing modal diameter occurring in the lateral direction toward the periphery of the spray. At the

higher charge density, these droplet diameter distributions become more narrow and approach lognormal

distributions. The droplet fluxes are maximum at the spray centerline and decrease appreciably toward

its periphery. The droplet flux distributions are used to construct droplet charge flux distributions by

assuming various models of the droplet charging process. The resultant charge fluxes are logarithmically

related to lateral position, irregardless of the droplet charging model assumed. The integrals of the

various charge flux profiles are compared to the measured total current. This approach reveals the best

agreement between measured and predicted total droplet currents when an equilibrium end-state process

for droplet charging is assumed.

INTRODUCTION

With the recent development of advanced in situ laser diagnostic systems, it is now possible to obtain

non-intrusive measurements of the velocity and/or diameter of droplets within electrohydrodynamic

(EHD) sprays to a level of detail that was not possible in earlier studies. This paper presents the results

of such laser diagnostic measurements of droplet diameter and flux within a single EHD spray. The

present work further examines the process of droplet charging by using the various models that relate

droplet diameter and charge to predict the total droplet current, which also is measured. As a

consequence, the model that best describes the charging process for these experiments can be identified.

The major findings from this study, when considered in conjunction with those reported recently by Dunn

and Snarski [1] conducted under similar conditions using two parallel needles, support that droplet sprays

of ethanol obtained at the subject levels of spray charge density closely approach or already have

reached their equilibrium end-state, as described by Kelly [2].
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EXPERIMENTS

In the present experiments, a fine spray of droplets in the approximate diameter range of 1 - 50 |j.m

were generated electrohydrodynamically by supplying ethanol at a fixed mass flow rate (4.5 mg/s) from

a syringe pump and applying a high positive voltage to a stainless steel hypodermic needle (216 |j.m I.D.,

406 |j.m O.D., 1 .905 cm length) located 38 cm above an electrically grounded droplet-collection funnel (see

Figure 1). Droplet diameter and flux distributions were obtained using a Phase Doppler Particle Analyzer

(PDPA) (see Bachalo and Houser [3]) at two axial (z) positions below the needle's tip (15 and 30 mm),

at approximately twenty lateral (x) positions for each axial position and at four applied voltages (15, 20,

25 and 30 kV). Total droplet currents were measured as the collected droplet current to ground through

an electrometer. The resultant spray charge densities for these conditions were 12, 42, 106 and 210

C/m3, respectively. A description of the experiment's main components and operating procedure is

presented in further detail elsewhere [1].

PDPA Receiver

Linear Traverse

X
[

Funnel

Electronic Balance
I OO'OO I

I I

—

Syringe Pump

High Voltage

Supply

PDPA Transmitter

Electrometer —

Figure 1 . Schematic of the experiment.

Only the measurements acquired at the two highest spray charge densities and first axial position

are presented and discussed herein. These essentially constitute those measurements in the Fine Spray

Mode (see Snarski [4] for a discussion of the various BHD regimes encountered in such experiments) in

which micrometer-size droplets are produced from short, brush-like filaments emanating directly from the

tip of the needle. This situation is achieved at relatively high spray charge densities (in the range of -100-

200 C/m3), at which the electric field strength at the tip of the needle is -lO^ V/m.

Estimated uncertainties in the measured quantities were 10% for the volumetric flow rate and less

than 1% for the measured voltage. The uncertainty for the probe volume location also was less than 1%,
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while the typical uncertainty in the measured diameter was 4%, as estimated by Bachalo and Houser

[3]. The overall range of uncertainty in the measured diameter for those measured in the present

experiments was from 2 to 16%, based upon the PDPA droplet sizing calibration studies of O'Hern etal.

[5]. The uncertainty in the current measurements was from 1% at the lowest voltage, where all the

spray was collected by the funnel, to approximately 30% at the highest voltage, where the spray width

exceeded that of the funnel. To compensate for the large uncertainties in current measurement at the

higher voltages, the values of the currents reported herein were obtained by extrapolation of those

measured at the lower voltages and at the higher voltages but at different needle-to-funnel distances.

RESULTS AND DISCUSSION

The droplet diameter distributions measured at the 15 mm axial position for the spray charge

densities of 106 and 210 C/m3 are shown in Figure 2 for three lateral positions. These lateral positions,

representing typical axial centerline (x=0 mm), near-centerline (x=8 mm) and peripheral (x= 32 or 36

mm) distributions, adequately display the evolution of distributions that occurred across the span of the

axially symmetric spray. At the lower charge density, the distributions at the centerline and peripheral

locations are reasonably similar, but both are somewhat different than that at the near-centerline

location. The mode of the distribution (the diameter of maximum count) is smallest at the centerline. At

the higher charge density, the distributions become comparatively more disparate and evolve toward a

lognormal distribution at the centerline. A comparison of the distributions between the two spray charge

densities reveals a progressive increase with increasing spray charge density in the number of smaller

droplets occurring at the centerline and at the periphery. This is especially evident at the axial centerline.

This trend is like that obtained previously by Snarski [4] in similar experiments using two needles.

Individual droplet size distributions can be modelled by various empirical fits (see Lefebvre [6]). For

the present study, the Rosin-Rammier distribution provided excellent agreement with the measurements.

In particular, the measured and predicted volume mean diameters agreed to within approximately 5% for

all cases and to within approximately 2% when averaged over the lateral span of the spray. A
comparison between measured and predicted % droplet volume and count distributions is given in Figure 3.

The resultant values for the two Rosin-Rammler fit parameters (the size dispersion coefficient, q, and

the diameter of 63.2% cumulative liquid volume, X) at a fixed spray charge density were minimum at the

centerline and increased by approximately 10 to 20% across the lateral span of the spray. When
averaged across the spray, these values ± their standard deviations were qavg = 3.65 ± 0.27 and Xavg =

26.6 ±1.80 |im for 106 C/m3 and qavg = 3.52 ± 0.18 and Xgvg = 22.5 ±1.90 |im for 210 C/m3. These

resultant values are within the bounds of those obtained for most sprays [6] and are like those found in

Snarski's experiments [4]. Also, the parameters q and X were minimum at the spray centerline at each

charge density, implying a diameter distribution of smaller droplets with slightly more dispersion than at

other locations. This occurred even more so at the higher spray charge density.

At the higher charge density, however, a progressively larger number of smaller diameter droplets

comprised a majority of the droplet population. For this situation, the Rosin-Rammler empirical fit

inherently did not predict well the lower diameter end of the distribution. Here, the measured diameter

distribution was better described in this region by a lognormal fit, as evidenced by the precision of the

lognormal fit of the count distribution shown in Figure 3. Based upon this trend, it is plausible to expect

that at even higher charge densities a normal distribution will provide the best fit, as predicted by Kelly

[2], if the droplets reach an equilibrium end-state. Such an evolution to a normal distribution would signify

a reduction in the complexity of or number of parameters affecting the droplet population [7].

Further insight into the dynamics of the droplets within the spray can be gained by examining the

measured droplet flux distributions. These are presented in Figure 4 for the same conditions as those in

Figure 2. At a fixed spray charge density, the greatest droplet flux occurred at the centerline where the

droplet population was comprised of a majority of small droplets. In the lateral direction toward the

periphery of the spray, the droplet flux decreased appreciably, eventually by 2 to 3 orders of magnitude
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Figure 2. Droplet diameter distributions at the 15 mm axial location and spray charge densities

of 106 and210C/m3.
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Figure 3. Rosin-Rammler and lognormal fit comparison at the spray centerline, 15 mm axial location and

spray charge density of 210 C/m^.

at the periphery. At the higher charge density, for all lateral positions, the maximum value of the droplet

flux occurred at smaller diameters. This is consistent with the photographic observations reported by

Snarski [4], in which the length and diameter of the brush-like filaments extending from the tip of the

needle decrease with increasing charge density and produce a larger number of smaller droplets.

The measured droplet flux distributions also can be used in conjunction with various models that

relate droplet charge to diameter to construct charge flux distributions. This is accomplished by

incorporating the appropriate droplet charge-to-diameter relation into the droplet flux distribution, directly

yielding the charge flux distribution. In the present study, two models were examined. In one, droplets

were assumed to be charged to their maximum (Rayleigh) limit where charge ~ diameter3/2, and in the
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Figure 4. Droplet flux distributions at the 15 mm axial location and spray charge densities

of 106 and210C/m3.
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other, to an equilibrium end-state where charge - diameter [2]. Other droplet charging models, such as

those yielding minimum energy and most probable distributions, were not considered. This was because

the Rayleigh model describes an upper limit and Kelly's model recently has been shown in two independent

experiments [2,7] of EHD sprays to best describe the measured velocity-diameter correlations.

The resultant droplet charge flux profiles at both charge densities are displayed in Figure 5 for each

of the two models. Implicit in determining these profiles is the choice of a diameter that is representative

of the diameter distribution at each lateral position. Here, for the Rayleigh model, the PDPA measured

diameters were used directly and, for Kelly's model, several representative diameters were examined

(dmode. dio. CI20. ^30 and d32 - see Lefebvre [6]). The linear average diameter, dio, gave the best

agreement between experiment and theory in terms of total current measurement. At both spray charge

densities, each model predicted that the maximum charge flux was at the centerline. The Rayleigh model,

as anticipated, predicted the highest charge flux. Comparison between the two charge density cases

further showed that the droplet charge flux distribution with increasing spray charge density became
logarithmically related to lateral position. The least-squares fits of the data yielded high correlation

coefficient values of 0.98 and 0.99 at the higher charge density and 0.94 and 0.94 at the lower charge

density for the Rayleigh and Kelly models, respectively. All of these values corresponded to confidence

levels greater than 99.9% when considering the number of lateral positions examined. These findings

imply, irregardless of the droplet charging model assumed, that the droplet charge flux distribution is

logarithmically related to lateral position.

Ql 1 1 > 1 ^ 1 . 1

0 10 20 30 40

Position, mm
Figure 5. Droplet charge flux profiles for Rayleigh's and Kelly's models at the 15 mm axial location and

spray charge densities of 106 and 210 C/m^,
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The model most descriptive of the present experiments can be identified by numerically integrating

these profiles across the lateral span of the spray to yield values that can be compared to the measured

total droplet current. This comparison revealed very good agreement (within the experimental

uncertainty) with Kelly's theory (to within approximately 5% for the lower charge density [0.63 |a.a

predicted versus 0.60 |j.a measured] and to within approximately 20% for the higher charge density [0.94

|ia predicted versus 1.20 |j,a measured]). The total droplet currents predicted from Rayleigh's model were

approximately twice the magnitude of the measured values (1 .27 ^a and 2.08 )j.a for the lower and higher

charge densities, respectively). These results further support that Kelly's theory best describes the

present experimental results.

CONCLUSIONS

The measurements presented herein support that droplet sprays of ethanol obtained at the subject

levels of spray charge density closely approach or may have already reached their equilibrium end-state.

This conclusion was drawn from the observed evolution of the droplet diameter and flux distributions with

increasing spray charge density. Further evidence was acquired by determining that the best agreement

between measured and predicted total droplet currents was achieved by assuming an equilibrium end-

state process for droplet charging.
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ABSTRACT

An intact liquid jet emanating from a nozzle is subjected to a periodic external forcing

in the axial direction. It is discovered that the jet may be induced to atomize and produce

droplets of diameters much smaller than the jet diameter. The induced atomization occurs only

in widely separated discrete frequency bands. The diameter of the droplets produced in these

bands decrease with increasing frequency. The locations of the discrete bands for the induced

atomization depends on the relevant flow parameters.

INTRODUCTION

It is well known since the time of Rayleigh (1) and Plateau (2) that a liquid jet emanated

from a nozzle may break up into droplets of diameter comparable to the diameter of the liquid

jet. The mechanism of the breakup is due to the capillary pinching (3). Taylor (4) demonstrated

that at a relatively high jet velocity there is another mode of breakup which results in a formation

of a spray of fine droplets of diameters much smaller than the jet diameter. Lin & Kang (5), and

Lin & Lian (6) showed that formation of droplets of this scale by spontaneous atomization of a

liquid jet without external excitation can be achieved only in the parameter range Q » We,
where Q = P2/P1 is the ratio of the density of the ambient gas to that of the liquid, We is the

Weber number We = S/pj U^ a, S being the surface tension, U the jet speed and a is the nozzle

inner radius. By use of the energy equation and neglecting the gas viscosity Lin and Creighton

(7) showed that while the mechanism of the jet breakup by the Rayleigh mode is capillary

pinching, the mechanism of atomization is the high frequency pressure fluctuation at the liquid-

gas interface. Taking into account the effect of gas viscosity, Lin & Ibrahim (8) showed that the

interfacial shear stress fluctuation may be of the same order of magnitude as the pressure

fluctuation in some parameter range. A similar energy analysis for a coaxial core annular flow

was reported by Chen, Bai & Joseph (9). These results suggest that atomization may be induced

even in the range We ~ Q by a high frequency oscillation of the nozzle tip in the axial direction.

This is found to be the case in the present experiments. However, unexpectedly we discover that

the atomization can be induced only in widely separated narrow bands of frequency.

EXPERIMENT

Figure 1 displays the general layout of the experimental equipment. A flask filled with

a test liquid is connected from it upper neck to a flexible tubing. The tubing is connected

through a pressure gauge and a valve to a compressed air line. A nozzle is connected to the flask
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Fig. 1 Experimental Layout

through its lower open protrusion. The liquid discharge rate through the nozzle is regulated by

use of the pressure gauge which controls the pressure exerted at the air-liquid interface in the

flask. The flask is mounted on a frame which can be traversed vertically as well as horizontally.

The liquid discharged through the nozzle is collected in a beaker under the nozzle. The

cylindrical nozzle tip is made of Vemitron piezoelectric ceramic. Its inner diameter and length

are respectively 0.05 cm and 1.905 cm. The cylindrical wall thickness is 0.05 cm. The axis of

the nozzle tip is aligned in a vertical direction. The electrodes at the upper end of the

piezoelectric cylinder are connected to a function generator, through an oscilloscope and a

amplifier (Burr-Brown 3854 JM). The amplifier is required to raise the voltage to approximately

100 Volts which is necessary to vibrate the 1.905 cm long piezoelectric piece by as small an

amplitude as 1 |im in the axial direction. The function generator supplies sinusoidal voltages on

the order of 10 Volts peak to peak at frequencies between 1 Hz and 100 KHz. The signal

supplied to the nozzle is monitored on the oscilloscope. The size and the axial velocity
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distributions of the atomized droplets at a given spatial position are measured non-intrusively by

use of a Phase Doppler Particle Analyzer (PDPA, Aerometrics). The PDPA system consists of

the laser beam transmitter (XMT-1100), a signal receiver (RCV-2100), a motor controller (MCB-
700-1) Phase/Doppler processor and a data processor. Two transmitted laser beams of equal

intensity intersect at a specified spatial position where the measurement is to be taken. A droplet

passing through this position scatters the transmitted light and produces an interference fringe

pattern. The fringe spacing is related to the drop size by the Mie equation (10). The image of

the fringe pattern appears to move past the receiver at the Doppler difference frequency. Each

of the three detectors in the receiver sees a similar but out of phase Doppler burst. The phase

shift is related to the drop size and the Doppler shift is related to the droplet velocity. The

conversion of the phase and frequency shifts to the particle size and velocity is achieved by the

Phase/Doppler processor (PDP-3100). The statistics of the size and velocity distributions at the

spatial position over a sufficiently long period of time is then obtained by use of an IBM PC/AT.

The detail of the principle of a PDPA system can be found int he paper by Bachalo and Houser

(10). Pure alcohol and 70% -30% by volume of alcohol-water mixture were used as the test

liquids.

The experimental procedure is relatively straightforward. First the receiver is aligned to

receive the forward scattering light making a fixed angle of 30° with the transmitted laser beam.

The flask is traversed to a desired position. The valve of the compressed air line is then opened

and the pressure gauge is set to a preassigned pressure depending on the discharge rate desired.

The function generator is then tumed on, and the frequency is gradually raised until atomization

takes place. The size and the velocity distributions at the intersection of the transmitted beams

are measured with the Aerometric PDPA system.

RESULTS

The results will be presented in terms of the following relevant dimensionaless groups:

Weber number. We = S/pj U a,

Reynolds number. Re = U a/Vj,

Froude number, Fr = U /ga,

Strouhal number, St = U/coa,

amplitude ratio, A = 5/a,

density ratio, Q = P2/Pi»

viscosity ratio, M = V2^V

where the subscript 1 and 2 stand for the liquid and gaseous phases respectively, v is the

kinematic viscosity, g is the gravitational acceleration, and 6 and co are respectively the amplitude

and the frequency of the nozzle oscillation. The amplitude 5 is related to the applied voltage V
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and the piezoelectric constant d^j (-274 x 10" nVVolt) by

5 = V-L.d3i/t ,

where L and t are respectively the length and thickness of the piezoelectric cylinder. The

amplitude 5 in the present experiment is approximately 1 |im according to the above equation.

Hence the parameter 5/a is fixed to be 4 x 10'^. The values of Q and M for the test fluids are

given in Table 1.

Table 1 - Physical Properties of Fluids

Fluid Viscosity Surface tension Density lO^Q M

(% Alcohol - % H^O) (lO'^m^/s) (10"^ N/m) (Kg/m3)

100 - 0 1.45 2.30 789.0 1.53 10.42

70 - 30 2.72 2.71 851.7 1.42 5.52

When the frequency of the function generator is increased gradually from zero, the jet

remains intact until the fu"st critical frequency is reached. When the first critical frequency is

exceeded, the jet suddenly atomizes to form the fine spray. As the frequency is raised further,

the jet continues to atomize in a narrow frequency band. When this band is exceeded, the jet

returns to its intact configuration. Before the maximum function generator frequency of 100 KHz
is reached, three such narrow bands of atomization are encountered. The location of the

frequency bands depend on the relevant flow parameters. The results obtained with pure ethyl

alcohol are presented in Figure 2. Measurements were taken at a point 3.0 mm radially and 5.0

mm axially from the nozzle exit. In each figure the values of A, Q, and M are fixed. The

measured dimensionaless average droplet diameter D = d/(2a), d being the average diameter, are

plotted against St in the figure for the set of We, Re, Fr specified in the figure.

D

0.060
1 f 1 1
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1 1 —f—
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0.0*0
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• •
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•
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0030
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0.10 OJO 0.30 0.40 0.50 0.60

s
t

Fig. 2 Selective Atomization

Re = 500, We = 0.01383, Fr = 3433, Q = 0.001525, M = 10.42, A = 0.004
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PRODUCTION OF UNIFORMLY-SIZED DUAL CONCENTRIC DROPLETS
FROM COAXIAL SMOOTH JET UNDER APPLIED AC ELECTRIC FIELD

T. Sakai, M. Sadakata, M. Sato, K. Kimura and M. Saito

Department of Biological and Chemical Engineering

Gunma University

Kiryu, Gunma, Japan

ABSTRACT

Hie production of uniformly-sized droplets by means of a mechanical vibration method and an electrical

method has been studied. The relationship between these two methods at the limits of the uniform region are aimed

to establish. The upper and the lower limits of the frequency of a uniform droplet region (synchronous region) for

the mechanical vibration method and the AC electric field method were the same. From the analogy of the surface

wave propagation caused by mechanical and electrical vibrations, it is considered that the AC electric field may cause

an initial disturbance or displacement on the electrically conductive liquid surface. Thus the surface wave growth

along the liquid column surface will result in synchronous disintegration of the smooth Uquidjet

The generation of concentric dual droplets by the AC electric field method and surface wave propagation

rates on co-axial dual liquid columns are discussed. It is proposed that the present method may provide a new

technique for the production of fine uniform droplets or particles, even for non electrically conductive liquids.

INTRODUCTION

Research pe^rs on the production of uniform droplets have essentially describe two methods. One is the

vibration method vMch includes acoustic, mechanical and liquid pressure vibration and the other method is the

application of electrostatic field. Reports on these methods have been published [1 - 14], however, the relationship

between the vibreition method and the electrostatic method has not clarified.

In this pe^r, at first, the disintegration mechanisms during uniform droplet production of both methods are

compared and analyzed. The results are then appUed to produce uniform sized droplets by Explication of high AC

voltages. The second purpose of this work is to produce smaller uniform droplets of non or poorly electrically

conductive liquids using electrostatic method, by applying AC voltages on a smooth dual coaxial liquid column

covered with conductive liquid. This method would provide more convenient process to produce finer uniformly-

sized droplets with lower injection pressure particularly for high viscous non conductive Uquids when dual

convergent nozzle are adopted.

The vibration method used on dual or multiple coaxial liquid columns to manufacture uniform droplets is

popular [15] such that artificial salmon roe is well known. Though the technique is known, fundamentals of this
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method have not been discussed.

This work is concentrated in two areas. The

first is to clarify the relationship between the upper and

lower limits of vibration frequency of the uniform

droplet region, and upper and lower limits of applied

AC frequency. The second purpose is to clarify the

fundamentals of generating conditions for dual uniform

sized droplets by means of the electrostatic method from

dual or multiple coaxial smooth jets vMch are

surrounded by electrically conductive liquid, where inner

liquids are not conductive.

- i

k

9)

Q) Dual capillary nozzle

(D High voltage power

source

(D Electrode

(D Flowmeter

(D Tank

(§) Reducing valve

(2) Compressor

(§) Camera

(D TV Camera

@ Stroboscope

Fig.l Schematic diagram of experimental apparatus.

EXPERIMENTAL APPARATUS AND METHOD

Experiments were conducted using the

apparatus shown in Fig. 1. As shown in the Hgure,

inner and outer Uquids are supplied from the storage

vessels (5) using static air pressure to prevent Uquid

flow disturbance. Flow rates of each liquid are

controlled with regulating the air pressiire supplied from

the air compressor (7) through the reducing valve (6)

and measured using flowmeters (4). The inner and outer

liquids are forced into the dual capillary nozzle (1) and

discharged into ambient air. Hie discharged liquids are

consisted of a co-axial dual liquid jet column. The dual

capillary nozzle (1) and the circular plate electrode (3)

are connected to a high voltage AC power source (2).

The disintegration patterns of the Uquid column are

recorded by means of shadow and scattered Ught

photographs using a stroboscope (10) as a lighting

source by a still camera (8) or a video camera (9).

The detailed geometry of the dual c^illary nozzle is shown in Fig. 2. In this case, kerosene is discharged

from the inner nozzle as an example of non or poor electrically conductive hquids and from the outer nozzle distilled

water is discharged as the conductive Uquid.

Fig.2 Geometry of dual capillary nozzle.

RESULTS AND DISCUSSIONS

Observations of the disintegration patterns

In Fig. 3, disintegration patterns of the coaxial dual liquid columns of mean velocity of 300 cm/s, A\4ien 2

kV AC potential with frequency of 1.0 - 3.0 kHz is appUed, are conpared with pattern ^^en no AC potential is

appUed. The Uquid velocity at the exit port of the inner and outer nozzle were both kept at 300 cm/s. As seen in

the Fig. 3, spontaneous irregular disintegration of smooth jet column was observed wiien no AC potential is
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f = 0[kH2]

V = 0[kV]

Fig.3

^plied.

When the Eqjplied

AC frequency was changed

in steps of 0.5 kHz interval,

as seen in the Fig. 3(b) -

(f), the patterns of (b) and

(c) show irregular

disintegration at 1.0 and 1.5

kHz. However, at the

frequencies of 2.0 and 2.5

kHz one can observe that

the disintegrated droplets

were generated at nearly

equal interval synchronizing

with the appUed AC

frequency (Fig. 3(d), (e)).

Furthermore, when the

appUed AC frequency was

increased up to 3.0 kHz, the disintegration interval and

droplet size became irregular. Thus, it was found that

there was a synchronizing region in vAach coaxial dual

Uquid column disintegrated with a uniform interval

distance and droplet size, when the ^pUed AC potential

was kept constant.

Upper and lower limits of synchronizing frequency

In the Fig. 3, it is shown that there are upper

and lower limits of frequency in wiiich synchronized

disintegration occurs changing applied AC frequency

with the voltage maintained constant. This region of

the frequency in which synchronized disintegration of

smooth jet column occurs is referred to the "uniform

(synchronous) region". The effects of the Uquid mean

velocity on the synchronizing upper and lower limits of

the frequency of the uniform region was investigated,

when outer and inner Uquid velocity are kept the same.

The upper and lower limits of the frequency of

the uniform region was shifted to a larger frequency

range when the Uquid velocity was increased.

Furthermore, it was observed that there is a minimum

potential over which uniform droplets can be produced.

It is also shown that inspite of changing AC voltage

*

t

:
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•

I

1.0

2

(b)

1.5

2

(c)

2.0

2

(d)

2.5

2

(e)

3.0

2

(f)(a)

Disintegration patterns of the dual liquid jet column with and without

AC potential

.

—I

—

I I I

Vac =2[kV]

Key

• 'H.obs.

o 'L.obs.

100
J I I I

1000500
Velocity [cm/s]

Fig.4 Upper and lower limits of AC frequency of the

uniform droplets region and comparisons with

calculated values by empirical equations of

mechanical vibration method.
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the upper and lower limits of AC frequency were kept constant for each liquid velocity. Those phenomena agree

with previous reports on uniform droplets generated by mechanical vibration [1-5, 8]. The authors showed a

parallelogram in wliich uniform droplets were generated. The existence of the minimum applied potential woxild

suggest the essential minimum initial displacement or disturbance on ajet surface by an electrostatic force.

In Rg. 4, an example of upper and lower limits of frequency of uniform region is shown. The upper and

lower limits of frequency line are parallel as in the case of mechanical vibration. Furthermore, the straight lines

calculated by the empirical formulae from the mechanical vibration method [4, 5] agree with the experimental AC

potential method, as expected.

Size distribution of uniformly-sized dual droplets

Uniformly-sized dual droplets were generated within a region of upper and lower limits of applied AC

frequency. The size distributions of droplets with and without AC potential for the 300 cm/s liquid column are

shown in Rg. 5. The upper figure (a) shows size distribution of falling spontaneous non synchronized disintegrated

drops \vb.en AC potential was not applied. As seen m the figure, the size spread is within a wide rage of 400 - 850

fim. On the contrary, as is evident in the lower figure (b), the droplet size showed a narrower rage of 500 - 600 fxm

and a sharp peak \vhen an adequate AC potential was appUed.

From the experimental results, it was found that uniform droplets were generated wiien adequate AC

potential was apphed on a smooth jet of coaxial dual Uquid column, the same as for the mono liquid column of

electrically conductive liquid.

Observation of free falling dual droplets

Instantaneous shadow photographs of the free

falling droplets were taken by means of a telescopic

microscope cameras as shown in Rg. 6. The outer and

inner liquid velocities were 200 cnVs, respectively. The

photogrq)h on the left shows a droplet produced by

spontaneous disintegration of a smooth jet when AC

potential was not applied. As seen in the Rg. 3, at the

frequency of 0 and 1.0 kHz, the sizes were unequal,

though each drop consists of both droplets as shown in

the Fig. 6 left.

The middle photogr^h of Rg. 6 shows

synchronized uniform droplets as an example when the

AC frequency reaches 1.5 and 2.5 kHz within the

estabUshed uniform region at the same AC potential of

2 kV and the Uquid velocity of 300 cm/s. The

spontaneously and synchronously disintegrated droplets

showed double sphere drops involving one kerosene drop

within each water sphere, though double spheres could

not be detected in Fig. 3, vMch were taken by means of

a usual camera.

However, in the photograph on the right side.

E
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a
Q
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Non synchronized region
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a) Non synchronized spontaneous disintegration
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Fig.5 Size distribution of droplets between free falling.
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Spontaneous disinteg-

rationiNon electric field
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f
=2.0lkHzl

Over synchronized

region

Fig.6 Instantaneous shadow photographs of droplets between free falling discharged from

a dual coaxial nozzle.

the droplets were generated over the upper lunit of the frequency of uniform region, the outer drop size became

irregular and the number of inner drops were varied. In this case, two, three or more drops were involved, though the

outer size of each droplet seemed nearly equal in size from this photograph. It is considered that in this region of

disintegration, sateUites were produced and sometimes they were absorbed into the main droplets therefore the drop

sizes were not uniform and the sateUite formation could be one of the reasons which determine the number of inner

particles. However, further investigation is needed to clarify the reason why the inner particle number is varied.

Sizes of inner droplets

The sizes of the inner droplets were determined by calculation since to measure directly from the photograph

was difficult because of the strong lens effect by the outer droplets. When the outer and the inner liquid mean

velocities are kept uniform, the interface of both liquid should be formed between the thickness of inner tube wall.

Then outer and the iimer flow rate ratio Fo/Fi= y will be expressed using the modified nozzle diameter ratio 6, when

t is the wall thickness of inner tube, Do and Di are defined in Fig. 2.

6 = Do/(Di+t) (1)

Y =62-1 (2)

Then, the outer and the inner drop size ratio p should be

P = (1+y)^^^ (3)

From equations (2) and (3)

p=5^^ (4)

2/3
In this experiment, the center photograph of Fig. 6 is 6 = 2.0, p = 2.0 = 1.59. Therefore, the outer

droplet diameter do determined from the photograph is do = 525 ^m, and inner diameter is di = do/p = 331 (im.

Surface wave growth rate and effect ofappUedAC field

Grovyth rate and uniform region. The authors investigated theoretically and experimentally on the

relation between surface wave growth rate and mechanical vibration in order to generate uniform droplets [8], using
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instability theory of Rayleigh [16] and Weber [17]. Rayleigh had indicated that the surface wave displacement along

a smooth jet is

^ = exp(at+ikz) (5)

Here, ^ is surface displacement, a is growth rate of surface displacement in mm/s, t is time, k is wave nimiber, z is

distance in axial direction from nozzle port and i is imaginary. He neglected the viscosity term of Navier-Stoke's

equation and reduced an equation ofmaximum surface wave growth rate as equation (6), hereafter referred as growth

rate a.

=(ct/p a^)(l-k^a^)kaIj(ka)/lQ(ka) (6)

Here, Iq andl^ are Modified Bessel Functions of the first kind. A, is wave length, a is surface tension, p is density

and a is radius ofjet at any distance, k = 2k/X, and ka is referred as dimensionless wave number.

On the other hand, Weber neglected the inertia term of Navier-Stoke's equation and obtained an equation

regardmg growth rate.

+ a(3}i/p s?)k^^ = (a/2p ahl-\^aVa (7)

Here, (i is viscosity of liquid. The surface wave displacement ^ measured by means of the serial instantaneous

shadow photographs [4, 5], should give a straight line from the equation (5) \vhen log ^ vs. time t is plotted. The

gradient gives growth rate a. The intercept on the vertical axis is corresponded to initial displacement ^q. The

actual smooth jet radius a can not be read from the photographs directly because of the existence of surface waves at

any distance z from the nozzle. The radius a at distance z is calculated by [17]

a = aQUQ^/2(i+2gzAiQ2) (8)

Here, g is the gravity acceleration and Uq is the initial mean velocity of liquid jet. Conversions from measured z to

t are calculated considering gravity acceleration and neglecting air friction.

The critical viscosity for using either Rayleigh or Weber's equation for the calculation of surface wave

growth rate is 50 c.p. as pointed out previously [8]. As seen in Fig. 4, the experimental frequency limits of f and

fj^ by the AC method agreed with the calculated lines of f^j and f by the empirical equation of the mechanical

vibration method for low viscosity liquids under 50 c.p. [4, 5].

Growth rate a. along dual jet surface. As described in the former section, growth rate a is strongly related

to the upper and lower limits of vibration frequency regarding to the uniform droplet region, while Weber [17] had

proposed that the breakup length L of smooth jet column should be expressed as

L = (u/a)hi(a/eQ) (9)

The value ln(a/^Q) is known as a function of Ohnezorge number. He pointed out that when initial displacement

grows up to ^, as expressed in equation (5) equal to jet radius a, disintegration of Uquid column occurs following

equation (9). However, the jets discussed in many former investigations were merely on mono phase and single

smooth jets.

The growth rate a of the spontaneous wave along coaxial dual smooth jets were measured without applying

mechanical vibration or AC field by plotting log ^ vs. t, when the outer and inner Uquid velocity were 200 cm/s.

The measured points were lined up straightly and both of the gradients of two groups, i.e., water in water jet and

oil in water jet, agreed with the theoretical gradient a which was calculated by the Rayleigh's equation for water
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\vben the non dimensional wave number ka = Jid/^Qjjg = 0.776. The average of oil in water jet was about 0.1

fim, on the other hand the average of water in water jet was about 0.01 iim.

From this evidence the effect of inner nozzle geometry and physical property of liquid on the variation of

scattering and initial disturbances may suggest the importance of the geometry of inner nozzle port and sharp knife

edge is desirable.

From the experiments it was found that the growth rate a of co-axial dual jet surface wave is ruled merely

with physical property of outer Uquid when the viscosity of inner Uquld is in a same order with outer liquid.

Moreover, the growth rate a agreed to the Rayleigh's equation in spite of the coexistence of inner Uquid.

Key kV Hz

O 0 0

3 1300

Oil in Water Jet

,= 2 m/s

-1

Effect of appliedAC field. Fig. 7 shows an exan^le of growth rate a along the surface of the coaxial dual

jet column v/ben AC potential applied within a uniform region is compared with a spontaneous natural jet. The

gradient of fitted straight line ofAC appUed jet was calculated from Rayleigh's equation using physical properties of

the outer Uquid but the fitted line of the spontaneous jet was drawn without using regression analysis. When 3 kV

and 1.3 kHz AC was qjpUed to the jet the uniform droplets were generated synchronously with the applied AC

frequency, i.e. one droplet per each cycle, and the jet without the AC generated irregular sized droplets with

spontaneous natural disintegration. The cross point with aQ line corresponds to the breakup length of the jet and

thatofthe AC appUedjet is shorter than the non appUed jet, although the gradients of the two lines were nearly

equal. The breakup length of the spontaneous jet was L = "1

25 mm, t = 12 ms and \^en 3 kV, 1.3 kHz AC is appUed

it became L = 20 mm and t = 9.5 ms.

The intercept of vertical ^ axis increased as AC

potential was ^pUed. Thus this experimental results may

be summarized that as the AC potential is appUed to the

conductive Uquid column the initial displacement on the

jet surface increases, however, surface wave growth rate was

not changed visibly. Furthermore, it was clarified that

theoretical growth rate a along coaxial dual jet surface

foUowed to the Rayleigh's equation despite that AC

potential was appUed considering only its outer liquid

physical properties.

According to the electromagnetic dynamics the

electric field should reduce the surface tension and resulted

surface wave growth rate due to Rayleigh's equation, but the

experimental results did not show this. It is considered that

the effect of the high potential on the surface tension

reduction should be less or negligible, and the electro-

attractive or repulsive forces caused by the high potential on

the Uquid column should have the affect of increasing the

initial displacement on its surface similarly as the

mechanical vibration, though further physical considerations

stiU remaining.

E
E
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10
-3

Gradient by Eq.(6)

u = 1288 mm/s
I I I

8

t

10
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Fig.7 Comparison of surface wave growth along
coaxial dual jet by spontaneous disintegration

and AC applied disintegration within uniform
region.
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CONCLUSION

The following conclusions were obtained.

1) Uniform droplets were generated wiien adequate AC potential is applied on a coaxial dual smooth jet. A
minimum voltage existed for generating uniform droplets. Also, within the upper and lower limits ofAC frequency

uniform droplets were generated and the frequency of both limits were agreed with those of the mechanical vibration,

relating with jet velocity. The uniform dxjal droplets were generated synchronously with AC frequency, i.e. one

droplet per each cycle. Each droplet contained one same sized inner droplet.

2) The surface wave growth rate along coaxial dual smoothjet follows the theoretical growth rate calculated

by Rayleigh's equation using physical property of outer Uquid when the viscosity of both liquid is almost the same.

3) Surface wave growth rate along coaxial dual jet wiien AC potential is appUed agreed with that of

calculated by Rayleigh's equation using induced wave number and physical property of outer liquid only. The

minimum AC potential to produce uniform droplets is considered corresponding to the essential initial displacement

of mechanical vibration method to generate uniform droplets to overcome the back ground noise.

4) The AC potential may cause initial displacement wiiich will propagate along the surface of coaxial dual

smooth jet most quickly than spontaneous disturbances and causes disintegration regularly following appUed AC

frequency and at the end of thejet the displacement grows up to jet radius.
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ATOMIZATION OF LIQUID CYLINDERS, CONES, AND SHEETS BY
ACOUSTICALLY-DRIVEN, AMPLITUDE-DEPENDENT INSTABILITIES

J.L. Dressier

ABSTRACT

Fluid Jet Associates

Spring Valley, OH, U.S.A.

The atomization of several liquid jet configurations by an acoustic
disturbance is studied. The atomizer forms a cylindrical, conical, or flat(a
sheet) liquid jet by means of an electroformed nozzle. A piezoelectric driver,
which has been constructed to efficiently couple energy to the liquid, modulates
the fluid velocity. Operating the piezoelectric drivers at high power levels
produces perturbations with sufficient energy to break the liquid jets into

drops, with a net increase in surface energy. The resulting drop sizes are
influenced by the frequency and amplitude of the driving signal, as well as the
nozzle size. The spatial distribution of the spray is controlled by the spacing
and geometry of the holes in the nozzle plate, the amplitude of the acoustic
signal, and the swirl in the fluid manifold. This device is more robust than the
typical acoustic drop generator because small drops can be made from large holes,
reducing the plugging problem. No air flow is used.

INTRODUCTION

The atomization of a jet or sheet of liquid is a process that in most cases
requires the addition of energy to the fluid. The energy input is required
because the surface area of the atomized fluid is larger than the original fluid
surface area. The energy stored in the increased surface must be supplied from
a decrease in the kinetic energy of the fluid or from an external source.

Most fuel injectors for oil burners or gas turbines use an air blast to
atomize the liquid jet or sheet. A fast moving air stream impinges on the slower
moving fuel. The kinetic energy of the air tears the liquid into filaments and
then into drops. [1,2]

Another technique that has been used for specialized applications is the
acoustic excitation of a liquid cylinder at an unstable wavelength. This
technique does not add energy to the liquid because the fluid surface area is

lower after the disintegration has occurred. Rayleigh[3] derived the dispersion
equation for infinitesimal disturbances on a liquid cyMnder. His theory
correctly shows that the cylinder is stabl e for all but on e of the modes of
perturbation. The jet is unstable only for azimuthally symmetrical perturbations
(the sausage mode) whose axial wavelength is longer than the jet's circumference.
For this one mode, small perturbations will grow and the surface area of the
fluid decreases as the jet disintegrates into a stream of drops. The use of
small amplitude acoustic perturbations to produce a stream of monodisperse drops
from a circular liquid jet has been studied extensively .[ 4 , 5 , 6] The drawback of
this technique for atomizing fuel is that the size range of drops for a given
liquid jet diameter is restricted. The resulting drops have a diameter
approximately twice the diameter of the original jet. This restriction means
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that small nozzles must be employed to obtain small drops and there is a great
chance of nozzle plugging due to particles in the fuel.

Dressler[7] has derived a dispersion equation for small perturbations on the
surface of a sheet of liquid. This analysis is similar to Rayleigh's analysis
of a circular jet. Dressier found that for perturbations driven solely by
capillary forces, the sheet of fluid is stable for all perturbations. Thus, the
technique of inducing atomization with a small acoustic signal works only for
circular jets; it does not work for sheets.

In addition to the air blast techniques, other methods have been devised to
overcome the capillary force and drive a fluid jet or sheet unstable.
Melcher[8,9, 10] ,

Crowley[ll] , Ketterer[ 12] , Dressier [ 13] , and Centani [ 14 ] studied
driving and stabilizing instabilities on fluid jets and sheets with electrical
forces. These previous electrohydrodynaraic studies were concerned with systems
that were unstable; an infinitesimal perturbation of the liquid surface would
grow without bound.

Our atomizer described here builds on our previous work[15,16] to
disintegrate the fluid and obtain a spray with a higher surface area than the

initial fluid. We use high amplitude acoustic energy to provide the energy
needed to increase the surface energy of the fluid. This process produces sprays
with the shapes of fans, cones, cylinders, and sheets. The process does not use
an air blast. By setting the frequency and amplitude of the acoustic signal, we
achieve some control of the drop size in the resulting atomized fluid
independently of any air flow.

ATOMIZER DESCRIPTION

Figure 1 shows a photograph of the injector. A piezoelectric driver is

placed in the circular fluid manifold. A nozzle plate, fabricated by a

photofabrication process, is placed across the end of the manifold. With this
design, the acoustic energy produced by the piezoelectric transducer is

efficiently coupled into the fluid, creating additional surface area on the
atomized fluid.

FIGURE 1.

High Amplitude Ultrasonic Atomizer
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Several photographs of nozzle plates are shown in Figure 2. Figure 2a is

a rectangular slot, Figure 2b is a rectangular slot with width perturbations, and

Figure 2c shows a common round nozzle.

FIGURE 2a.

Rectangular Slot. 500 x 50 Microns

FIGURE 2b.

Rectangular Slot with Perturbations.

FIGURE 2c.

Common Round Nozzle. 50 Microns.

EXPERIMENTS ON CIRCULAR JETS:

Zero Order Azimuthally Symmetrical Mode (Sausage or Varicose)
Dressier and Jackson have previously shown that azimuthally symmetrical

disturbances, which are predicted to be stable by Rayleigh's criteria for small
perturbations, can be made unstable by the application of a large perturbation
in the jet's velocity. The energy in the perturbation, if large enough, can
cause the jet to break into a stream of drops. Because the breakup is dependent
on the acoustic amplitude, it is called an amplitude dependent instability.
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Figure 3 shows a jet that is unstable for the applied perturbation. The
varicose disturbances grow in amplitude as the jet moves from the top to bottom
of the photograph. This process for jet disintegration is commonly called
Rayleigh breakup.

Figure 4 shows a jet that is stable for the applied perturbation. The
wavelength of the perturbation is smaller than the jet's circumference and the
perturbation decays as the jet moves from top to bottom of the photograph.

Figure 5 shows the jet of Figure 4 driven with a larger amplitude signal.
With the higher acoustic signal, the jet is unstable and breaks into a stream of
drops at the driving frequency. For this jet, the Rayleigh wavelength is 314
microns. The wavelength of this disturbance is about 280 microns. The drops in

Figure 5 have a volume that is 10% less than the smallest drop predicted by
Raleigh's theory for small perturbations.

FIGURE 3. FIGURE 4. FIGURE 5.

Circular Jets Exhibiting Circular Jet Exhibiting Circular Jet Exhibiting
Raleigh Break-Up Decaying Perturbations. Amplitude Dependent

Instability.

H igher Order Modes
Rayleigh' s Theory predicts that all of the higher order modes of a liquid

cylinder are stable for small perturbations. One method of countering the

stabilizing effect of surface tension is to apply an electric field to the liquid
surface. This technique has been shown to be useful for producing very
reproducible instabilities of the first mode. [10]

We have succeeded in driving a jet of liquid unstable in the higher modes
by the application of a high amplitude acoustic drive. Again, this instability
is dependent on the amplitude of the excitation. Figure 6 shows a liquid jet

with radial perturbations that are caused by our acoustic excitation. These
perturbations do not exceed the stability threshold and they decay as the jet
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moves. Figure 7 shows a jet with a larger perturbation. These perturbations
exceed the threshold and the jet is unstable. The instability causes drops to

be ejected in the radial direction. There are 14 to 16 drops ejected from each
perturbation on the jet and therefore we must be driving the m=14 or 16 azimuthal
mode.

LIQUID CONE INSTABILITY

The photographs of the atomized jet show that there is a region of large
drops in the center of the spray pattern. To modify the spatial distribution of

the spray, we added swirl to the injector manifold. With this added swirl, a

hollow cone of liquid is produced from the circular nozzle.
Figure 8 shows the cone after an acoustic drive was applied. The excitation

forces the cone to break into rings of liquid which then disintegrate into drops.
The spray pattern formed is thus hollow.

FIGURE 6.

Stable Perturbations on
a 750 Micron Circular Jet.

FIGURE 7.

Unstable High-Order
Perturbations on a 750

Micron Circular Jet.

FIGURE 8.

A Cone Shaped Jet
Breaking into Rings Due
to an Acoustic Drive.
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SHEET INSTABILITY

Dressler[7] developed a dispersion equation for small disturbances on a
thin sheet of liquid. The derivation was made into a homework problem[9] and in
the final publication, the capillary force was changed to a magnetic force.
Since it is not available elsewhere, the original equation is given here without
derivation. This equation predicts that the sheet is stable for all small
disturbances.

- P
0)'

coth2Kd(2K2T) + (k2T)2=0
(1)

where k is radians/length, w is radians/second, p is the fluid density
T is the surface tension, and d is the half-width of the fluid layer.

The dispersion equation can then be further factored into two equations.
The first represents disturbances where the sheet of liquid has a thickness
perturbation and the deflections of the sides of the sheet move in opposite
directions. The second equation is for kinking perturbations where both sides
of the sheet move in the same direction. These two dispersion equations are then
simplified with the long wavelength assumption that K is small. Because they are
not readily available elsewhere, the dispersion equations for the thickness mode
and the kink mode, for a liquid sheet driven only by capillary forces are
presented here.

po)2 = K^Td (2)

d
(3)

The kink mode, (3), of the sheet has a typical wave type of dispersion
equation while the thickness mode equation, (2), is

more interesting. For the thickness mode of the
fluid sheet and the sausage or azimuthally
symmetrical mode on the circular jet, the
dispersion equation is fourth-order in space and
second-order in time. Thus two of the
characteristics are horizontal, representing
infinite velocity of propagation. This strange
behavior results from the incompressibility
assumption, which gives more spatial derivatives
than time derivatives to the dynamic equations for

both the circular jet and flat sheet. If one has
an interest in studying flat or circular jet
deformations, he should be aware that this infinite
propagation velocity means that the initial
conditions at the nozzle exit are not sufficient to

determine the liquid behavior. One downstream
boundary condition must be considered.

Figure 9 is a photograph of a liquid sheet
originating from a slot nozzle. Small FIGURE 9
perturbations are applied to the nozzle by s^eet of Fluid Exhibiting
acoustically perturbing the fluid velocity and gtable Perturbations
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spatial perturbations are applied to the sheet thickness by putting perturbations
in the nozzle width as shown in Figure 2b. Figure 9 shows the sheet is stable
for these perturbations. The sheet was also stable for all other small
perturbations.

Figure 10 shows the sheet after it was made unstable in the thickness mode.

Here a large acoustic signal is applied to the sheet and it breaks into tubes as

a result of this large signal. Since a large excitation is required to produce
this sheet breakup, this instability is called amplitude dependent. The nozzle
plate used for Figure 10 contains thickness perturbations and they cause the
tubes formed from the sheet breakup to break into drops.

The higher order azimuthal modes on the circular jet were shown to have an

amplitude dependent instability. For this instability, drops were ejected
radially from the jet. Similarly, the second order or kink modes of the sheet
can be forced to become unstable if driven with a large enough amplitude.
Photograph 11 shows fingers of liquid extending from the sides of a sheet due to

the application of a moderate driving force. These perturbations are not large
enough to be unstable and Figure 11 shows them collapse back into the sheet.
When a larger perturbation is applied to the sheet, the perturbations become
unstable and drops are ejected from the edge of the sheet. This is shown in

Figure 12.

^ >>

FIGURE 10.

Sheet of Fluid Unstable
in the Thickness Mode.
Tubes Break into Drops.

Instability. Side View.

FIGURE 11. FIGURE 12.

Stable, High-Order Kink Unstable, High-Order Kink
Mode on a Fluid Sheet. Modes on a Fluid Sheet.
Side View. Amplitude Dependent
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SUMMARY

The effect of high amplitude acoustic signal to the stability of fluid
sheets and cylinders has been examined. Without the large acoustic signal, a
fluid cylinder is unstable only for sausage mode disturbances with wavelengths
longer than the circumference of the cylinder. The sheet is stable for all small
disturbances. When a large acoustic signal is applied to a cylinder, it becomes
unstable in the sausage mode with wavelengths shorter than the jet's
circumference. For cylinders with large diameters, we found that we could drive
the surface unstable for higher order azirauthal modes. The instability caused
drops to be ejected radially from the cylinder.

Swirl was added to our atomizer and this changed the circular jet into a

cone. A high amplitude acoustic signal forced the cone to break into a series
of expanding rings which then broke into drops.

Amplitude dependent instabilities were exhibited on a fluid sheet. The
thickness mode was driven and this stimulated the sheet to break into ligaments
which then broke into drops. The kink mode of the sheet was driven and small
drops were ejected from the sides of the sheet.

The acoustically driven atomizer can provide a reasonable flow rate with
no air mass. The device will be useful in situations where it is desired to
control the atomization without depending on the air mass flow. The drop size
and mass flow can be controlled by the acoustic amplitude and frequency and the
fluid supply pressure. One potential use for the acoustic atomizer is as a fuel
injector for reciprocating engines that operate at low speeds. By speeding the
vaporization of the fuel, it may be possible to have a fuel/air mixture which can
be ignited by a spark plug and which is not as rich in liquid fuel droplets as

present mixtures.
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ABSTRACT

A modified version of the Hartmann-type stem and cavity air
jet acoustic generator coupled with a twin-fluid air-assist
atomiser has been used to form a unique practical device for
atomisation, emulsification and combustion applications. The
effects of acoustic and fluid dynamic fields on the atomisation
parameters have been investigated theoretically. These results
have been employed to evolve a step-by-step procedure for
designing the important parameters of the twin-fluid acoustic
device. Detailed experimental work has been performed to study
the effect of various flow and fluid properties on the mean drop
size of the spray. The results have been correlated to arrive at
a semi-empirical equation for estimating the SMD of sprays from
the acoustic device, applicable in the range of fluid properties
and test conditions employed. Incorporation of the acoustic
device in a practical combustion chamber has proved to be
successful

.

1 . INTRODUCTION

It has been postulated and observed that the acoustic field
in the spray zone enhances liquid sheet disintegration into
ligaments and drops resulting in better atomisation and efficient
combustion [1]. The Hartmann whistle and its modified form,
namely, the stem jet generator [2] which generates acoustic field
by directing moderately high pressure air through the centre of
the device into a suspended resonant cavity has been found to be
best suited for atomisation applications. The present work deals
with a detailed investigation of the design aspects of the
acoustic device and its performance evaluation by experiments.

2. DESIGN CONSIDERATIONS

The design of the acoustic device using air is generally
based on the empirical relations developed by Hartmann himself,
and with a few modifications as suggested by the later
investigators [2,4]. However, for the purpose of its application
to atomisation, emulsification and combustion, with the addition
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of a liquid it is essential to consider some of the two-phase
flow parameters.

2.1 Equivalent Diameter Concept

The empirical equations of Hartmann [2] for designing the
acoustic generator have been suitably modified to account for the
presence of the stem rod by using an equivalent diameter
concept by replacing by D^^ and by D^^.

2.2 Acoustic Frequency

Acoustic frequency is calculated by considering the resonant
cavity as a quarter wave tube with one end closed, for which the
natural frequency of operation at the fundamental mode is given
by

(2n - 1)
a

4 (h + ^ )

fn =
—

In practice it has been observed that for the given cavity
dimensions, f^ varies with the pressure of the driving fluid, and
the sonic velocity of the air-liquid mixture. Hence it is
required to calculate the actual f^ corresponding to the
operating conditions.

2.3 Velocity of Sound in Air-liquid Mixture

In an air-liquid mixture the resultant sound velocity is a

function of the void fraction ( o'- ) and the individual sonic
velocities which can be estimated using the equation based on
mean density and bulk modulus of the mixture [4] and can be used
for calculating the actual operating frequency

= 1/ [(<^/ c^; ) + (1 -o()/
5^

c^] (2)

2.4 Relation Between Drop Size and Frequency

A liquid drop, suspended in a gaseous medium subjected to an
acoustic field, undergoes periodic compression and rarefaction.
By considering the equation of motion and neglecting the gravity
effects it has been shown [3] that

= 2K (T / SF^ (3)

Using the general relation between driving freauency f and
the wave frequency F, as suggested by Lang, F = f/2, and the
equation for can be written as:

X= (8Tcr/ S f2)^/3 (4)

It is also well known that the median diameter of the liquid
droplet is proportional to X , and hence we can write:
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d = kI, so that d = K (8T^/ 3| f^)^/^ (5)

where K is a constant to be determined experimentally.

2.5 Design Procedure

Based on the foregoing discussion, guidelines for a step-
by-step procedure for the design of the twin-fluid acoustic
atomiser is suggested.

3. EXPERIMENTAL PROGRAMME

3.1 Configuration of the Acoustic Device

The sectional view of the acoustic device chosen for the
present work is shown in Fig.l.

Using the design procedure, a nozzle diameter of 6 mm was
selected, and the other dimensions were derived. Atomising air
was injected into the main body through a 10 mm dia tube. The
test liquids, and water (when used for emulsification) , fed
through 6 mm dia tubes, filled the annular groove in the
convergent-divergent nozzle and entered the main air stream
tangentially through three orifices of 0.8 mm diameter.

3.2 Test Facility and Instrumentation

The overall layout of the facility is shown schematically in
fig. 2. In all the atomisation experiments an optical bench
incorporating the forward diffractive light reattering technique,
built indigenously, was used for the measurement of spray drop
size.

3 . 3 Experimental Work

Extensive tests were conducted to determine the parametric
effects on the atomisation performance of the acoustic atomiser.

As a practical application, the acoustic device was then
incorporated into a gas turbine combustion chamber, and lean
stability limits, were determined. The results were compared
with those obtained by repeating the same experiments using a
conventional pressure jet atomiser.

4. RESULTS AND DISCUSSION

4.1 Results of Atomisation Studies

The influence of flow and fluid properties on the Sauter
mean diameter is shown plotted in figures 3,4,5. The increase in
liquid flow rate increases the drop size almost linearly, whereas
increase in atomising air flow rate and in turn the air velocity
decreases the drop size. The behaviour is similar for all the
four liquids. The optimum air liquid ratio lies between 4 and 8
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FIG. 2 SCHEMATIC OF THE EXPERIMENTAL SET UP
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for low viscous liquids, and is around 10 for furnace oil.
Generally the SMD of furnace oil is 4 to 5 times the SMD of low
viscous liquids.

Results of the present work have been compared with those
obtained by Nagai et al [8] (Fig.6). It can be seen that there
is good agreement between the two. Similarly the results of SMD
obtained for furnace oil have been compared with those calculated
from Jasuja's equation.

4.2 Drop Size Correlation

In the present investigation, the large amount of
experimental data obtained during atomisation studies have been
used to arrive at a semi-empirical equation for the prediction of
SMD, taking into account as many parameters as possible :

SM. = o.o.s.(f^y'X^JT^%, <e,

4.3 Results of Combustion Studies

The results of combustion studies have been analysed in
terms of the lean stability limits. Stable combustion was
possible at low fuel to atomising air ratios below a fuel rate of
about 7 g/s. At higher fuel flow rates, combustion was stable
for fuel/air ratios above 0.4. Visual and photographic
observations indicated that the flame cone angle was as high as
180 , and tended to spread backwards if the gap setting was
reduced. As the fuel flow rate was increased, the flame became
more luminous, with an increase in length and diameter.

The changes in the shape of the flame, viz., length and
diameter, and cone angle were observed as the fuel flow rate was
increased. It was seen that for kerossene and diesel fuels a

stable blue flame could be obtained with flow rates upto 5 g/s.
The flame was short and broad, and had a wide angle of coverage
with symmetric distribution.

Sound level and frequency were strong functions of the
nozzle diamter and other geometrical and flow parameters. In the
present case, the predominant sound frequency for the atomizer
was around 10 kHz. The sound level was 130 dB, which decreased
by 15 dB with liquid injection, and a further decrease of 10 dB
was observed during combustion. Using the measured acoustic
power output, the acoustic generator efficiency was calculated to
be around 47o.

While burning kerosene with water addition, an almost
transparent flame was observed. The reasons presumably are: (i)
homogeneous dispersion of water in kerosene spray (ii) the
isolated liquid droplets being re-atomised by the boiling of
water, thus achieving better mixing and in turn high intensity
combustion, (iii) reduction in soot formation by the lower
combustion temeperature with water. Flame length considerably
decreased during emulsion burning compared to neat fuel burning.
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The effects of water addition on lean stability limits are
shown in Fig. 8. It is seen that water addition in general has a

deteriorating effect on the lean stability of the acoustic
atomiser

.

^•^ Results of Combus tion Chamber Tests

Stability limits were obtained by carrying out a series of
extinction tests at constant, pre-determined levels of air
temperature and pressure. With the fuel flowing and the mixture
ignited, the fuel flow was gradually reduced until flame
extinction occurred. This process was repeated at increasing
levels of air mass flow rate until the complete stability loop
was drawn. Figure 9 illustrates the main features of the
stability loop obtained by this technique.

NOMENCLATURE

C Velocity of sound
D Diameter
f Frequency
h Depth of resonating cavity
1 Gap between the nozzle and the resonating cavity
m Mass flow rate
P Pressure
Q Volume flow rate
SMD Sauter mean diameter
V Velocity
W Power
oC Void fraction
t\ Efficiency
JA- Absolute viscosity
$ Density
cr Surface tension
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ABSTRACT

Photodiode arrays used in laser di^ction particle sizing instruments must be calibrated to account for detector-

to-detector variations in sensitivity. We have calibrated an Insitec EPCS-P detector by scanning a small laser beam

across the detector surface. A deconvolution of the known intensity distribution of the laser beam from the

measured signal resulted in detector response as a function of position. Detector response was approximately

constant over the region of the ideal active detector and it decreased exponentially in the region beyond the ideal

detector boundary. A diffusion length constant of SO^^I gave the best fit to the measured data. Theoretical

predictions of calibration factors based on measured detector response agreed reasonably well with Malvern and

Insitec calibration factors obtained from the traditional uniform light illumination method. This indicates that edge

effects in ring detectors made by different sources are similar.

INTRODUCTION

Particle sizing instruments based on near forward scattering signatures are commonly used to measure droplet

size distributions in sprays [1]. Scattering signatures are collected by the instrument and are processed by a

mathematical inversion scheme to determine the size distribution. The equation which models the scattering

signature is a classical Fredholm integral equation. This integral equation is often approximated by a linear system

of discretized equations and the calculated size distribution is only an approximation of the actual distribution. The

corresponding coefficient matrix resulting from discretization contains elements that must be estimated. Two of

these components are the distribution of particle size within each size class and detector response characteristics.

The ultimate accuracy of the calculated size distribution is limited by the accuracy to which these components are

properly estimated.

Since it is the particle size distribution that is sought, it is doubtful that any information on within class size

distributions would be known a priori. However, it is possible to experimentally probe the detector response.

Literature references [2-4] discuss calculation of the scattering matrix assuming an ideal step response at the

boundary of detector elements. Any deviation in the actual detector edge response characteristics from this assumed

ideal behavior would result in a bias error in the matrix, and hence, also in the calculated size distributions. Further,

all scattering matrix calculations reported to date have assumed no detector-to-detector variation in responsivity, the

ideal situation. However, since interlaboratory studies [5] highlighted the significant effect of between-detector

responsivity variations on the overall accuracy of laser diffraction instruments, calibration factors have been

introduced to correct for these between-detector effects. The process of calibrating a photodetector array using

uniform illumination [6] can e:q)erimentally correct for two effects, 1) spatial variations in the local responsivity

(amps/watts) either within or between detectors, and 2) edge effects. Qearly, details of these local effects are

masked by the averaging effect of uniform flood illumination. In this paper we are concerned with the details of

detector array characteristics on a spatial scale much smaller than the detector dimensions. In particular, we report
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e;q)eiimental measurements of local respoasivity both within and at the boundaries of the detector elements. We
have used the results to develop a theoretical model for the edge effects and we therefore are able to theoretically

predict calibration factors.

MATHEMATICAL FORMULATION

Scattering measurements in laser diffi^ction instruments are typically made with annular ring shaped detectors

which cover a finite range of scattering angles as determined by the detector ^rtures. It is convenient to assign a

particular scattering angle 0^ to represent the range of scattering angles in the ith detector aperture. The detection

process can be represented as:

iw(®i) = / we(e,ei)i(e)de (D

0

where the weighting function vfQ(Q,Q^) describes the relative responsivity variations across the detector and l^Q^ is

representative of the signal obtained from the ith discrete detector (the subscript w indicates a dependence on the

weighting function). The azimuthal, or q> dependence on the responsivity variations are significantly less important

than the 9 effects, and have been neglected. i(9) is the intensity (W/sr) diffracted at near-forward scattering angles

0. The weighting function W0 is what is to be determined experimentally. It is also noted that the particle

distribution should also be discretized in a manner similar to that used for the scattering intensity [7]. In that case

we obtain a system of mg equations in m^ (a is the size parameter) unknowns where mg is the number of discrete

detectors and m^ is the number of discrete size classes. The linear system is written as:

I = K • N (2)

In Eq. (2) the mg elements of the vector I are 1^(90 as given by Eq. (1); the m„ elements of N contain the bth

partial moments of the number of particles in the size class; and K is the instrument or system matrix whereby

element represents the diffitiction contribution of a unit measure of particles in the jth size class onto the ith

detector. Tne elements ofK are given by:

eooo

Kij = / / kb(a,9i) w„(a,aj) wg(9,9i) da d9 (3)

00

where WQ((a,aj) is a weighting function for the jth size class and k|j(a,9p is a general scattering function which

gives the scattering contribution of a unit quantity of particles of size a into angle 9. The solution or measured

particle size distribution indicated by N in Eq. (2) can in theory be obtained by inverting the matrix K.

EXPERIMENTAL PROCEDURE

Fig. 1 shows a schematic for a laser diffiaction particle sizing instrument. A laser beam is spatially filtered,

expanded and collimated to a few millimeter 1/e^ diameter. Particles within the coUimated beam scatter light which

is collected by a receiving lens and reflected onto the detector plane. A commercially available Insitec particle

sizing detector head and electronics were used for the experiment . The layout of the Insitec detector is well-suited

for examining detector response, given its odd numbered rings on one half of the detector and even numbered rings

on the other. This design has large non-responsive sections between adjacent rings, which provides good isolation

between adjacent detectors.

The Insitec detector was mounted in a cantilevered position on a programmable x-y translation stage which

moved in a plane normal to the beam axis. A HeNe laser beam was focussed to a 1/e^ spot 25)xm in diameter and

the spot was positioned in the small hole in the center of the detector. (The hole allows the strong unscattered light

at the center of the detector to pass through, thereby reducing stray reflections and inner ring cross-talk). Coarse

centering was performed by moving the detector until the light reflecting off the region surrounding the hole

disappeared (indicating the light was passing through the hole). The beam power was adjusted so that when the

laser was positioned in the middle of an active detector the resultant signal was just below the saturation level.
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Fig. 1. Schematic of conventional laser diffraction particle sizing

system.

n-type

Fig. 2. Cross section of an Insitec photodiode detector showing the

ideal responsive region (R-active), the transition region (gap), and
the non-active region (masked).

Several runs were made by scanning across the entire detector on a line passing through the center in one direction

and then rotating the detector 90 degrees and repeating the scan in the other direction. Signals were recorded at

l^m increments and the entire e^tperimental apparatus was shielded fix)m stray room light.

Before scanning the detector, tfie rings were examined under a microscope. Three distinct regions were noticed

which are shown in Fig. 2 and are labeled as follows: the ideal responsive or active region (Ractive)' transition

region (gap), and the non-active region (masked). Bounding each detector is a thin aluminum film, which has been

deposited to cover most of the area between detectors. It is assumed that the metal helps block radiation so that

masked regions are not responsive. Though Fig. 2 shows just one detector, all detectors were examined and found

to be similar.

To measure the gap width, the detector was placed on a two-axis translation stage that was coupled to LED
displays showing relative stage position. The resolution of the display was l|im. A camera connected to a 19-inch

TV screen was mounted on the microscope which allowed for easy visual inspection of the object. A small piece of

tape was placed on the screen to mark the starting and ending points for various features. An inner gap edge was

visually lined up with an imaginary tangent line on the edge that would be parallel to the tape. The stages were

moved until the outer gap edge was reached and the difference between stage positions was recorded. In this

manner the width of each gap (both inner and outer per detector), was determined.

RESULTS AND DISCUSSION

The average gap width was approximately 8^m (results from all detector rings can be found in Table 1). The

largest measured gap width was 10mm while the smallest gap width was 6mm, though most widths were 8mm. The

table begins with detector 5 because the first four inner rings were damaged when a hole was laser drilled through

the detector center. Also included in Table 1 is the visual measured width of the Insitec detectors (from

microscope).

Fig. 3 displays the individual ring signal vs. radial distance for the first five inner odd-numbered rings. The

rectangular boxes represent the specified width of the detectors and therefore the ideal top hat response distribution,

while the curves represent the measured signal. The measured signal is a convolution of the detector spatial

response and the Gaussian intensity profile of the laser beam. Since the measured curves are centered around the

specified points, it was concluded that the laser beam was approximately centered about the detector. The

maximum signal is close to 8 volts, however this value is not quite reached on rings 4 and 5 because the width of the

rings is less than twice the beam width, (where twice the beam width represents more than 99% of the total beam

energy). Also, overlj^) between rings occurs because of the beam width and edge effects resulting from electron

hole pair and photon diffusion. Note how overiap decreases with increasing ring size, which is due to the larger

regions of non-responsive area between rings. The curves appear smooth except for the saturation region where

small deviations in signal are noticed. It should be mentioned that 1000 signals are averaged at each position.

In order to be able to calculate wq for use in Eq. (1) it is necessary to model the gap response. This response can

be estimated by deconvolving the measured signal from the known Gaussian intensity profile of the laser beam.

After several runs were taken of the inner odd rings (results of rings 11, 13,IS) an average response in the gap region
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Table I

Iiuitec ideal detector width and gap width. Visual dimensions
were acquired by viewing the detector under a microscope.

Detector Visual detector Visual gap width

width (pm) inner (ftm) outer (|im)

1

2
3
4
5 27 7 7
6 29 8 8
7 38 7 8
8 47 7 6
9 55 8 8
10 65 7 8
11 77 7 8
12 92 8 8
13 108 7 7
14 127 7 7
15 149 8 9
16 177 8 9
17 209 8 6
18 244 7 7
19 285 7 8
20 333 10 6
21 392 7 8
22 455 9 10

23 532 8 10

24 625 8 8
25 730 '7 8

26 855 8 7
27 997 8 9
28 1165 8 7
29 1361 10 8
30 1586 7 9
31 1855 7 8

a
I

I

200 400 600
radial ditanc* (pm)

800 1000

Fig. 3. Plot of detector signal vs. radial distance for five inner odd
rings. The rectangles represent the specified cfetector dimensions.
The curves are the signals resulting from a 1/e^ 25^m diameter
laser beam of wavelength 0.6328|Xm. Measurements were made at

Iftm increments.
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Fig. 4. Plot of the average edge signal of rings 11, 13, and 15 vs.

relative distance. The signals of the three rings are superimposed

to form one curve.

average

was calculated by determining the average signal for each ring at each l|ini position (over a 100|im distance) and

then superimposing the data to calculate an overall average. This average gap response curve is shown in Fig. 4.

Initial insight into a possible model for the gap response is found by looking for symmetry within Fig. 4. The

symmetry present in the curve points to a potential model based on a simple function, most likely exponential. A
logical model to predict the gap response based on physical conditions would include uniform response over the

idealized detector region, decaying exponential response over the 8^m gap width and no response in the masked or

non-responsive regioa

Photons incident on the gap region are absorbed by the silicon where they create electron-hole pairs. The

electron-hole pairs begin diffusing through the material until they either reach die p-n junction where there is a

possibility that they will contribute to the overall current, or they lose their energy through collisions and recombine.

For an overview of the physics of photodiode operation see Sze [8]. As far as a model is concerned only one

parameter will need to be determined; the "diffusion length constant" governing the decaying exponential.

However, it should be mentioned that when convolving the Gaussian beam with the gap response function the

value of the diffusion length constant has only a slight impact on the slope of the curve, thereby making it difficult

to estimate the proper value of the constant to match the measured data. Fig. 5 confirms this observation, where

three curves representing the same beam diameter, but different diffusion length constants are displayed. As can be

imagined the gap response resulting from different diffusion constants is highly variable, yet because the beam

width is much greater than the gap width the slopes of the curves are nearly equal. If the beam width was less than

the gap width then the slopes of the three curves would be much different. Furthermore, if the beam was reduced to

a point source then the response would simply be the exponential itself. However, even with large beam widths a
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Pig. 5. Plot of theoretical signal curves calculated by convolving a

2^m beam diameter with the theoretical detector response. The
specified detector width is 55^m which corresponds to ring 9 of

the Insitec detector. Calculations are made with different diffusion

len^h constants as indicated. The ideal active, gap, and masked
regions are also indicated on the figure.

radial diatano* (Mm)

Fig. 6. Comparison of theoretical and measured signal vs. relative

distance for rin^ 9. The theoretical signal was calculated based on
a 25)lm beam diameter, 8^m edge width, 50)im diffusion length,

and 5S)im detector width.

difference exists between the curves. The results are sensitive to diffusion length in that the curves expand with

increasing diffusion length constant.

Since the specified width of each detector is known, a theoretical calculation could use diffusion constants as a

means to expand or contract the curve to match the measured data. First, the total laser power in the Gaussian beam

is normalized to one and the beam is moved in one micron increments over the idealized, gap, and masked regions.

At each position the expected signal is calculated by convolving the response function (assuming a diffusion length)

with the Gaussian beam intensity. (As can be seen from Fig. 2 there are instances when the width of the beam

covers all three regions of the detector.) These values are then compared to the measured data to find the di^sion

length constant that provides the best fit.

E^qperimental data from ring 9 were compared to theoretical data calculated based on different diffusion length

constants. Assumed values in the theoreticjd calculations include a 25\un 1/e^ Gaussian intensity profile diameter

laser beam, gap width of 8^m, and total detector width obtained from visual inspection. Results showed that a

diffusion length constant of SOumtlO^im (which falls within observed measurements [8]) gave the best fit between

e^rimental and theoretical values. A plot of ring 9 normalized signal vs. distance is foutxl in Fig. 6, and as can be

seen fi-om the graph the fit is quite good. As a test for the model, comparisons were made between experimental

and measured results for many of the other rings and similar results were noted. Thus, it was concluded that a

simple exponential function s^pears to adequately predict the gap response of the Iiisitec ring detector. The

weighting function over the gap width can be written as:

weedge = P/P = e"^"^ (4)

where p(6) is the local responsivity, p is the maximum responsivity in the ideal active region of the detector, xd is

the diffusion length constant, and x is the position measured fiom the ideal edge into the gap.

Now that the weighting function wg has been determined a new instrument matrix K can be calculated by

substituting the measured gap weighting fiinction of Eq. (4) into Eq. (3) in place of the usually assumed step

function. To quantify the effect of the detector weighting function on the instrument matrix, two matrices were

calculated; one assuming a step detector response, the other the actual measured gap response (and weighting values

of 0 and 1 in the masked and idealized regions, respectively). A plot of the difference matrix (element by element)

between the two matrices is presented in Fig. 7. The matrices were calculated on an area basis with rectangular

weighting functions, uniform by volume within-class distributions, and a Fraunhofer diffraction approximation.

The surface plot shows almost no change on the outer rings, while the difference increases as ring geometry

decreases. This is expected, as the ratio of gap area to visual detector area is much greater for smaller rings than

larger ones.
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Fig. 7. Plot of the difference matrix between K based on a step

response detector weighting function and K obtained with
theoretical detector response weighting function (which accounts
for detector response in the gap region between the mask and
idealized detector boundary).

0.«

10 100 1000 10000
detector whtti (Mm)

Fig. 8. Plot of calibration factors vs. detector width for various

instruments and calibration techniques. The numbers in the legend
correspond to the following: 1 ) Malvern 2600, instrument #1,

uniform incoherent illumination [6,1 1]. 2) Malvern 2600,
instrument #2, factory supplied calibration factors [9]. 3) Malvern
2600, instrument #3, uniform incoherent illumination [10]. 4)
Insitec, uniform incoherent illumination. 5) Insitec, theoretical

predictions based on gap response method.

It has abeady been mentioned that it is possible to predict calibration factors based on gap or transition region

response as opposed to systematic between-detector variations in the responsivity. The accuracy of the "gap"

calculated factors is based on the premise that the major contribution to calibration factors is from gap response. A
predicted calibration factor is defined here as the ratio of the ideal detector ou^ut to the actual detector output when
illuminated with light of uiiiform intensity. The ideal detector output is calculated by integrating the incident light

intensity over the ideal, visual detector area while assuming that the weighting function wg is constant and equal to

one. The actual detector output is found in the same manner except the area over which the integration is performed

includes the gap region and the associated weighting function wg^^g^. In equation form we have:

/ 1 <1A J dA(ideal)

Cpred=-^ =—
; (5)

Jwe I dA J Weedge «*^gap) + J <^idcaD

where Cpj^ is the predicted calibration factor and I is the intensity (W/m^).

Traditionally, calibration factors have been determined based on illuminating the detectors with uniform light

intensity. We determined two sets of calibration factors for the Insitec detector. One set of factors was calculated

using Eq. (5), while the other set was determined using the uniform light method. Results of the two methods are

displayed in Fig. 10 alcMig with calibration factors from 3 different [9-11] Malvern 2600 instruments determined

empirically with the uniform light method. Since the Insitec detector geometry differs slightly from the Malvern

detector geometry, the calibration factors are plotted vs. detector width. As is seen from the plot the curves are in

reasonable agreement. Noticed trends are that all factors decrease in value as detector area decreases.

Consequently, the inner detectors over-respond relative to the outer detectors. Calibration factors determined from

Eq. (5) are limited by the fact that e:q>erimental data were collected along two lines running through the center of

the detector instead of scanning the entire detector surface. Additionally, in Eq. (S) it was assumed that the

weighting function equals a constant over the ideal detector region, however, Fig. 4 shows slight variation in this

regioa One other area of uncertainty which we did not investigate is the ends of each detector. Though we
accounted for the end region in the calculations the region is different from the rest of the perimeter regions in that a

masked area is not found 8^m from the ideal detector boundary. A drawback to the uniform light method is that

linear detector response is assumed with no cross-talk. If either of the above assumptions is not correct then errors

in calibration factors wiU propagate through the remaining factors that need to be determined. This results from the

requirement that values acquired from different light levels must be spliced together [3]. Overall, it appears that

calibration factors calculated using Eq. (5) compare reasonably well with factors determined with the uniform light

method, especially considering the fact that factors are for different detectors from different laboratories.
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CONCLUSIONS

In conclusion, the transition region response has been measured and modeled for an Insitec detector. A simple

e;q)onential with a diffusion length constant of50^m accurately predicted the experimental data. The detector

weighting function has been calculated and incorporated into the instrument matrix K. Calibration factors for the

Insitec detector have been predicted based on edge effects and were compared with calibration factors derived from

the uniform light source technique. Both methods indicated that the inner rings over-respond relative to the outer,

larger rings. It is difficult to conclude which method produces the more accurate results. The uniform light method

has the disadvantage that detector signals resulting from several light levels must be measured and the calibration

curves spliced together. The gap response model has the disadvantage that it is based on 2-dimensional results and

it must be assumed that gap response is axisymmetric. Another independent technique for calculating calibration

factors could help verify whether the gap or uniform light source is more accurate. The effect of using the

theoretical calibration factors instead of the uniform light source factors would, in general, translate into slightly

larger particle sizes because of the higher signals on the iimer rings.
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Abstract

The present work reports a study of the effect of three stabilizing bodies on the turbulence

properties and on the dynamics of an isothermal spray. A vane type swirler having a high swirl

number S = 1.23, a bluff body, and a bluff body with orifices were used to create a turbulence

field with recirculation. A pressure swirl nozzle was used to atomize water downstream of the

stabilizing bodies and produce a spray to study its turbulence properties and the interaction with

the surrounding air. Properties of the spray such as particle size distributions, particle velocity

distributions, and particle number density were abo obtained for the sprays in the flow fields of

these recirculating flows. The results of the paper show that the recirculation regions produced

by the three stabilizers are very different with very high turbulence intensities generated by

the bluff body with orifices. Spatial distribution of the particle size is also very different, most

notably the liquid drops in the swirling field seem to foUow well ordered trajectories which reflect

the effect of the circumferential velocity imparted to the drops. In contrast, the drops in the

wake of the bluff bodies exhibit trajectories which differ greatly for the various particle size

classes.

Introduction

The importance of stabilizing bodies such as disks, cylinders, V-gutters, and swirlers in reacting

and non-reacting flows hcis been recognized for some time. Beer and Chigier (1983). Combustion

in the wake of stabilisers causes changes in the shape and strength of the recirculation zones. In

addition, reaction in the recirculation region results in an increase in temperature and thus in

volumetric flow rate. Moreover, the rate of fuel evaporation, mixing and the rate of formation

of chemical species are greatly influenced by the structure of this recirculation region in the flow.

Mecisurements in the reactive case for gaseous fuels have been made by Winterfeld (1965) and

Bespalov (1967) in the wake of a V-shaped flame holder. In combustion systems swirl generation

is, by far, the most extensively used mechanism for stabilizing the flame and for controlling the

efficiency and generation of pollutants, Gupta et al. (1984). While swirl burners have been used

widely in combustion, a major effort has been put recently to elucidate the basic mechanisms that

govern swirl flows, Sislian and Cusworth (1986) - Cameron et al. (1988). In the application of swirl

combustion devices to utility and industrial gas turbine systems, special emphaisis has been placed
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in understanding the mechanism of formation and emission of pollutants such as CO, unburnt

hydrocarbons {UHC), NOx, and soot; especially when it is recognized that measures customarily

taken to reduce, for example, CO, UHC, and soot tended to increase the emission of NOx-
An important aspect in the design of combustion systems is the ability to predict and control

their performance and efficiency. One of the routes to achieving this is through numerical modelling

of the flow under study. However, this task is usually very complex if the combustion designer

does not possess some basic knowledge of the flow, which in turn must be obtained only from

experimental evidence. The purpose of this paper is, therefore, to provide some insight of the eff"ect

of three difi'erent stabilizing bodies on the structure of the liquid spray.

Experimental Setup

The tests were carried out in a 46 X 46 cm^ wind tunnel with a free stream velocity of Vfg = 20

m/s for all the experiments reported here. Each of the stabilizing devices was placed on the liquid

supply tube of a pressure swirl atomizer and the assembly surrounded by an acrylic chamber 300

nmi ID which had a screen fitted in the upstream end to dampen turbulence fluctuations of the air

flow. This whole assembly was placed, in turn, inside the wind tunnel test section, see Figure 1.

The swirler was manufactured of stainless steel and consisted of a hub 19 mm ID and eight

straight vanes welded equidistantly to it and forming an angle of 60° with the longitudinal axis of

the swirler. The design of the swirler followed the general guidelines depicted by Beer and Chigier

(1983). A more detailed description of the swirler configuration is given by Brena de la Rosa et al.

(1990). The 60° vane swirler chosen for this study provided a strong recirculation region and gave

a nominal swirl number of 5 = 1.23, Beer and Chigier (1983).

The solid disk and the disk with orifices were 76 nmi in diameter and 3.18 nmi thick. Two sets

of eight synrmietrically located orifices were drilled in one of the disks. One set of holes was located

at 32 nun from the center of the disk and its orifices were 6.35 mm in diameter, the other set was

located at 21 nmi from the center of the disk and the orifices were 4.76 mm in diameter, see Figure

1. The location and the size of these holes was arbitrary.

The measurements were obtained with an Aerometrics two-component Phzise Doppler Particle

Analyzer (PDPA) whose principle of operation is given by Bachalo and Houser (1984). The system

consists of a 3 Watt Argon-ion laser, however, the power used in the present experiments was 100

milliwatts measured at the probe volume. The PDPA was configured in the 30 degree off'-axis

forward scatter, where the scattering of light by refraction is the dominant mode and yields a linear

relationship of particle size versus phase between the photodectors over the detectable size range of

the instrument. Particle sizing was done with the 0.5145 /im green beams which also gave the first

component of velocity, while the 0.488 fim blue beams provided the second orthogonal component

of velocity. Frequency shifting was provided by a rotating grating. The optical components selected

to obtain the turbulence data were an / = 300mm collimating lens and an / = 200mm transmitter

lens which gave an eflfective particle detection range of 0.5 to 40 fim in diameter. For the spray data

an / = 160mm collimating lens and an / = 500mm transmitter lens yielded a particle detection

range of 4.0 to 300 /im in diameter.

Two sets of experiments were carried out for the three stabilizing bodies. Firstly, the flow was

seeded with steam particles having a mean diameter jDio = 1.8 /im and a Sauter mean diameter

Ds2 = 3.9 /im to obtain the turbulence properties of the flow in the absence of the spray. Secondly, a

pressure swirl atomizer operating at P = 415 kPa with a nominal flow rate of 3 gph, 45° solid cone,

was used to atomize water downstream of the stabilizing bodies. For each of these experiments

the axial, radial, and tangential velocity components of the flow were evaluated. The experiments

consisted of radial scans of the flow field which were obtained at five different axial locations,
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namely, X = 10, 20, 50, 100, and 150 mm downstream from the face of the atomizer to evaluate the

velocity and turbulence fields. At these same positions (except at X = 10 mm where only velocity

information was taken), meaisurements of drop size, drop velocity, and particle number density

were obtained from the water spray in the recirculating field. At eeich axial position the radial

measurements were taken at 3-5 mm intervals from the centerline of the nozzle to the periphery of

the flow field.

Results

Figure 2 shows the radial distribution of the mean axial velocity of the air U obtained at 10

mm from the face of the atomizer for the three stabilizing bodies. Several interesting features can

be observed in this plot. Most notably is the diflference in the velocity gradients observed amongst

the three bodies. In the case of the bluff body, the gradients of mean axial velocity are lowest,

in fact, the velocity distribution changes between U = —2.5 m/s to about U = —7.5 m/s over

most of the flow field at this location. The vane swirler S = 1.23 yields an almost constant axial

mean velocity from R = —25 mm to i? = 25 mm and subsequently increases to the edge of the

swirling field. The bluff body with orifices yields the sharpest changes in mean axial velocity with

two peaks in the radial distribution. The first occurs at jR = 20 mm just before the place where

the row of small holes is located. The trough observed at /2 = 30 mm in the radial distribution of

U is located where the large holes are placed. From this point the velocity gradients are steepest

and the velocity increases towards the edge of the solid disk and eventually decreases towards the

boundary of the acrylic chamber.

Although not shown, the radial distribution of the radial and tangential velocities of the air

were obtained. As expected, the bluff body and the bluff body with orifices provide essentially no

rotational velocity to the flow. The air field produced by the swirler showed a steep gradient in

azimuthal velocity at the edge of the swirler close to the nozzle.

Figure 3 (left) gives a plot of the turbulence Reynolds shear stresses uV for the three stabilizing

bodies at three axial locations X = 10 mm, X = 20 mm, and X = 50 mm from the atomizer. The

interesting features about this figure are that the bluff body shows regions of relatively high shear

at /2 = 20 mm and R = —20 mm probably caused at the boundaries of the recirculation eddy.

The vane swirler produces a practically uniform region of shear except at the boundaries with the

external air flow field. The bluff body with orifices exhibits a radial distribution of shear stress u'v'

whose peaks are consistent with the locations where the gradients of the mean velocity field U are

found, i.e., at i? = ±20 mm and R = ±32 mm, see top of Figure 3. The third peak is result of the

flow being sheared by the external air flow field. At X = 20 mm the bluff body depicts fluctuations

of the shear stress profile throughout the flow field. The bluff body with orifice shows peaks in

the shear stress profile caused by the jets issuing from the holes. The swirling field does not show

regions of high shear except at the boundaries with the external air flow. At A" = 50 mm the shear

stress profiles do not exhibit regions of high shear except at the boundaries of the flow. Notice that

for the swirler, half-radial profiles of the shear stress at X = 20 mm and X = 50 mm were only

available.

Also shown on Figure 3 (right) is a comparison of the mean axial velocity of discrete drop sizes

having 10 /xm, 20 /im, 30 fim, 40 fim, and 50 /xm in diameter with the mean velocity of the air.

At X = 20 mm, in the case of the bluff body and the bluff body with orifices, some of the particle

sizes reflect sharp changes in the mean velocity as a result of the vigorous mixing and of the jets

issuing from the orifices. In the case of the swirler at X = 20 mm, the mean axial velocity profiles

of the drops are similar to each other and the particles are decelerated up to the boundaries of the

recirculation region, i.e., R = 26 mm. Outside of the recirculation region the external air flow field
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Figure 1: Schematic of the swirl vane assembly fitted to the liquid supply tube of the atomizer

inside the wind tunnel test section. The same overall configuration was used (with the swirler

removed) for the bluflF body and the bluff/orifice stabilizers. Right: Schematic of the bluff body

with orifices.
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Figure 2: Radial distribution of the mean axial velocity of the air at X = 10 mm from the atomizer

for the three stabilizing bodies.

426



(N
m\

CM

IS

(/)

LU
OH
I—

a:<
UJ
X
CO

15

10

5

0

-5

-10

-15

o— o bluff body— ^ bluff/orifice
o— o S=1.23

X=10 mm
H—I—I

—

>—
I I

—
-50 -40 -30 -20 -10 0 10 20 30 40 50

CM
CO\

CM

E

>

c/i

on

a:<
bJ
X
(/)

CM
m

CM

>

CO
CO
UJ
q:
I-
CO

a:<
UJ
X
CO

10

5--

O-

-5-

-10

o— o bluff body
a— bluff/orifice
o— o S=1.23

/ \. o-o -a—

^

\,/

4- +- -+ -I- -+-

X=20 mm
-I—'—I—<—

-50 -40 -30 -20 -10 0 10 20 30 40 50

20

15

10

5

0

-5

-10

-15

-20

o— o bluff body
^— ^ bluff/orifice
o— o S=1.23

X=50 mm
H ' 1 •—

E

o
o
_1

>
_J<
X<

-50 -40 -30 -20 -10 0 10 20 30 40 50

RADIAL POSITION, mm

15 J
CO\
E

10--

5--

o
o 0--

_J
Ld
> -5--

1VI — 1 n -

.

X<
-15--

-1

15-r-

CO

E
1 n
1 u • -

5--

.OCI 0--

UJ
> -5--

< -10--
X<

-15--

A— 4 10 /im
o— o 20 fjun
o— o 30 nm
V— V 50 fun
•— • Air

bluff body
X=20 mm

10 20 30 40 50 60

bluff/orifice
X=20 mm

I

a— a 10 /im
o— o 20 /im
0— o 30 /im
'— ' 50 /wn
•— • Air
1 ' ' I I

-10

20

16

12

8

4

0

10 20 30 40 50 60

-4

S=1.23
X=20 mm

a-— a 10 /im
o— o 20 /im
«— o 30 /im— ' 50 /im
•— • Air

I ' I I

-10 0 10 20 30 40 50

RADIAL POSITION . mm
60
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is dominant and the drops exhibit large gradients of mean axial velocity, with the highest velocities

associated with the smallest drop sizes. Notice that negative mean velocities of the air are present

for the bluff body and the bluff body with orifices for most of the flow field at this location, which

is an evidence of the strong recirculation flow.

For reasons of space limitations, the profiles of the turbulence intensity and of the kinetic

energy of turbulence, Et, are not presented. Turbulence intensity shows a fast decay for the three

stabilizers and only the bluff body with orifices shows a region of turbulence at the shear layer with

the external air flow field. In the case of Et, the results show that the regions of high energy content

are located where the fiow is sheared by opposing high velocity air streams, i.e., at the boundaries of

the recirculation region in the core and at the boundaries with the external air stream. In addition,

the bluff body with orifices produces the highest Et close to the nozzle.

Figure 4 depicts the radial distribution of the Sauter mean diameter D32 for the three stabilizing

bodies at three axial locations. Larger particles were measured in the spray produced by the bluff

body at all axial positions when compared to the other two stabilizing bodies. It is evident that

the smaller particles are found in the core of the recirculation region for all the stabilizing bodies.

The radial distributions of D32 for the bluff body and the bluff body with orifices do not follow a

particular trend but rather reflect the intense mixing of the spray and the effect of the jets issuing

from the orifices, see for example, the D32 profile at X = 20 mm.
Also shown on Figure 4 are the radial distributions of particle number density Nd (number of

particles per cubic centimeter), for the flows produced by the three stabilizing bodies. Peak values

of Nd for the bluff body with orifices and for the swirler are about four times greater than those

produced by the bluff body. For the latter, this may be the result of the strong recirculation region

which prevents a relatively large concentration of drops at that location, (see Nd for the bluff body

at X = 20 mm, Figure 4). In general, the radial distributions of Nd are strongly affected by the

dynamics imposed by the different stabilizers, especially at locations close to the atomizer, X < 50

mm.

Conclusions

Meeisurements of the turbulence properties and of the particle dynamics of an isothermal spray in

the wake produced by a bluff body, a bluff body with orifices, and a 60° vane swirler have been

made. Due to space limitations, only some of the results have been presented here, however, a

complete discussion of the present investigation will be published in a journal.

The following conclusions can be drawn from the present work:

• The air flow fields produced by the three stabilizing bodies tested here produced drastic

differences in both the turbulence field and the dynamics of the liquid particles. Flow reversal

was observed for the three flow fields, with the bluff body yielding the highest negative axial

mean velocities at all axial locations, see Figure 4.

• Regions of highly sheared flow are present in the fleld produced by the bluff body with orifices

which persist to about X/D = 0,66 {X — 50 mm, where = 76 mm) from the nozzle.

• The turbulence properties of the flows show that the bluff body with orifices yields the highest

kinetic energy of turbulence and turbulence intensity, caused by the strong jets issuing from

the holes.

• The trajectories of discrete liquid particles are also very different for the three flow fields, the

largest differences amongst them observed close to the nozzle. In the case of the vane swirler,
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density Nd (right) for the three stabilizing bodies at three axial locations.
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a clear evidence of the effect of the recirculation region (in the core) and of the external air

flow field on the droplet trajectories was present in all the results, see for example Figure 3.

Particle number densities resulted in peak values which are about four times greater for the

bluff body with orifices and for the swirler than those produced by the bluff body.
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ABSTRACT

The entire atomization process using spill-controlled swirl pressure-jet nozzles was investigated. Part

I deals with the flow fields inside scaled-up plexiglass nozzles. Tangential and axial mean velocities and

velocity fluctuations were measured within the nozzle chamber by using Laser-Doppler-Velocimetry (LDV).

Outlet conditions were evaluated from the measurements and, in addition, photographs of the flow patterns

were taken. Part II deals with the drop behaviour in the spray cone of real nozzles. Axial and radial drop

velocities (mean values and RMS-values) and, simultaneously, drop sizes were measured at various nozzle

distances with a Phase-Doppler Particle Analyser (PDPA). Finally, some comparative considerations of

angular exit momenta (perspex models) and drop sizes (real nozzles) were drawn from the results,

exhibiting agreement between the two parts of the investigation. Also an energy balance for the nozzle as

a whole was formulated and evaluated.

INTRODUCTION

Atomization with pressure-jet nozzles is widely used in mechanical engineering, e.g., for paint and

laquer spray nozzles, within spray towers, in humidifiers, but also in combustion engineering for liquid fuel

nozzles (domestic heating burners, industrial furnaces, gas turbine combustors). The great advantage of

spill-controlled nozzles compared to those without spill return is their much wider control range and the

relative constancy of spray quality over a wide throughput range. Their main drawbacl< is the lack of

equations for predicting drop sizes, velocities, etc. They still have to be developed, designed and

dimensioned empirically.

The swirl pressure-jet atomization process can be characterized as follows. The fluid enters the swirl

chamber of the pressure-jet nozzle through tangential channels. The energy necessary to create a free film

surface is taken from the pressure-induced kinetic energy of the fluid to be atomized. As a result of the

radial pressure gradient caused by the swirling motion (centrifugal forces) within the nozzle, an air-filled

hollow core forms about the nozzle chamber axis. Hence, the liquid issues from the nozzle exit as a

concentric film which forms an expanding hollow cone, which finally disintegrates into an atomized spray

as a result of inertia and viscous forces acting upon the film.

Obviously, the generation of the final drops is strongly influenced by the outlet conditions and the

liquid film properties at the orifice. Those in return depend on the flow fields inside the nozzle chamber.

Keeping those dependencies in mind, the motivation for stepwise investigations is evident. The first step

(PART I) consisted of flow field measurements inside the nozzle chambers of enlarged perspex models
(scale 20 : 1). In the second step (PART II), investigations in the spray cone of real nozzles were carried

out. In order to characterize the flow within the nozzle, and to compare the results obtained inside and
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outside the nozzle, three dimensionless numbers were used:

Reynolds number Re =

swirl number

spllt.feed ratio

So =

V

RV=^

PART I : FLOW-FIELD INSIDE NOZZLE CHAMBER

Experimental Set-Up

forward feed
/

pressure—vessel

nozzle

flowmeters

spray chamber

pump storage tank

Fig. 1: Experimental set-up I

For the experimental investigation of

the flow-field inside the nozzle chamber
scaled-up perspex nozzles were mounted
into a pressure vessel, which was placed

above a large spray chamber as can be

seen in Fig. 1 . Vessel and spray chamber
had two windows each, so tiiat on the

one hand velocity measurements inside

the nozzle using Laser-Doppler
Velocimetry could be conducted, and on

the other hand photographs of the spray

cone could be taken.

A ternary test liquid was fed into the

nozzle chamber by a pump. One part of

the liquid stream left the nozzle through

the orifice, the other part escaped through

the central spill-bore in the rear wall of the

nozzle, flowing directly back to the

storage tank. The part of the liquid being

atomized was collected at the bottom of

the spray chamber from where it also

passed into the tank. The volume flow

rates of the feed and the spill were

measured and controlled by flowmeters.

Typical feed volume flow rates were in the

range between 10 and 90 l/min.

Air bubbles in the liquid stream

served as tracer particles for the LDV-

measurements. The bubbles were fed into

the test fluid by means of a valve at the

low-pressure side of the circuit.

Results

Fig. 2 exemplifies flow fields for different spilLfeed ratios (RV) at a constant feed rate of 35 l/min. In

the lower left corner of each diagramm the values of the spilhfeed ratio (RV), the swirl number (Sq) and the

Reynolds-number (Re) are indicated. On the left hand side of each diagramm, the contour of the air-filled

hollow core has been included, the corresponding dimensions being extracted from photographs of the

flow. The behavior of the core under the influence of various spiil:feed ratios is obvious : at a ratio RV = 0.0

the core diameter increases progressively towards the nozzle outlet, whilst for RV = 0.86 the core assumes

an almost cylindrical shape of very large diameter. On the right hand side of each diagramm tangential and
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Fig. 2: Mean velocity profiles u,w; variation of spill:feed ratio
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axial velocity profiles are illustrated. The
velocity components were measured at 6

different nozzle cross-sections each. The
plots represent the velocities as ratios of

the mean tangential inlet velocity through

the tangential ports. The axial components
are drawn in the downward direction, the

tangential components to the rear of the

drawing plane.

In all cases, the tangential velocity

profile resembles a Rankine vortex, with a

solid body vortex characteristic in the

vicinity of the nozzle axis, and tangential

velocity decrease towards the chamber
periphery. The tangential velocity profile

varies only slightly in the downstream
axial direction, the peripheral zone being

simply cut-off due to the convergent

nozzle geometry.

From the axial component profiles a

clear influence of the spill-return may be

observed. Whilst at low spill :feed ratios

two forward flow zones appear (one at the

nozzle periphery, the other in the vicinity

of the hollow core), which merge with

each other in the region of the orifice, at

high values of RV (RV > 0.75) a clear

backflow along the hollow core is

apparent for nearly the whole nozzle

chamber length. Near to the nozzle outlet

the values of tangential and axial velocity

components are rather similar.

In addition to the mean values of the

velocity components also the fluctuations

of the tangential and axial components

Fig. 3: Velocity fluctuations u',w' were measured. Again the spill :feed ratio

showed the strongest influence on the

profiles, as to be expected from the observations of the mean velocities. The variation of the swirl number

indicates a smoothening effect of swirl on turbulence. Measurements with a higher viscosity test fluid

resulted in lower fluctuations as can be seen in Fig. 3. Here again the velocities are plotted as ratios of the

mean tangential inlet velocity. From Fig.3 it is also evident that the fluctuations are always high in regions

with high gradients of the mean velocities (see Fig.2), i.e., the largest fluctuations appear at the periphery

and near to the hollow core, whilst they are damped in the region between those maxima.

PART II : SPRAY CONE INVESTIGATIONS

Experimental Set-Up

Measurements in the spray cone of real nozzles were conducted according to the arrangement as

schematically illustrated in Fig.4. Water was fed from a storage vessel by a piston pump to a spill-controlled

swirl presssure-jet nozzle which generated the droplets. The volume flow rate could be controlled and, in

addition, the nozzle pressure was metered for both the nozzle feed and spill rates. For the experiments, a

nozzle with an orifice of 1mm exit diameter was used which, at an applied pressure of approx. 10 bar,

delivered a volume flow rate of 40 l/h. Different standardized units (swirl generators and nozzle chambers)

RV = 0.43

s. - 3.73

Re - 66250 85

Z (mm

velocity fluctuation

35 1/mln

v.- 15 1/mln

w,- 1.46 m/s

2.2 est

RV - 0.43

s. - 3.73

Re - 10052

velocity fluctuation

35 1/mln

15 1/mln

1.46 m/s

V 14.5 est
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tl

Nozzle on coordinate slides

Fig. 4: Experimental set-up II

could be combined to a complete nozzle. Hence the spili:feed ratio, the swirl number and the nozzle

geometry were experimental variables also in this second part of the investigation.

The atomization occurred in free atmosphere. The spray configuration was of the hollow cone type

with a spray angle of approximately 80°. The spray was collected in the supply reservoir. In order to

reduce the influence of secondary backflowing mist to a minimum, the surrounding air was uniformly drawn

from the vessel by a suction fan. The nozzle was mounted on a 2-dimensional slide, thus allowing different

spray flow sections to be probed, following a 2-dimensionaI coordinate system.

The optical axis of a Phase-Doppier system (PDPA) was located right above the rim of the vessel.

PDPA delivers the probability density distributions of drop size (d) and drop velocity components (u,v).

Results

On the right hand side in Fig.5 drop velocity information is being presented. For three different nozzle

distances, the mean values of the axial velocity and the related RMS-values are shown. The velocity is

rather low in the center, then increasing to relatively high values in the main spray cone shell. This velocity

maximum decreases with increasing nozzle distance, because the drops are decelerated by the

surrounding air.

For detailed knowledge of the structure of the spray not only mean velocities but also RMS-values are

needed which are responsible for the droplet dispersion process. There is a clear maximum of fluctuation

at the inner side of the main spray cone shell, which is the region of the largest velocity gradients. In the

center region the drops move slowly and exhibit low tubulence. On the left hand side of Fig.5 arithmetic

mean diameter {d^^) and Sauter Mean Diameter (SMD) are plotted. As from the velocities, also from the

drop sizes the hollow cone type of the spray becomes evident. In the center region a rather narrow size

distribution exists with a SMD of about 25 fjm. For comparison, the main spray cone shell exhibits a wide

distribution and a SMD around 200 jjm.
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Fig. 5: Drop diameters and velocities

for different nozzle distances

Another aspect can be pointed out in

Fig.5. Tlie maximum of the arithmetic

mean diameter (in the spray cone shell)

increases slightly with nozzle distance.

The spray cone aspirates surrounding air

into its center. The small drops follow the

air flow without slip, leading to decreased

concentration of smaller drops and,

hence, increased mean drop size in the

shell.

EXIT MOMENTUM AND SAUTER MEAN
DIAMETER

Figure 6 compares LDV-
measurements obtained for the liquid flow

inside the nozzle chamber of the perspex

model with drop size measurements in the

spray cone. In Fig.6a reduced angular

momenta (as evaluated from velocity

measurements) near to the nozzle exit are

plotted as functions of the spill :feed ratio

RV. For the low viscosity test fluid, i.e.

high Reynolds number of the swirl

chamber flow, a minimum angular

momentum at the nozzle exit occurs in

the range of a spill:feed ratio of about 0.4,

which could be expected to lead to

coarser atomization in this range. Indeed,

this fact is being confirmed by the spray

measurements (Fig.6b). Here, the Sauter

Mean Diameter (SMD) is plotted as a

function of the radial position, varying the

spill :feed ratio. As expected from the

evaluated exit momenta, SMD values in

the main spray cone shell (radial positions

between 30 and 50mm) at first increase

up to a maximum value at RV = 0.6, then

for higher spill :feed ratios decrease again.

Former measurements of drop sizes in the

spray cone with a Malvern Particle Sizer

showed the same trend. In Fig.6c

cumulative volume distributions are

plotted for different spillifeed ratios. Again

the drop size at first increases with

increasing spill:feed ratio up to a value of

RV = 0.5 and then decreases, indicating

that atomization improves for higher

spill :feed ratios. This observation is

important when operating spill controlled

nozzles over a wide control range and will

be a topic of major interest in future

investigations.
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ENERGY BALANCES

In this final section a sinnple energy balance is carried out, based on measured data from the nozzle

investigations.

The energy necessary for atomization is taken from the high-pressure volume flow to the nozzle, the

feed energy Ey. When operating the nozzle with spill-control, a portion of the energy flows into the spill

return, the spill energy Er. The kinetic energy in the feed and spill lines is negligible compared to the static

pressure energy. Part of the remaining energy Ey - Er is converted into kinetic energy at the nozzle oriffice

Enina, a higher portion being lost as a result of internal fluid flow friction inside the nozzle chamber. At a

nozzle distance h, a portion of E^ina is expended to create the surface of the new drops Eqi,, other one

delivers the kinetic energy of the drops E.^^, and a third is lost due to friction between the liquid and the

surrounding air. All this energy flow rates can be estimated from measurements. For the drop energies in

the spray it is necessary to integrate over the droplets of the entire spray cross section. All the equations

are shown in Fig. 7 . For a nozzle distance of 50 mm, the results of the estimated energy balance can be

summarized as follows; all the energy terms are being expressed as ratios of the initial energy Ey - Ef,:

- 10-30 % of the initial static pressure energy appear as kinetic energy flux at the nozzle orifice;

- 0.1-0.4 % remain as surface energy in the spray;

- 5-25 % can be identified as kinetic energy of the droplets in the spray.
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g. 7: Nozzle scheme and energy terms

CONCLUSIONS

The results of the first part of the investigation, as

obtained from measurements inside enlarged perspex

models, may be interpreted as follows:

In all cases the radial profiles of the tangential

velocity resemble a Rankine vortex type distribution.

Most of the measured axial velocity profiles show two

maxima, one at periphery of the chamber and the other in

the vicinity of the central hollow core. For very high

spill :feed ratios, a back-flow along the hollow core was
evident instead.

The RMS-profiles exhibit that the velocity fluctuations

are always high in regions with high gradients of the mean
velocities.The variation of swirl number delivered a

damping effect of swirl on the turbulence.

The second part of the study, which dealed with

spray cone investigations, yielded the following results:

A hollow cone structure of the spray was clearly

evident.

There were slow drops with low turbulence in the

center region of the spray, whilst in the spray cone shell

fast drops with high turbulence were found. Also, in the

center the drops were rather small and had a narrow size

distribution, but in the spray shell there were large drops

with a wide size distribution.

The maximum of the arithmetic mean diameter in the

spray shell increased slightly with the nozzle distance, to

be explained by the fact that the spray cone aspirates

surrounding air together with small droplets into its center.

From comparing calculated nozzle exit conditions

(perspex model) with drop size measurements in the spray

cone (real nozzle), agreement was found between a

minimum of angular exit momentum and a maximum of

SMD occurring in the spill.feed ratio range of about 0.5.

An estimated energy balance for the droplet mass

was carried out. The calculated examples in the spray

delivered a remaining surface energy between 0.1 and

0.4% only, and a remaining kinetic energy between 5 and

25% related to the initial static pressure energy.
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Vv feed flow rate

Wo tangential inlet velocity

w,u tangential and axial velocity components

w',u' tangential and axial velocity fluctuation components

V viscosity

p density

a surface tension
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Abstract

The effect of multiple scattering on the performance of the Malvern Particle Sizer

was studied experimentally. Two particle samples with the same volume median diameter

but with different size distributions were used in the experiments. One sample could be

described by a log-normal distribution function, the other by a Rosin-Rammler distribution

function. The particle samples were specifically designed to simulate drop size distributions

in liquid sprays.

The model independent, log-normal, and Rosin-Rammler models were used in the

data analysis, and the results were compared. It was found that even when the sample

concentration was low and mtdtiple scattering did not occur, the resiilts obtained with the

log-normal and Rosin-Rammler models could be misleading, particularly in the high end

of the distribution (large particles). When the log-normal test sample was used, the model

independent and log-normal models gave good residts, but the Rosin-Rammler model

seriously underestimated the fraction of large particles. When the Rosin-Rammler test

sample was used, the model independent and Rosin-Ranm[iler models gave good results,

but the log-normal model seriously overestimated the fraction of large particles.

When the sample concentration is high and multiple scattering occurs, data analysis

with the model independent model is not feasible. Correction equations axe available

in hterature for data analysis with the log-normal and Rosin-Rammler models. It was

found that when the correction equations were used, both the log-normal and Rosin-

Rammler models provided the mean particle size reasonably well. However, there were

considerable difficulties in the high end of the distribution. This was not surprising, since

the experiments with a low particle concentration had already shown that the data analysis

with the log-normal and Rosin-Rammler models can produce misleading results.
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Introduction

The Malvern Particle Sizer was developed by Swithenbank et al. [1] for the

measurement of drop size distributions in liquid sprays and is conmierciaUy manufactured

by Malvern Instruments Ltd. The instrument is based on the diffraction of laser light by

the drops. The light energy distribution in the near-forward direction is measured with

a multi-element detector and analyzed with a microcomputer. A non-linear least-squares

method is used to find the best-fit drop size distribution i.e., a size distribution which

gives the most closely fitting Hght energy distribution.

Swithenbank et al. assumed a Rosin-Rammler distribution of drop sizes and single

scattering of light by the drops. Negus and Azzopardi [2] discussed the validity of

these assumptions and tested the instrument against particle samples with known size

distributions and concentrations. The particle samples were made of glass spheres and

suspended in water in a stirred test cell with windows for optical access. They concluded

that some limitations arise from the assumption of a Rosin-Rammler size distribution

and estimated the critical particle concentration above which multiple scattering problems

become significant.

The assumption of a Rosin-Ranomler size distribution is no longer necessary, since

other models have been added to the data analysis software of the commercial instrument.

The user can now choose between three different distribution functions— Rosin-Raxomler,

normal, and log-normal — and a model independent distribution. AU three distribution

functions are two-paxameter functions i.e., the values of two independent parameters

specify the distribution. The model independent distribution is a presentation of volume

fractions in 16 discrete size classes; thus, there are 15 independent parameters. Obviously,

the model independent distribution is much more flexible than the two-parameter

distributions. Any distribution that can be described by a two-parameter distribution

function can also be described by the model independent distribution. Furthermore,

bimodal distributions and some other difficult distributions can be described by the model

independent distribution but not by any two-parameter distribution functions.

The two-parameter functions can stiU be useful in spray studies, since the drop size

distributions in liquid sprays are usually unimodal. However, the normal distribution has

seldom been applied in spray studies and wiU not be discussed here. The Rosin-Rammler

and log-normal distributions have been applied more frequently and wiU be studied in our

paper.

The multiple scattering problems have been widely investigated. A most practical

solution has been presented by Felton et al. [3]. They presented correction equations

which can be applied both to results obtained using the Rosin-Rammler model and to

results obtained using the log-normal model. The correction equations were derived

using a theoretical model of multiple scattering, and model predictions were compared to

experimental results obtained using dense suspensions of glass beads in water. Excellent

agreement was obtained. Felton et al. also found that multiple scattering effects were not

significant for obscurations less than 50 %; obscuration is the fraction of light diffracted

by the drops and is recorded in each measurement.

Felton et al. did not present correction equations for restdts obtained using the

model independent model. The correction equations for residts obtained using the Rosin-
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ABSTRACT

Nearly instantaneous droplet size measurements were carried out using an ensemble light scattering

technique based on measurement of the polarization ratio. Measurements of droplet size were performed in

a pulsed impinging diesel spray and in a steady hollow-cone spray. The measurements in the pulsed diesel

spray show a change in size with time, with the largest droplets at the beginning of the spray. Measurements

of droplet size and number density in the hollow-cone spray show changes in both droplet size and number
density with time. A method of quantifying measurement error of average droplet size under conditions of

low number density was demonstrated.

INTRODUCTION

Knowledge of the droplet size in sprays is important for spray combustion, pesticide and herbicide

spraying, spray cooling, fire sprinklers and many other industrial applications. Time-based measurements of

droplet size and number density are important for pulsed sprays. Not as obvious is the need for time-based

measurements in "steady" sprays. High speed movies of the atomization process have shown that "steady"

sprays are not uniform in time but can have clusters of droplets. This droplet clustering may have significant

ramifications in combustion applications for soot production. A rapid change in spray angle, called fluttering,

has been observed in airblast atomizers [1]. Quantitative measurements of droplet size and number density

with time are difficult to obtain with commercially available instruments.

Techniques commonly used to determine droplet size in sprays include laser diffraction [2], phase/Doppler

interferometry [3] and light-intensity deconvolution [4]. The laser diffraction particle sizer is a line-of-sight

measurement with a maximum samphng rate of 45 Hz. The phase/Doppler interferometer and light inten-

sity deconvolution instrument are single particle counters in which individual droplets are detected as they

pass through the measurement volume. The phase/Doppler interferometer has a maximum samphng rate of

125,000 particles/s. The intensity deconvolution technique does not provide temporal measurements due to

mechanical switching of the measurement beam that is necessary to measure the full range of droplet sizes.

One ensemble technique, which is based on measurement of the polarization ratio, has been used suc-

cessfully to measure droplet size in sprays [5]. Its advantages include insensitivity to beam steering, excellent

spatial resolution, rapid response time, and insensitivity to multiple scattering [6]. Its disadvantages include

a dependence on the index of refraction and the need to assume a form for the size distribution. During the

past several years, various approaches have been used to measure the polarization ratio. Details of these

optical configurations are described elsewhere [5, 7, 8, 9].

EXPERIMENTAL SETUP

Two different configurations of the droplet sizing instrument were used in these experiments. The first

arrangement consists of a randomly polarized helium-neon laser light source and two photomultipher tubes

mounted on an optical bench. Light from the laser passes through the spray and the ratio of horizontally to
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vertically polarized light scattered at 105° from the forward direction is collected to determine the Sauter

mean diameter of the spray. The scattered light is collimated with a lens and then passes through a

focusing lens, a circular aperture (which reduces the measurement volume to approximately 1 mm^), a

narrow band pass filter and a 50/50 beam splitter cube, which produces two beams. Each beam passes

through a linear polarizing filter and onto a photomultiplier tube. The polarizing filters are oriented normal

to each other to provide a vertical and a horizontal component of the scattered light. The output current of

each photomultiplier tube is amplified, and then measured with a microcomputer-based digital oscilloscope

peripheral. The data acquisition system has four 8-bit analog-to-digital converters that allow simultaneous

sampling of all channels at a rate of 500 kHz.

The pulsed spray was generated by an experimental diesel atomizer [10] impinging on a flat plate. The
measurements were performed at ambient pressure and temperature. More details of the experimental setup

are available in reference [11].

For measurements in the hollow-cone spray, an argon-ion laser was used as the light source. A schematic

of the setup is shown in Fig. 1. Since the output of the laser is polarized, a different optical arrangement was

used. The blue (488 nm) beam was used for the measurement. A polarization rotator was used to rotate

the polarization of the laser beam through 45° . The beam was directed through the spray and the scattered

light was collected with a lens and directed to a 50/50 beam splitter. Half of the light went through a narrow

band pass filter, a horizontal polarization filter and then onto a photomultiplier tube, while the other half

of the light went through a narrow band pass filter, a vertical polarization filter and then onto the other

photomultiplier tube. The use of a 45° linearly polarized, or a circularly polarized laser beam is better than

the use of a randomly polarized laser because of the possiblity of "polarization slipping" with a randomly

polarized laser. The data acquisition system was upgraded to a 1 MHz, 12-bit system because of the wider

dynamic range encountered in the steady spray.

The steady spray measurements were performed on a kerosene spray generated by a hollow-cone pressure-

swirl atomizer of nominally 60° spray angle. The measurements reported in this paper were at a location 3

cm downstream and 1.5 cm off" the spray centerline. This position is on the outside edge of the spray cone.

LIGHT SCATTERING CALCULATIONS

Since the form of the droplet size distribution is assumed, Mie scattering calculations can be performed

to determine the polarization ratio as a function of the Sauter mean diameter (SMD). The Sauter mean
diameter is commonly chosen to characterize atomization quality for many applications, and is defined as:

irp(D)D3^
(1)

where D is the droplet diameter and P{D) is the probability distribution function. A log-normal size

distribution was chosen because it is often used to represent droplet distributions in sprays. To characterize

a collection of particles with a log-normal size distribution requires two parameters, the geometric mean

diameter Dg, and the geometric mean standard deviation, CTg. For all calculations CTg was set equal to 0.3.

The probability distribution function for a log-normal size distribution is expressed as:

{HD/Dg)r
P{D) =

y/2TTcrgD
exp (2)

The polarization ratio is defined as:

T =
Qhh

Qvv
(3)

where Qw and Qhh are two elements in the Mueller matrix. The relationship between the Mueller matrix

and the Stokes parameters
, [/„, Ih, U, V], is given by:

Qvv Qvh

Ih 1 Qhv Qhh
u 0 0

V 0 0

0

0

i(5i5^-f-525?)

0

0

-|(525? -

-2(5i52 -

ho
ho
Uo

(4)

458



where k = 27r/A and r is the distance from the scattering volume. is the intensity of the vertically

polarized light, similarly Ih is the intensity of the horizontally polarized light. The 0 subscript on the Stokes

parameters indicates incident light. Si and 52, the scattering amplitudes, can be calculated using Mie

scattering theory. and are the complex conjugates of the scattering amplitudes. The elements of the

Mueller scattering matrix that are used for droplet sizing are:

Qvv — Si (5)

and

Qhh = Si (6)

Figure 2 shows the relationship between polarization ratio and Sauter mean diameter for a scattering angle

of 105°, an index of refraction of 1.45 (dodecane), and a laser wavelength of 632.8 nm. Figure 2 shows the

high degree of sensitivity of the polarization ratio for particle sizes less than 15 //m; for droplet sizes larger

than 40 ^m, there is little sensitivity.

Travereo

BB - Beam block

F Inlerierence liKof

L - Lens
M- Mrnr
PA - Polafizalion analyzer

PH - Pin holo

PMT - PholomuH. lube deledor
PR - Polartzalion folalor

RO • Receiving optics

SF • Spatial tmer

Mcro-
A/D oonv

-I r
30 45
SMD (fim)

Figure 1: Schematic of the polarization ratio particle Figure 2: Calculated value of polarization ratio versus
sizer used for measurements of the hollow-cone spray. Sauter mean diameter for 105° scattering angle, an

index of refraction of 1.45, and a wavelength of 632.8

nm.

Qyh and Qhv are zero for single scattering from an ensemble of spherical particles. The combination

of the four Stokes parameters, Iv,Ih, U, V, and the Mueller matrix are useful for describing light scattering

from any object. If the Mueller matrix of an object is known, then calculating the interaction of a known
light source, [IvO, Iho,Uo,Vo], with the object is a simple matter of matrix multiphcation. An unpolarized

light source of unit intensity has Stokes parameters of [1,1,0,0]. Use of an unpolarized incident light source

allows the immediate determination of two elements of the Mueller matrix, Qw and Qhh since /„ and Ih

are measured. A vertically linearly polarized light source of unit intensity has Stokes parameters of [1,0,0,0].

Use of a vertically linearly polarized light source allows one to verify that one of the cross components of

the Mueller matrix (Qhv) is zero. Similarly, using a horizontally linearly polarized light source allows one to

verify that Q^,h is zero.

Once the droplet size has been determined, the droplet number density can be obtained using Eq. 7.

N = (7)
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When taking measurements at high data acquisition rates, it is necessary to verify that sufficient numbers

of droplets are in the measurement volume to ensure a representative sample. As the number of particles in

the measurement volume decreases, the accuracy with which the average droplet diameter can be determined

decreases. With the assumption that the droplets in the spray have a log-normal size distribution, varying

size groups of droplets were generated using a random number generator. The uniform random number
generator was transformed to a log-normal deviate, so that given an infinite number of random numbers,

a perfect log-normal distribution would result. The Sauter mean diameter and polarization ratio were

calculated directly by summing the contribution from each individual droplet in the group of droplets. As

the number of droplets in each group increased, the variation in the calculated polarization ratio decreased.

Figure 3 shows calculations for 200 droplets per group. Figure 4 shows calculations for 1000 droplets per

group.

Figure 3: Polarization ratio versus Sauter mean di- Figure 4: Polarization ratio versus Sauter mean di-
ameter calculated using 200 droplets per group ameter calculated using 1000 droplets per group

The standard deviation of polarization ratio for number of droplets and Sauter mean diameter was

computed using the randomly generated log-normal distribution. This allows one to generate error bars on

the Sauter mean diameter for a given polarization ratio and number of droplets in the measurement volume.

Figure 5 shows the error bars for one standard deviation for a measurement volume that contains 1000

droplets. As expected, the measurement error for Sauter mean diameter increases as the polarization ratio

decreases. Figure 6 shows the error bars for one standard deviation for a measurement volume that contains

200 droplets. The measurement error increases with decreasing number of droplets in the measurement

volume. The standard deviation of polarization ratio, S, can be determined from:

367J8

((n + 237.206) *(5MD-F 5.3))' ^
^

where n is the number of droplets in the measurement volume and SMD [//m] the Sauter mean diameter.

Equation 8 is only valid for a laser wavelength of 488 nm, index of refraction of 1.45, and a scattering angle

of 105° . The computations would have to be repeated for any change in the above variables.
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EXPERIMENTAL RESULTS

Before accurate measurements of number density can be made, the polarization ratio droplet sizing

instrument must first be calibrated. Other researchers have used scattering from propane as an absolute

standard. The time-based polarization ratio measurements were not sensitive enough to detect scattering

from propane so another calibration technique was needed. Latex spheres of known size suspended in

distilled water provided that standard. The previous, more sensitive system [12] was used to measure the

number density of latex spheres and then the latex spheres were used as a secondary calibration standard

for calibrating the time-based polarization ratio measurements.

The polarization ratio particle sizer was used to make measurements of droplet size for the portion of

a pulsed diesel spray that impacted on a plate. The impaction plate was wiped clean of any liquid between

runs. Data was taken at a radial distance of 2.5 cm from the spray impaction centerline and a height of 7

mm above the plate. This distance is sufficiently far from the impaction zone so that the spray is moving

radially outward parallel to the plate. The linear depolarization ratios were measured to verify that spherical

droplets were present in the measurement location. For measurements of linear depolarization ratio, the laser

light was made alternately vertically or horizontally polarized by placing a linear polarization filter in front

of the laser. Measurements of both vertical and horizontal linear depolarization ratio were made at the

measurement location. The vertical and horizontal linear depolarization ratios remained below 0.2 for most

of the measurement time indicating that significant depolarization is not present. Figure 7 shows the Sauter

mean diameter as a function of time.

The Sauter mean diameter does not remain constant with time at this position. The initial Sauter mean
diameter is larger than at later times. This transient in droplet size lasts for about 0.1 ms and is attributed

to the increased momentum-to-drag ratio of the larger droplets. A range of droplet sizes is produced by the

impaction of the spray on the plate. Since the larger droplets have a higher momentum to drag ratio, the

effect of aerodynamic drag is less pronounced and these droplets arrive first at the measurement location.

Figure 8 shows the Sauter mean diameter and number density of the hollow-cone spray as a function

of time. Evidence of droplet clustering can be seen by noting the large change of number density with time.

Figure 9 shows a portion of Fig. 8 with the error bars for one standard deviation of polarization ratio added.

As expected, for times with high number density and small droplet size, the error bars are small and for

low number density and large droplet size the error bars are larger. This illustrates a trade off between

large measurement volume and high accuracy, and small measurement volume and low accuracy inherent in

time-based ensemble techniques.

The evenly spaced measurements in time that this technique generates are amenable to statistical

analysis. Figures 10 and 11 show autocorrelations and cross-correlations calculated from measurements in

the hollow-cone spray. The autocorrelation plot can be used to look for specific frequencies in the spray. The
cross-correlation plot shows that for this location in the spray there is an inverse relationship between the

measured Sauter mean diameter and the measured droplet number density. It is also possible to produce

power spectral density plots from the measurements. This type of information would give valuable data

about the basic atomization process and useful practical information for spray nozzle designers. It is however,

difficult at this time to use these preliminary results to provide quantitative information on spray structure.

CONCLUSIONS

Modifications to the polarization ratio particle sizing technique allow nearly instantaneous measurements of

Sauter mean diameter and number density. Measurements were performed in a pulsed spray and in a steady

hollow-cone spray. The measurements in the pulsed spray show the expected result of the larger droplets at

the spray tip, followed by smaller droplets. Measurements in the steady hollow-cone spray show that there

are changes in both average droplet size and number density with time. At the one measurement location

there was an inverse relationship between measured Sauter mean diameter and measured droplet number

density. Quantification of measurement error of average droplet size under conditions of low number density

was demonstrated.
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Figure 9: Sauter mean diameter and number density as a function of time for the hollow-cone spray. Error

bars for one standard deviation of polarization ratio are shown.
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Figure 10: Autocorrelation of number density for the hollow-cone spray.

Figure 11: Cross-correlation of SMD and number density for the hollow-cone spray.
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GENERATION OF SPHERICAL AND MONODISPERSE POLYMER
PARTICLES BY ATOMIZATION OF MONOMERS OR DISSOLVED

POLYMER PRECURSORS

T. Panagiotou and Y.A. Levendis

Department of Mechanical Engineering
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ABSTRACT

A technique to produce spherical and monodisperse particles of selected plastics is presented. Liq-

uid precursors of either mixtures of organic monomers and initiator catalysts, or polymers dissolved

in organic solvents were sprayed inside a vertical thermal reactor. The temperature range in the

reactor was 400-670 K and the experiments were conducted in a nitrogen atmosphere. Atomization

was achieved by an acoustically excited aerosol generator. Batches of equal size particles of two

thermoplastic materials, poly(styrene) and poly(methyl methacrylate), were obtained in the range

of 30-60 )um in diameter. The thermal environment, the atomization conditions, and the residence

times the particles experienced in the reactor were explored using numerical techniques; residence

times in the order of 10 s were estimated.

INTRODUCTION

Production of small, homogeneous polymer particles of controlled size are of technological in-

terest to the plastics, catalyst and others industries[l]. Moreover, if the particles are produced

spherical and monodispersed, they can find further applications in fundamental studies of material

properties, calibration of instruments etc. Commonly, monodispersed particles have been produced

from polymer colloids by emulsion or suspension polymerization. Everett and co-workers[2,3] have

discussed the preparation of near spherical, 100 /im, poly(vinyl chloride) (PVC), poly(vinylidene

chloride) (PVDC) and submicron poly(acrylonitrile) powders from dispersion polymerization. A
similar technique was followed by Pendleton et al.[A] to produce submicron (0.1 ^m) PVDC parti-

cles. Howard and Knutton[5] prepared large spherical carbon particles (ftiSOO /im) from the thermal

degradation of cross-linked polymeric beads, made from the suspension polymerization of mixtures

of PVDC and ethylene dimethylacrylate. These materials yielded porous beads upon carbonization.

Bhanti et a/.[6] generated poly(styrene) particles by nebulizing a polymer solution in xylene

and evaporating the solvent. Subsequent size-classification and second stage atomization after

resuspending the colloids in water was necessary to produce a monosized aerosol. Matijevic and

co-workers[7] produced fairly uniform, micron size poly(urea) particles by reacting liquid aerosol

droplets of toluene diisocyanate with ethylenediamine vapor. The same aerosol technique was used

for polymerization of styrene monomer droplets in vapors of the initiator trifluoromethanesulfonic
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Figure 1: Schematic of the acoustically excited aerosol generator and the two stage thermal reactor

used for the production of spherical polymer particles.

acid (TFSA)[8]. The above investigators also produced (8//m) poly(divinylbenzene) particles using

the same aerosol technique[9]. These particles shrunk to porous 3-5 spheroid residues upon

carbonization at 500°C [10].

An alternative technique was used by Levendis and Flagan[ll,12] to produce monodisperse

solid carbon particles (5-200 //m) to be used in combustion studies. The method utilized an aerosol

generator to atomize various mixtures of poly(furfuryl alcohol) and pore-forming agents dissolved

in acetone. The mixtures were sprayed inside a thermal reactor where secondary polymerization

(curing) took place. The work described herein pertains to the production of poly(styrene) and

poly(methyl methacrylate) particles using the above technique to either atomize solutions of these

two polymers in solvents, or atomize and polymerize their liquid monomer precursors. In both cases

solid polymer particles were formed in the thermal reactor. In the latter case the polymerization

was conducted and completed inside the reactor. In this manner the rate of polymerization of the

two thermoplastics was expedited and plastic powders were produced in a matter of seconds.

EXPERIMENTAL APPARATUS AND PROCEDURE

(A) Aerosol Generator. In order to produce spherical and monodisperse drops from a polymeric

fluid an aerosol generator was constructed based on the design of Levendis and Flagan[12], shown

in Fig. 1.

466



In this instrument a continuous flow of liquid is forced through a small orifice. Concurrently

the liquid in the generator's cavity is oscillated at a high frequency using a piezoelectric transducer.

The vibration creates an instability which leads to the break-up of the liquid jet into uniformly sized

droplets. The size of the droplets is controlled by the size of the orifice, the oscillator frequency

and the liquid feed rate. Consequently, the size of the dried particle depends on all of the above

parameters in addition to the degree of dilution of the polymer (mass fraction of solvent). In the

present experiments in order to produce particles of sizes in the range of 30 - 60 //m, monomers or

polymers under various degrees of dilution were used in conjunction with 75 fiva orifices, frequencies

of 16 -18 kHz, and a flowrate of 1.6 cc/min. The piezoelectric elements used were silver electrode

bimorphs {Vernitron PZT5H a,nd Piezo Kinetics PZT-550) 1.25 cm in diameter, 0.62 mm thick.

They were glued with a conductive silver epoxy
(
Tra-Con) on thin stainless steel metallic membranes

25-75 /im (thickness). These transducers were driven by a function generator at 20 V amplitude.

The pinholes were laser drilled for precision {Melles Griot). A high pressure syringe pump
{Harvard Apparatus 909) was used to feed liquid polymers to the generator via {Becton Dickinson)

plastic syringes.

(B) Thermal Reactor. A thermal reactor was constructed for the drying and curing of the aerosol

droplets that were generated at the top of the reactor, where the aerosol generator was mounted,

Fig. 1. This stainless steel flow reactor is 1.5 m high, 0.1 m i.d. and is externally heated in two

stages by cylindrical (Thermocraft) heating elements. They are controlled by separate (Omega)

temperature controllers and they supply 3800 W at the top and 3000 W at the bottom sections

which provides waU temperatures up to 1000 K. The aerosol generator is placed at the top of the

reactor on a special flange that incorporates provisions for introduction of dilution gas (nitrogen).

This gas passes through a flow straightener and flows downwards engulfing the stream of droplets.

A secondary stream of gas fiows through a small orifice concentric with the aerosol jet. Fig. 1, to

disperse the droplets and prevent coagulation.

A quartz observation window is mounted on the top to facilitate monitoring of the operation

and uniformity of the jet. To check for monodispersivity of the droplets provisions for a small gas

jet to impinge perpendicularly to the droplet stream have been made. In this manner droplets

of equal size deflect at the same angle meanwhile polydisperse droplets deflect at a multitude of

angles (satellites). Monodispersion can be accomplished by adjusting the flowrate and finely tuning

the frequency. Theoretically, the frequency range for monodispersivity is < / < ssD where

Dj is the orifice diameter[13]. Directly below the observation window an orifice plate has been

inserted to improve the flow conditions, as discussed in a following section. At the bottom of the

reactor an virtual impactor stage has been constructed to aid in the collection of dry particles and

eliminate small micron-size particles formed by various mechanisms such as condensation of vapors.

A sampling filter stage has also been incorporated.

Production of Polymers.

In order to produce the polymers required for this study two different techniques were employed: (i)

aerosol production of dissolved polymers with subsequent evaporation of the solvent in the reactor,

and (ii) aerosol production of partially polymerized precursors in a solvent with subsequent evap-

oration of the solvent and sequential completion of polymerization in the reactor. Both techniques

can also be applicable to any other polymers that can be completely dissolved in solvents or to

monomers whose polymerization can be achieved in bulk and can be readily controlled.
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Figure 2: SEM micrographs of polystyrene particles, (a) xlOOO and (b) x500.

(A) Poly(styrene). Polystyrene particles were produced with both of the above techniques:

1. An aerosol of commercially available polystyrene (Styron 685-D, Dow Chemical) dissolved in

toluene was generated. Solutions of 1 part of polystyrene in 40 parts of toluene were used in

conjunction with a 75/im orifice, a flowrate of 1.6 cc/min and an excitation frequency of 17 kHz.

The gas (nitrogen) flowrates in the reactor were « 1 1pm dispersion and 2.5 1pm dilution. The

maximum wall temperature at the upper section of the thermal reactor was 300 °C and that of the

lower section was 400 °C. Collected particles were smooth spheres having a diameter of « 33//m as

deduced by optical and SEM microscopy, Fig. 2 a and b. Any larger particles formed by fusion

of two or three particles while still liquid (doublets, shown in the left side of Fig. 2 b, or tripplets)

were separated out by subsequent sieving. Dissolution of styrene beads in toluene required a few

hours at room temperature and sonication prior to atomization was necessary to achieve uniform

mixing. Insufficient mixing resulted in bubble formation. Furthermore, solutions thicker than

30:1 were too viscous to handle properly and produce monodisperce particles. Extensive testing

for monodispersivity of the droplets was done at the onset of each experiment using the test jet,

described before. Optimum conditions for the reactor temperature and flow characteristics were

determined by a combination of numerical modelling and experimental trials, with the following

criteria in mind:

(i) To achieve vaporization of the solvent slowly enough to avoid formation of bubbles.

(ii) To ensure that the residual polymer phase remains in the molten state to enable formation of

spherical particles.

(iii) To enable solidification of the particles, in the cooler bottom section of the reactor, before

they reach the collection stage.

Overheating should be avoided since it might alter the chemical composition by pyrolyzing the

polymer.

2. Production of polystyrene particles of w60 //m was achieved by generating an aerosol of partially

polymerized styrene monomer. The monomer was mixed with benzoyl peroxide (2% by weight)

and was heated at 83-84°C, in a nitrogen atmosphere, for 30 minutes. Subsequently, the semi-

polymerized precursor was dissolved in toluene at a ratio of 1:1 and passed through the thermal

reactor in nitrogen atmosphere. Production was conducted at the same conditions as before with

the exception of temperature, which was optimized for the current situation. The temperature
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Figure 3: SEM micrograph of poly-methyl-methacrylate particles produced in the lab from the

monomer precursor (x800).

profile in the reactor was controlled to prevent flash-vaporization of the monomer. Thus, the top

section of the reactor was set at a low temperature (240°C) to provide slow initial heat-up, and the

bottom section was hot enough (300° C) for the polymerization reactions to proceed to completion.

(B) Poly(methyl methacrylate). Batches of Poly(methyl methacrylate) particles of 30-60/im in

diameter were produced by the above two techniques at similar conditions.

1. Solutions of 2% poly(methyl methacrylate) in acetone were atomized by the aerosol genera-

tor in conditions similar to the ones used for the poly(styrene) particles.

2. Methyl-methacrylate was pre-polymerized in bulk using benzoyl peroxide (2% by weight) as

initiator. The polymerization was carried out at 75° C for 15 min resulting in a partially reacted,

medium viscosity liquid. This was then dissolved in acetone at a ratio of 2:1 (acetone to polymer)

and conducted to the aerosol generator. The polymerization was then completed in the thermal

reactor, with wall temperatures of 260 °C and 290 °C at the top and bottom sections, respectively.

Solid particles, 45/xm in diameter, were collected, shown Fig. 3.

NUMERICAL SIMULATION OF THE PARTICLE HEAT TREATMENT

To model the velocity and temperature environment in the thermal reactor the "FLUENT" soft-

ware package, (Creare, 1989) was utilized. Numerical solutions for the gas phase were obtained by

simultaneously solving the continuity, momentum and energy equations. The program was used to

study the effects of the reactor geometry, gas flow rates and wall temperature on the velocity and

temperature proflles. Furthermore, an additional feature of this program dealt with the behavior

of liquid drops introduced in the gaseous environment. Thence, the trajectory of the drops, the

time required for solvent vaporization, the residence time of the solid particle, and the particle

heat-up characteristics were estimated. Results so obtained were used to find the optimum reactor

temperatures for droplets of the polymer-solvent mixtures investigated herein. Various droplet sizes

were modelled in the range of 30-144 /im in diameter.

A brief description of the calculation with FLUENT is given in the following: A finite difference

grid is set up which divides the domain of the problem into a number of computational cells. Boundary

conditions are specified at the inlet and walls of the domain. The equations of continuity, momentum and

energy for the gas phase are reduced to a set of simultaneous algebraic equations and an iterative scheme is
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used to find the solution of the system. When the solution of the gaseous phase converges sufficiently, the

introduction of droplets takes place and the mass, heat and momentun transfer between the gaseous phase

and the droplets are calculated. The iterations continue until the solution converges.

Input to the model were the following:

• The geometry and the dimensions of the reactor. The overall length was 1.6 m and the inner

diameter 0.1 m.

• The inlet velocities of the dispersion and the dilution gas streams. Their inlet flowrates were

1.0 1pm and 2.5 1pm respectively; the corresponding velocities were calculated to be 0.0055

m/s and 7.46 m/s.

• The wall temperature of the reactor, which was estimated by measurements taken by four

thermocouples attached to the outer surface of the reactor at different heights. The tempera-

ture between the thermocouples was assumed to change linearly. The maximun and minimun
wall temperatures were set according to the experimental conditions used for the generation

of the various particles.

• The flow type, which was considered turbulent because of the vigorous mixing of the high

velocity dispersion jet with the slow moving dilution gas. Turbulence was assumed despite a

low Reynolds number, {Re = 25), calculated far away from the mixing zone (at mid-reactor

height).

• The initial size of the droplets, as calculated from the formula[13]: Dd = (^)^^^5 where Dd
is the initial droplet diameter, Q is the volumetric flowrate of liquid forming the aerosol and

/ is the imposed frequency. For the values of Q and / mentioned earlier, the initial droplet

diameter was calculated to be 144 //m. The corresponding initial axial velocity of the droplets

[u = -^^1 where Do is the diameter of the orifice) was calculated to be 6.06 m/s. Furthermore,

to investigate the behavior of drops at various radial positions in the reactor, initial radial

velocity ranging from 0.1 m/s to 0.5 m/s were input. The droplets consisted of a volatile

solvent (toluene or acetone) which evaporated and diffused into the reactor gaseous phase,

and a solid content (2.5% by weight) which heated-up but did not evaporate, simulating the

polymer. It should be noted here that the devolatization of the polymer was not taken into

account in the present study.

• Finally, the physical constants of the gaseous (nitrogen) and the droplet (predominantly sol-

vent) phases were input as a function of temperature. Since the model assumes average

properties for the two constituents of the droplet, the solid particle diameter (after the va-

porization stage) was overestimated because the density was biased towards that of the more

abundant solvent. Corrections for the real polymer density had to be applied.

Results of the Numerical Modelling

The theoretically predicted thermal environment inside the reactor is shown in Fig. 4 for the case

where the maximum wall temperatures were 400° C (673 K) and 300° C (573 K) for the upper and

lower stages, respectively. The axial velocity profiles along the reactor are depicted in Fig. 4a.

Both the dispersion and the concentric dilution streams are shown with the former diffusing

relatively fast in the slow moving dilution gas stream. The presence of the orifice plate situated

downstream of the jet inlet, was found helpful in preventing boyant gases from rising, along the

walls, to the very top of the reactor. The presence of these hot gaises in close proximity to the
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Figure 4: Results of numerical simulation for gas flow in the thermal reactor (a) axial velocity

profiles and (b) axial velocity contours (c) flow streamlines and (d) temperature profiles. Maximum
wall temperatures were 400° C (673 K) and 300° C (573 K) in the upper and lower stages. Wall

temperatures and centerline temperatures (in parentheses) are shown on Fig. d. (e) Results

of numerical simulation for the droplet-particle phase showing tracks of equal size droplets (144

fim) having different initial radial velocities (0.1-0.5 m/s). Asterisks denote completion of solvent

evaporation.
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Figure 5: Results of numerical simulation depicting (a) particle size and (b) particle temperature

as a function of time for initial droplet sizes 60 ( ) 100 ( ) and 144 ( ) fim. The solvent

was toluene. Conditions corresponding to Fig. 4.

inlet of the droplets can cause rapid evaporation of the solvent and result in bubble formation, as

mentioned before; moreover, as hot gases condense on the cooler surfaces of the observation window

obstruct the view to the jet.

In Figs. 4b and c the contours of the axial velocities and the streamlines are shown. It can be

observed that the presence of boyancy highly disturbs the flow pattern and induces circulation of

gases near the walls of the reactor. Thus, in addition to the presence of the orifice plate, it was

determined that application of suction at the exhaust of the reactor was necessary to control the

flow field in the reactor. The temperature profiles along the reactor are shown in Fig. 4d, where

it can be seen that the center-line temperature of the inlet streams is an average of 30 K below

the wall. Similar temperature and velocity profiles were obtained for other experimental conditions

used in this study.

Droplet trajectories are shown in Fig. 4 e. All droplets depicted in Fig. 4e had the same

initial size, 144 /xm, but different radial velocities (0.1-0.5 m/s). The droplets experienced an initial

heat-up and evaporation period where the solvent diffused to the gaseous phase; the end of this

period is marked with asterisks in Fig. 4e. Times for solvent vaporization were calculated to be

« 0.17 and « 0.07 s (for toluene and acetone, respectively). Fig. 5a and b. It should be noted

here, that according to the model used, the vaporization of most of the solvent was completed

before the boiling point of toluene or acetone were reached, (383 K and 330 K) and hence, the

process was diffusion controlled. Upon evaporation the particles foUow the trajectories depicted

in Fig. 4 a and they experience further heat-up till they reach the local gas temperature. Total

residence times were calculated in the range of 7.5 to 14 seconds, depending on each particle's path.

Therefore, in order to produce particles that experience the same residence time in the reactor and

result in uniform properties, the particles should flow in a rather narrow stream around the reactor

centerline. Furthermore, narrow streams minimize the deposition of particles on the upper surfaces

of the funnel, as shown at the bottom of Fig. 4 a. Thence, even if the above arguments indicate

that narrow droplet streams are desired, a certain amount of dispersion is required to avoid droplet

coagulation, so a compromise must be determined experimentally. Moreover, the problem becomes

more complicated since, even small instabilities of the droplet stream can initiate a rapid succession

of collisions and result in a polydisperse aerosol[13].
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Figure 6: Results of numerical simulation showing (a) gas velocity profiles in the virtual impactor

stage of the furnace and (b) particle tracks through the reactor for two droplet (dry particle) sizes:

144 (42) and 30 (8) fim.

To investigate the effect of size on the residence time of the particles Figs. 5a and b, are included

where calculations of the variation of droplet diameter and temperature with time, respectively, are

depicted for particles of diameters ranging between 60 - 144 fim, but same radial velocities. The

total residence times for those particles flowing around the centerline range between 9-7 s.

Velocity profiles of the gas as it flows through the virtual impactor are shown in Fig. 6a. This

particular impactor was designed to operate with a particle collection efficiency of 60% for particles

having diameters bigger than 10 ^m[14]. In Fig. 6b the trajectories of two particles of different

sizes that flow through the reactor and pass through the impactor stage can be seen. The bigger

particle, 42 ^m in diameter after evaporation, is trapped in the collection stage while the smaller,

8/Lim, exits the reactor following the gaseous phase. Thus, any fine particles that are formed by

nucleation and condensation reactions in the gas phase, escape the impactor following the exhaust

stream.

SUMMARY

Spherical and monodisperse particles of poly(styrene) and poly(methyl methacrylate) in the size

range of 30 to 60 /xm were produced by an acoustically excited aerosol generator. The generator

formed a monodisperse spray from either mixtures of polymers and their solvents, or monomers
with initiator catalysts and solvents. As the spray passed through a thermal reactor in nitrogen

atmosphere the solvent evaporated and solid, spherical polymer particles were formed. The above

technique can be used for the production of a variety of monodisperse particles of (a) organic or

inorganic solids that can dissolve and result in solutions of relatively low viscosity, or (b) polymers

from their monomer precursors whose polymerization can be conducted in bulk.

The thermal treatment of the droplets was studied theoretically using numerical techniques.

Results concerning the velocities and temperatures of both gas and particles, as well as the solvent

evaporation and particle residence times were obtained.
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ABSTRACT

Sprays and atomisation studies of bitumen- in-water emulsion were carried out
using a Delavan air assisted external mixing atomiser. A Malvern 2600

particle sizer analyser and a Dantec 58N10 phase doppler signal processor
were used for measurements of the spray droplet size distribution at

different air/fuel ratios . Photography were also used to study the spray
break-up mechanism.

Results indicate that bitumen- in-water sprays, under the conditions covered
in this study, will produce smaller droplets than predicted using
correlations developed for air assisted atomisers with low viscosity
liquids. Apparently the addition of bitumen particles to water produces a

different spray break-up mechanism in comparison with water or medium fuel

oil. This results in the formation of smaller droplets. Finally, it was
demonstrated that the use of the Malvern 2600 particle sizer analyser
instrument, using a Model Independent mode, was the most adequate to

characterise the spray droplet size distribution for bitumen- in-water
emulsions

.

INTRODUCTION

The growth in energy consumption has increased the demand for
substitute fuels or ways of extending existing supplies of conventional
fuels. The formation of emulsions of oils with water has been considered as

an alternative way of obtaining liquid fuels from bitumens [1], heavy crude
oils and petroleum heavy fractions from refineries [2]. Recently a new
development in the form of bitixmen- in-water emulsions is being
commercialised as Orimulsion [1,3]. The primary benefit of the dispersion
of bitumens droplets in the water continuous medium is that the viscosity is

reduced which makes easier handling and pumping and in consequence assists
atomisation and combustion generally.

Although two-phase fluids, such as coal-water slurry or bitumen- in-

water emulsions, have been burned successfully in industrial combustors,
there is still a lack of detailed knowledge of the atomisation behaviour
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particularly in the latter case. However, oil-ln-water emulsions behave
differently to a medium fuel oil and in some respects can parallel coal-
water atomisation [4]

.

Efficient atomisation of the fuel is probably the most important
factor in the combustion of liquid fuels. This paper reports a study of the
atomisation of bitumen- in-water fuels using different techniques to provide
accurate results as well as shown the strengths and limitations of each
technique

.

EXPERIMENTAL APPARATUS AND PROCEDURE

The liquid fuel used was a commercial bitumen- in-water emulsion
(Orimulsion) supplied by INTEVEP, S.A. The mass median diameter of the
bitumen particles in the emulsion was 14 jlm and the other characteristics
and properties are given in Refs. 1, 3 and 5.

The atomisation facility consisted mainly of a fuel tank, a gear pump
and a Delavan air assisted external-mixing atomiser model SN 30610-1.
Electric heating was used in the fuel tank and the line to the nozzle in
order to keep the atomisation temperature between 65-68''C. Injection fuel
pressures from 1.2 to 2.8 Bar and atomising air flow rates from 700 to 1400
1/hr, at ambient temperature, were used.

Droplet size measurements as a function of the air/fuel ratio were
undertaken using two different techniques with different instruments: a

Malvern 2600 particle sizer analyser using a 300 mm lens and Dantec 58N10
phase doppler signal processor used in a forward scatter configuration and a

scattering angle of 30°
. In the measurements performed with a Malvern

instrument the Model Independent (MI) and Rosin-Rammler (RR) modes were used
in order to compare the accuracy of fitting the data and seven hundred
sweeps of the diodes were collected for each experimental measurement [6] .

Additional experiments were carried out with water in order to compare them
with the results obtained with the emulsion.

Direct photography using a normal camera and a strobe light and an
Imacon high speed camera at a speed of 1.0 x 10* frames per second were used
to study the spray break up mechanism.

RESULTS AND DISCUSSION

Choice of Droplet Size Distribution Function
Results for Orimulsion atomisation were obtained and compared with

water sprays at the same atomising conditions. Each data point represents
the average of 2 to 3 experiments.

In the case of bitumen- in-water emulsions there is currently no

information about the best choice of drop size distribution function.
Consequently both the RR and MI modes were used to find the best fit of

data. The Log difference (Log diff) term is the parameter used to express
the ability of the Malvern's calculated energy distributions to fit the

experimental data [6] . For RR most of the computed light energy
distributions generated fall in the adequate to good range (Log diff between
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4.0 to 5.5), but there is a clear tendency to be excellent when the air/fuel
ratio increases. The MI distribution has more strict log diff. requirements
and the results are from good to excellent with log diff no higher than 4.5

in the whole range of experimental work.

Because of the good performance of the MI in fitting this data, this

model was chosen to represent the data and calculate the droplet size

distribution of the spray. The obscuration for all these experiments was in

the range from 0.10 to 0.43, thus the measurements were not affected by
multiple scattering [7].

Measurements of SMD as Function of Flow Parameter
Figure 1 shows the Sauter Mean Diameter (SMD) of the spray versus air

flow rate for different atomisation pressures . Air flow rates lower than
900 1/hr, or air/fuel ratios lower than 0.27, result in a very unstable and
inhomogeneous spray with consequential scattering in the results . At higher
air/fuel ratios, e.g. 0.97, the spray is more homogeneous and the results
are more consistent. A significant reduction in droplet size by increasing
the air/fuel ratio is achieved, but there seems to be a limit to the

effectiveness of increased air flow rates beyond which no further
significant reduction in droplet diameter is reached. These results follow
the normal tendency of all liquids sprayed, Newtonian or not. Figure 1 also

shows the results obtained with the Dantec instrument. These are

significantly different from the ones obtained with Malvern, even increments
in the air flow rate have little effect on the SMD. Water sprays under the

same conditions follow the same behaviour.

The differences between the results, in the first instance, are
because two different types of sampling are employed to determine drop size

distribution. The Malvern measures a line-of -sight average through the

complete spray. It also registers a signal proportional to the population
of drops within the sample volume during the sampling interval, i.e. the

spatial average. The Dantec instrument, on the other hand, samples in a

very small volume, and registers a signal proportional to the number of
drops passing through the volume, i.e. temporal sampling. Generally the

results obtained by spatial and temporal sampling are different because in

many sprays systems the velocities are correlated with size due to

variations in drag with size [8].

Secondly the extremely small sampling volume of the Dantec instrument
(ca. 10"^ cm'^) , in comparison with Malvern could also give a different
measure of the average spray droplet size distribution especially if the

spray is not homogeneous

.

Further problems relate to the nature of the atomisation of two phase
fluids. The droplets produced may consist of droplets of water, or of a

single bitvimen particle surrounded by water, or of a water droplet
containing multiple bitumen particles. Sprays of Orimulsion show this as is

presented in Fig 2. This fact introduces errors in the measurements due to

different reflection or refraction patterns and variations in the particle's
refractive index caused by the different types of droplets. The Dantec
instrument is very sensitive to optical alignment, especially to the
scattering light collection angle, and this should be chosen in such a way
that just one scattering mechanism, ie . reflection or refraction, must
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dominate for there to be a very smooth relationship between phase and drop
size. This is determined by the polarisation of the incident light beam and
the refractive index of the liquid droplet.

The Malvern's measurement technique is relatively insensitive to the
particle refractive index and shape so that the particles may be absorbing
or non- absorbing, spherical or irregular in shape. Furthermore, the
scattered light pattern is insensitive to the particle velocity and to the
position of the particle in the measurement volume. This represents an
advantage for the measurements of droplet size distribution in sprays of
this kind of fuel.

In general the distribution droplet size of the spray for Orimulsion
presents a wide range of drop sizes and an increase in the air/fuel ratio
reduces the fraction of large droplets in the spray.

Prediction of Sauter Mean Diameter in Orimulsion Sprays
A number of functions are available to describe the SMD of sprays

produced by air assisted atomisers. Lefebvre presents a good survey of
these correlations in his book [9] . The ones related to air assisted
atomisers were used to correlate the experimental results obtained with
Orimulsion.

In general, the majority of the correlations used give high SMD in
comparison with the experimental ones, which is expected considering that
they were developed for low viscosity single phase fluids such as kerosine,
diesel, water, etc. That is the case for the Elkotb [9] equation namely:

SMD = A dg Re"°-2^ We'°-^^ (m^/m^)°-2^ (1)

Reynolds and Weber numbers are expressed as Re = p^^d^/^l^ and We = .

p^, and O are the density, viscosity and surface tension of the fuel
respectively, d^ the nozzle orifice diameter, U^^ the air relative to liquid
velocity and ni^,ni^ the mass flow rate for fuel and air. The constant A was
found to have a value of 51 for kerosine sprays.

In an attempt to fit Orimulsion experimental data with this
correlation over the whole range of experimental work, the A value was found
to be a function of the air/fuel ratio according to the following:

A = 7.706 (m^m^) -0.438 for m^/m^ < 1.687

and A = 9.824 for m^m^ > 1.687

Simmon's correlation [9] developed for air-assist atomisers is given
in equation (2) as a function of the atomiser's characteristics. C is a

constant, p^ is the air density and Uj^, the fuel and air velocity. Other
terms are as defined above

.

SMD = C

^^0.06 ^0.375

Pa
0.375 1 (

0.55

(2)
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The C value was found to be 802 and the experimental data fits very
well with the theoretical ones, but for a very narrow range of air/fuel
ratios . Figure 3 illustrates the fit of the two correlations with the
experimental data.

For air-assisted atomisers the major parameter that affects the
atomisation quality is the relative velocity between the liquid and the

surrounding air (Uj^) . At a constant fuel velocity lower than the air
velocity, increments in the air flow rate represent increments in the

relative velocity; the size of the ligaments decrease, their life becomes
shorter, and on their collapse when exposed to the high velocity air
stream, much smaller droplets are former. This could be the explanation for
the good fit of the Elkotb correlation, which takes into account the air
relative to liquid velocity.

Mechanism of Spray Break-Up
Flat sprays were used to identify the break-up mechanism for bitumen-

in-water emulsions. High speed photographs shown in Fig 4 indicate that
this occurs mainly as a perforated sheet. The photographs show the

behaviour near the jet and further down the spray. Small holes suddenly
appear in the sheet at a distance from the orifice that varies with the

viscosity of the liquid. They rapidly grow in size until the thickening
rims of adjacent holes coalesce to form ligaments of irregular shape that
finally break up into drops of varying size.

A reduction in the viscosity and surface tension of the emulsion,
produced by a dilution in the water content has an effect on the spray
break-up. Low viscosity makes the spray angle wider and easier for the
appearance of holes and formation of threads , which later break up into
droplets. Higher viscosity makes the sheet motion itself very much more
regular and inhibits the disintegration of the rims of the sheet (Fig. 4A)

.

Also, it resists the deformation of the ligaments into droplets so the
atomisation occurs far away from the nozzle. The sheet seems to be thicker
than the other one, and the spray takes longer to break up completely. This
highlights the importance of spreading the liquid into a very thin sheet to

achieve the finest atomisation [9].

Clark and Dombrowski [10] demonstrated that the drop size is

critically dependent upon the nature of the disintegration process; where
the disintegration occurs by perforations the size of the ligaments is

consequently reduced, resulting in relatively smaller drop size. Thus, the
water addition to the bitumen affects the break-up mechanism in such a way
that the formation of smaller droplets is very much enhanced despite the
high viscosity of the emulsion.

CONCLUSIONS

The atomisation of bitumen- in-water emulsions has some slight
differences compared with single phase fluids such as fuel oil or water in
terms of the break-up mechanism, the influence of the fluid's properties,
the interaction of fuel and air and atomiser design on the spray droplet
size distribution.
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The main concern in making measurements with this type of fuel is the
selection of the best technique and the proper control of experimental
conditions which result in accurate and meaningful results in the analysis
of the sprays. Accurate determinations of drop size distributions are
important in attempting to relate spray characteristics to other parameters.
The use of the light scattering (Malvern) technique for the characterisation
of Orimulsion sprays demonstrated that the Model Independent distribution
function was the best to fit the experimental data. The Rosin-Rammler model
has been successfully applied to various two phase flows and sprays, but in
this case, the results were acceptable only at high air/fuel ratios.
Orimulsion and in general bitumen- in-water emulsion spray size distributions
are best made using the Model Independent distribution function.

Results obtained with Dantec equipment are highly dependent upon the
equipment measurement arrangement and the position in the spray where the
sampling is done. Although this equipment is ideally suited to detailed
spray modeling because of the velocity and size data obtained, two phase
fluids represent a complication for this technique because consideration has
to be made of the influence of the scattering angle, refractive index and
refraction or reflection pattern of the sample.
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Fig. 2. Droplets collected from an Fig. 3. Theoretical SMD using

Orimulsion spray. Elkotb and Simmon's correlations.

A

Fig. 4. High speed photographs for A: Orimulsion, B: Bitumen- in-water

emulsion, 50% water. Flat spray, 3.4 bar.
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ABSTRACT

The spray compaction process is a relative new method to produce near- net shaped

metallic preforms with better material properties and totaly new materials which are not

producible by conventional methods. But there are many parameters influencing the result.

Generally the aim is to predict local spray conditions in the compaction plane. Therefore a

strategy is developed for the determination of local mass fluxes or deposit growth rates. It is

shown, that self similar profiles exist, but they depend on melt properties. The influence of the

atomization pressure is investigated, showing that the centerline value acts very different com-
paring water and steel atomization.

INTRODUCTION

Metal powder production by gas atomization of the melt is a well-known method. People

are mainly interested in mean particle sizes and size distributions of the overall product. The
equation from Lubanska /I/ is mainly used to predict particle sizes in dependence on atomiza-

tion parameters, fluid properties and nozzle design. The spray compaction process (Osprey™
process /2/ /3/, also called liquid dynamic compaction or spray casting) with its aim to produce

a near-net shaped, homogeneous product needs much more information to make a good
specification of the process possible. Therefore the knowledge of local values for mass flux or

concentration, size- and velocity distributions are necessary for input data of model calculation

to predict other values of interest as cooling rates of the particles, shape of the deposit, heat

transfer in the deposit, microstructure of the deposit and so on.

In this paper we try to develop a strategy to determine the local mass fluxes in the spray

in dependence on some influence parameters in order to find a correlation to calculate the shape

of the deposit. There are generally two methods to produce a desired shape of the deposit:

1) periodical movement of the gas atomizer ring in order to produce for instance flat

products /4/

2) moving the substrate in order to produce tubes or solid discs /5/.

The following list of parameters which may affect the local mass flux points out, how
complex this process can be.

I nozzle design (D, a); spray chamber design; distance from the atomizer (z)

II melt/liquid: properties of the melt {Pi^, a, rj^, ..); mass flow jJl^; initial velocity v^^;

initial temperature Tlq
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III gas: properties of the gas (Pq, tJq, c^q ...); mass flow Mq, atomization pressure

Pq; velocity Vq

The parameters listed are partly interdependent, i.e. there is a relationship between
nozzle design, gas mass flow and atomization pressure. In this paper we present results showing
the influence of different liquid properties, gas mass flow and atomization pressure respectively.

As far as possible published results of other authors are included in our interpretation.

The first steo of our strategy is to verify whether the radial profiles of the mass fluxes

(or deposit growth rates) averaged by the centerline value (m^c; D,,) and the half-width radius

tq^ results in a self similar profile and if this is valid, to find an equation to determine this

profile. The second step is to describe the effect of various parameters on the centerline mass

flux m^g and the half-width radius Tq^. If the mass flow of the liquid is measured and a self

similar profile is known, the half-width radius can be calculated depending on the centerline

mass flux.

EXPERIMENTAL SET-UP

(1) induction coil

(2) crucible

(3) insulation

(4) heater

(5) tundish

(6) melt delivery tube

(7) primary gas ring

(8) atomization gas ring

(9) deposit

(10) substrate

(11) pressure governor

(12) fan

(13) control valve

(14) N 2"tank

Fig. 1 Experimental set up

484



primary gas(
)

atomizaHon

gas (Pg)

The experimental set-up for the metal

atomization and compaction is shown in Fig. 1. The
metal is heated by an induction coil and the melt is

pulled into the pre-heated tundish when the desired

melt temperature is achieved. During the experi-

ment the height of the melt in the crucible is kept

constant to guarantee a constant mass flow IvIl. The
melt leaves the cylindrical nozzle at the bottom of

the crucible and reaches the atomization zone in

free fall. The particles are accelerated and meet the

substrate at a distance z from the atomizer in order

to compact and to build up the deposit. (A method
to obtain particle probes is to collect the particles

in a patternator that consists of water filled tubes).

Fig. 2 shows the design of the nozzle in use

for the metal and water atomization. In general

atomizers are divided into two types: free fall and

confined atomizer. We use a free fall atomizer with

the option to use a primary gas to protect the

atomizer from back splashed melt particles.

geomelrical point

of atomization

Fig. 3 Example for the generation of a dimensionless profile

of the mass flux (b) from the absolute values (a)

SELF SIMILAR PROFILES

In the theory of free jets it is usual to utilize a dimensionless presentation comparing
radial velocity profiles for different distances from the nozzle and parameters of influence. We
use this method to proof, whether self similar profiles exist for the radial mass flux profiles

using different operation and boundary conditions. Fig. 3 shows the way how to make the

profiles dimensionless. Therefore the mass flux Al is divided by the centerline (maximum)
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value itilj. and the radius is divided by the half-width radius Tq^. While the half-width radius is

defined by the radius where the mass flux is just half as high as the centerline value.

Tab. 1 Experimental conditions and results from various authors

aattiod malt/ fluid

gaa

•

g/ca^/a

•

na/s
>^0,5

na
z Pg

bar

daposit Pe 20 wt t Mn 5.4 18 400» 8,5

deposit AISI 1026 *,* 5,7 28 400» 8,5
N2

pattamator CuSn6 0,2S 25 400» 6,0

M2

calculation SStFe, lOtCu, ItC 1,03 1,47 115 (d - 50 980 3.0

1,33 1,90 88 (d - 100

1,24 1,77 75 (d - 200 la)

deposit AISI 1020 0,36.. 1,09... 52... 800 2,5.. .4 0

"2 1,46 1,87 ...35

pattamator water 4,2... 4,2... 32... 1000 1,5.. .2 5

air . . .2,3 ...2,3 . . .49

pattamator AISI 1020 1,2... 1,5... 52... 40 800 2,5.. .4 0

"2 2,1 2,7

author typa of

atoaizar
Mt,

Hathur at.al.

/«/

Aiuiavarapu

/>/

Hartaann

/II/

Liu

/»/

Sauran at.al.

/12/

this papar

this papar

confined

frea fall

free fall

frea fall

1080

860

860

1000

860

^) from poiol of impingemeal from lip of melt delivery lube

Tab. 1 summarises some results of other authors (including own results) and important

parameters as they are available. The parameters can be very different for example in type of

atomizer, measuring method and fluid properties.

Mathur et.al. /6/ and Annavarapu /7/ use nearly the same experimental conditions but

different melts (Fe 20 wt % Mn and AISI 1026) and this conducts in very different values of the

half-width radius (18 mm, 28 mm). So one can assume that the properties of the melt have an

influence on the spread of the spray.

The results from Liu /8/ are received from numerical calculations, assuming that

monodisperse particles (50, 100 or 200 /im) are injected into the flow field (the process of

atomization itself can not be taken into account). The most important boundary conditions and
assumptions are reported in /9/.

The results from Liu /8/ show - as to be expected - that for the same experimental

conditions, an increase of the particle diameter leads to a decrease of the half-width radius, be-

cause of a smaller dispersion of larger particles due to the turbulent fluctuations of the two-

phase flow. But the absolute values of the half-width radii seem to be too high, because the

value for the 50 /Xm particles is much higher than experimental values of the half-width radius

of the one-phase jet velocity. This may be an effect of the turbulence modelling by the K-e

model, which generally predicts the spread of free turbulent jets too strong /lO/. All the results

can only be compared using the profiles of the mass flux or deposit growth rate averaged by the

centerline value in dependence on the radius averaged by the half-width radius. One can use

these findings in order to check whether these results can be described by self similar profiles.

Therefore we assume that the averaged profiles are a function of the type:

G (r*) = exp [-Ki (r*) K2]

• • * *

with G (r*) = mL/m^j. = D (r*)/Dc, r* = r/ro_5 and Kj, K2 = constant.

(1)

Fig. 4 shows the result of this comparison using = In (2) and K2 = 2 for equation (1).

In the range of /r*/< 1 only the result from Hartmann /U/ has a strong deviation from equa-

tion (1). This may be caused by the mass flow Ml, which is not constant during the experiment.

In the range /r*/> 1 the calculated values from Liu /8/ are below (d = 50 /Xm) or close to

the curve of eq. (1), while the experimental results from Mathur /6/ and Annavarapu /!/ show
a strong deviation from eq. (1) with increasing radius /r*/.
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Fig, 4 Averaged profiles of mass flux or deposit growth rate comparing eq.

(1) and results of other workers (compare Tab. 1)

Our results in atomizing water and steel (AISI =1020) are similar to the results from

Mathur /6/ and Annavarapu /7/ in their tendency. Fig. 5 shows the averaged results from water

atomization experiments for various atomization pressures, keeping constant the distance from

the atomizer and the mass flow. In comparison to eq. (1) the experimental results for /r*/>l

tend to higher values.

1

0,8 -

0,6

^ 0.4

0.2

fluid : water

Ml : 1000 kg/h

z 1000 mm

varl.

equation (1)

-3 -2.5 -2 -1.5 -1 -0.5 0 0.5 1 1,5

dimensionless radius r*

2,5 3

Fig. 5 Averaged profiles of mass flux from water atomization,

using various atomization pressures; compared with eq. (1) (Kj = In (2), K2 = 2)

In Fig, 6 averaged profiles of the mass flux are presented, using various atomization

pressures, compared with equation (1). It is to be seen that the exponent K2 = 1,4 in the range

/r*/>l fits the results by far better than the exponent K2 = 2. Taking K2 = 1,4 in the range

/r*/>l also the calculated mass flow (from eq. (2)) delivers much better results compared with

the measured mass flow.
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Ml= / 2 7rrmL (r) dr (2)

-4-3-2-10 1 2 3 4

dimensionless radius r*

Fig. 6 Averaged profiles of mass flux (patternator result)

INFLUENCE OF PROCESS PARAMETERS ON CENTERLINE MASS FLUX (OR DEPOSIT
GROWTH RATE) AND ON THE HALF-WIDTH RADIUS

If a self similar profile is found for a given fluid and nozzle system, one has to deter-

mine the averaging values (centerline value and half-width radius). We assume that the center-

line mass flux itilc can be described by an equation of the type as follows:

= Ai • (Pg*)^ • z ^ • Ml^-* (3)

with Pq* = (pq - Pu)/Pu is the dimensionless atomization pressure. In the paper the influence of

the atomization pressure Pq* is investigated for water and steel atomization, keeping constant

the distance from atomizer z and the mass flow KIl- Therefore the parameters A and A2 of

equation (4) have to be determined.

niL,, = A [z, MJ . (pg*)A2
(4)

Fig. 7a presents the centerline mass flux and the half- width radius in dependence of the

atomization pressure Pq* for water atomization. The increase of the pressure leads to a decrease

of the mass flux and because of a constant mass flow to an increase of the half-width radius.

For the determination of the constants A and A2 Fig. 7b shows log (m^c) in dependence of log

(Pq*) also including the linear regression with the constants A = 2.82 and A2 = -0.55.

In the same way the results of steel atomization, using the same atomizer are evaluated

in Fig. 8a/b, comparing the results from the deposit growth rate and the mass flux. These

results differ because of the different experimental conditions. Three features are responsible

for this difference: 1. bounce of particles from the surface of the deposit, 2. disturbance of the

flow field in the vicinity of substrate and deposit respectively, 3. continuous variation of the

impact location (mainly in z direction) during the growth of the deposit.
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Fig. 7a/b Centerline mass flux and half-width radius in dependence on the dimensionless

atomization pressure Pq* for water atomization

1 1,2 1,4 1,8 1,8 2 2,2 2,4 2,8 2,8 3 3,2 3,4 0 0,08 0,1 0,18 0.2 0,28 0,3 0.38 0,4 0,46 0,8

dimensionaless pressure pG« log (pG*)

Fig. 8a/b Centerline mass flux in dependence on the dimensionless atomization

pressure Pq* for steel atomization

Looking at the influence of the atomization pressure, both results show an increase of

the mass flux when increasing the atomization pressure and lead to nearly the same exponents
A2 = 0,79 (deposit growth rate) and A2 = 0,86 (mass flux). This behaviour is generally contrary

to the results from the water atomization and cannot be explained by turbulent transport

mechanism of free turbulent jets. We presume that this phenomena is caused by an interdepen-

dent influence of the flow in the nozzle near field and fluid properties. A better understanding
of the process in the nozzle near field is necessary to explain this behaviour, as it is partly

reported in /1 2/.

CONCLUSIONS

The spray compaction process is affected by various numbers of parameters. Aim of this

investigations is the prediction of local mass fluxes or deposit growth rates in the case of sta-

tionary atomization (static atomizer and static substrate), atomizing different fluids. It is found
that self similar profiles are created, but there is a dependence on fluid properties. Fluid

properties also affect the centerline value. The centerline mass flux is influenced by the
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atomization pressure and leads to contrary behaviour comparing water and steel atomization.

While the centerline mass flux is decreasing with higher atomization pressure in the case of

water atomization, the centerline mass flux increases in the case of steel atomization.

NOMENCLATURE

Cp specific heat capacity

cf particle diameter

D diameter of the melt delivery tube

6 deposit growth rate

£)* dimensionless deposit growth rate =

G gauss function (eq. (i))

m mass flux

m* dimensionless mass flux = "^/^c
M mass flow

p pressure

Pq* dimensionless atomization pressure

r radius

rQ^ half-width radius

r* dimensionless radius = Vio^
T temperature

V velocity

z axial coordinate;

distance from the atomizer

a angle between centerline of the

atomizer holes and z-axis

dynamic viscosity

P density

a surface tension

Subscripts

c centerline

G gas

L liquid/melt

0 initial

u ambient

1 primary
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ABSTRACT

Since about 20 years the producing of preformed metal products by means of the spray

compaction process has become a widely known and now quite well established process. But still

work has to be done to predict the correct way for the controlling of the process and the in-

fluencing of the spray product properties, here the preform. This work is in progress and is at

time investigated by a variety of research groups. In this area the numerical modelling of the

spray process has become an important tool in order of the understanding of the heat and mass

transfer mechanisms in molten metal spraying. Following the subdivision of the spray process

into three different stages, as there are (a) the atomization area, (b) the transport area, and (c)

the compaction area, this paper gives some recent results of our group for the process control-

ling and optimization obtained by different computer calculations of the continous and two
phase flow field and the related thermal conditions of the dispersed phase. Eulerian and
Lagrangian calculations will be provided and compared as far as possible to measurements,

especially done with the phase-Doppler method. Possible ways for the optimization of the spray

nozzle design and the spray performance in terms of the mean droplet size and the mass flow

ratio gas/melt will be outlined.

INTRODUCTION

The spray compaction technology for molten metals is an industrial process for the basic

shaping and preforming of metals [1]. In the process, from above the melting point heated liquid

metal is poured into the nozzle and is atomized by an impinging inert gas jet of high kinetic

energy. The resulting spray of molten metal droplets will be compacted on the substrate surface

to the desired shape, dependent on its local mass flow rate.

The application of the process covers an area of different metals like steel, copper, tin

and aluminium. Also several alloys and composite materials, which are difficult or impossible to

produce by conventional metallurgical processes, are in the meantime object of industrial metal

spray processes. The advantages of the spray compaction process compared with conventional

casting techniques are therefore

near net shaped products

better homogeneity and less impurities of the product

applicable to new alloys and composites

higher heat transfer coefficient

contribution to micro structural refinement in the pre products.
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For the scientific analysis of the spray compaction process it is useful to subdivide the

total process in smaller parts, each of which is responsible for an individual aspect of the

process and product optimization. The unit operation "spraying" in an industrial context can be

devided into three parts [2]

the atomization area and the liquid disintegration

the transport process of the multiphase flow in enclosed cavities

the droplet impingement and the formation of the product.

primary gas (p-])

atomizer gas (pq)

geometrical

atomization

point

Fig. 1 Gas atomization of molten metals, principle sketch

The first area of investigations following the above list, to be reported here is the nozzle

near field (Fig. 1). Particularly when atomizing sprinkling and/or solidifying fluids, special care

has to be taken on to the spray nozzle design or selection and on the operation parameters of

the spray process. Due to back splashing droplets which glue and assemble at the nozzle (called

freezing), the atomization process will be influenced or sometimes even interrupted. In order to

understand and control the flow field immediately in the atomization area, the gas flow field

was numerically modelled. Gas flow recirculations in the nozzle near field will be examined and

possible ways for a constructive improvement of the nozzle will be shown.

The second area of investigation is the two phase flow field of the gas jet and the dis-

persed metal droplets in the spray chamber. In order to enhance the understanding of the flow

field and the temperature distribution of the gas as well as of individual particles in the spray

chamber and to establish a control model for the regulation of the process, extensive experimen-

tal and theoretical studies are necessary. The purpose of this part of the paper is to present

model calculations based on an Eulerian approach for the momentum transport and exchange for

both phases under simultaneous consideration of the phase change kinetics of the dispersed
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phase. This part of the study investigates the influence of the directly controllable input process

parameters on the stationary turbulent flow and temperature fields in the spray chamber.

Following the area division given above the third area of investigation is the compaction

area and the formation of the preform. This part will be presented as a separate paper in this

conference, based primary on experimental investigations in the metal atomization and in model

experiments with water as the dispersed fluid.

The three different areas of research are combined versus their initial and boundary

conditions.

Method of Solution

The numerical simulation of the gas flow field in the near nozzle region is based on the

approximation of the primary- and of the atomization nozzle as. coaxial ring gaps. Under this

assumption the system of partial differential equations describing the gas flow field are solved

using the standard features of the PHOENICS code, version 1.3 [3]. This multipurpose computa-

tional fluid dynamics code is based on a finite volume discretization of the governing equations

using the SIMPLEST formulation for the solution. [4]. It was assumed that the flow field can be

described as to be two dimensional, using polar co-ordinates and single phased. The behaviour

of the gas is described by the isentropic gas law and the turbulence modelling is based on the

standard K-€ model, together with log-low wall functions on all rigid walls.

The theoretical model for the two phase flow field in the spray chamber consists of the

equations of continuity, momentum and energy conservation for both phases as well as of the

phase change kinetic equation. The motion and temperature equations are derived by Reynolds

decomposition and time averaging of the corresponding instantaneous conservation and energy

equations, considering the weight and buoyancy of droplets as well as the friction between the

two phases to be the volume forces in the equations of motion, and the phase change heat and

the convective heat loss of the droplet-phase to be a heat source of the gas-phase and to be a

heat sink of the droplet phase in the temperature equations. Closure of the time-mean equations

was achieved by modelling the turbulent correlations in the equations of mean motion according

to Elghobashi's method [5] and in the equations of mean temperature according to [6, 7]. The
corrected K-€ equations are similarly formulated. In deviation to the standard set of constants in

the K-€ model, the c^ coefficient was set to 0.07, according to [7]. For a first approach the tur-

bulent diffusivity v^^ of the dispersed phase is related to the turbulent diffusivity of the gas

phase i/,g, according to Schonung [8] as t'tp/^tg ~ ^-^ because the ratio from i/,p to i/,g is be-

tween 0.3 and 0.6 according to [8] for tne conditions of this calculation. Similarly the extra

production and dissipation of the turbulent kinetic energy, which results from the correlations

of the fluctuations of gas velocity, are also treated simplified as a linear function of the droplet

concentration in the corresponding terms with the same approach as described by Danon [9].

A kinetic model for the phase change has to solve two problems: to what extent the

droplets can be undercooled and how quickly the phase change in the droplets occurs. On their

way downwards to the substrate the smallest droplets are subject of a rapid quenching process,

thus reaching the impact point as completely solidified particles. On the other hand the largest

droplets don't lose so much of their heat, thus reaching the substrate as entire liquid droplets.

As the microstructure of the deposit and also its porosity depend upon the temperature, the

fraction of solidification and physical structure of the impacting droplets, it is essential to

develop a phase change kinetic model to investigate the influence of phase change on the tem-

perature and cooling rate of droplets. In [10] a phase change kinetic model has been derived on

the base of the classical nucleation theory applying the Johnson-Mehl-Avrami transformation

for solid state phase change in metals and alloys. By the combination of this model with the

above mentioned temperature equation of the droplet phase, the nucleation temperature, i.e. the

maximal achievable undercooling can be estimated and the temperature dependence of the phase

change rate can be simulated.

The method of solution for the coupled system of partial differential equations is a

modified version of the MAC-SOLA method with a second order upwind discretization [11].
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The gas flow in the nozzle near field

The principal sketch of a twin-fluid atomizer for molten metal atomization is shown in

Fig. 1. In order to move the atomization area away from the melt outlet, the point where the

atomizer gas stream joins the melt stream has been brought downstream. In addition to that in

our special case we used a coaxial primary gas stream (treated as a coaxial free jet) in order to

convey the undisturbed melt stream to the atomizing point, to raise the drag of back splashing

droplets and to transport these droplets downwards back to the atomization zone. The atomizing

gas meets the melt stream under an angle a, generating the atomization point in some distance

downwards from the nozzle. But as the photomontage from a model water nozzle shows, the

atomization of water in such a nozzle nevertheless produces back splashing droplets which can-

not be avoided under wrong operating conditions. One can see the movement of individual

droplets upwards the atomization area. These droplets move in the inner circle vertically up-
wards against the main gas and melt flow direction and in the outer regions downwards.

Fig. 2 Gas flow in the near nozzle region, Pq (comp) = 1.89 bar; Pq (exp) = 2 bar

Fig. 2 illustrates on the left side the result of the computation for the nozzle sketched in

Fig. 1. This type of nozzle contains the typical central cylindrical flow regime of the melt

stream and an atomizing coaxial jet at a lower part of the flow system. This type of melt

atomization has been described in detail by [12] and [13]. The results plotted represent an

atomizer pressure level of 1.89 bar absolute, which equals the velocity of the incoming atomizer

gas flow to the velocity of sound, and without any primary gas application. The atomization gas

flow which enter the domain under an angle of 10° contracts in the same manner as a coaxial

jet, and hits the core region at a position in some distance upwards from the geometrical

atomizing point. One can see a big area of a closed recirculating vortex, the border of which is

marked by the solid line. The upward pointing velocity component in this vortex has a maxi-

mum value of nearly 45 "*/^. Individual particles which enters this area will be accelerated up-

wards and some of them will hit the nozzle main body near by the fluid exit.
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The comparison of this computational results with a picture of the water atomization in

Fig. 2 (right side) indicates a good agreement with the behaviour of single particles beyond the

atomization point, but the size of the standing vortex is underestimated in the simulation. One
has to notice, that the pressure level for the atomizer gas in the experiment is a little bit dif-

ferent from that used in the simulation.
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Fig. 3 Pressure on centerline - comparison computation/experiment

In Fig. 3 the comparison for the computed pressure on the core surface with pressure

measurements is drawn. (Z = 0 stands for the lower edge of the atomizer gas ring) The pressure

maximum, that is the main hit point of the atomizer gas stream on the core, is computed closer

to the gas exit than the experimental results indicate. In combination with this failure, the angle

of attack is overpredicted and therefor the radial velocity component is greater in the simulation

than in the experiment, resulting in a higher value for the pressure maximum and the under-

pressure. This deviation is mainly affected by the use of the standard li-€ model, which is

known to overpredict the jet growth in the axial direction. Therefor the inner recirculation area

of a coaxial jet will be underpredicted in size. The result of a constructive alteration is shown
in Fig. 4 for the case of 1.89 bar pressure for the atomizing gas and 1.4 bar pressure for the

primary gas. The figure indicates no vortices directly at the primary gas jet exit and the inner

area of the atomizer ring. A flow field without any closed recirculating vortex occurs.

The flow field in the spray chamber
The overall flow field of the continuous and the dispersed phase are shown in Fig, 5.

Because of the great velocity gradients in the flow field, the vectors are scaled square-rooted.

The calculation was done for a mean droplet diameter of 100 jlm and a mass flow ratio gas/melt

of 0.8. The gas flow field consist of two parts. At first the gas jet which enters the spray cham-
ber at the top. Due to the existence of the substrate the growth rate of the jet varies non linear

from top to bottom of the chamber. Secondary a huge amount of gas can be observed which
recirculates in the spray chamber. Therefor the velocity vectors of the dispersed phase at the

edge of the spray cone are directed radially inwards in the mid part of the spray cone, half be-

tween the inlet and the substrate, because of the vertical gas entrainment from the recirculating

gas into the jet. For this case no particle recirculation occurs into the spray chamber, all metal

droplets will hit the substrate.
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In Fig. 6 the gas and droplet velocities on the centerline of the spray cone are illustrated

for three different calculations with mean droplet diameters of 50, 100 and 200 jlm. The direc-

tion of the momentum transfer is reversed at some distance between 300 and 600 mm from the

spray chamber inlet. While in the upper part of the chamber the droplets are accelerated by the

gas jet, thereby reaching a maximum kinetic energy dependent on the drop size, further

downstream the droplets are faster than the gas flow and the direction of the momentum trans-

fer is from the disperse to the continuous phase. In this figure PDM-measured droplet velocities

at z = 450 mm are shown which fit well with the calculated data.

The radial profiles of the droplet velocities, shown in Fig. 7 as a function of the mass

flow ratio with values of 0.55, 0.80 and 1.08 give a non-Gaussian profile as to be expected. The
width of the spray cone increases with the augmentation of the mass flow ratio. It is not yet

clear, why this result does not fit the experimental observation of a narrower substrate material

distribution with increasing gas pressure. But it is obvious, that the assumption of a constant

mean diameter of the metal droplets with varying mass flow ratio is quite unrealistic, because

the mean diameter decreases with increasing atomizing gas pressures.

CONCLUSIONS

By means of the spray compaction process for molten metals, near net shaped industrial

pre-products can be manufactured with advanced properties and based on new alloys and com-
posites. Process and product optimization can be based on the numerical modelling of the

process, which must be validated and interact with model and on-line experimental works.

By dividing the process into three stages in this paper the background and results for the

first two stages, the atomization area and the spay chamber, have shown that at first by the un-

derstanding of the gas flow field in the near nozzle area the geometry of the atomizer can be

improved in order to prevent recirculation of droplets in this area.
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The simulation of the two phase flow in the spray chamber yields a basic understanding
of the transport process in the chamber and the exchange behaviour between both phases. The
important parameters are the mean droplet sizes and the mass flow ratio of gas and melt.
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z = 450(Tnm)

rfp = 100(/zm)

1 — Mj/M = 0.55

2 — iWj/M, = 0.80

3 — Mj/M, = 1.08

Fig. 7 Radial profiles of the gas and droplet velocities at z = 450 mm
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ABSTRACT

The effect of two stage combust ion (TSC) air introduction and spray char-
acteristics on combustion behavior was studied for two kinds of slurry
fuels (pitch-water, PWM, and coal-water mixture, CWM) spray combustion system.

Experiments were carried out on the isothermal flow in an acrylic duct and on

the combustion flow in two different furnaces. Velocity components and fluc-
tuations for the isothermal flow field were measured with LDA. The gas tem-
perature, oxygen and NO concentrations in the furnace and NO and soot concen-
trations in the exhausted gas were measured for combustion experiments.
Numerical analyses for the isothermal and combustion flow field were per-
formed. As a result of the analysis, it was difficult to simulate the TSC
isothermal air flow pattern by two-dimensional axisymmetrical analysis. For

the combustion field, the NO concentration increased with the residence time
of the combustion gas in the high temperature region and the soot concentra-
tion decreased with an increase of the droplet residence time in the furnace
and of the oxygen concentration. For spray characteristics, the combustion
efficiency was enhanced by decreasing the initial droplet velocity even if the
droplet mean diameter was larger.

INTRODUCTION

A development of a high efficient combustion technology is urgently
necessary to prevent the global warming and the acid rain which are caused by

emission of CO2 and of NOx and SOx, respectively. The use of low rank fuels
such as pulverized coal, coke or pitch and the operation in a more severe
combustion condition are required from the view point of the energy cost and
the energy resources limit. The improvement of the design and operating
conditions on combustion apparatus is thus needed.

One solution for these problems is to examine the combustion characteris-
tics with the simulation method. The simulation on the liquid spray combus-
tion system cannot be however studied enough. In this study we examine the
TSC air introduction simulation method which is modeled as the axisymmetrical
flow. We then study the spray combustion behavior of pitch-water mixture(PWM)
and coal-water mixture(CWM) in two different furnaces and carry out the simu-
lation of spray combustion on an axisymmetrical coordinate system using the
k- e turbulence model modified with the swirling flow.
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THEORY

1. Govern in;; equations for gas phase
All time-mean transport equations in this study can be written for Carte-

sian geometry as;

dx
(pU^) + _1_

r a r
(rp V* )

a X

a

a r

(

(rr *

a 4>

ax

a »

a r

)

) + S* + Sd* (1)

where (}> represents the dependent variables which denote the mass (continuity)

,

momentum(U, V, W), turbulence energy(k), eddy dissipation rate(£), en-
thalpy(h), radiative heat flux(Fj, j=l,2) and mass fractionCmi, i=soot, vola-
tile, N2. O2. CO2. CO, NO and HCN). F 4> is the exchange coefficient, S is

the source term in the gas phase and Sd <l> is the source term between particle
and gas phases whose coupling is estimated using the PSl cell method. We use
the turbulence model modified to the swirling flow field proposed by Launder

+ 1 1

'

et al

The flow characteristics at the wall boundary are estimated using the
standard wall function modeP' . The wall temperature is given from the meas-
urement value. The inlet conditions such as velocity components, tempera-
tures, concentrations of gases are also given by the experimental condition.

2. Analysis of slurry droplet dynamics and reaction

' Atomizer

V2Dn

2-1. Analysis of droplet dynamics
Fig. 1 shows the model of the

spray jet near the burner. The
model of droplet dispersion is

assumed that Dthe position of

ejection is at the exit of the

burner, and 2)droplets are al-
ready spread out in the radial
direction at the tip of a core
region x=xo(xo=6Dn, Dn ; nozzle
diameter), beyond which there is

no break-up or coalescence of

droplets. For convenience com-
puting the trajectories in Fig. 1,

let the locationCxo, r j ) be the initial point
fraction Pj ejected from the initial point in

pressed as;

Pj = 27rSjrj Ar/M,

core region
Xo=6xDn-

X

Dispersion

Fig. 1 Spray dispersion model.

of the computation. The number
the total droplet numbers is ex-

(2)

where Sj is the dispersion in the annular region between radius (rj-Ar/2) and

(rj + Ar/2). Sj is then given by;

Sj = S.axexp[-0.65(rj/b)Ml+0. 027 (rj/b)M] (3)

which is based on the correlation for the distribution of the concentration in

an ax isymmetr ical co-flow jet^'. Sma^i is a normalizing constant to be deter-

mined so that Sj satisfies Eqn. (4).
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Ml = 2jSjrjdrj (4)

where b (= {12tan ( a ) +1} Dn /2) is the jet radius and Mi is the liquid mass flow
rate and aj is the injection angle. If we define N as the total injected

droplet number per unit time, the number rate na of droplet having the diame-
ter Dpi ejected from the core region tip is?

nio = PiPjN (5)

where Pi is the droplet number fraction with Dpi, whose size is given by the
logarithmic normal distribution.

-2-2. Droplet reaction model The
four-flux model**' is employed to

the radiative heat transfer. The
gas absorption coefficient
containing the soot is calculated
using the mixed gray gas assump-
tion by Hottel^'. The formation
rate of NO is calculated from
both rates of thermal and fuel NO
formation models which are assumed to be produced by the extended Zeldovich
mechanism and the model proposed by Scott et al^' , respectively. The soot
formation and its burnout in gas phase are given by the model proposed by

Abbas et al" . The slurry droplet reaction model is shown in Fig. 2. The

droplet energy equation is solved including the convective and radiative heat

transfers, combustion heat release of particle and the latent heat of evapora-
tion. The convective heat transfer rate is modified by the transfer number.

The devolat i 1 izat ion is computed by the single overall reaction model.

The rate coefficients are given by Arrhenius expressions (k = Aexp (-E/T) ) whose
constants are quoted from another experiment for coal*' and previously meas-
ured by a single droplet combustion experiment for pitch. Those values and
experimental conditions are shown in Table 1 with the proximate and ultimate
analyses of fuels.

Char burnout rate is limited by both rates of chemical reaction kc^* and
oxygen diffusion kd^°'. All carbons in the char are converted to CO with a

heterogeneous reaction and then CO converts to CO2 with a homogeneous reaction
whose rate is controlled by the eddy dissipation model^^'.

3. Numerical solution
The Lagrangian droplet equations are simultaneously

Runge-Kutta-Fehlberg (RKF) method for each droplet which is

classes in the initial ejection angle and 15 classes in the
diameter. Partial differential equations for gas phase are
the method of Patankar^^'.

EXPERIMENTAL APPARATUS AND CONDITION

1. Isothermal flow experiment
The acrylic duct is a 500mm I.D. x 2,000mm length geometry. Velocity

components and fluctuations are measured by the two-color, three-beam type
laser Doppler anemometer (DANTEC Co.) having two channel counter processors.
The swirl burner is a co-axial flow type and both of primary and secondary
airs flow into the duct with a tangential velocity component produced by the
vanes at the burner tip. The vane angles of both air ports are fixed at 10

yHp /<VolatUes yrCO
, f ^ Devolatilization' Char

Heated tvap.of ^\\\^ combustion
"P /mfekwater ^^swelling

373K Coal

or Pitch O2

9}

Ash
and Soot

Fig. 2 Slurry droplet reaction model.

integrated with
divided into 7

initial droplet
calculated with
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Table 1 Operating conditions for PWM and CWM combustion.

Species Pitch Coal

Proximate analysis [wt%]

Volatile 38.9 28.37
Ash 0.22 18.03

Ultimate analysis [wt%]

C 86. 22 68. 51

H 5. 69 0. 42
N 1.19 1.26
S 5.69 0.42
0 - 7.42

Water content [wt%] 30.0 32.0
Combustion parameters

Devolatilization: A Cs"'] 3.68x10^ 5.50x10'
E CK"'] 3.30x10' 9.47x10'

Char combustion: A [g/cm^s] 8710 8710
E Cr'] 17980 17980

Swelling factor 3.0 1.5
Operating conditions

Total fuel flow rate [kg/hr] 150 80
Primary air flow rate [Nm'/hr] 102 20

Secondary air flow rate CNm'/hr] 1140 362
Primary air temperature [K] 283 283
Secondary air temperature [K] 423 523
Air ratio [-] 1.32 1.2

and 20 degrees whose swirl numbers
are 0.12 and 0.32, respectively.
The volume flow rate is fixed at 40

and 260Nm'/hr for the primary and
secondary air, respectively. TSC
air flow is introduced into the duct
at the axial direction x/D=0. 8 to

let air flow tangentially whose rate
ratio to the secondary air is 30%.

To estimate the accuracy of calcula-
tion in an axisymmetr ical coordinate
system, two different TSC air intro-
duction methods are examined in this
study, one for the practical intro-
duction method as shown in Fig. 3- (a)

and another for method as modified
to be an axisymmetr ical coordinate
system in Fig. 3-(b).

I

Fig. 3 Experimental apparatus for

isothermal flow measurement
on two stage combustion air

introduct ion.

2. PWM combustion experiment
The furnace is a 1, 400mm I.D. x 5,000mm length geometry with a single

burner. TSC air is introduced tangentially from the tube on the furnace side

wall. The temperature and the oxygen and NO concentrations in the furnace and

the NO and soot (residual carbon and soot in gas phase) concentration in the

exhausted gas are measured with variations of TSC air flow rate ratio.
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3. CWM combustion experiment
The furnace is a GOOmm x 600mm rectangular cross section x 5,000mm

length geometry with a single burner. To simplify the calculation, the fur-

nace is modified to be a cylindrical furnace though it has a rectangular cross
section. The sootd.e. residual carbon and soot in gas phase) concentration
at the furnace center line is measured using the isokinetic sampling method
with variations of axial distance.

RESULT AND DISCUSSION

1. Application of TSC air introduction model

As the TSC air is usually introduced into the furnace from one or more

inlet ports, it is necessary to calculate as a three-dimensional cylindrical
coordinate system. However, it takes more CPU time and memory in the calcula-
tion than the two dimensional analysis. We then examine the applicability of

the two-dimensional analysis to the usual TSC system.

Fig. 4 shows the axial and tangential velocity profiles in the duct where
the solid point, solid line and dotted line correspond to results of the

measurement (method (b) shown in Fig. 3) and the predictions with and without
TSC air, respectively. Both measured and calculated results with TSC air are
in good agreement at two different axial distances.

Fig. 5 shows experimental results at two different axial distances. Meas-
ured velocity components, solid circle marks (a), tend to have non-ax isymmet-
ric velocity profiles compared with the solid line (b). It is thus necessary
to apply the three-dimensional analysis to the usual TSC process flow into the

furnace from one tube.
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2. Effect of two stage air flow rate ratio on combustion
Fig. 6 shows the effect of TSC air flow rate ratio to the total combustion

air flow rate on NO and soot concentrations in the exhausted gas. Predicted
results are in good agreement with experimental results in both NO and soot
concentrations. The predicted NO concentration takes the maximum at 30% in

TSC air ratio and the predicted soot concentration increases with TSC air
ratio.

To confirm numerically this tendency, the gas temperature and oxygen
concentration at the center line of the furnace, the droplet weight and NO

concentration which is integrated over each cross section of the furnace are
shown in Fig, 7. In the case of a small TSC air ratio, NO is produced down-
stream in the furnace as the residence time of combustion gas is short. On

the contrary, in the case of a large TSC air ratio, the gas temperature de-

creases with an increase of the TSC air inflow rate and then the NO concentra-
tion in the exhausted gas decreases, though NO concentration increases in the

high temperature region near the burner.

Soot production rate in exhausted gas nearly equals to the droplet weight
since most of the soot (about 90%) are derived from residual carbon. In the

case of small TSC air ratio, the oxygen near the center line of the furnace
does not steeply decrease and the high temperature region is formed as the

residence time of combustion gas and droplets is short, and the combustion gas
is mixing well. With an increase of TSC air ratio, there is little oxygen

content near the center line of the furnace, though the combustion delay time

is short.
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3. Effect of spray characteris-
tics on combustion

Fig. 8 shows the predicted
and experimental unburned ratio

at the furnace center line with

variations of Ma/Mi. Both pre-

dicted and experimental results

show that the unburned ratio is

the largest in the case of the

maximum Ma /Mi ( in it ial droplet

velocity is the highest) though

the SMD is the smallest.

Fig. 9 shows the predicted
temperature distribution in the

furnace with variations of Ma/Mi.

In the case of small Ma/Mi (ini-

tial droplet velocity is the

lowest), the increase of gas

temperature delays, however the

droplet weight decreases and the

high temperature region expands

down-stream because of long

residence time of droplets though

high temperature region
Fig. 10 shows the

furnace with variations
air is recirculated by

reaction of droplets and

droplets flow densely near the

center line of the furnace. In

the case of large Ma /Mi, the gas

temperature decreases toward the

down-stream due to short resi-

dence time of droplets though the

is formed near the burner.

predicted oxygen concentration distribution in the

of Ma/Ml. In the case of small Ma/Mi, the combustion

the large recirculation flow zone which promotes the

inflammable gas with oxygen. As Ma/Mi increases, the

zone of low oxygen concentration expands down-stream so that the droplet and
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inflammable gas continue reacting
even in the outlet of the furnace.

The combustion efficiency can be
thus enhanced by decreasing the
initial droplet velocity even if the
droplet is larger.

CONCLUSIONS

A theoretical model for spray
combustion of PWM and CWM on an

axisymmetr ical coordinate system has
been described and effects of two-
stage air flow rate ratio and spray
characteristics on combustion behav-
ior are studied. Summary is;

(1) lt is necessary to apply the
three dimensional analysis to the
usual TSC process flow into the
furnace from one tube.

(2) N0 formation rate is mainly
influenced by the combustion gas
residence time in the high tempera-
ture region and the soot is mainly
influenced by the gas temperature
and oxygen concentration.
(3) The combustion efficiency is

enhanced by decreasing the initial
droplet velocity even if the droplet
is larger.
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CRYOGENIC LIQUID-JET BREAKUP IN TWO-FLUID ATOMIZERS

R.D. Ingebo

National Aeronautics and Space Administration

Lewis Research Center

Cleveland, OH, U.S.A.

ABSTRACT

A two-fluid atomizer was used to study the breakup of liquid-nitrogen jets

in nitrogen, argon and helium atomizing-gas flows. A scattered-light scanner
particle sizing instrument previously developed at NASA Lewis Research Center
was further developed and used to determine characteristic drop diameters for

the cryogenic sprays. In the breakup regime of aerodynamic-stripping, i.e.,

sonic-velocity conditions, the following correlation of the reciprocal Sauter
mean diameter, , with the atomizing-gas flowrate, Wg, was obtained: D~|

= k where k is a proportionality constant evaluated for each atomiz-
c ^ c

ing gas. Values of k^ = 120, 220 and 1100 were obtained for argon, notrogen

and helium gasflows respectively. The reciprocal Sauter mean diameter D~l

and gas flowrate, W^, have the units of cm~l and g/sec, respectively.

In the regime of capillary-wave breakup, or subsonic conditions, it was
found that; = kgWO-75, where k = 270, 390 and 880 for argon, nitrogen and

helium gasflows
,
respectively.

INTRODUCTION

The drop size of disintegrating liquid jets in low velocity airflow is

controlled primarily by a capillary-wave mechanism and characteristic particle
size is generally relatively large. However when a liquid jet is injected into

high velocity or sonic flows, an aerodynamic stripping mechanism occurs in

which the jet is disintegrated into a large number of small liquid particles,
thereby producing a large liquid surface area. In this case, disintegration
occurs before waves have time to form on the liquid- jet surface. The emphasis
of the present study was on the mechanism of aerodynamic-stripping, in which
two-fluid nozzles were used to impact liquid-nitrogen jets with argon, nitrogen
and helium atomizing-gas flows.

Cryogenic liquid-jets with atomizing-gas flows injected into rocket com-
bustors are quickly disintegrated into small-droplet sprays. In order to cal-
culate vaporization or burning rates, it is necessary to characterize the spray
in terms of drop size distribution and mean drop size such as the Sauter mean
diameter. Once characteristic drop sizes are known, mathematical expressions
can be derived to adequately describe a two-fluid atomization process in which
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various liquid propel lants and atomizing-gas combinations are used to enhance
spray combustion and yield high combustor performance over a wide range of
operating conditions.

Knowledge of the characteristic size of drops in sprays are also needed in
experimental studies of fuel-spray combustion in diesel and other internal com-
bustion engines and gas turbine combustors. In addition, knowledge of water
sprays is needed to study the formation of ice on airfoils in icing wind tunnel
experiments. In the task of characterizing sprays, detailed knowledge of the
mechanics of liquid-jet disintegration is especially needed at the point of
initial spray formation close to the atomizer orifice. This is especially true
in the study of highly volatile cryogenic liquids. From this knowledge, accu-
rate initial conditions can be established for modeling a fuel spray combustion
process or modelling the process of ice formation on airfoils.

Numerous investigators have obtained experimental drop size data and cor-
related it with relative velocity, i.e., gas velocity relative to liquid veloc-
ity and also with liquid properties, as given in Refs. 1 to 7. Some of the

correlations do not agree very well with atomization theory; which is generally
attributed to the fact that measurement techniques and drop sizing instruments
have yet to be developed and standardized to the extent that good agreement
might be expected. The fluid property having the greatest effect on the drop
size of sprays produced with two-fluid nozzles is the gas velocity. Although
numerous investigators have studied this phenomena, the effect of gas mass
flux on the drop size of cryogenic sprays has not been established in the

spray literature. Therefore, the main objective of the present study was to

determine the effect of atomizing-gas mass flux on liquid-nitrogen spray
characteristics.

Prior to the present study, an investigation of water sprays was made with
two-fluid nozzles and good agreement of experimental results with atomization
theory was obtained, as discussed in Ref . 1. It was found that the Sauter mean
diameter, D32 , could be correlated with nitrogen gas flowrate, W^, raised to

the -1.33 power, which agrees well with theoretical expressions for liquid jet

breakup in high velocity gasflow. As a continuation of this study, the present
investigation was initiated to extend experimental conditions to include cryo-
genic liquid-jet breakup in helium, argon, and nitrogen gas flows.

Two-phase flow in which transfer of momentum from low velocity and sonic
gasflows to the surface of liquid-nitrogen jets was experimentally investigated
by using three different atomizing gases to produce clouds of liquid-nitrogen
droplets. Tests were conducted in the cap i 1 lary-wave and aerodynamic-stripping
regimes of disintegrating liquid jets. A scattered-light scanning instrument
developed at NASA Lewis Research Center was used to measure characteristic drop
diameters of the cryogenic- liquid sprays. By correcting for gas turbulence and
thermal gradient effects on measurements, reproducible data was obtained with
the scattered-light scanner. To avoid the loss of small liquid-nitrogen drop-
lets due to their high vaporization rate, measurements were taken close to the

nozzle orifice. The entire spray cross section was sampled with a 4.4 by
1.9 cm rectangular laser beam, at an axial distance of 1.3 cm downstream of the

atomizer

.

APPARATUS AND PROCEDURE

A two-fluid nozzle was mounted in the test section as shown in Fig. 1,

which also shows the optical path of the scattered-light scanner. Air supplied
at ambient temperature, 293 K, passed through the 15.24 cm inside diameter test

section and exhausted to the atmosphere. The test section was 1 m in length
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Fig. 1 Atmospheric pressure test section and optical path
of scattered-light scanner.
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Fig. 2 Diagram of pneumatic two-fluid atomizer.

and a 5.08 cm diameter orifice was used to measure the air flowrate in the test

section. A flow of dry air at a velocity of 5 m/sec was maintained in the test

section to aid in transporting small droplets through the laser beam. This
prevented ambient humid air from contacting the spray and thereby avoided the

formation of ice particles in the laser beam.
A detailed diagram of the two-fluid nozzle is shown in Fig. 2. It was

mounted in the center of the test section and operated over pressure ranges of

0.2 to 1.0 MPa for both liquid nitrogen and the atomizing gases. Liquid nitro-
gen sprays were injected downstream into the airflow just upstream of the duct
exit. The spray was sampled at a distance of 1.3 cm downstream of the atomizer
orifice with a 4.4 by 1.9 cm rectangular laser beam produced by the 0.01 cm
diam aperture shown in Fig. 1.

Liquid nitrogen, LN2 , at a temperature of 77 K measured with an I.C. ther-
mocouple, was axially injected into the airstream at a flowrate of 27.5 g/sec,
as indicated by a turbine flow meter. The atomizing gas was then turned on to

break up the LN2 jet and weight flow rate was measured with a 0.51 cm diameter
sharp-edge orifice. After the air, atomizing-gas and LN2 flow rates were set,

characteristic drop diameters were determined from measurements made with the

scattered-light scanner.
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The optical system of the scattered-light scanner is shown in Fig. 1.

The instrument measures scattered-light as a function of scattering angle by
repeatedly sweeping a variable- length slit in the focal plane of the collect-
ing lens. The data obtained is scattered-light energy as a function of the

scattering angle relative to the laser-beam axis. This method of particle size
measurement is similar to that given in Ref. 8 and it is described in detail in

Ref . 9. Calibration was accomplished with five sets of monosized polystyrene
spheres having diameters of 8, 12, 25, 50 and 100 \xm. Since the sprays were
sampled very close to the atomizer orifice, they contained a relatively high
number of very small drops. As a result, the light-scattering measurements
required correction for multiple scattering as described in Refs. 9 and 10 for

the case of high concentrations of droplets. Drop size measurements were also
corrected as described in Ref. 9 to include Mie scattering theory when very
small characteristic droplet diameters, i.e., <10 \m, were measured.

Atomizing-gas temperatures were approximately 293 K and surface tempera-
tures of the liquid-nitrogen jets were always near the boiling point of liquid-
nitrogen, i.e., approximately 77 K. This created large temperature gradients
that deflected the laser beam and caused beam steering to occur. However, by
carefully adjusting the laser beam away from the slit in the scattered-light
scanner optical system, the effect of beam steering on measurements was
negl igible

.

EXPERIMENTAL RESULTS

As shownin Fig. 1, the entire spray cross section was sampled at an axial

distance of x = 1.3 cm downstream of the two-fluid atomizer orifice. Values
of the Sauter mean diameter, . and reciprocal SMD, , are plotted against

atomizing-gas flowrate as shown in Fig. 3. Tests were conducted over a rela-

tively wide range of atomizing-gas flowrates that included both subsonic and
sonic gas-velocity conditions.

At relatively low or subsonic atomizing-gas flow conditions, breakup of

the LN2 jets occurred primarily in the capillary-wave regime of atoraization

ATOHI ZING-GAS

O HELIUM

O NITROGEN

A ARGON

ATOMIZING-GAS FLOHRATE, g/sec

Fig. 3 Correlation of Sauter mean diameter with atomizing-gas flowrate.
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Table 1 Proportionality constant, k, and gas flowrate

exponent, x, for correlating expression:

Breakup regime Argon Ni trogen Hel ium

Capi 1 lary-wave

:

kg, constant
X, exponent

Aerodynamic-stripping:
k^, constant
X, exponent

270
0.75

120
1.33

390
0.75

220
1.33

880
0.75

1100
1.33

cind the following general correlation of D~l with gas flowrate, W , was

obtained:

p-l _ , ^0.75
32 - Yg

where the reciprocal SMD and gas flowrate are expressed as cm~^ and g/sec,
respectively. The correlating constant kg = 270, 390 and 880 when argon,
nitrogen and helium, respectively, were used to atomize the LN2 jets. The
exponent 0.75 for Wg is approximately 10 percent higher than the 2/3 expo-
nent given for gas velocity in the theoretical expression reported in Ref. 11

In regime of aerodynamic-stripping or sonic-velocity atomizing-gas flow
conditions, the following expression was obtained:

"32 - c^g

where the correlating constant kc = 110, 220 and 1100 when argon, nitrogen and
helium, respectively were used as atomizing gases. The exponent 1.33 for Wg
is the same at the 4/3 exponent given for gas velocity in Ref. 11. Thus, good
agreement with atomization theory was obtained in the regime of aerodynamic
stripping conditions.

Transition from the regime of capillary-wave breakup to that of
aerodynamic-stripping occurred at values of D~| = 700 cm~l or = 15 lim,

approximately, for the atomizing gases used in the present study. Values of
kg and kg are given in Table 1.

CONCLUDING REMARKS

The fluid mechanics of liquid-nitrogen jet breakup is much more difficult
to study than the atomization of fuel or water jets. This is primarily due to

the fact that surface temperatures of the liquid-nitrogen jets used in the

present study were always near the boiling point of liquid nitrogen, i.e.,

approximately 77 K. Since the atomizing gases were at room temperature,
approximately 293 K, this created large temperature gradients that deflected
the laser beam and caused beam steering to occur as characteristic drop diam-
eter was measured with the scattered-light scanner. This problem was minimized
in the present investigation by moving the laser beam away from the slit in the
scattered-light scanner optical system.
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EFFECT OF AIR SWIRLERS ON ATOMIZATION
AND SPRAY FLAME STABILITY

C.-P. Mao
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ABSTRACT

This study investigated the effect of outer air swirlers on atomization and stability performance of spray

flames. In airblast atomizers, the outer swirler controls the air effective area and spray angle. Thirteen different

air swirlers were used to examine the importance of air effective area and spray angle. It was found that a wider

spray angle produced smaller mean drop sizes and better stability. For a given spray angle, an increase in air

effective area resulted in further improvement in spray quality and stability limits. However, spray angle had

a more significant effect on stability performance than the air effective area.

INTRODUCTION

The advantages of swirl flow in gas turbine engine systems have long been recognized. The proper use

of swirling flow in combustors provides better fuel/air mixing, improves combustion efficiency, stabilizes the spray

flame, and reduces pollutant emissions.

The flow characteristics produced by swirler systems in combustors have been studied by many
researchers. Gupta et al [1] summarized various aspects and applications of swirl aerodynamics. However, there

is insufficient information about the effect of air swirlers used in the fuel injectors on atomization and spray

flames.

In advanced gas turbine engines, the fuel injectors are required to operate over a wide range of

conditions. Their performance is especially critical for aircraft engines which must function in harsh and

abnormal environments. Air swirler design can play a very important role in determining the performance of

fuel injectors. Several investigators [2-4] have reported the effect of airblast nozzle swirlers on atomization. Mao
[2] concluded that they have a significant effect on mean drop size and spray angle. Generally, a wider spray

angle is associated with finer droplets. In a later study [5], it was found that the air swirler design in atomizers

can also have a significant impact on spray flame stability.

Turbine combustors often encounter flame-out problems during engine acceleration because of the rich

mixture produced by the fuel injectors. Therefore, one of the primary requirements in aircraft engines is to

ensure that spray flames can be sustained over a wide range of fuel and air flows. The air swirler helps control

the structure of the spray flame. It was noted that an optimized swirler not only provides good flame stability,

but also improves performance during ignition and altitude relight conditions.

The present study examines the effect of air swirler design on atomization and spray flame stability. The
structure of the sprays produced by different swirlers will be analyzed to determine its influence on the flame.

TEST METHODS

A conventional method [6] of evaluating spray flame stability is to gradually increase or reduce the fuel

flowrate at a fixed air flow condition to establish the flame extinction limits. This process is repeated at

increasing levels of air flow, until the complete stability loop can be determined.

Our study selected a slightly different approach. The air flow was gradually increased or decreased at

a fixed fuel flow condition to determine the lean and rich limits. The process was then repeated at several

different fuel flowrates. This approach was chosen simply because our experimental setup allowed us to change

the air flow more easily than the fuel flow.
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A prefilming airblast atomizer was selected for our study. The fuel sheet produced by the atomizer was

sandwiched between a non-rotating central air jet and a swirling outer air stream. The outer swirler and the air

gap were the primary design variables of interest. There are a number of parameters which designers can

manipulate to provide different swirl flow characteristics. For a typical air swirler with heUcal vanes, these

parameters include vane angle, slot depth and cutter width. By varying these design parameters, wide ranges

of spray angle and air effective area could be attained.

Since the air effective area and the spray angle are two of the primary dependent variables in the swirler

design for a given nozzle envelope, it was only necessary to vary the air gap and the slot dimensions in the outer

swirler. Table I summarizes the swirler parameters.

During the study, photos were taken to measure the spray angles. An Aerometrics Phase/Doppler

Particle Analyzer was used to make detailed measurements of drop size and velocity. Combustion tests were

also conducted to determine the stability limits of the spray flames.

RESULTS AND DISCUSSION

Effect of Outer Svtirlers on Air EfTective Area and Spray Anple.

Air flowrate measurements were made for all swirlers to find their effective areas. The air pressure drop

across the nozzle was varied within the range between 1.2 and 55 kPa. Spray angle measurements were obtained

at fuel pressures of 69, 138 and 276 kPa.

From Table I, we can perceive systematic variations in the air effective area, CdA, and the spray cone

angle when the air gap and the slot dimensions are changed. For the same swirler slot width and depth, the

effective area and spray angle increased with an increase in the air gap. It also appears that, for a fixed air gap,

a smaller slot dimension would generally produce a smaller CdA and a wider spray angle.

Both the air effective area and spray angle play a very important role in determining the spray structure

in the combustors. From an aerodynamic standpoint, they not only affects fuel atomization, but also control the

characteristics of the spray flames.

Effect of CdA and Spray Angle on Spray Structure

An Aerometrics Phase/Doppler Particle Analyzer was used to make detailed measurements in sprays.

This unit was recalibrated using a single-drop generator to obtain new separation distances between the three

detectors in the instrument. The original distances specified by Aerometrics were found inappropriate for drops

larger than 200 microns.

The primary parameters used for examining the structural differences in sprays included distributions

of drop Sauter mean diameter (SMD), axial velocity, and volume flux. All measurements were made at a 5-cm

distance downstream from the nozzle face. The nozzle was traversed in 0.5-cm increments from one boimdary

to the other along the major diameter. The radial distributions of the parameters were then plotted.

For a given swirler, the spray structure gradually changed as the flow operating conditions were varied.

Using Swirler No. 11, the effect of increasing the fuel flowrate on SMD and axial velocity at a fixed air pressure

drop of 6.9 kPa is shown in Figs. 1-2.

In airblast atomizers, it is typical that the SMD increases and the spray angle decreases with an increase

in the fuel pressure when the air flow is maintained at a constant value. The increase in fuel pressure reduces

the relative velocity between the liquid and air phases. Hence, atomization becomes poorer and drop size

increases. Meanwhile, the higher fuel flow also increases the mean axial velocity of the drops, resulting in a

narrower spray angle.

Shown in Fig. 2, there was a significant change in the velocity profile as the fuel pressure increased from

69 to 276 kPa. At 276 kPa, the droplets located in the center core of the spray had the maximum axial velocity.

However, at 69 and 138 kPa, the velocity profiles were characterized by a double peak. Two apparent maximum
velocities appeared at the center area of the sprays. It is very common in a swirling flow that the velocity profile

undergoes a transition from a double-peak to a single-peak mode as the fuel flow increases. This is primarily

associated with the change of spray angle and relative magnitude between axial and swirling velocities. This type

of structural change has a serious impact on spray flames. The next section will discuss what type of spray

structure is most beneficial in engine combustors.
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To observe the effect of spray angle on spray structure, it is necessary to mmntain a constant air effective

area (CdA). Swirlers 4, 7 and 13 were selected for a comparative study. These three swirlers have about the

same CdA (17.4 mm^, but different spray angles.

Fig. 3 shows a comparison of the radial SMD and drop axial velocity distributions for the three swirlers

at a fuel pressure of 276 kPa and an air pressure of 6.9 kPa. At the same CdA and radial distance, the SMD
decreased with an increase in spray angle. Swirler No. 13 had the widest spray angle (124°), and the smallest

mean drop size at most of the sampling locations.

The shape of the velocity profile changed from a double-peak to a single-peak mode as the spray angle

decreased. With the same CdA, it was surprising to note that the maximiun drop velocity could be tripled by

reducing the spray angle from 124° to 81°. This clearly demonstrates that the design of the outer air swirler can

control the spray structure.

It was also of interest to examine the effect of the air effective area, CdA, on spray structure when the

spray angle remained constant. Swirlers 5 and 12 were selected for comparison. These two swirlers produced

about the same spray angle at a fuel pressure of 276 kPa and air pressure of 6.9 kPa. Swirlers 5 and 12 have

effective areas of 18.7 and 14.8 square mm, respectively.

Fig. 4 shows the radial distributions of SMD and axial velocity for the two swirlers. The increase in the

effective area had a very minimal effect on the mean drop size and only increased the velocity in the center area.

The shape of the velocity profile remained about the same, primarily because the spray angle did not change.

In some other cases, (e.g., Swirlers 3 and 11), similar results were observed.

For a given air swirler design, Fig. 5 demonstrates the effect of the air gap on spray drop size and

velocity. Swirlers No. 1, 2 and 3 were chosen to examine this effect. For the same slot dimension, a larger air

gap increased both CdA and the spray angle. As indicated in Fig. 5, a larger gap produced a wider spray angle

and a smaller mean drop size.

The drop velocity was affected differently by the air effective area and spray angle. Although an increase

in CdA generally increased the drop velocity, an increase in the spray angle reduced the velocity. In Fig. 5, the

spray angle seems to have a dominant effect on the velocity profile. A wider spray angle produced a double-peak

velocity profile, whereas a narrow spray angle produced a single-peak velocity profile.
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Fig. 3 Effect of spray angle on radial SMD and drop mean axial velocity distributions

as the spray angle increases. All swirlers have the same CdA.

Fig. 4 Effect of air effective area CdA on the radial SMD and drop axial velocity

distributions. Spray angle maintained the same value.
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As the air gap increased, the shape of the velocity profile shifted from a single-peak to a double-peak

mode, and the maximimi velocity decreased. It will be demonstrated later that a double-peak velocity profile

is desirable in combustors. This type of spray structure can sustain the flame over a wider range of air flows.

After comparing all of the swirler designs, an important result was derived from the spray structure

measurements. That is, the structure appears to be the same if the air effective area and spray angle remain

constant. What remains to be examined is whether quality of the combustion will also be similar? It will also

be of great interest to determine whether the spray angle or the CdA plays the greater role in affecting the

stability spray flames.

Effect of Spray Angle and Air Effective Area on Sprav Flame Stability

One of the primary goals of the present study was to optimize the air swirler designs for better stability

performance. From the preceding analysis, spray angle and air effective area appeared to be the significant

variables. For a given CdA and spray angle, however, the spray structure seemed to be independent of the air

swirler dimensions. Therefore, the flame stability study will be focused on CdA and spray angle rather than

dimensional differences.

Flame stability was evaluated from the lean and rich limits observed for several different fuel flowrates.

As in the spray structiu'e analysis, spray angle and CdA were varied.

The rich and lean limits were determined for each swirler using the test method described earlier. At

a flxed fuel pressure, the rich limit was determined by reducing air flow to the extent when flame extinguishes.

Because the air flowrates were uncertain near the lean limits, the extinction criterion was that the spray flame

has to stay alight for at least one minute. The air flow was further increased until it met the above criterion to

And the actual lean limit. After establishing the limits, the results were plotted as fuel/air ratio vs. air flowrate.

At a flxed fuel flow, an increase of air flow will typically reduce the spray angle and push the flame front

away from the nozzle face. Because the flame is conflned within the spray boundary, blow-out ultimately occurs

when the flow velocity exceeds the flame speed.

Fig. 6 shows typical flame stability ranges at several fuel flow conditions. As the fuel pressure increased,

there was a greater separation between the rich and lean limits. This indicates that fuel nozzles may operate

over a wider range of air flows without flame-out problems at higher flowrates. For all swirlers, the lean limits

vary signiflcantly, depending upon the spray angle and CdA. However, the rich limits do not vary signiflcantly.
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Fig. 5 Effect of Increasing air gap on radial SMD and drop axial velocity distributions.
Fuel pressure was 276 kPa and air pressure was 6.9 kPa.
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It would be desirable to determine those spray characteristics which will produce a stable flame over a

wide range of air flow conditions.

The range of air flowrates required for good flame stability will be determined for several different spray

angles. Fig. 7 shows a comparison of stability limits for several swirlers at a fixed CdA. At the same fuel flow

rate, the swirler that produced the widest spray angle showed the widest range of stability limits. That is, the

spray flame sustained without extinction over the widest range of air flow conditions. Swirler 13 had the widest

spray angle and the best performance in flame stability.

The above results can be easily explained using the spray structure shown in Fig. 3. Because of its wide

spray angle, Swirler No. 13 produced the smallest mean drop size. In addition, its velocity profile showed a

favorable double peak where the low velocity drops reside in the center core of the spray. This type of velocity

profile favors a central recirculation zone for anchoring the spray flames.

On the other hand, Swirler No. 4 had a very narrow spray angle. Its velocity profile is chcu^acterized by

a single-peak where the maximum velocity is located near the center of the spray. This maximum velocity can

easily exceed the speed of the flame and cause its extinction.

The importance of the air effective area on the performance of combustors has long been recognized

by engine manufacturers. Because variations in CdA are usually associated with chzmges in spray angle, it is

difficult to identify which parameter is more important. Hence, the effect of CdA was examined using air

swirlers that produced the same spray angle.

In the following case, Swirlers No. 5 and 12 were compared in Fig. 8. The data indicate that the air

flowrate range required for a stable flame is slightly wider for the swirler with higher CdA. This result seems

to contradict what is assumed by many engine designers; namely, that a lower CdA will produce better

performance from the standpoint of flame stability limits. In fact, for a fixed spray angle, a decrease of CdA
further reduced the range of stability limits. Hence, the observed performance may actually be due to the wider

spray cone angle. As indicated in Table I, for a given air gap, a reduction of CdA resulted in an increase in

spray angle.

According to Fig. 4, the primary characteristics of the spray structure for swirlers 5 and 12 are similar

because the spray angle was about the same. The effect of a larger CdA was a higher average drop velocity and

a slightly reduced mean drop size. The improvement in stability limits is probably caused by the reduction in

drop size rather than the increased drop velocity. In addition, the local fuel concentrations have increased so

as to favor the sustention of flames.
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The above results indicate that the spray angle has a significant effect on the stability limits of the flame.

An increase in spray angle and CdA would result in improved stability. However, these two parameters have

a contrary effect on drop velocity. That is, an increase in spray angle decreases drop velocity but an increase

in CdA increases velocity.

In terms of spray structure, a wide spray angle provides a favorable velocity profile characterized by a

double-peak mode. A higher CdA produces smaller drops but an unfavorable drop velocity profile. In addition

to drop size and velocity, it is also important to take into account the volume flux distribution. A higher volume

flux generally extends the range of flame stability limits.

SUMMARY

The following major conclusions can be drawn from this study:

1. The air swirler design affects the air effective area (CdA) and the spray angle. These two parameters

determine the structure and stability of the spray flames.

2. For any given CdA and spray angle, the air swirler design has little effect on spray structure and flame

stability.

3. A wide spray angle appears to allow the spray flame to stay alight over a wider range of air flow

conditions.

4. The air effective area has a less significant effect on spray flame stability limits than that of the spray

angle. However, for a given spray angle, an increase in CdA will result in a further improvement in

stability limits.

5. Although smaller drops and low velocity produce a more stable flame, the local drop concentration also

plays important role in determining the stability limits. A higher drop concentration means a more
stable flame.
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TABLE 1

A SUMMARY OF AIR SWIRLER PARAMETERS

Swirler Air Gap
(mm)

Slot Width

(mm)

Slot Depth

(mm)
GdA
(mm^

Spray

Angle*

(Degree)

1 .38 2.39 1.27 17.4 74

2 .51 2.39 1.27 20.0 89

3 .66 2.39 1.27 20.6 94

4 .36 2.39 1.09 17.4 81

5 .48 2.39 1.09 18.7 96

6 .38 2.39 0.86 16.1 106

7 .46 2.39 0.86 17.4 111

8 .64 2.39 0.86 18.1 128

9 .51 1.98 1.27 18.7 103

10 .66 1.98 1.27 20.6 116

11 .51 1.98 1.09 18.1 97

12 .36 1.57 1.09 14.8 102

13 .53 1.57 1.09 17.4 124

All swirlers have twelve vanes with a 45* vane angle
* Spray angle was measured at air aP of 6.9 kPa and fuel pressure of 276 kPa
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ABSTRACT

The structure of a swirl-stabilized spray flame, fueled by methanol and two methanol/dodecanol mixtures,

has been examined. The main objective of this study was to obtain evidence of the occurrence of microexplosions

in spray flames. Measurement of droplet size and velocity distributions were carried out under burning conditions

using a single-component phase/Doppler interferometry system. Initially, experiments were carried out with

methanol and 50/50 methanol/dodecanol mixture spray flames. Some evidence was found to indicate the occurrence

of microexplosions in the mixture flame. In this study, it was observed that the occurrence of microexplosions is

reduced for 75/25 methanol/dodecanol mixture flames. These results indicate that the tendency for microexplosions

to occur appears to strengthen with higher dodecanol content.

1. INTRODUCTION

An investigation of the combustion of methanol/dodecanol mixtures offers the possibility of examining the

phenomenon of microexplosions. Microexplosions or disruptive burning is the process whereby a droplet literally

explodes during its combustion into smaller droplets due to internal bubble formation [1,2]. Microexplosions of

particular mixtures of methanol and dodecanol are thought to occur because of large difference in volatility of the

two fuels and preferential vaporization of the two components of the miscible mixture. An equivolume mixture

of methanol and 1-dodecanol has been used in studies of burning single droplets. Wang and Law [1] have shown

that, for monodispersed droplet streams, microexplosions occur in a 50/50 mixture (by volume) of methanol and

1-dodecanol. Recent evidence by Yang et al. [2] has indicated that microexplosions for this mixture were not

observed for stationary isolated and unsupported droplets under spherically symmetric burning conditions; however,

microexplosions were observed for mixtures more diluted by methanol (in particular, 75/25 methanol/dodecanol

mixtures). These results have suggested that in a convective flow enviroimient the internal liquid circulation

(resulting in concentration gradients [3]) may distribute the mixture components within the droplet in a manner

favorable to creating the necessary superheat conditions for microexplosions. Properties that may influence the

tendency for microexplosions to occur (e.g., droplet mixture composition, residence time, temperature, etc.), of

course, require further examination. The motivation of this work was therefore to determine the extent to which

microexplosions occur ui 75/25 methanol/dodecanol mixture flames.

In previous investigations [4,5], a comparative study of methanol and 50/50 methanol/dodecanol mixture

spray flames was carried out. Spatially resolved information on droplet size and velocity distributions was obtained

using a phase/Doppler interferometry system [6]. Some evidence for the occurrence of microexplosions was found

ia the methanol/dodecanol mixture flame. This evidence was in the form of a sudden decrease in droplet size and

velocity, and an increase in number density when compared with the methanol flame or with data obtained at

different spatial positions of the mixture flame. In addition, photographic evidence in the form of particle streaks

in random directions was observed which was also suggestive of the presence of microexplosions.
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2. EXPERIMENTAL ARRANGEMENT

Experiments were carried out in a spray combustion facility which was designed to simulate practical

combustion systems. The facility includes a swirl burner with a moveable 12-vane swirl cascade; the vanes are

rotated simultaneously to impart the desired degree of swirl intensity to the coflowing combustion air stream. The

spray facility permits examination of the effects of combustion air swirl, atomizer design, fuel type, and air preheat

on spray structure and combustion characteristics. The swirl strength introduced to the combustion air is given in

terms of the swirl number, S, which is determined according to the theory outlined in Ref. [7]. Experiments were

carried out for S = 0.53 under burning conditions.

A simplex pressure-jet nozzle is located along the centerline of the burner. The fuel nozzle was operated

at total air and fuel flow rates of 64.3 kg/hr and 3.2 kg/hr, respectively. The spray is injected vertically upwards

from the nozzle, located at the burner exit. The pressure-jet nozzle provides a nominal 60° hollow-cone spray. A
stepper-motor-driven three-dimensional traversing arrangement is used to translate the burner assembly in the vertical

(Z) and both horizontal (X and Y) directions. All optical diagnostics are fixed in position about the burner assembly

so that the burner can translate independently of the optical equipment. This arrangement permits precise alignment

of the measurement volume within the spray (see Fig. 1). Measurement of radial profiles of the spray flame

properties, e.g., droplet size and velocity distributions, can then be carried out at different axial positions. Further

details on the experimental arrangement are given elsewhere [8].
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Fig. 1. Schematic of experimental spray combustion

facility. BS - Beam stop; LH - He-Ne laser;

PR - PDI receiving optics; PT - PDI

transmitting optics.

Fig. 2. Variation of droplet Sauter mean diameter

(D32) with radial position (r) at different

axial positions (Z) for the methanol and two

methanol/dodecanol mixture flames.
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Droplet size and velocity distributions were measured using a single-channel phase/Doppler interfer-

ometer [6]. The instrument provides in-situ nonintrusive measurements at different positions within the spray. For

these experiments, an off-axis light collection system was used, with the optics positioned at a scattering angle of

30° (see Fig. 1). The focal length of the transmitting and receiving optics was 495 and 500 mm, respectively. A
10 mW He-Ne laser, operating at a wavelength of 632.8 nm, provided the light source for the methanol and 50/50

methanol/dodecanol mixture flames. An upgraded system, incorporating a 4W cw Ar-ion laser and operating at a

wavelength of 514.5 nm, was used for the 75/25 mixture flame. The laser was operated at 400 mW for the

measurements presented in this paper. The signal data rate was kept at a relatively low value (approximately

200 Hz) by adjusting the supply voltage to the scattered light detector. Data were also acquired by optimizing the

system gain to detect the maximum number of droplets without saturating the photomultiplier tube (PMT) detectors

and thus affecting the signal-to-noise level. This was accomplished by setting the PMT voltage (for a specified laser

beam intensity) at a level commensurate with the maximum value of volume flux [9,10]. This value generally

corresponded to the instrument operating procedures recommended by the manufacturer.

3. RESULTS AND DISCUSSION

3.1 Droplet Mean Diameter, Number Density and Velocity

In this study, data for a 75/25 methanol/dodecanol mixture flame were obtained since recent single droplet

experiments under spherically symmetric burning conditions have indicated an enhanced tendency for the occurrence

of microexplosions. The Sauter mean diameter (D32) and number density (N) are presented in Figs. 2 and 3 for

methanol and the two methanol/dodecanol mixture flames, described earlier, at axial positions of Z = 10, 25.4, 50.

8

and 76.2 mm. The solid boxes along the abscissa indicate the position of the burner passage walls, with the fuel

nozzle located at the centerline. Limited data are presented for Z = 50.8 and 76.2 mm because of the very low data

rate in the central region of the spray flame. The variation of D32 with spatial i>osition is typical of hollow-cone

pressure-atomized spray flames. The droplets near the spray boimdary (defined by the peaks in the D32 distributions)

are larger than those near the spray centerline in the upstream portion of the spray. The profiles become more

uniform with increasing axial position. At Z = 10 mm the values of D32 are similar for all three flames near the

spray boundary and toward the center of the spray. At upstream positions, microexplosions are not expected to

occur since the droplets have not experienced the necessary period of rapid heating (i.e., sufficient residence time

in a high temperature environment). Further downstream (at Z ^ 50.8 mm), the droplet mean diameter for the

50/50 mixture flame becomes significantly smaller near the spray boimdary than the methanol flame; as discussed

earlier, the reduced size for the 50/50 mixture flame is indicative of the occurrence of microexplosions. The droplet

mean size and number density (see Fig. 3) for the 75/25 mixture flame remain similar to that of methanol. These

results suggest that there is little or no evidence of the presence of microexplosions for the 75/25 mixture flame.

Radial profiles of droplet mean axial velocity (U) for the methanol and two mixture flames are presented

in Fig. 4 at Z = 10, 25.4, 50.8 and 76.2 mm. The mean velocity profiles are also indicative of the overall structure

of hollow-cone spray flames, viz., the highest droplet velocities are foimd near the spray boundary. The results

indicate that the value of U decreases with higher dodecanol content near the spray boimdary. This trend may be

expected since denser fuels will create larger droplets with lower velocities for a given initial droplet momentum.

However, since the droplet mean size decreases in regions where microexplosions are expected to occur, the

decrease in droplet velocity may be attributed to rapid droplet entrainment into the air flow field and subsequent

deceleration. These trends may be further substantiated by examining changes in the size and velocity distributions,

and size/velocity correlations with spatial position, as discussed in the next section.

3.2 Size and Velocity Distributions

The droplet size and velocity distributions have been found to vary significantly with spatial position in the

investigated spray flames. A typical set of size and velocity distributions, and velocity/size correlations obtained

for the three spray flames is presented in Fig. 5 at a radial position (r) of 33.0 mm and an axial position (Z) of

50.8 mm. This radial position was chosen since it represents a position where the occurrence of microexplosions

is expected (see Figs. 2-4). The solid bars of the distributions represent the measured data on a flux (or temporal)

basis, while the open bars represent the data corrected for variations in the effective measurement volume [6]. Also

note the change in axes scales between distributions. The results indicate that the size distributions for the methanol

and 50/50 methanol/dodecanol mixture flames generally remain monomodal (see Figs. 5A and 5C); however, a
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significant increase is observed in the number of detected smaller droplets and a decrease in the larger sizes for the

mixture. The 75/25 mixture flame appears to be an intermediate case, i.e., abimodal distribution that corresponds

to a combination of the other two flames (see Fig. 5B).

The velocity distributions for the methanol and 50/50 mixture flames indicate a dramatic increase in the

number of lower velocity droplets for the mixture. The bimodal velocity distribution for the 50/50 mixture flame

(see Fig. 5C) may result from a combination of faster-moving larger droplets originating from the nozzle and slower-

moving smaller droplets which form during microexplosions. The velocity/size correlation indicates the presence

of two separate regions, with the formation of the lower velocity region as a result of microexplosions. Further

details are presented in Refs. [4] and [5]. Again, the 75/25 mixture flame appears to be a combination of the

methanol and 50/50 mixture flames, resulting in a trimodal velocity distribution (see Fig. 5B). The velocity/size

correlation shows the initial formation of this second lower velocity region. These trends are also present at Z =

76.2 mm. The results indicate that the 75/25 methanol/dodecanol mixture flame does not appear to be a mixture

which enhances microexplosions but an intermediate case, perhaps indicating incipient formation of microexplosions.

Evidence for the occurrence of microexplosions appears to be strengthened with higher dodecanol content; the

optimum quantity of dodecanol remains to be determined. Other properties to consider in future studies include

examination of mixture composition (volatility of the mixture components), residence time, and temperature (air and

fuel preheating).

3.3 Effect of System Gain

Spray flames generally contain a wide range of droplet sizes, ranging from submicron droplets to droplet

diameters of several hundred microns. Detection of all droplets encountered in the probe volume of the

phase/Doppler interferometer can be a formidable task in dense regions of the spray. To optimize detection of

droplets in these regions the system gain has to be set such that the PMT detectors are not saturated by the larger

droplets and remain sensitive enough to detect the smaller sizes. Alternatively, multiple measurements must be

recorded and combined during postprocessing of the data to determine the appropriate statistics.

The system gain of the phase/Doppler system can be affected by the PMT voltage setting, laser power and

other parameters. It is therefore of interest to determine how the system gain influences the aforementioned results,

especially as regards the occurrence of microexplosions. Data were recorded at two different operating conditions

of the phase/Doppler instrument. In the first case, the data rate was kept low at approximately 200 Hz in order

to keep the sample duration time relatively constant across the entire radial profile. The results presented in

Figs. 2-4 were recorded for this condition. In the second case, the PMT voltage was changed to optimize detection

of the droplets as recommended by McDonell and Samuelsen; this meant adjusting the PMT voltage at each point

to achieve maximum volume flux [9]. This criterion appeared to parallel in most regions of spray flames the

procedures recommended by the manufacturer (i.e., when the PMT detectors begin to saturate).

Figures 6-8 present the results obtained for droplet mean size, number density and velocity, respectively,

at Z = 10, 25.4 and 76.2 mm. Data were recorded in the 75/25 mixture flame for the two above-mentioned

instrument operating conditions. The results indicate that, at Z < 25.4 mm, there is a significant difference in the

values of D32, N and U measured across the profiles. This is to be expected since the "optimum gain" case detects

more smaller droplets (resulting in a strong signal with a high data rate); the threshold level for the "low data rate"

case is too high to detect smaller droplets. For example. Fig. 9 presents the size and velocity distributions at r =
15.2 mm and Z = 25.4 mm for the two cases. The optimum gain case (see Fig 9B) shows the detection of many
smaller droplets and development of a second lower-velocity peak in the distribution as compared to the low data

rate case (see Fig. 9A). As a result, the mean value for D32 decreases from 58.5 to 46.3 fxia, U decreases from

19.3 to 14.2 m/s, and N increases from 4.2 x 10^ to 2.2 x lO'' particles/cc for the optimum gain setting. At Z >
50.8 mm, the results indicate negligible difference between the two readings. This is as expected because of droplet

vaporization and dispersion with increasing axial position. The measurement therefore requires a high PMT voltage

to maintain a low data rate, i.e., the two instrument settings are essentially the same at downstream positions. The

importance of these findings is that at Z = 50.8 and 76.2 mm, where possible evidence for microexplosions has

been found, the instrument system gain has negligible influence upon the measured trends.
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The change in the mean droplet properties (i.e. , D32, N and U) with axial position is, in general, dependent

upon the instrument operating conditions. For the low data rate case, the maximum value of D32 decreases with

axial position (see Fig. 6). This can be attributed to detection of primarily larger droplets as they undergo

vaporization. This trend is contrary to that indicated by the optimum gain case (since the rapid vaporization of the

smaller droplets tends to increase the mean diameter) and to observations generally reported in the literature for

nonbuming sprays [8]. The maximum mean velocity decreases with axial position for both cases. The maximum
number density decreases with axial position for the optimum gain case (as expected) and remains relatively

unchanged for the low data rate case. The importance of these trends is that at downstream positions there are

primarily larger vaporizing droplets. If there is a sudden abundance of smaller droplets, it may then be attributed

to microexplosions.

It is also important to ascertain that the laser power did not influence the results since two different

phase/Doppler systems (with lasers of different power) were used. Figure 10 presents the effect of PMT voltage

upon the droplet mean axial velocity at four different laser beam intensities of 10, 125, 200 and 400 mW. The data

were acquired for the 75/25 mixture flame at r = 0 and Z = 10 mm. The results indicate that the PMT voltage

has a significant effect upon the values of U for a preset laser power. This effect is the same for the droplet mean

size and number density. It is also observed that the number density (and volume flux) does not reach a maximum
value at each measured position (see Fig. 10). A maximum value is generally achieved in regions near the spray

boundary where the data rate is high. When no maximum value is found the PMT voltage is set according to the

recommended procedures of the manufacturer. Figure 10 indicates that as the laser power increases, lower PMT
voltages are required to maintain a particular value of droplet mean velocity (or size). The use of two different

lasers with the phase/Doppler system therefore should have negligible influence on the results, provided the detector

voltage is appropriately adjusted.
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Fig. 10. Variation of mean droplet velocity with PMT voltage at different laser powers for the 75/25

methanol/dodecanol mixture flame at r = 0 and Z = 10 mm.

4. SUMMARY

Measurement of droplet mean size, velocity and number density have been obtained using a phase/Doppler

interferometry system. The measurements were carried out in a methanol and two methanol/dodecanol mixture

flames. The study focused on detection of microexplosions in methanol/dodecanol mixture flames. The results

obtained in these three flames indicate that the tendency for microexplosions is strengthened with higher dodecanol

content. The effect of system gain (i.e., PMT voltage and laser power) on the measurements has been found to

influence dense regions of spray flames, but has a negligible effect at downstream positions where microexplosions

are expected to occur.
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ABSTRACT

Droplet size and velocity characteristics of burning fuel sprays in a laboratory combustor have been measured

with a single-component Phase-Doppler Particle Analyzer. Tests were conducted to investigate the effects of inlet

velocity, fuel flow, swirl quantities, and nozzle air-assist on the spray dynamic processes. The results indicate that

the air-assist atomizer produced hollow-cone sprays having a Sauter mean diameter (SMD) of about 20-25}im. The
atomization improved (smaller SMD) with increased air-assist flow or decreased fuel flow. Increasing swirl was
found to centrifuge the larger droplets comprising most of the liquid volume flux further away from the centerline.

In certain cases these droplets could escape the recirculation zone and impinge the combustor wall causing poor
combustion efficiency. Size-segregated velocity measurements revealed areas of recirculation and further showed the

droplet acceleration due to the accompanying heat release.

INTRODUCTION

The development of advanced gas-turbine engines is always striving to improve combustion stability, efficiency,

and emissions. Because the fuel spray distribution strongly affects combustor performance, knowledge of spray

dynamics in reacting flows is a prerequisite to design improvements. Combustion-chamber design and performance

evaluation has heretofore been accomplished by component testing. The advent of advanced optical diagnostic

methods permits engineers to study non-intiusively spray characteristics such as droplet size and velocity.

During the 1960's and 1970's research began on the application of lasers for combustion diagnostics. The
advantages of using laser-based methods are that they are non-intrusive and enable real-time data acquisition and

processing. Bachalo and Houser [1] developed the Phase Doppler Particle Analyzer (PDPA) for measuring

simultaneously the drop size and velocity of spherical particles. The instrument utilizes an optical system

resembling a conventional laser-Doppler velocimeter (LDV) except that three detectors are located at selected spacings

behind a receiver aperture. Droplets passing through the intersection of two laser beams scatter light which produces

a far field interference fringe pattern. The spacing between these fiinges is proportional to the drop diameter. The
PDPA obtains measurements of this fringe spacing image with the use of a photomultiplier tube, which converts

the scattered light into an electronic signal. The fringes move past the detectors at the Doppler difference frequency

and produce identical sigruils but with a phase shift i^oportional to the fringe spacing.

McDonell et al. [2] made measurements with a phase-Doppler instrument in an isothermal chamber (non-

reacting fuel), and a swirl-stabilized combuslCM". As expected, they found significant differences in the drop size from

reacting to non-reacting flow. McDonell and Samuelsen [3] investigated symmetry of an air-blast atomizer using a

two-component instrument They measured velocities in both the axial and azimuthal directions inside a combustion
chamber. Brefia de la Rosa et al. [4] studied the effect of swirl on the dynamic behavior of drops and on the velocity

and turbulence fields of an isothermal spray using a two-component phase-Doppler particle analyzer (PDPA).
Recently, Hardalupas et al. [5], used a similar technique to study spray characteristics of unconfined swirl-stabilized

flames.

The purpose of the present study is to apply the PDPA to obtain some basic data on droplet ballistics in

complex flows found in practical gas-turbine combustors. This information can then be used to clarify the relevant

spray combustion processes and assist in the development of computational tools for combustor design.
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EXPERIMENTAL

The continuous-combustion test facility, shown schematically in Fig. 1, was used to conduct the present

expwiments. The combustor consists of a 78-mm dia, x 350-mm long stainless-steel, flanged pipe with 305mm x

25mm x 5mm quartz glass side-panels for optical access. A Delavan siphon-type nozzle (P/N 30609-2) was used for

on-axis fuel injection into a co-flowing air stream (up to 0.2kg/s) entering at aunospheric pressure and 300K. Two
51-mm o.d. x 24-mm i.d. vane-type swirlers (60°; 45°) or a 38-mm o.d. disk were mounted to the nozzle for flame

stabilization.

Particle diagnostics included an Aerometrics PDPA system consisting of a transmitter Model XMT-1 100-4S

with a lOmW He-Ne lasCT, motor controller Model MCB-7100-1, receiver Model RCV-2100, signal processor Model
PDP-3100, and data management system Model DMS-4000-5 including a Compaq 386 computer. Instrument

accuracy was assessed in an earlier study [6] where the results for two different PDPA optical configurations were

found to be within a total experimental uncertainty of 3.5% in sizing monodisperse droplets. In order to measure the

axial component of velocity, which coincides with the horizontal spray axis, the transmitter and receiver are each

mounted at 15° on a movable optical table that enables mapping the flowfield. The PDPA configuration used

throughout these experiments used a 300-mm coUimating lens and 500-mm transmitting lens, with three tracks

providing the following size ranges: 0.9 to 127.8 ^im, 2.7 to 258 ^im, and 3.8 to 520 |im. The velocity ranges were

first chosen so that there were no velocity over rejections; then the velocity offset was increased to eliminate the

velocity under rejections.

In some earlier work [6] it was found that the SMD increased dramatically as the PMT voltage is reduced. The
explanation was that the larger drops are seen at the lower voltage settings while it becomes increasingly more
difficult to detect the small drops. Figure 2 shows the SMD's versus PMT voltage with maximum diameters of

100-150 [un, 250 ^lm, and 520 jim. The 100-150 case found the SMD decreasing to about 13 im at 400V then

increasing to 32 at 600V showing that the larger the PMT voltage, the larger the mean diameters. This

discrepancy may be caused by the presence of non-spherical droplets or possibly due to detection of stray light

reflected by small droplets on the edge of the measurement volume at higher voltage settings. These results suggest

that measurements within 10 mm of the nozzle exit are subject to increasing uncertainty, apparently due to droplet

nonsph^icity or multiple scattering, that the PMT voltage will effect the results of all measurements, and that the

data acquisition process must include adjustments for the on-line indications of out-of-range size and velocity

measurements.

RESULTS AND DISCUSSION

This study is designed to determine the structure of burning fuel sprays in a laboratory combustor. Experiments

were conducted for various inlet air velocities (3-17 m/s), heat inputs, swirl numbers (0.77 and 1.33), and atomizer

air flow. The combustor was operated on Jet-A fuel at equivalence ratios ranging from 0.04-0.20. The test matrix is

presented in Table 1. All valid measurements along a radius are reported at four axial stations. The PMT voltage

was initially set at 400V and the size range at Dmax of 125 [im. Minor adjustments to these settings were made
during the course of the test as needed.

Effect of Fuel Flow

Figure 3 shows the Sauter mean diameter (D32) as a function of the radial and axial locations for cases 1 and 2

with two different fuel flow rates (equivalence ratios). The higher fuel flow rate produced largw SMD's indicating

reduced atomization effectiveness at constant air-assist flow. At 20.32 mm from the atomizer tip, the higher

equivalence ratio droplet SMD's are larger near the center of the combustor then become smaller than the SMD for

the low equivalence ratio spray further from the centerline of the combustor. Because the higher fuel flow has higher

flame temperatures the smaller droplets are consumed faster. The peaks in the curves are indicative of the rapid

ccMisumption of smaller droplets in the flame zone.

Figure 4 presents size-specific droplet velocity profiles. The lower equivalence ratio spray has a wider

recirculation zone, the extent of which is determined partly by the relative momentum of the liquid jet and the

surroimding swirling air. At the centerline and near the wall all drops have about the same velocity. In the swirl

region the centrifuge effect separates the particles according to size with the larger droplets having a greater velocity

at a given radius.

Similar trends to the above were observed wh«i varying the atomizer air flow (cases 2 and 5). Higher nozzle air

flows produced finer droplets with higher velocities and a wider recirculation zone.
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Effect of Swirl

Cases 1 and 3 are identical operating conditions but the aerodynamics were changed by using different swirlers.

Case 1 was run with a 60° swirler (S=1.33); case 3 with a 45° swirler (S=0.77). Figure 5 shows the effect of swirl

number on the Sauter mean diameter. The 60° swirler produces a larger circumferential velocity component which

tends to bend the spray away from the centerline. There is a local peak of 20-30 \im SMD in the radial profile

between radial locations of 5-10 mm for both swirlers. At large radii, the 60° swirler yields larger SMD's. The

SMD gradually increases at increasing axial distance from the nozzle due to preferential consumption of smaller

droplets. Figure 6 shows the particle velocities for droplets within 5 and 30 pim size bands. The results show that

the recirculation zone is much stronger with the 60° swirler.

Reacting and Non-reacting measurements

The Sauter mean diameters measured as a function of axial and radial locations are shown in Fig. 7. The SMD
for the non-reacting spray (Case 6b) stays nearly constant at about 25-30 jim at most measurement locations, but

shows a slight tendency to increase near the spray periphery. The SMD measured in the reacting flow (Case 6a)

condition is about the same but the spray boundaries are much narrower, the non-reacting case having the larger

droplets. Because the small droplets are being consumed during reaction, the effect is to raise the SMD.
The mean axial velocity of the 5 and 30 \im droplets are shown versus radial location in Fig. 8. The reacting

flow is accelerating faster than the non-reacting flow due to the heat release from combustion. The 5 \im droplets

show much wider velocity fluctuations and give a better indication of the gas-phase velocity distribution. The
reacting case shows an expanded recirculation zone extending from 10 mm to 16 mm. Near the combusior wall both

the 5 and 30 ^im droplets approach the average main stream velocity (8 m/s) for these cases. The non-reacting case

remains fairly flat at the more distant radial locations. The 5 [im droplets are slower at the centerline reflecting the

effect of the recirculation and their velocity increases as the drops move further out from the centerline.

The volume flux measurements are shown in Fig. 9. The non-reacting case had a larger volume flux at all

locations as would be expected, since the reacting droplets are being consumed and therefore are not being measured.

The data indicates that about 80% of the incoming liquid (spray) is already consumed at the 20.32 mm axial location.

This trend must be considered when evaluating the size and velocity measurements previously discussed. The
number density is reduced for the reacting spray, therefore the SMD and velocity measurements represent fewer

droplets. The reacting flow measurements are detecting only large droplets that pass through the reaction zone.

Non-reacting droplet data at the 50.8-mm axial location are quite scattered. The integrated liquid volume flux for the

non-reacting case compares favorably to the measured fuel flowrate at axial stations beyond one pipe radius

downstream of the nozzle exit

CONCLUSIONS

A Phase Doppler Particle Analyzer has been used to obtain real-time, point-by-point data on droplet size,

velocity and liquid volume flux in a confined, turbulent spray flame. The Sauter mean diameter for these hollow-

cone sprays produced by an air-assist atomizer was typically 20-25 jim. The effect of increased swirl air was to shift

the volume flux radially outward. Increased fuel flow or decreased atomize air flow produced sprays having larger

droplets. The velocity data was grouped by droplet size and the small (5 jim) droplets were found to track the gas

velocity even in reverse flow regions while the larger droplets were centrifuged away from the centerline for the

swirling flow conditions. The volume flux measurements in the non-reacting spray were integrated and compared to

the fuel flow in the system. At one pipe radius downstream of the nozzle, the measured mass flows were within 9%
of the known fuel input

The Phase Doppler Particle Analyzer is a useful tool for spray diagnostics in reacting and non-reacting flows.

Measurements too close to the nozzle exit introduced errors in the droplet size and volume flux due to the high

number density of droplets, and possibly from measuring the break-up of the fuel ligaments which are non-spherical.

The instrument output was sensitive to the User settings, and a procedure to determine the appropriate values was
developed and used throughout the experiments.
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Table 1 Test Matrix

Case

No.

Avg. Inlet

Air Velocity

[m/sec]

Equivalence

Ratio, <I>

Swirl

Angle

[degrees]

Air flow in

Atomizer

Comments

[kg/sec]xl03

1

2

3

4
5

6
6a

6b

2.9

2.9

2.9

8.0

2.9

2.9

8.0

8.0

0.14

0.20

0.14

0.05

0.19

0.16

0.04

0.04

60

60

45
60
60

0

0

0

0.37

0.37

0.37

0.47

0.47

0.25

0.30

0.30

reacting

non-reacL
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ABSTRACT

A droplet suspension of liquid fuel produced by an ultrasonic atomizer

was spark-ignited and the flame ball propagating outwards was observed in

detail in order to elucidate the mechanism of flame propagation and the

complicated group structure of spray flames. The chemiluminescence of OH

radicals and the flame luminosity in C^-radical emission band were monitored
at a fixed point during the passage of a flame front. The flame structure was

visualized by processing the flame images taken by a water-cooled CCD camera
system which had an extremely high sensitivity, a wide dynamic range and a

sufficiently wide spectral range between 200 nm and 1000 nm in wavelength. In

addition, the statistical behavior of the luminous flame contour was

visualized by processing the images taken from the successive frames of high-

speed photography. It was found that a nonluminous flame was propagating
continuously through a gas-phase mixture followed by a luminous flame

frequently having a discontinuous geometry. Due to the inherent spatial
nonuniformity of the droplet cloud, a number of small-scaled droplet clusters
burning brightly in diffusion combustion mode were observed behind the flame

front propagating in premixed combustion mode. This fact implies that the

group structure of a spray flame is not simple but complex.

INTRODUCTION

The process of flame propagation in a liquid-fuel spray is apparently
statistical and discontinuous as far as the behavior of the luminous portions
of a flame is observed by a photographic method, in paticular, by high-speed
photography [1 - 4]. The mechanism of flame propagation, however, should be

elucidated not only from the behavior of luminous portions of the flame but
also from the one of nonluminous portions. The authors have found that the

instantaneous images of a spray flame at the OH-radical emission band
(corresponding to the nonluminous portions) and at the C^-radical emission
band (corresponding to the luminous portions) are significantly different in

shape from each other [3,53, and have successfully developed a technique to

determine the burning velocity of a spray from the time-averaged image of OH-
chemiluminescence [3]. Unfortunately, no information has been obtained on the

detailed dynamic behavior of the nonluminous portions of a spray flame. In
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addition, the authors previously observed the detailed structure of spray
flames using an optical technique [6], and found that a spray flame had a

group structure, not simple one but complex one.

In the present study, a flame ball propagating outwards through a droplet
suspension was selected as the object of optical observation for the

elucidation both of the mechanism of flame propagation and of the complex
group structure of spray flames, in expectation of the easiness of detailed
observation due to its slow movement. In this case, the instantaneous image
of a flame ball gives us some information on the detailed structure of the
flame at least in the initial stage of its growth.

A droplet suspension of liquid fuel produced by an ultrasonic atomizer
was spark-ignited and the flame ball propagating outwards was observed in
detail. The chemiluminescence of OH radicals and the flame luminosity in C^-
radical emission band were monitored at a fixed point during the passage of
the flame front. The flame structure was visualized by processing the flame
images taken by a water-cooled CCD camera system which had an extremely high
sensitivity, a wide dynamic range and a sufficiently wide spectral range
between 200 nm and 1000 nm in wavelength. In addition, the statistical
behavior of the luminous flame contour was visualized by processing the images
taken from the successive frames of high-speed photography.

It was found that a nonluminous flame was propagating continuously
through a gas-phase mixture followed by a luminous flame having a ragged
discontinuous geometry. Due to the inherent spatial nonuniformity of a

droplet cloud, a number of small-scaled droplet clusters burning brightly in

diffusion combustion mode were observed behind the flame front propagating in
premixed combustion mode. This fact implies that the group structure of a
spray flame is not simple but always complex.

EXPERIMENTAL APPARATUS AND PROCEDURE

amp.

Fuel

CC
F
L

PC
S
TC

The experimental apparatus is shown in Fig.l. A kerosene spray was

produced using an ultrasonic atomizer (the resonance frequency: 18.5 kHz)

installed at the top center of a vertical square duct of 280 mm x 280 mm and
was made to fall down freely and
to mix with the air induced
through the top end around the

atomizer. The Sauter mean
diameter of spray droplets
varied from 57 to 66 /im as

the fuel injection rate was
varied from 2.13 cm /min to 4.44
cm /min. A spark gap of 4.0 mm
wide was located at 400 mm
directly below the atomizer tip,

and the spray was ignited by an
intermittent spark of ca. 2

duration.
The optical system

flame imaging is also shown
Fig.l. After the preset delay
period from the start of
discharge, the mechanical iris
shutter S was opened for 1 ms by
the timing circuit TC. The

ms

for

in

Spark gap
S F

Camera controller

Optical filter

Lens
Personal computer
Shutter

Timing circuit

CCD

Electrodes

TC a

Fig.l Experimental apparatus
and CCD camera system.
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Bragg cell

Beam spliMer

Dichroic mirror

Filter

Lens
Mirror

Pinhole
Photomultiplier

Collection lens

Transmission lens

PMC2

Fig. 2 Optical system for point monitoring.

flame image was focused onto

a CCD array by a UV Nikkor
lens L after passing through
an exchangeable interference
filter F (being removed in

the present study). The CCD
camera system (Photometries,
CH220, CE200, CC200) was of
water-cooled high-
sensitivity type, having an
extremely wide spectral
range from 200 nm to 1000 nm
in wavelength and a

sufficiently wide dynamic
range of 14 bits. The range
of sight was confined to

55 mm(H) x 80 mm(W) by the

quartz window installed in

the duct wall.
The optical system for

local continuous monitoring
of the velocity and diameter
of droplets and the light
emissions in OH- and C^-
radical emission bands is

shown in Fig. 2. The LDA
with a He-Ne laser was of
dual-beam, off-axis forward-
scattering type, the offset
angle of which was 5

degrees. The light of a He-
Ne laser scattered by
droplets was transmitted
through a dichroic mirror
converted into the droplet velocity
The light of an Ar laser scattered
was reflected by DM^ , detected by a photomultiplier PI^^^,* ^J^d converted
the droplet diameter signal by a low-pass filter and a root circuit.

As illustrated in Fig. 3, the control volume of the He-Ne LDA
pseudo-ellipsoid of 0.182 mm diam. and 1.87 mm long. The beam from
laser was once expanded up to 7 nim diam. and made to pass through a pinhole of

1.5 nrni diam. to realize a uniform intensity distribution. The axis of the Ar
laser beam was made coincident with the major axis of the pseudo-ellipsoid.

DM

Fig. 3 Arrangement of laser beams,

detected by a photomultiplier PM
He'

and
signal by a counter-type signal processor,
by the same droplets, on the other hand,

into

was a

the Ar*

ijor axis of
If, therefore, only the scattered signals of the Ar laser coincident with the

velocity signal were picked up,

be obtained simultaneously.
The light emitted by the

beam axis was collected by a

the diameters and velocities of droplets could

flame in the direction at 5 degrees from the

quartz lens CL . The range of
pseudo-cylinder of 0.1 mm throat diameter
OH-chemiluminescence signal was
detected by a photomultiplier PM
the

respectively, whereas the light emission
detected by P'^q2 through an interference

sight was a

with^apex angle of 2 x 3.6 degrees,
reflected by a dichroic mirror DM^ and
through an optical interference filter F,

mirror DM^

OH
— filter .

peak wavelength and half-value width of which were 308.5 nm and 18.0 nm.

in C_-band
filter

C2'

was transmitted by DM^ and
the peak wavelength and

541



half-value width of which were 516.9 nm and 0.9 nm, respectively. The latter
signal was biased by the solid emission from soot having a continuous
spectrum.

EXPERIMENTAL RESULTS AND DISCUSSIONS

_ Figure 4 shows the distributions of mean diameter (SMD) d, mean velocity
U and velocity fluctuation (RMS) u' of the droplets passing through the

horizontal cross section at the spark gap_for the injection rates of liquid
fuel of (a) 4.44 cm /min and (b) 2.13 cm /min, where r denotes the radial
distance from the axis of the atomizer. Both the mean diameter and the mean
velocity are high around the axis decreasing outwards, whereas the velocity

E
a.

IT)

in

e

in

E

80.0

70.0

60.0

50.0

AO.O

0.6

0.5

0.4

0.3

0.02

0.01

0.00

E

IT3

E

80.0 r

70.0

60.0

50.0

40.0

0.6

0.5

0.4

0.3

0.02
U)

0.01

0.00

-A—

10 15

mm
20 10 15

mm
20

o 3
(a) Injection rate of 4.44 cm /min. (b) Injection rate of 2.13 cm /min.

Fig. 4 Distributions of Sauter mean diameter, mean velocity and velocity

fluctuation of droplets.

50 100

d jjm

(a) Injection rate of 4.44 cm /min. (b) Injection rate of 2.13 cm /min.

Fig. 5 Size distribution of droplets at spark-gap position.
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*
Table 1 Properties of droplet clouds

Injectj^on rate Sauter mean diameter Population density Average interval

cm' /min /zm particles/cm mm

4 44 65.2 653.5 1.43

2 13 57.0 385.0 1.71

* Measured at the position of spark gap.

10mm

(a) Low-contrast image. (b) High-contrast image.

Fig. 6 Two aspects of a flame ball with different
tones

.

fluctuation is as low as

ca. 2 % around the axis
slightly increasing
outwards

.

Typical examples of

the size distribution of
droplets are shown in

Fig. 5, where Jn/Ad/n
denotes the number
fraction of droplets in

a unit size span (1 jum)

.

It is noticed that the

size range is rather
narrow and the mass
fraction of the droplets
smaller than 30 ^wm is

extremely small. This
is the characteristic of
ultrasonic atomizers.
The properties of the

droplet clouds are shown in Table 1.

Typical examples of flame image taken by the CCD camera system are shown

in Fig. 6. (a) and (b) are the images of the same flame ball, but the tone

(the contrast between light and shade) has been changed on displaying. Due to

the extremely wide dynamic and spectral ranges of this camera system, the

image changes its appearance completely as the displaying tone is changed. The

peripheral flame front burning in premixed combustion mode with intense OH-

radical chemiluminescence is visualized in Fig. 6(a). The contour is slightly
vague but continuous. Droplets illuminated by the luminous flame are seen
around the vapor flame front. A number of droplet clusters various in size

and liiminously burning in diffusion combustion mode are involved within the

closed contour of the continuous vapor flame front as seen in Fig. 6(b), where
the horizontal dark zones seen on both sides in the upper portion of the flame

ball are the electrodes. The interval between the vapor flame front and the

luminous flame zone is considerably shorter in the upper portion of the flame
ball, where droplets are falling into the flame ball, than in the

portion.
Then, the light emission signals in OH- and C^-radical emission

were monitored at 25 mm below the spark gap while "the bottom of the flame
front was passing by the position. Typical examples of the signal patterns
are shown in Fig. 7 for fuel injection rates of (a) 4.44 cm /min and (b)

2.13cm /min. The emission in OH-radical band is almost pure chemiluminescence
of OH radicals, whereas the major fraction of the emission in C„-radical band
is the solid emission from soot with a continuous spectrum and the

chemiluminescence of C^ radicals is almost hidden behind the background noise.

lower

bands
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(b) Injection rate of 2.13 cm /min.

Fig. 7 Typical light emission signal patterns.

As compared the emission signals in OH- and C -radical bands with each
other, the interval between the rise-up points or both signals is a few
milliseconds regardless of the fuel injection rate. Peaks appear in the C„-
band signal intermittently whereas the OH-band signal has usually a single
peak gradually descending thereafter. This fact implies that a nonluminous
flame propagates downwards in the forefront and that droplet clusters burn
behind the front in diffusion combustion mode with soot formation. No
nonluminous flame burning in premixed combustion mode exists in the central
region of the flame ball with some exceptions. This is coincident with the

appearances of flame image shown in Fig. 6.

Finally, the statistical behavior of the luminous flame burning in
diffusion combustion mode was observed by high-speed photography combined with
image processing. For that purpose, the images taken from a few successive
frames were binarized with the threshold adjusted at the luminous flame
contour level.

Typical examples of the„binarized images are^shown in Fig. 8 for fuel
injection rates of (a) 4.44 cm /min and (b) 2.13 cm /min, where bold and fine
solid curves represent the flame contours at 40 ms and 46 ms, respectively,
after the start of discharge. The luminous flame expands principally
downwards due to the movement of droplets and air. Here, the indicated
portions of 11 mm x 15 mm, where the typical behavior of luminous flame was
observed, were cut out from Fig. 8, and the movement of luminous flame contour
was observed from frame to frame as partially shown in Fig. 9.

In case of a large fuel injection rate shown in Fig. 9(a), the luminous
flame contour is rather continuous and smooth and it moves slowly. In case of

a small fuel injection rate shown in Fig. 9(b), on the other hand, the contour
is discontinuous and ragged, and it moves rapidly and discontinuously . The

difference between the both cases may be ascribed to the difference in the

population density of droplets (see Table 1). Some investigators observed
similar phenomena [2 J, and called it "relay type flame propagation". It has
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1 0 mm
J

t=AO ms

t=A6 ms

(a) Injection rate of 4.44 cm /min. (b) Injection rate of 2.13 cm /min.

Fig. 8 Binarized flame images and their movements.

1 0 mm
t = 4 0 ms 42 ms

3
(a) Injection rate of 4.44 cm /min.

4-A ms

1 0 mm
t = 40 ms 42 ms 4-4 ms

(b) Injection rate of 2.13 cm /min.

Fig. 9 Successive frames of a luminous flame image.
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been found, however, by the present and previous studies [5] of the authors,
that this is not real flame propagation but it is only the
random/discontinuous expansion of the luminous flame zone behind the
nonluminous flame front.

CONCLUSIONS

A droplet suspension of liquid fuel produced by an ultrasonic atomizer
was spark-ignited and the flame ball propagating outwards was observed in
detail in order to elucidate the mechanism of flame propagation and the

complicated group structure of spray flames. The results obtained are
summarized as follows:

(1) A nonluminous flame front burning in premixed combustion mode
propagated continuously through the vapor-air mixture formed in front of the

flame followed by a luminous flame burning in diffusion combustion mode. The
time interval between the passages of both flames was a few milliseconds
regardless of the fuel injection rate.

(2) A number of droplet clusters various in size and luminously burning
in diffusion combustion mode were involved within the closed contour of the

continuous vapor flame front. No nonluminous flame burning in premixed
combustion mode existed in the central region of the flame ball with some
exceptions

.

(3) The apparent relay transfer mechanism of luminous flame contour was
not a real flame propagation but it was only the random/discontinuous
expansion of the luminous flame zone behind the nonluminous flame front.

(4) The group structure of a spray flame is not simple but complex.
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ABSTRACT

The present study deals with experimental investigations on flame
interference effects involving two burning droplets placed at different interdrop
distances. The two drops of identical diameter have been simulated by a porous
sphere technique with independent fuel feed control. Provision was also made to

rotate one of the spheres about its horizontal axis up to 120 rpm for studies on
drop rotation effects. The data generated have been compared with those obtained
from single non-rotating droplet combustion experiments under identical
conditions. The experimental measurements include fuel consumption rates, flame
height, flame temperature and composition. The results do reveal some effects of
flame interference on burning behaviour of droplets.

INTRODUCTION

Drop rotation and flame interference effects seem to have received little
attention in the numerous studies carried out so far on droplet combustion
(Ref. 1) While drop rotation has been discussed in Ref. 2, some limited studies
on interference effects have been reported in Refs. 3, 4 and 5.

The porous sphere technique has been used in the present study with
methanol as fuel to study drop rotation and flame interference effects. This
study considers interference effects on flame height, flame temperature and
composition in addition to the burning rate. In earlier studies, attention was
mostly devoted to interference effects on burning rate.

EXPERIMENTAL SET-UP AND MEASUREMENTS

The experimental facility is based on the well-known porous sphere
technique used by several investigators earlier (e.g., Ref. 6) and need not be
discussed in detail. Only some specific aspects of the facility will be
stressed. The consumption rate for a stable flame has been measured as

volumetric rate in cc/sec. instead of mass consumption rate. For flame
interference experiments , two identical spheres of 6 mm diameter with independent
feed control have been used with a provision to vary interdrop distance (IDD)

.

IDD is the distance between the centres of the two spheres and expressed in terms
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of sphere diameter. Sphere rotation was imparted with a separate motor pulley
arrangement up to a speed of 120 rpm. A Pt-Pt+10%Rh thermocouple of 0.4 mm
diameter has been used to measure flame temperature. The bead was coated with
Si02 to minimize catalytic effect and usual conduction and radiation corrections
were applied. Gas samples have been drawn from the flame by means of a gas tight
syringe and introduced into a dual column chromatograph with a microprocessor
controlled integrator which recorded the flame composition. Molecular sieve 5A
and Porapak-N were used as the column material and helium was the carrier gas

.

The flame height has been measured from flame photographs taken with a Nikkon
camera with close-up arrangements.

RESULTS AND DISCUSSION

Burning rate

:

Figure 1(a) shows the measured burning rate plotted against
air velocity. The principal observations are: (a) There is an increase in fuel
consumption rate with increasing air velocity, (b) Drop rotation up to 120 rpm
does not appear to affect consumption rate significantly, (c) For vertical
arrangement (one drop placed above the other) in upward air flow, IDD=4D produces
a burning rate comparable with that of a single drop whereas IDD=2D produces a

burning rate less than that of a single drop, (d) For the same arrangement in

downward air flow, flame interference increases burning rate for IDD=4D. But for
IDD=2D, flame interference increases burning rate below an air velocity of 59

cm/s and decreases the rate above 59 cm/s . (e) For drops in tandem arrangement,
the left drop has a slightly higher burning rate than the right one. The reverse
trend is observed for downward airflow.

Flame height: Figure 1(b) shows non-dimensional flame height vs. air
velocity. It is observed that: (a) Flame height decreases with air velocity until
a critical point is reached where the envelope flame changes over to a wake
flame, (b) There is a slight reduction in flame height with rotational speed as

compared with a non-rotating drop, (c) For flame interference experiments, the
flame height seems to reach a peak at an air velocity of 20 cm/s.

Temperature profiles : Figures 2a and 2b show axial and radial temperature
profiles in upward airflow. The following observations are noted: (a) Compared
with a single drop, axial profiles are flatter for double drop studies, (b) Flame
interference produces slightly higher maximum axial temperature, (c) Drop in
temperature after reaching the maximum value is slower for double drop
experiments, (d) Increasing IDD produces flatter axial temperature profiles, (e)

The point of maximum axial temperature shifts downstream for interference
experiments, (f) The maximum radial temperature for a double drop is higher than
a single drop, (g) The rise in radial temperature is rapid in the case of a

single drop when compared with interference studies.

Figure 3 shows some typical temperature profiles for downward airflow. The
main observations are: (a) Comparing Figs. 3b and 3c, it is seen that the main
effect of drop rotation seems to make temperature profiles a little broader with
no appreciable difference in maximum temperature, (b) In general, radial
temperature profiles show peaks at the interface between the flame boundary and
ambient air. (c) Comparing Figs. 3a and 3d, the shape of a single drop profile
is different from that of a double drop, (d) Comparing Figs. 3c and 3f, the
effect of increasing air velocity seems to make the radial temperature profiles
somewhat steeper with a slight increase in maximum temperature.
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Axial distance Axial distance Axial distance

Fig. 2(a). Axial temperature profile for methanol droplets in upward air flow.

Radial distance in mm Radial distance in mm Radial distance m mm

Fig. 2(b). Radial temperature profile for methanol droplets in upward air flow.
(Radial distance is measured from the central axis)

.
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Fig. 3. Typical radial temperature profiles for methanol in downward air
flow. Inset photo shows flame configuration.
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Flame composition: The composition data for upward airflow are shown in
Table 1. It shows that the principal components are CO, and fuel
vapour. The fuel decomposes into CO and due to pyrolysis (Ref .7). CO finally
gets oxidized to CO2. Fuel vapour concentration is maximum near the drop surface
and progressively diminishes downstream. This trend does not appear to change
due to flame interference

.

Table 2 shows flame composition data for downward airflow. Again near the
drop surface, fuel concentration is high and decreases downstream progressively.
Again CO is the principal pyrolysed product which gets oxidized to CO2.
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ABSTRACT

Counter-flow configurations have certain inherent advantages
over the normal co-flowing types like flame-holding capability
and compactness of the combustion chamber. The study aims to
generate some basic data on the flame-holding capability of
pressure as well as air assisted jets in the counter-flow mode.
It is shown that even in cold flow, the opposing air stream
exerts a considerable influence on the atomization from a
pressure jet. The trends of stability boundaries in both the
cases are similar to each other and to gaseous fuel jets. Within
the acceptable range of fuel penetration levels, a finer spray
provides better quality of combustion, but has a narrower
stability bounds than a coarse spray.

INTRODUCTION

There are many recent developments in burner configurations
both in aeroengine field and in industrial applications where the
injection of liquid fuel is not necessarily at the head-end as in
conventional burners. In such non-cof lowing configurations, an
obvious advantage is that the fuel finds a longer residence time
in the combustion chamber [1]. In addition to making the chamber
more compact, this mode is envisaged to accommodate a coarse
spray as would result in off-design conditions. Even from the
point of view of safety of igniter, the counter-flowing system
offers some advantages. The flame after ignition can be easily
manipulated to anchor away from the igniter which remains in a
cooler air stream [2].

Burners, in general, contain either a swirl flow or a bluff
body for the purpose of flame stabilization. The ability of tho
counter-flowing jets to act as aerodynamic flame holders has been
a subject of investigation since long [3,4]. The studies so far
have been restricted to gaseous fuels only whereas it is more
relevant to determine such blow-off characteristics for liquid
fuel sprays which are more commonly used in practical burners.
Even basic information like stability of jet flames of liquid
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fuel in counter-flow configuration does not seem to be available.
Towards this objective of generating some basic data and
understanding, this study on the combustion stability of liquid
fuel jets- both pressure jets as well as air-assisted jets in a
counter-flow of air has been undertaken. Some of the interesting
observations on atomization in cold-flow conditions are expected
to find industrial applications.

EXPERIMENTAL

Experiments have been conducted in a combustion tunnel as
shown in Fig. 1. The air from a centrifugal blower is channelled
through a control valve, flow straightner and metering instrument
into a settling chamber. A nozzle of high contraction ratio
(18:1) and having an exit section of 200mm x 200 mm provides a
uniform outlet. While some of the initial experiments were
conducted in a test section attached to the nozzle-exit later
ones have been conducted without any confinement. However, a
large shroud had been used for the sake of safety when the flame
sizes were too big for a laboratory experiment. The water-head
measured at the venturimeter is calibrated against the velocity
in the test zone.

Fig.l Schematic of the experimental set up: (1. Blower
2. Control v^alve 3. Venturimeter 4. Settling chamber
5. Test Section 6. Atomizer 7. Pressure bottle
8. Pressure gauge 9. Orifice meter 10. Fuel Tank)

The fuel injection line consists of a tank, pressurising
system and finally the atomizer. While this suffices for a
pressure jet, an additional high pressure air attachment is
necessary (Fig. 1) for the studies with air-assisted atomizer.
The atomizing air flow rate is measured with a choked-orif ice
meter. The liquid fuel (kerosine) flow rate is obtained by
direct calibration of the flow against pressure drop. While
checking the flow rates in the presence of counter-flow, a slight
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variation has been adopted namely one of discharging a known
amount of fuel over a measured time period. The details of the
atomizer characteristics are included in the following section.

RESULTS AND DISCUSSION

Pressure Atomizer

;

The pressure atomizers employed are all conventional swirl
chamber type with wide range of swirl parameter, A from 3 to 12.
In terms of the parameter Ap/dgdQ (see Ref 1), this corresponds
to a range of 0.08 to 0.35. Out of the several variations tried,
three representative ones are described below.

Table 1 Pressure Jet Characteristics

Parameter PJ-1 PJ-2 PJ-3

Orifice diameter (mm)^ 0.8 0.8 0.8
Swirl Parameter, A 3.0 6.0 12.0
Coefficient of Discharge 0.55 0.28 0.175
Cone Angle (Degrees) in 45-50 50-55 45-50

Quiescent surroundings
Penetration High Low Low
Spray Coarse Very good Good
Effect of counter-flow Unaffected Significant Significant

* A = Aodc/Atdo
** Nearly independent of Ap and counter-flow velocity (within 5%)

Table 1 describes some of the major characteristics of the
pressure jets PJ-1, PJ-2 and PJ-3. The case PJ-1 and similar
ones having high values tend to produce high penetrations both
due to coarse particle sizes and high axial component of the
velocity. Since such large penetrations annul the advantage of
compactness and also that in the present experimental set up pose
some hazard by way of fuel entering the settling chamber, thoy
are considered unsuitable. However, some tests were conducted to
determine if the counter-flowing air alters the spray
characteristics. But no favourable changes were observed in the
experimental range of velocity.

The injectors PJ-2 and PJ-3 with relatively low cone angle,
finer spray and low penetration have been tested for their
behaviour in the presence of counter-flowing air. With the air
velocity, though the C^ values are not altered much (within about
3%), the cone angle variation shows an interesting trend. As
seen in Fig. 2, for both types, the cone angle initially shows a
very weak increasing trend with air velocity followed by a sudden
increase in slope. In this expanded state, the atoraization level

A = AQdg/ApdQ where and Aq are diameter and area of the
orifice and dg the diameter and Ap inlet area of swirl chamber.
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becomes much finer even for those cases which can otherwise be
termed as poor sprays. This trend can be seen for all the
values of pressure-drops studied.
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Further experi-
mentation to understand
the transition process
lead to the observation
that there is a
transition region (see
Fig. 3) where the
variation of cone angle
is not really monotonic,
but involves some
oscillations. The cone
at the exit of the
orifice fluctuates
between the normal state
and the expanded state
aperiodically . Though
this can be attributed
to the influence of
counter-flow on the air-
core formation and its
size in the vicinity of
the orifices, it
warrants further work to
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Fig. 3 Transition in cold flow

ascertain the exact mechanism.

The blow-off characteristics of the flame generated by
counter-flowing system is shown in Fig. 4. Extinction of the
flame occurs for both PJ2 and PJ3 at air velocities slightly
higher than that causing complete transition described above.
Interestingly, at a given fuel injection velocity, the counter-
flow air velocity for blow-off is in the same range as for
gaseous fuels (see Ref 2) though the actual fuel mass flow rates
in the present case are very much higher. Like with the gaseous
fuels, even in the present set of experiments, the onset of
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extinction is marked by the formation of a dark zone along the
axis of the injector.

Air-assisted Atomizer

;

At the outset, it
may be noted that this
type of atomizers
provide cooling to the
injector inside the
enveloping flame and at
the same time, provide
air for combustion in
the vicinity of the jet
orifice. The atomizer
consists of a fuel
nozzle concentric with
which is an annular
passage for atomizing
air [see Ref 5 for
details]. The atomizer
has the provision of
moving the fuel orifice
relative to the
atomizing air outlet in
such a way that the same
unit can be made to act
either as an internal
mixing type or as an
external mixing type.

Three of the
representative atomizer
configurations are
described in Table 2.
Like in pressure jets,
here also narrower cone
angles show greater
ability of flame hoi
for the experiments,
experimental injector yi
position, but in a rather
retracted deeper into the
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Fig. 4 Combustion stability chara-
cteristics (Pressure
Atomizer )

.

ding and hence are adopted
Cold flow tests have shown that the

elds fine spray in external mixing
coarse spray when the fuel orifice is
air nozzle. As is to be expected, the

Table 2 Some Characteristics of Air-assisted Jets

Parameter AJ-1 AJ-2 AJ-3

Fuel Orifice(mm) 0.4 0.4 0.4
Air Nozzle dia (mm) 3.0 3.0 4.5
Configuration (relative In-plane Internal External

position of the orifices) ext .mixing mixing mixing
Spray Fine Coarse Finer than AJ-1
Cone angle (deg) 12-19 7-10 12-14
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fineness of the spray improves as the ratio of atomiser air , flow
(m^ ) to fuel flow (mf ) is increased.

Unlike the case of pressure jets, here the counter-flowing
air does not seem to alter the spray in the vicinity of the
injector, i.e., the cone angle does not get affected. This is
perhaps due to the fact that the atomizing air velocity has to be
necessarily very large ( " 50 m/sec) and also there is no low-
pressure air core in this type of atomizer.

Combustion of this type of spray yields a flame which has a
hollow conical region which is blue in colour and at the far end
a mush-room like flange. The conical region is due to combustion
of fuel in the presence of atomizing air. With increasing
counter-flow velocity, the flange bends towards the injector
before being blown off. Increasing atomizing air flow tends to
shift the flame away from the injector and at a given counter-
flow velocity, the flame can be blown-out with atomizing air
alone although the atomizer air-fuel ratios are well within the
values used in such air-assisted atomizers [6].

In this configuration,
the atomizing air flow is an
additional parameter in the
stability diagram. The data
of blow-off as obtained in
the experiment are shown in
Fig. 5 for two different
configurations AJ-1 and AJ-
3. For the case of AJ-2
also one gets similar plots
with the curves shifted
towards higher counter-flow
air velocity, but the flame
tends to be sooty due to
coarseness of the drops.
The nature of curves hint at
a possible explanation for
extinction in terms of the
effective equivalence ratio
at the critical zone around
the stagnation point much as
the one invoked by Schaffer
and Cambell [4] in their
work on flame holding. But
a precise description in
terms of accurate numbers
has so far proved elusive.

Shown in Fig. 6 is the
stability plot for AJ-1
redrawn from the data in the

073 05 07 ^
Atomising air flow rate(rhQ) 10' kg/s

Atomising airflow rate (mo) IO"^kg/s

Fig. 5 Combustion stability
plots for air-assisted
jet in counter-flow.
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previous figure. On this plane with (mf/m^) as a variable the
different curves merge into a narrow band. Identical behaviour
is observed with the fine spray of AJ-3, but for AJ-2 substantial
dispersion exists. Noting that such a merging is obtained for a
range of both mf and m^ , one can view the abscissa as the fuel
flow variation at a constant atomizer air flow rate. From this
point of view the trend in Fig. 6 is comparable with that of
pressure atomizer in Fig. 4. This argument suggests that the
mechanism of extinction may be common to both the cases discussed
here and to the gaseous counter flow system described in Ref. 2.
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Fig. 6 Flame-holding ability of air-assisted jet

CONCLUDING REMARKS

The atomization from a pressure jet is considerably
influenced by the presence of a counter-flowing air stream. An
air-assisted fuel jet however is quite resistant to the counter-
flow. Fuel sprays of either type can act as flame-holders over a
range of air velocities without any swirl motion. One can expect
the stability to improve if recirculation is also imposed.
Coarse sprays tend to have higher penetration and accommodate
higher counter-flow velocity than the fine-sprays. The
combustion stability characteristics of both the types of jets
are similar and seem to share some features with the gaseous fuel
jets. Unlike the co-flowing streams where the flame anchoring is
governed by the processes near the fuel outlet, in these flames
the region around the stagnation point is critical . This is
despite the fact that the sprays fan out leaving low fuel
concentrations along the axis.
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ABSTRACT

It is well known that the break-up length of a high speed jet such as a diesel spray is greatly affected by a

structure of an injection nozzle. In this paper, to reveal the relationship between the break-up length and the

structure, an internal flow in a transparent nozzle of 3 mm diameter was observed. The breakup lengths of jets

injected through nozzles of diameters 0.3 mm and 3 mm, were measured by an electric resistance method. They

were compared and suitable nozzle structures were selected to keep phenomenological analogies of break-up lengths

in nozzles of different scales and in different surrounding conditions. Similarities of the break-up lengths in

atmospheric and pressurized conditions were discussed about an internal flow effect on the break-up mechanism. A
reattachment point of a separated flow in a nozzle was investigated as a characteristic of the internal flow. The

behavior of break-up length in the spray flow region could be explained by a movement of this point.

INTRODUCTION

The main causes for the disintegration of a high speed liquid jet have been suggested by vibration of an

injection pressure velocity distribution in a nozzlc'^^, injection velocity'^\ internal and shear forces between

a jet and gaseous environment"^'^ ^. However, disintcgraiion mechanisms just after a nozzle exit are not well

understood, although several studies^'^'^^ have attcmpied to explain them. Liquid turbulence, cavitation

and aerodynamic interaction between the jet and surroundings iire thought to be important factors^\

The disintegration of the jet is also affected by physical properties of the injected liquid, structure of the
o

nozzle, injection velocity and ambient gas pressure or density. It have been already suggested in previous studies

that there is a strong dependence between the break-up length and an interfacial force due to the gaseous

environment. Therefore, as a further study of the bre^ik-up length, the effect of the internal flow in a nozzle

on the break-up length was investigated and discussed in this study. The break-up mechanism of the liquid jet

injected in a pressurized surroundings was discussed by a phcnimcnological analogy of the break-up lengths of the

jets in atmospheric and pressurized surroundings.

EXPERIMENTAL APPARATUS AND METHOD

The apparatus shown in Fig. 1 was constructed to study the break-up phenomena of a high speed jet in a

high pressure surroundings. The apparatus consisted of a spray chamber, a liquid injection system, an

injection nozzle and a wire net detector for measuring a break-up length.

Water was continuously injected by the injection system into the spray chamber. The injection velocity of

a jet was calculated as the sectional average velocity in the nozzle. The Reynolds number Re of the jet was

563



calculated with kinematic viscosity of water, nozzle diameter and this velocity. An electrical circuit was

used to determine the break-up length. Definitions of the break-up length and spray angle were reported with
O Q\

measurement methods in the previous papers ' ^

A fundamental structure of a nozzle used in this investigation is also shown in the figure. It had a

long inlet pipe to obtain a smooth inlet flow to the nozzle. The entrance of the nozzle was made in a sharp

edge, so that a consU'icted flow was easily generated at the entrance. Hole diameter D, length L and inlet pipe

diameter D„ specified a structure of the nozzle. Lengih-io-diameter ratio L/D and sectional area ratio of the hole

diameter to the inlet pipe diameter, M = (D/D^r were the non-dimensional parameters used to represent the

structure.

Accumulater Pressure Gauge

Chamber
Do

[7

-D

Nozzle

QO
in

A

Fig. 1 Experimental apparatus and nozzle

BREAK-UP LENGTHS IN VARIOUS LIQUID JETS

The disintegrating behavior and break-up length of a high speed liquid jet are frequently a technical matter

of great importance for diesel injection nozzle performance. Therefore, a hole diameter 0.3 mm of a nozzle and

an ambient pressure 3.0 MPa into which a jet was injected were selected to reproduce a spray in a combustion

chamber of a diesel engine.

Effects of the length-to-diameter ratio L/D on the break-up length are summarized in Fig. 2. Since the ambient

pressure was high enough to produce a strong intcrfacial force between the jet and surroundings, fine atomization

could be observed when an injection velocity was higher than 70 m/s and this was termed spray. The break-

up length in this region decreased with an increase in the injection velocity. For the cases of L/D = 4 and 10, it

passed through a minimum, and then reached an almost constant value. When the L/D ratio was 1 or far larger

than 10, there was no minimum point of the break-up length in the spray region.

When the ambient pressure was reduced from 3.0 MPa to 0.1 MPa, the break-up length was extended as

shown in Fig. 3. Further, a kind of hysteresis appeared in a low velocity region. If the velocity increased

from lower value than where two possible break-up lengths existed, the actual break-up length was the shorter of

the two. However, if the velocity decreased from the higher value, it was the longer break-up length produced by

the separated flow issuing from the nozzle This phenomena was more evident in the break-up length

produced by 3.0 mm diameter nozzle, that is also shown in the figure. From the behavior described above, it

is concluded that no analogy in the break-up length could be maintained between the 0.3 mm and 3.0 mm nozzles,

using in the different pressures.

The sectional area ratio M = (D/D^) could sometimes affect the break-up length. Figure 4 shows this effect

on the break-up lengths of jets injected by 3.0 mm nozzles into atmospheric environment. The hysteresis

mentioned above was only observed with the nozzle which had 0.0036 as the value of M. The break-up lengths

in the spray region that is shown in higher velocity than 10 m/s, were different corresponding the values of M.
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Fig. 2 Effect of L/D on the break-up length
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Fig. 4 Effect of sectional area ratio of the inlet pipe on the break-up length

ANALOGY OF THE BREAK-UP LENGTHS IN DIFFERENT PRESSURE SURROUNDINGS

Figure 5 illustrates the two different forms of the break-up behavior recognized in Fig. 2 as a function of the

injection velocity. The spray region was divided into two different sub-regions, such as the pseudo spray and the

complete spray which are shown by E, G and F. In this study, a new analogical method was introduced to explain

the break-up behaviors in the E - F and E - G - F processes, using an internal flow structure in a nozzle

injecting into atmospheric surroundings.

As mentioned before, the break-up length was greatly affected by D, L/D and M of a nozzle as well as the

velocity and the pressure of the surroundings. Thus, the L/D and M of a transparent nozzle of 3.0 mm
diameter at the atmospheric condition, could be selected to produce similar behavior in break-up length that

produced by a 0.3 mm diameter nozzle in a pressure of 3.0 MPa.

Figure 6 shows the comparison of the non-dimensional break-up length Lj^/D with Reynolds number under the

conditions of high and atmospheric pressures. The horizontal axis indicates the Reynolds number because the

injection velocities and the nozzle diameters were different. In general, when the nozzles of different diameter

were used in different pressure surroundings, the behavior of the break-up lengths were different owing to
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different break-up mechanisms. However if a suitable value of the sectional area ratio M and the length-to-hole

diameter ratio L/D of a nozzle were selected. The same behavior of the break-up length with Reynolds number

could be approximately obtained as shown in this figure.

In the case of the nozzle in which a minimum break-up length was produced within the pseudo spray region

in 3.0 MPa surroundings, 10 times larger nozzle that had different M but had the same break-up behavior in

atmospheric surroundings could be found out as shown in Fig. 7. The Reynolds numbers were different

where the non-dimensional break-up length L^/D indicated the minimum in the pseudo spray region.

However, the trends of the break-up lengths were similar to each other if the difference in the Reynolds numbers

was discounted.

The reason why this analogy was attained could be explained by discharge coefficients shown in these

figures. The decreasing tendency of the discharge coefficient meant an increasing tendency of a drag force

that produced turbulence in the nozzle. The rapid decreases appearing in Fig. 6 at Re = 4 x 10^ to 10^

produced the pseudo sprays in both nozzles, so that the analogy of the break-up length was obtained by the

analogy of the internal flow in the nozzles. Tabic 1 shows the summarized specifications of the nozzles used in

Figs. 6 and 7. The break-up behavior of the jet injected by Nozzle-c into atmospheric surroundings was

similar to that of Nozzle-a in 3.0 MPa surroundings, and the break-up length of Nozzle-d consists with that

of Nozzle-b. Further investigation on the relationship between internal flow and break-up length was

therefore carried out under atmospheric conditions using transparent nozzles specified by Nozzle-c and -d.

Injection Velocity Vi

Fig. 5 General behavior of the break-up length of a jet

in a high pressure surroundings

Reynolds Number Re Reynolds Number Re

Fig. 6 Analogy of the break-up lengths and discharge Fig. 7 Analogy of the break-up lengths and discharge

coefficients between Nozzle-a and Nozzle-c coefficients between Nozzle-b and Nozzle-d
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Table 1 Specifications of nozzles

K

1

^\ m ml AiNozzie
D

(mm)
L

(mm)
1 /nL/U

Do
(mm) Comments

a 0.3 15.0 50 3.0 0.01 E-F in 3.0 MPa.

b 0.3 1.2 3.0 0.01
E-G-F in 3.0 MPa,

Analogous to a diesel nozzle.

c 3.0 60.0 20 50.0 0.0036
E-F in 0.1 MPa,

Analogous to nozzle -a.

d 3.0 12.0 40 0.56
E-G-F in 0.1 MPa,

Analogous to nozzle -b.

CORRELATION OF BREAK-UP LENGTH AND SPRAY ANGLE WITH AN INTERNAL
FLOW IN A NOZZLE

Photographs of the internal flows of Nozzle-c and the jets under conditions specified in Fig. 6 are shown in

Fig. 8. As the injection velocity increased from the pseudo spray at 13.5 m/s ( Re = 5x10^ ) to the complete

spray at 27.0 m/s ( Re = 10^ ), a constriction flow and a cavitation with bubbles were simultaneously

produced at the entrance of the nozzle. Also a separated flow made by this constriction reattached the nozzle

wall. With an increase in the velocity, the reattachment point of the separated flow moved toward the nozzle exit

While velocity remained above 21.4 m/s ( Re = 8x10^ ), the reattachment point moved up-and-down at the

vicinity of the nozzle exit. With the internal flow phenomena described above, the disintegration of the issuing

jet was promoted and the break-up length and the discharge coefficient smoothly decreased by increasing the

Reynolds number as shown in Fig. 6.

Photographs of the internal flows in Nozzle-d and the jets in atmospheric surroundings are shown in Fig. 9.

With the velocity increase from 12.0 m/s ( Re = 45,000 ), a constricted flow and a cavitation with bubbles were

produced as in the previous photographs. However, when the velocity increased above 16.6 m/s ( Re =

61,000 ), the reattachment point moved upstream. The break-up length decreased and the spray angle increased

with a downward movement of this point. Also the 16.6 m/s velocity that produced the minimum break-up

length in the pseudo spray region consisted with the velocity where the point was nearest to the exit

M=00036 Pa=01MF& Nozzle-d L/D = A D=3.0mm M=0,56 Pa =0.1 MPa

Fig. 8 Internal flows and jets produced by Nozzle-c Fig. 9 Internal flows and jets produced by Nozzlc-d
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The reattachment point was measured from the photographs and expressed by a distance 1 from the entrance of

the nozzle. Figure 10 shows the correlation of the break-up length and the spray angle 9 of the jets produced

by Nozzle-c, connecting with the reattachment distance 1. This result corresponded to the break-up length

smoothly changing from E to F, as shown in Fig. 5. Further it was considered to be a simulation of the

internal flow in Nozzle-a, as used in 3.0 MPa surroundings according the analogy of the internal flows in the

nozzles. In the pseudo spray region, as the injection velocity increased from 12.5 m/s, the reattachment distance 1

increased and moved toward the nozzle exit. In the complete spray region of the injection velocity above 19 m/s,

this point moved up-and-down near the nozzle exit. Accompanying these phenomena in a nozzle, the break-up

length decreased and the spray angle 0 reached a maximum at around 22 m/s.

The same trend in results concerning No/,zlc-d arc shown in Fig. 11. In this case, the behavior of the

break-up length shown by the E - G - F curve in Fig. 5 was presented by the analogy between Nozzle-b and -

d. With an increase in the velocity, the reattachment distance 1 increased and approached the exit at 18.0 m/s

in the pseudo spray region. Furthermore, the injection velocity increased, the recovery of the constricted flow in

the nozzle was promoted and the reattachment distance was decreased. However, the reattachment point moved

up-and-down at the location a little upstream from the exit. Accompanying the internal phenomena at the

injection velocity of 18.0 m/s, the spray angle 0 reached the maximum and the break-up length became the

minimum.

50
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i, 30
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o 20

a
i/i

10
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20 25 30
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5«10' 10= 15x10*

10 15

Injection

20 25

Velocity Vi

10'

Reynolds Number Re

5x10' 10*

Reynolds Number Re

15x10*

Fig. 10 Break-up length, spray angle and reattachment Fig.
distance obtamed by Nozzle-c as functions of

the injection velocity

11 Break-up length, spray angle and reattachment

distance obtained by Nozzle-d as functions of

the injection velocity

Figure 12 shows the results in which Fig. 10 was rewritten by using the non-dimensional reattachment

distance 1/L. As the 1/L increased by increasing the injection velocity, the break-up length decreased. The spray

angle reached the maximum value at around 1/L = 0.75. TheLjy^and 0 had tendencies to be reduced by the

effects of an up-and-down vibration of the reattachment point ( its range is shown by arrows in the figure ).

The relation between the 1/L and the break-up behavior when the minimum break-up length appeared in the

pseudo spray region is shown in Fig. 13. The results in the pseudo spray are represented by open symbols

and solid symbols show the complete spray. As 1/L increased, Lj^/D decreased and 9 increased in the pseudo

spray region. Further increase of 1/L, the spray angle reached the maximum and LjyD became the minimum at

1/L = 0.95. In the complete spray region, 1/L was decreased by an increase of the velocity. It remained in the

range of 0.5 to 0.65 but was unstable. The increased and the spray angle decreased by an unstable effect

of an up-and-down vibration on the reattachment point. It could be considered that this form of the

disintegration might appeared in the increasing behavior of the break-up length shown by G - F curve in Fig. 5.
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Dimenslonless Reattachment Distance l/L 0 02 0.4. 0.6 0.8 1.0
Dim en si onless Reattachment Distance I/l

Fig. 12 Break-up length and spray angle as functions Fig. 13 Break-up length and spray angle as functions
of reattachment distance ( Nozzle-c ) of reattachment distance ( Nozzle-d

)

CONCLUSIONS

In order to explain the disintegrating mechanisms of a high speed liquid jet under high pressure environment, the

correlation of the internal flow in a nozzle and the break-up length was investigated and following results were

obtained.

(1) A spray which shows the analogical behavior in break-up length of a jet in high pressure surroundings

could be reproduced by selecting the suitable sectional area ratio and length-to-hole diameter of a nozzle under an

atmospheric pressure condition.

(2) Concerning the observations of the liquid flows in the nozzle, if the separated flow and cavitation

occurred, the jet could be broken up to the spray.

(3) The closer a reattachment point of the internal flow in a nozzle approached the nozzle exit, the shorter

the break-up length and the larger the spray angle become.

(4) The reattachment point of the liquid flow oscillated in the vicinity of the nozzle exit when the break-up length

reached the minimum in the pseudo spray region.

(5) From the results described above, it is concluded that if a large disturbance contains in an issuing jet, it may

be atomized and broken-up to a spray very quickly
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ABSTRACT

The purpose of this study is to obtain the relationship between spray
size and the nozzle hole configuration represented by L/D and the shape of

flow inlet in steady spray under the condition of diesel injection pressure.
The spray size is apparently affected by the entrance shape. However, it is

not substantial, because the effect disappears by correcting the injection
velocity using the nominal value which can be calculated on the basis of the
discharge coefficient of the nozzle. The droplet size increases with
increasing the value of L/D. This behaviour is considered to be caused by the
recovery of the separated flow at the inlet edge, which is suggested by the
observation of photographs. The nozzle diameter also has much influence on
the spray size, where a characteristic affecting behaviour is recognized.

1. INTRODUCTION
Even the spray formation without combustion has not fully understood

because of the complexity of the phenomenon. Spray formation behaviour of an
intermittent spray has been being studied by several researchers including the
authors.^ ''"^ -^ However, less studies of steady spray can be found out,

although it is fairly important to reveal the very basic feature of spray. In

this field, studies of Tabata et al^ and Shimizu et al^ ''"^ should be

cited. Tabata measured the spray size in rather wide range of the injection
pressure, and Shimizu proposed a concept of a new parameter of break-up length
to characterize the steady spray. However, there is little study aiming at
systematically clarifying the relationship between the nozzle configuration
and the spray size. In terms of the break-up length, Shimizu et al^ showed
that the best atomization can be realized when the nozzle depth to diameter
ratio (L/D) is around 5. It also refers to the recovery of the separated flow
at the edge of nozzle inlet as the mechanism of L/D effect, although it has
not been verified clearly yet.

On the basis of this background, an experimental study was carried out to

reveal how much we have the responsibility of nozzle configuration for the
droplet size of steady spray. Several interesting aspects of the
configuration effect could be obtained, and a possible mechanism to explain
those effects could be proposed on the basis of several verification
experiments

.
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2. EXPERIMENTAL APPARATUS AND PROCEDURE
A schematic of experimental apparatus is shown in Fig. 1. Water was used

as a tested liquid. It is contained in a flexible bag(No.4).

Most data were obtained by a phase doppler system (Aerometrics Co.,

PDPA) and were checked by the measurement of a sampling technique, immersion
sampling method having a mechanical shutter.

As the parameters to represent the nozzle configuration, two sets of
variables were chosen, which are seemed to have major effect on the
atomization; nozzle depth to diameter ratio (L/D) and the shape of flow inlet.
Three kinds of the shape of the nozzle inlet were applied form a viewpoint of
flow separation, straight type (S-type), round type (R-type) and C-type, which
are shown in Fig. 2. The naming procedure is shown in Table I.

The liquid was injected downward into an atmospheric condition. The
sampling point for the immersion method is 1500 mm downstream of the nozzle
along the spray axis which was determined by a preliminary optimization test.
The measuring points for the optical technique were 1000 mm or 1500 mm
downstream of the nozzle along the spray axis which were also determined by an
optimization test.

3. RESULTS AND DISCUSSION
3-1. Effect of Nozzle Depth to Diameter Ratio (L/D) on Atomization

In Fig. 3, the droplet diameter variation of S-type nozzle with L/D is
shown at three mean injection velocities. The droplet size increases with
increasing the value of L/D in every injection velocity. In Fig. 4 of R-type
nozzle, it can be seen at least that the variation of the size with L/D is not
so large comparing with that of Fig. 3, and that there is no clear increasing
tendency of SMD. Thus, the characteristic feature of S-type nozzle is related
to the difference of the configuration of the flow inlet.

The inlet flow of S-type will be easily separated at the edge, while it

should be much harder to occur for R-type. Then, the flow separation can be

assumed to have some role to realize the characteristics of S-type nozzle,
which was suggested in the previous study^ on the break-up length
measurement. Because of the separation, the effective area for flow coming is

reduced, and the flow is free from the wall effect. Then, the velocity can
reach the nearly ideal velocity of potential flow, which leads to the
atomization improvement. When the L/D is greater than that particular value,
the separation will be recovered and the flow will be again attached to the
wall. The velocity will be decreased by the wall effect, and then the

atomization effect of the flow separation tends to disappear. In Fig. 5, the

droplet size of S-type at 1000 mm downstream of the nozzle is shown, where the

exactly similar tendency to the 1500 mm measurement can be recognized.

3-2. Verification of the Separation Effect
In order to verify the separation effect suggested above, discharge

coefficients for several conditions were measured and shown in Fig. 6. The

solid line without a point is obtained by the calculation based on the

Blasius' empirical formula of turbulent pipe flow^ The variation of the

discharge coefficient of R-type nozzle with L/D is quite similar to the

developed turbulent flow. Then, the flow is considered to be governed by the

turbulent boundary layer. In contrast to this, the coefficient of S-type

nozzle does not vary at all over the whole range of L/D. This is an

indication of the occurrence of separation, and is not the indication of the

separation recovery, because the discharge coefficient would have an increase
with increasing L/D from a certain value of L/D if the recovery could have
occurred. In any way, the recovery should occur in this case, because even
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the separation of back step can be recovered at the downstream distance of
around 7 times as much as the step height. This may be caused by the velocity
distribution within the hole, i.e., the velocity distribution of the
separation point will be conserved to some extent for a while^ In
addition, the fully developed turbulent boundary layer of pipe flow is said to
be realized at 25 to 40 of L/D (originally called as "inlet length"), which
coincides with our results^

Further indication of the recovery occurrence is shown in the
photographic observation. In less than L/D of 4, the spray surface of S-type
looks quite smooth, while the other conditions including the spray of R-type
do not show this distinguished feature.

3-3. Factors Determining the Atomization
The droplet size dependence on the mean injection velocity is shown in

Fig. 7 for every kind of inlet shape. The size decreases exponentially with
the increase of the mean injection velocity, which may be qualitatively
consistent with the result of a previous study^"*"-^'^ \ It is also clear that
the size is smallest for S-type nozzle, largest for R-type and intermediate
for C-type. Then, it can be seen apparently that the S-type nozzle has the
best configuration in terms of the atomization. However, we need much more
injection pressure for S-type nozzle than for R-type to get the same mean
injection velocity. It is due to the difference of the discharge coefficient.

Figure 8 shows the droplet size dependence on the corrected injection
velocity which is obtained by the following relationship.

= V„/C,.

Here, : corrected injection velocity
V„ : mean iniection velocitym -' '

: discharge coefficient.

This correction implicitly assumes that the discharge coefficient is mainly
determined by the flow separation, i.e., the decrease of the effective
sectional flow area. The variation of droplet size with the nozzle
configuration almost disappears, and the dependence of every kind of nozzle
can be approximately represented by a unique line. Thus, when the corrected
injection velocity is used, that may be the nominal injection velocity at the
nozzle exit, the droplet size is not affected by the nozzle configuration. In
the other words, atomization is not determined by the nozzle configuration but
by the actual injection velocity.

Further verification of the above mechanism can be made more accurately
as shown in Figs. 9 and 10. Usually, rather precise mechanical processing is
necessary to get the reproducible value of discharge coefficient. Then, most
nozzles used in this study is made by an electric discharge method. When a

simple processing like drilling is used, pretty much variation of the
discharge coefficient is not avoidable. This variation can be seen in Fig. 9.

Four nozzles are used numbered from 1 to 4 and made by a simple processing.
Although the droplet size dependence of a particular nozzle on the mean
injection velocity is precisely expressed by an exponential curve, the
dependence varies much in every nozzle. When the corrected injection velocity
is used by the discharge coefficient, that dependence can be exactly expressed
by a unique line as shown in Fig. 10. Thus, the previous mechanism of the
importance of the nominal injection velocity is well supported by this result.
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4. CONCLUSIONS

(1) The droplet size increases with the increase of L/D for straight type
nozzle, which is caused by the flow separation at the inlet edge and the
separation recovery downstream of the separation point.

(2) Above mechanism can be verified by a comparison study between nozzles of

S-type, C-type and R-type, measurement of discharge coefficient and
photographic observation.

(3) Atomization is determined by the flow velocity at the nozzle exit, which
can be shown by the correction of the droplet size dependence on the injection
velocity using the discharge coefficient.
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Fig. 1. Schematic of experimental apparatus.

60'

(a) S-type (b) C-type (c) R-type

Fig. 2. Configuration of nozzle.
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Table I. Naming procedure of nozzles.

Shape of Hole L/D Lot
entrance diameter number

"Straight" "0.3mm" "^" "3"

S - 03 - 0^ - 5
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ABSTRACT

Twin-fluid atomizer has been widely used in combustors, for instance spark ignition engines,

gas turbine, rocket engine and industrial furnaces, because of its high performance and simple

structure. The spray characteristics, such as the drop size, the drop velocity, the number density

and the mass flux, become increasingly important in the design of combustors and in testifying

numerical simulation of spray flow in the combustor. In spite of their importance, it was difficult to

measure these characteristics locally and simultaneously by the conventional method. On the other

hand, recently laser diagnostics technique has been developed rapidly. In particular, phase/Doppler
particle analyzer system has been popular, and the results are discussed by some researchers com-

paring to the conventional method. This study aims to clarify the spray characteristics of twin-fluid

atomizer and to offer the data for combustor design and the numerical simulation of a spray flow.

In this report, spatial mean drop size distribution, spatial drop velocity distribution and the rela-

tionship of the drop size and the velocity were measured by phase/Doppler particle analyzer. And
the empirical equations of spatial drop velocity distribution were deduced.

INTRODUCTION

Local and simultaneous data of spray characteristics, for example the drop size, the drop

velocity, the number density of droplets and the local mass flux of droplets are very important for

the design of combustors. However, it has been very difficult for the conventional method to obtain

these local and simultaneous data of the spray characteristics. And the designs of combustors were

generally conducted by trial and error.

Recently the numerical simulation of a spray flow becomes popular in a combustion field [l],

and it has a potentiality to be applied to the design of the combustor. In that case the accurate

measurements of spray characteristics are required to validate the numerical predictions.

On the other hand, the twin-fluid atomizers have been very popular in the industrial com-
bustors [2], because of their high performances and the flexibility of a design. Recently the airblast

atomizer has been used for the jet engine combustors instead of the pressure atomizers to decrease

soot emission [3], since the mixing between fuel spray and combustion air can be improved by the

twin-fluid atomizers.

The plain jet atomizer, which is one of the twin-fluid atomizer has simple structure and high

performances. So it has been applied to the combustor of the rocket [4], which needs high reliability.

This type of atomizer has simple structure and simple spray flow and it seems to be suitable for the

validation of numerical prediction. The present study is directed to clarify the spray characteristics

and to deduce the empirical equations of those of twin-fluid atomizers. In present report, the plain

jet atomizer was selected as the twin-fluid atomizer because of its simple spray flow. The spatial
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drop size distribution, spatial drop velocity distribution and the relationship between drop size and
drop velocity were measured by phase/Doppler particle analyzer [5]. And the empirical equations

of drop velocity distribution were deduced.

APPARATUS AND PROCEDURES

Figure 1 shows the experimental apparatus. The atomizing air is supplied from the compressor
1 to the atomizer 11. Its flow rate is adjusted by valves 2,3,5 and metered by orifice flow meter
4. And its pressure and the temperature are measured by pressure gauge and the thermocouple.

The atomized liquid is supplied from pressure vessel 7 to the atomizer. Its flow rate is adjusted

by valves 8,10 and metered by the orifice flow meter 9. Phase/Doppler particle analyzer 12 ~ 16,

manufactured by Dantec Inc. was used to measure local drop size and drop velocity simultaneously.

The atomizer was mounted vertically in a open chamber and the spray was pulled through the

chamber by exhaust fan. And it is certified that the exhaust fan scarcely affects the drop velocity

at test section.

Fig.l Experimental apparatus Fig. 2 Structure of the plain jet atomizer

The structure of plain jet atomizer is shown in Fig. 2. The structure of twin-fluid atomizer is

rich in variety and this is one of the advantages of twin-fluid atomizer. In this report the simple

structure was selected because of the purpose of this report mentioned above. The injection velocity

of the atomizing air was measured by hot wire anemometer at 1 mm downstream of the nozzle exit.

The ranges of operating conditions were, Vai=147 ~ 178 m/s(Wa=3.5 ~ 4.5 g/s), V^=0.6 ~
1.9 m/s(Wjr=0.5 ~ 1.5 g/s). Tap water was used as the atomized liquid.

RESULTS AND DISCUSSIONS

Disintegration Phenomena
Figure 3 is the magnified picture back-lighted by microflash in the vicinity of atomizer exit,

and the side-lighted streak picture of spray flow. The nozzle of 2 mm in innner diameter was used

only for taking the photograph to make the observation of disintegration phenomena easy. Figure

3(a) and (b) are in the case of low speed airflow. In the microflash photograph (a), the liquid

column is scarcely disturbed until one moves about 1.5 mm downstream of the atomizer exit. In

this region the liquid column seems not to be in contact with atomizing air stream. At 1.5 mm
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(a) VQi=100m/s Wf=2g/s (b) Vai=100m/s Wf =2g/s

(c) Vai=16Am/s Wf = 2g/s (d) Vai=16^m/s Wf = 2g/s

Fig. 3 Disintegration phenomena and spray flow

downstream the liquid column is suddenly disturbed by air stream, and then liquid jet gets thin

gradually. This is due to the acceleration of liquid jet and the disintegration by air stream. At 15 ~
20 mm downstream the liquid column is completely disintegrated into droplets. By the observation

with the eye the tip of the liquid column vibrates right and left. And the large drops scatter to

the surrounding just after the atomization. By above observation it is deduced that under low air

speed condition the dispersion of the drops is controlled by the vibration of the liquid column, since

under low air velocity large drops are produced and a large particle maintains its initial velocity

for long time due to its large mass and low surrounding air velocity.

On the other hand in the streak photograph (b), the trajectories of the drops spread straight

from the point at about 2 mm below from atomizer exit. This point is almost coincident with the

point where the liquid column comes in contact with the air stream shown in Fig. 3(a). This means
that the dispersion of drops toward the surrounding starts at just disintegration point. The spray

angle is about 40 degree.

Figure 3(c) and (d) are in the case of high speed air flow. In the microflash photograph (c),

there exists no undisturbed liquid column. The liquid column is disturbed just below the atomizer

exit. And at 2 mm downstream the liquid column is completely disintegrated into drops. The
liquid column is disintegrated into large particles flrst, and then it is atomized again into further

fine particles. At 20 mm below the atomization seems to complete. The break-up length which

indicates the distance from the atomizer exit to the point where the liquid column is completely

disintegrated into drops is the function of liquid flow rate and the atomizing air velocity. In

particular, it decreases greatly with increase in the air velocity.
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In the streak photograph (d), the contour of the spray spreads first. The point where the

spray contour spreads is almost coincident with the point where the atomization starts. Then the

spray contour deflates and starts to spread again at about 10 mm downstream. This point where
the spray contour spreads again is almost coincident with the point where the drops disintegrate

again into further fine drops. The spray dispersion starts after fine spray drops are produced. From
these considerations it is deduced that under high speed air condition the spray dispersion is almost

controlled by the disturbances of a air flow, since under high air velocity condition small particles

are produced and a small particle follows a air flow immediately due to its small mass. Under this

injection conditions the spray angle is about 30 degree. The spray angle decreases as liquid flow

rate decreases and as atomizing air velocity increases.

Phase/ Doppler Particle Analyzer

Figure 4 compares drop size distribution measured by phase/Doppler particle analyzer (PDA)
to that measured by the liquid immersion method. The measuring point is placed at 200 mm
downstream of nozzle exit and at the center of the spray. The slide shutter was used for liquid

immersion method. The drop size distribution measured by liquid immersion method almost agrees

with the result obtained by PDA. However, by the detailed observation the result obtained by PDA
shows less small particles and more large particles. The Sauter's mean diameter measured by liquid

immersion method is 27.2 ^m and that measured by PDA is 29.8 //m. By our further investigations

xlO"'
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Fig.4 The comparison of drop size distributions

about the accuracy of PDA, the measuring results are influenced by three operating factors. First

one is the power of laser source. Second is the input voltage of photomultiplier and last one is the

threshold which determines whether or not the particle is spherical. High power of laser source

results in smaller drop size, high voltage of photomultiplier results in smaller drop size and severe

threshold results in smaller drop size. The optimal three operating factors were determined by

the comparison of drop size distribution by PDA and by liquid immersion method and were kept

constant during the measurement. Further discussions about the accuracy of PDA are published

in other papers [6,7].

Radial Mean Diameter Distribution

Figure 5 shows the influences of the vertical distance from the nozzle exit on the radial

Sauter's mean diameter distribution. Near the nozzle exit, mean diameter decreases gradually as

radial distance from the center axis increases. At a short distance from the nozzle exit, mean

Vai=229m/s Wf=1.0g/s

immersion method
PDA
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Fig. 5 The influences of vertical distance on Fig. 6 The influences of injection conditions
radial mean diameter distribution on radial mean diameter distribution

diameter decreases first and then increases gradually with increasing the radial distance. With
increasing the vertical distance from the nozzle exit the mean diameter at the center line decreases,

however, at the edge of the spray the mean diameter is almost constant. At the downstream, the

mean diameter is almost constant until r=:10 mm, then it increases gradually with increasing radial

distance.

As mentioned above, the mean diameter at the center decreases with increase in the vertical

distance. On the other hand at the edge of the spray the mean diameter scarcely changes. The
reason of this trend seems as follows. In the vicinity of nozzle exit, the mean diameter at the

center line is larger than that at the edge due to the remained liquid column at the center. Further

downstream the small particles are remained at the center because of their small momenta and
the larger particles disperse to the edge against the air stream. Consequentially the small particle

increases at the center and the mean diameter decreases. At the edge of the spray, as there are

many larger particles the mean diameter is almost constant.

Figure 6 shows the dependences of radial mean diameter distribution on the injection con-

ditions. The measuring point is placed at 40 mm downstream from the nozzle exit. Under every

injection condition the mean drop size decreases first and then increases. The mean diameter de-

creases over the whole radial distance as liquid flow rate decreases and as air velocity increases.

The decrease of mean diameter is larger at the edge of the spray rather than at the center. At the

edge of the spray there are many particles produced by the shear force of the air stream on the

surface of liquid column. And the drop sizes of the particles produced by the shear force on the

surface of liquid column are greatly influenced by the air velocity and the shear force.

Radial Drop Velocity Distribution

The dependences of radial drop velocity profile of 1 ^m(it 0.5 fim) drops on the vertical

distance from the nozzle exit are shown in Fig. 7. Figure 8 shows that of 60 ^m(± 0.5 ^m) drops.

Near the nozzle exit{h < 40 mm) the velocities of large particles at the center line are smaller than

those of small particles. By further investigations, at the edge of the spray the velocities of small

particles are smaller. This trend indicates that the center part of the spray is the region in which

the drops are accelerated by the air stream and the surrounding of the spray is drop decelerating

region. Because the small particles are greatly influenced by the air stream due to those small

momenta.
On the other hand further downstream, the velocities of small particles are smaUer than those

of large particles over the whole radial distance. This trend means that further downstream the

drop velocities are larger than the air velocity over the whole radial distance.

Figure 9 shows the drop velocity at the center as a function of the vertical distance for various

drop sizes. The velocity changes of small particles are larger than those of large particles. This

trend indicates that small particles can be easily accelerated and decelerated because of their small

momenta. The drop velocities for all drop sizes have a maximum velocity at about h=50 mm. This
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Fig.7 The dependences of radial drop velocity Fig. 8 The dependences of radial drop velocity

profile on vertical distance (d=:l /xm) profile on vertical distance (d=60 fim.)

50 100 150 200

h mm

Fig. 9 The variation of drop velocity at the center

with the vertical distance

means that at the center the region within 50 mm downstream of the nozzle exit is drop accelerated

region, whereas the region more than 50 mm downstream is drop decelerated region.

Figure 10 shows the validity of the dimensionless empirical equation of radial drop velocity

profile of 1 //m(±0.5 fim) drops. And Fig. 11 shows that for 60 ^m(±0.5 /xm) drops. The axis of

abscissa is the radial distance made dimensionless by half the width of the radial drop velocity

profile at half the drop velocity on the center line, and the vertical axis is the drop velocity made

dimensionless by respective drop velocities on the center line. The broken lines indicate the following

empirical equation deduced by Yatsuyanagi [8] for the air velocity distribution of gas liquid two-

phase flow:

1.5 ^

Vr
= (1-

pc 2.267 -Tp^
(1)

The experimental results of drop velocities are almost represented by the broken line for all drop

sizes. However, at the edge of the spray(r/rp^ > 1.3) there exists the trend that the experimental

results are slightly larger than those of eqn.(l) for all drop sizes.
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Fig. 10 The comparison of radial drop velocity

profile (d=l iim)

CONCLUSIONS

0.8 1.0 1.20.A 06
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Fig. 11 The comparison of radial drop velocity

profile (d=60 fim)

In order to clarify the spray characteristics issued from the plain jet atomizer, the spray

characteristics, that is spatial drop size distribution, spatial drop velocity distribution and the

relationship between drop size and drop velocity were measured by phase/Doppler particle analyzer.

The disintegration phenomena were observed by the microflash pictures and the streak pictures.

Consequently the following results were obtained:

1. Under low air speed condition the dispersion of the drops is controlled by the vibration of

the liquid column, whereas under high air speed condition the dispersion is controlled by the

disturbances of a air flow.

2. Both of the break-up length and the spray angle decrease with increasing atomizing air velocity

and with decreasing the atomized liquid flow rate.

3. In the vicinity of the nozzle the drop size decreases with increase in radial distance, whereas

further downstream the drop size increases. And at the center of the spray the drop size

slightly decreases as one moves downstream, whereas at the edge of the spray the drop size

is almost constant.

4. In the vicinity of nozzle exit there exists the drop accelerating region. In this region the

smaller the particle, the larger its velocity is. On the other hand further downstream there

exists the drop decelerating region. In this region the larger the particle, the larger its velocity

is.

5. The spatial drop velocity profiles can be represented by the empirical equation (1) for all drop

sizes.

NOMENCLATURE
d

d32

h

n

N
r

v.,

drop diameter

Sauter's mean diameter

vertical distance from the nozzle exit

the number of drops

total number of drops

radial distance

half the width of the radial drop velocity profile at half the drop velocity at the center

injection velocity of the atomizing air

liquid injection velocity

mean drop velocity
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mean drop velocity on the center line

air mass flow rate

liquid mass flow rate
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ABSTRACT
A new Diesel Injector has been developed, utilizing pilot

Injection to control the Injection rate. It offers many
advantages for use In small to medium DI dlesel engines, such
as: control of Initial spray tip penetration, good atomlzatlon,
and small droplet size. This paper presents the spray
characterization of this Injector at idle conditions. Including
time-dependent spray penetration, mean particle diameter, local
mean particle diameter on radius direction, emissions and
combustion noise.

INTRODUCTION
Many current designs of high speed direct Injection (HSDI)

Diesel Injector systems are of the initial throttle injection
type that use a smaller orifice in the vicinity of the needle
valve. The purpose of this narrower opening is to reduce both
the emissions and combustion noise. Typical of throttle injection
nozzles, are the two spring type detailed by Greeves and Wang^-*-^,

and by Kageyama'^ where the needle may be stopped in the middle
of the lift process. The results from this study showed that
emissions of HC and NOx were reduced, with CO and smoke emissions
remaining unchanged. The combustion noise was also reduced
without any change in fuel consumption. The main reason for these
improvements was a reduction in the amount fuel induced during
the onset of the injection process, allowing better precombustion
control^^. In addition to this the amount of unburnt fuel
colliding with the cylinder walls was reduced. However both
throttle and two-spring type Injectors result in Increased HC
emissions at set NOx emissions levels. This problem being most
prevalent at starting and continuous idling operating conditions.
An Injection nozzle offering a solution to this problem would
therefore have to reduce HC emissions (at constant NOx levels)
while simultaneously offering reduced idling combustion noise.
This paper therefore details the preliminary design of a novel
pilot Injector system not using the throttle nozzle principle. To
allow both the emissions and combustion noise to be reduced, it
was thought that the use of a pilot Injection system would be
beneficial. At first the atomlzatlon characteristics of this
nozzle were investigated at atmospheric conditions, with
subsequent tests carried out in a small DI engine allowing both
emissions and noise tests to be carried out.
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INJECTOR SYSTEM DESIGN CONCEPT
It is known that the main factor causing HC emissions at

idling conditions is the complete throttling of the entire
injection period. The result of this process is a larger pressure
difference between the chamber and nozzle, leading to an increase
in the average size of spray droplet diameter. The purpose of the
pilot injection system was to control the average droplet size,
while retaining the spray penetration characteristics of throttle
type injectors, which are known to be satisfactory.

The important operating features were listed as follows:
(1) Short spray penetration at ignition delay.
(2) Small mean spray droplet size.
(3) Stratified spray droplet size distribution on radial

direction from center to outside.
(4) Stability of injection from idling to maximum speed

and maximum load.
(5) Stability of initial injection characteristics for required

operating lifetime.
(6) Easy setting and maintenance free operation.

In order to satisfy these requirements, the main design
characteristics of the new injector were as follows.

(1) Correct pilot injection characteristics.
(2) Main opening pressure higher than pilot opening pressure.
(3) Easily adjusted distance between pilot and main injection.
(4) Constant pilot injection quantity.
(5) Use of conventional nozzle types.

EXPERIMENTAL SYSTEMS
Description of Injection Systems

The types of nozzle used in this investigation are shown in
Fig. 1.1-1. 4, Figs. 1.1-1. 2 show a single spring injector in which
two nozzle types (Standard and throttle type) were used. The
nozzle shown in Fig. 1.2 has a clearance between the tip of the
needle valve and the nozzle body. Fig. 1.3 shows a two spring
injector, in which the pre-lift value of the first spring, when
used with a standard nozzle, gives the flow characteristics shown
in Fig. 2. This figure also compares the features of the throttle
nozzle. It can be seen that at the pre-lift value of the two
spring injector ( 0 . 04mm) , the volume flow rate of both nozzles is
the same

.

The new injector design is shown in Fig. 1.4. The system uses
a standard nozzle design, with a single stage lift arrangement.
However in addition to the standard fuel path leading to the
nozzle area, there is a second fuel line leading to a Dodge
Plunger*assembly

.

* A valve system allowing leakage past the plunger to force an
early valve closure thus allowing Pilot injection.
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4 ) P i 1 ol-I n j.

Fig-. 1 Details of injection systems

The relationship between the pressurized area of the Dodg-e
plunger and the nozzle was selected according to the following
relationship

:

'DPS < (Ajsj - A^^) < ANS 'DP (1)

Where

:

ADPS
'DP

^NS

'N

Dodge Plunger seat area
Dodge Plunger cross section area
Nozzle seat area
Needle cross section area

Before the start of injection the pressure/area relationship
is stable according to the relationship - Aj)Ps*^^N~^NS •

start of an injection cycle the needle valve lifts and
subsequently, when the opening pressure of the Dodge Plunger is
reached it also lifts. The movement of the Dodge Plunger creates
a drop in the line pressure due to the dead volume in the the
Plunger. At this time a new pressure/area relationship is created
- Aj^<Aqp - signifying the end of the pilot injection process,
this is also accompanied by the close of the needle valve. The
fuel line pressure then increases producing a second lift in the
needle valve, with the Dodge Plunger remaining open from the
previous line pressure increase. This process begins the main
injection

.
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When the line pressure begins to drop, signifying the end of
the injection process, the needle valve closes first. This is
followed by the closure of the Dodge Plunger when the line
pressure has fallen to the respective value.

The Dodge Plunger used in this investigation had a cross
sectional diameter of 6mm, with a seat diameter of 3.3mm. The
plunger lift was set to 0.65mm. The injection nozzles used were
of the 5 hole type, with a orifice diameter of 0.25mm. The
primary opening pressure was set at 18.5MPa. At idle operating
conditions the delivery pump speed was 400rpm, with aii engine
speed of SOOrpm. The injected volume of the fuel was 6mm /st. at
no load conditions. These test conditions were kept constant for
all the nozzles throughout the test procedure. Fig. 3 shows the
fuel injection pump plunger chamber pressure (PP/MPa) , path line
pressure (PN/MPa) , needle valve lift (H/mm) , and injection rate
(DQ/mm^deg"^)

.

Measurement of Spray Particles
Two different optical methods were used to measure the size

of the spray particles, a laser diffraction method (MALVERN 2600
PARTICLE SIZER) and a Phase Doppler method (AEROMETRICS PDPA-
100) . The MALVERN system performed a time dependent measurement
of particles within the laser beam volume, whereas the
AEROMETRICS system measured the local mean particle diameter on a
radial direction. The operating principle of both these systems
is detailed in references (4 & 5) and (6) respectively, only the
test results will be reported here.
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DISCUSSION OF RESULTS
Spray Shape

Flash photographs of the sprays are shown in Fig. 4 at
varying time periods after the start of injection. The standard
injector shows both wide spray angles and long penetration,
however the throttle and two-spring injector arrangement (both
throttle type systems) show shorter penetration with smaller
spray angles. The new injector type (Pilot Injection) results in
both penetration and spray width values between the standard and
throttle type systems. The actual mean numerical values are shown
in comparison in Fig. 5.

The similarity between the Standard injector and the new
type at the smallest time delay (O.Sdeg.) can been seen. However
after the reduction in the fuel line pressure in the Pilot System
(due to the motion of the Dodge Plunger) the reduction in the
spray penetration can been seen. Also as the time lapse after
injection increases (1.5-2deg.) the termination of the pilot
injection process in the new injector can be clearly seen. When
compared to the standard nozzle this termination process allows
the air in the vicinity of the new nozzle to mix thoroughly with
the pilot fuel injection.

Cam ang.

from SOI

STD hole

injector

Throttle

hole

injector

Two-

spring

injector

Pilot

injector

0.5 1.0 1.5 2.0 3.0 4. Odeg

r ISOmni

Omm

Fig. 4 Injection spray photographs

Time Dependence of Spray Characteristics
Fig. 6 shows the Sauter Mean Diameter as produced by the

MALVERN diffraction system. The actual figure (D32) is an average
produced along the length of the laser beam's Intersection, with
the spray cone at a set period after the start of injection. The
position of the laser beam (diameter 9mm) was set at a constant
separation (80mm) away from the tip of the nozzle.
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The time dependence of the Sauter mean diameter for all four
nozzles systems shows similar characteristics, with large initial
mean diameters, gradually decreasing with time. However if the
actual mean diameters of each injector are compared, both the
two-spring and throttle hole systems produce particles with a
mean diameter too large for efficient operation at idling
conditions. The standard nozzle does approach the mean size
distribution of the Pilot system late in the injection process,
but a comparison of the early mean diameters (5deg. after
injection) reveals a large difference between the two. The Pilot
system also produces a smaller size distribution much earlier in
the injection process (lOdeg. after injection).

Positional Dependence of Spray Characteristics
The AEROMETRICS PDPA system was used to investigate the

characteristics of the spray using single point measurements as
opposed to the beam integration of the MALVERN system. The
position of a single set of measurements, taken on a radius from
the center line of the jet, was again set at 80mra separation
from the nozzle exit. The distance between each measurement point
was 5mm.

Fig. 7 shows the results given by the PDPA for both Sauter
mean diameters. A comparison with Fig. 6 shows that the results
from this system and the MALVERN 2600 (Fig. 6) give approximately
the same particle size results at the jet center line. It is
known that the calculation routine for the evaluation of mean
particle diameter in the MALVERN system can under estimate the
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true particle size. The absolute use of the ROSIN-RAMMLER curve
fit excludes, in some cases, large diameter particles. This
possible inaccuracy only occurs in lower mean diameter
distributions, where a small percentage of larger particles is
known to exist.

The size distribution of the Throttle hole injector is
different from the other systems tested, showing a large overall
mean diameter. The Two-spring injector also shows an overall
large size distribution. The Standard system gives a relatively
small particle size distribution. The Pilot injector however
shows small particle sizes at the outer edge of the jet, which
change to a larger mean size at L=25mm. The size distribution of
the Pilot jet is therefore termed as stratified. The change in
distribution of this jet is thought to result from the
interaction on the main and pilot jet fuel volumes. At the time
of the main injection the velocity and momentum of the main jet
exceed that of the pilot injection. The main jet therefore
collides with the previously injected fuel forcing it to the
outside of the jet arssea.

Emissions and Combustion Noise Tests
The engine used for this series of tests was a four cylinder

turbocharged type with a bore/stroke ratio of 93/102. The boost
pressure limit was set to 0 . 7bar , however this limit was not
encountered at idling conditions. The swept volume was 2771cc,
with a compression ratio of 17.5. The four injectors were all
tested with reference to NO and HC emissions. The combustion
noise was also measured in the 2 . 5KHz range 1 meter away from the
fuel pump side of the engine.
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The results are shown in Fig. 8. At constant NO levels the
Throttle hole injector produced very high HC emissions when
compared to the remaining three injectors. The cause of this is
thought to be the high mean particle diameter, shown in Fig. 7 ,

leading to very slow combustion rates, and low noise levels (Fig.
8). Among these injectors the Pilot system produced the lowest HC
emission levels. The noise level of the standard nozzle is shown
to be the highest. Again reference to the mean particle diameter
(Fig. 7) shows this injector to have a small mean particle size.
The result of this is a high rate of combustion. The relatively
high level of noise produced by the Pilot system is thought to
result from a high rate of combustion in the outside, and center
of the jet only. These areas are shown in Fig. 7 to have the small
mean particle size necessary to produce this relatively high rate
of combustion.

CONCLUSIONS
A new Diesel injector system has been designed. The system

has been tested at atmospheric conditions with reference to spray
formation and particle size characteristics. The system has also
been tested at engine idling operating conditions to assess both
emissions and noise levels.
The main conclusions were as follows:
(1) Good controllability of spray tip penetration.
(2) Increased air/fuel mixing during pilot injection.
(3) Lower mean spray particle diameter.
(4) Lower particle diameter in spray center.
(5) Stratified spray diameter distribution.

It must be noted that the particle size and spray analysis
was performed at atmospheric conditions, so a direct comparison
of the injector system's performance within an engine, concerning
the emissions and noise levels, is not strictly valid. The next
step in this research is therefore to repeat the characterization
of the Injection system in an environment equivalent to an
operating engine.
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ABSTRACT

Elementary Fluid Mechanics is used to show the relationships between the
several cavitation parameters for plain orifice atomizers that have been
proposed over the years. Cavitation makes the orifice flow behave in a way
analogous to that of a coirpressible flow through a nozzle. With some sirrplifying

assurrptions, it is possible to estimate the order of magnitude of the energy
disappearing from the main flow and going into turbulence. A criterion for
cavitation inception in orifices is given, as well as an equation for the
discharge coefficient of the fully reattaching, non-cavitating flow.

INTRODUCTION

When the injection pressure is sufficiently high, or the back pressure
sufficiently low, the licjuid injected through an orifice will form a cavitation
bubble, surrounding a detached liquid flow or "vena contracta". This phenomenon
has been known for a long time [1], and has even been the basis of certain
devices [2]. Since the studies of Bergwerk [3] were published, orifice
cavitation has been considered a likely candidate to explain the phenomenon of
liquid atomization. Later experiments [4, 5] have also found evidence of
cavitation for the conditions that promote good atomization.

The appearance of cavitation is also linked to a drop of the discharge
coefficient [3, 4, 6, 7] . Indeed, when cavitation appears, a subsequent drop of
the back pressure will not increase the flow, that has become choked at the
cavitation region. There is an analogy between this choking and the choking of a

conpressible flow.
Despite the obvious importance of long-orifice cavitation, studies have been

infrequent. A major obstacle found in searching though the literature is the
fact that different cavitation parameters are used by different authors . The
intent of this communication is to show the relationships between them, and to
formulate some useful expressions.

DEFINITIONS OF CAVITATION PARAMETER

Using the variables shown in Fig. 1, three main parameters have been
proposed:

1. Knapp, Daily and Hammitt [8], and the main body of researchers in
cavitation, prefer the parameter:
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1 2

2 ~

where Poor are the unperturbed or characteristic values of the pressure and

velocity, respectively, and is the apparent vapor pressure (which includes

the pressure of the gases dissolved in the liquid) . For the particular case of

orifice cavitation, the parameter used is:

P - P
a = -f (2)

1 2— p V
2

^

using the downstream pressure and the average flow velocity, V. When P2 =

P^, CT = 0, and the cavitation must extend all the way from the inlet to the

outlet, which constitutes the so-called "flip" condition. The flow does not

reattach to the orifice wall. Flip usually occurs below some value of O, larger

than zero. For a = 0, the pressure throughout the orifice is the vapor pressure,
and the liquid is atomized by flashing, if discharged after the orifice.

2. Bergwerk [3] preferred to use the parameter:

P - P
1 2

K = ^ (3)
p p

2 V

Using a variation of this parameter (assuming P^ = 0) , he found a relation

between the cavitation parameter and the length of the cavity, before
reattachment occurs. He also correlated the discharge coefficient against this
parameter and the Reynolds number. The same parameter was used by Spikes and
Pennington [7]

.

3. Hall [9] and, later, Nurick [4], used the parameter:

^1 - ^2
K' = (4)

P - P
1 V

and found that, by just applying this definition and that of discharge
coefficient, C^, and the continuity equation, one could deduce:

2

C

^ = K- (5)

where C^, is the contraction coefficient, ratio of the narrowest cross-section of

the "vena contracta", to the orifice cross-section. This relation, although very
simplified (it does not include Reynolds number effects) , yields a good
approximate value of the discharge coefficient of a cavitating orifice, as shown
by Nurick [4]

.

These three numbers are related to each other. It is easy to see that:
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and also:

T P - P P - P
TJ- 2 V 1 V -L— = — = — - 1 = 1 (6)

K P^- P^ P^ - P2 K-

P - P P - P

1 . = 1 - '
-

= 1 - ^ ^ (7)
C 1 2 1 2- p (v/cj - pv^

where is the average velocity at the vena contracta. Now, from Bernoulli

2
P. - P = T Pv! (8)

so:

P - P P - P

1 - c a = 1 = — = K- (9)
c p - p p - p

1 V 1 V

In other words:

2 1
K' = 1 - C O = (10)

<= 1— + 1
K

Similar equations for the discharge coefficient can be obtained by
substituting this result into equation (5)

.

ENERGY LOSS IN REATTACHMENT

It was mentioned above that there is a similarity between the flow in a

cavitating orifice, and the choked compressible flow through a nozzle [1, 2] .

Figure 2 illustrates the analogy, by representing the evolution of the flow, as

the downstream pressure, P2 , is decreased.

In the corrpressible case, the flow rate continually increases until critical
conditions (M = 1) are reached at the throat, at which point the condition at
the throat cannot change further, since M = 1 must occur at the narrowest
section. In the orifice case, the flow rate also increases as P2 decreases,

until the pressure at the narrowest point of the vena contracts is equal to the
apparent vapor pressure, P^. A further decrease of P2 does not increase the

flow, because the pressure at the vena contracta cannot be smaller than P^^.

In the corrpressible case, if P2 drops below the critical value, a region of

supersonic flow appears downstream from the throat . This region ends in a shock
wave, which suddenly raises the static pressure. After this, the flow is
subsonic. In the orifice case, when P2 drops below the critical value, a

cavitation bvibble surrounds the vena contracta. The liquid eventually reattaches
to the wall, within a short distance. This reattachment process raises the
pressure and, as we shall see later, is accorrpanied by energy degradation, like
in a shock wave. After reattachrr*ent, there are no cavitation bubbles.

If P2 is lowered sufficiently, in the corrpressible case, the shock wave will

move out of the nozzle, until all the flow downstream from the throat is
supersonic. Similarly, a lower value of P2 exists, for which the cavitation
region (which grows as P2 decreases) reaches the end of the orifice. At this
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point the liquid totally clears the orifice walls, without reattachment: it is

the condition known as hydraulic flip.

The normal cavitating orifice flow is, thus, not unlike the compressible
flow in a convergent-divergent nozzle, with a shock wave in the divergent part.
The energy lost in the reattachment of the flow is partly transformed into
strong turbulent fluctuations. If the liquid is injected into air, these
fluctuations are responsible, to a large extent, for its atomization into fine
droplets. It is possible to correlate jet atomization characteristics with the
intensity of cavitation [5, 10] . The energy lost by the mean flow in the
reattachment can be evaluated in the following manner:

Assume that the flow up to the vena contracta is inviscid and that the
Bernoulli equation is applicable, then:

1 2

P - P = — pV (11)
1 V 9 " V ^ '

The average speed at the vena contracta, V^^ is equal, by continuity, to:

\
7 = —
V C

V
V = (12)

c

Now, the pressure head loss at reattachment, assuming that the reattachment
has been completed, and the velocity profile has been able to relax to a nearly
uniform shape, is:

Ah = P^ - (P^ + J pV^ (13)

so:

Ah = J pv' + P^ - P^ + J pv' = J pv'(l/c' - 1) - (P^ - P^) (14)

and, from the definition of the parameter a:

P2-P^ = ajpv' (15)

so:

Ah = — pV^(l/C^ - 1 - C) (16)
2

or, using the other parameters:

1 2 K' 1 2 K 1
Ah = — pV ( 1) = — pV ( 1) (17)2^ ^2 2^1 + K^2

c c

When there is no cavitation, there is still a loss associated with flow
reattachment, although the separation bubble is filled with liquid, not with a
vapor. To find this value, one only needs to apply the momentum equation from
the section of the vena contracta, to a section after the reattachment:

P2 - = PV(V^ - V) (18)

Then:
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- = pV (1/C^ - 1) (19)

Using this relationship, instead of (15) we obtain, finally:

Ah = pV^ (1/C - 1)^ (20)
nc 2 °

which is, of course, independent of any cavitation parameter.

CRITICAL CAVITATION PARAMETER

Ecjuations (15) and (18) also yield, by comparison, the condition for
cavitation inception, for which both are valid (there is no sudden juitp in head
loss when cavitation starts) . One obtains:

^ < ^crit
= 2(1/C^ - 1) (21)

which, for the other cavitation parameters, becomes:

1 1
K > K 1 (22)

c^it 2 C (1 - C )
c c

K' > K' , = + (1 - C )^ (23)
crit c c

For a sharp-inlet orifice, for which C^;, = n/ (n+2) - 0.611, the critical

values are:

a^rit = 1-273 Kcrit = 1-103 K'crit = 0.525

This is, of course, just a simplification. Since the pressure at

reattachment is actually larger than we should expect that the actual O^;,^^^

will be smaller than the value given above, and K(,j.j^^ and K'^j-j^^ larger. The

pressure variation from reattachment to the outlet can be approximated by:

1 2 L
AP = — pV f— (24)

2 ^ D

where the friction coefficient, f, for the strongly turbulent flow after
reattachment, can be assumed, as a first approximation, to be independent of the
Reynolds number. An appropriate value is f = 0.04, which is the maximum
attaineible in a smooth-walled pipe, for transitional flow. Then:

O . = 2(1/C - 1) - 0.04 L/D (25)crit c

and the values of K(,j.£^, K'^j-^j^ would be obtained by the relations in (10), that

is:

K' , = + (1 - C )^ + 0.04 L/D (26)
crit c c c
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= 1 (27)
K 2 2 2
crit C +(1-C) + 0.04 C L/D

c c c

A similar equation by Hall [9] for the prediction of Kj,^.^^ gave, instead, a

prediction of the K for hydraulic flip as reported by Bergwerk [3] (observe in
reference [3] that the data that Hall erroneously took as inception, correspond
rather to the definition of flip) . That equation predicted considerably larger
values of K^rit^ because it was based on unusually small values of the discharge

coefficient, C^^.

Critical Discharge Coefficient
Equation (5) is valid at the limit of cavitation conditions, when cavitation

is barely occurring. In this condition, one can substitute the critical value of
the cavitation parameter, discussed above:

2 1
= 1 (28)

(1/C - 1) + 1 + 0.04 L/D
c

For the particular case of sharp-edged orifices, (C^, = 0.611), one obtains:

C = (1.4 + 0.04 L/D)'^^^ (29)
a

A relation of this type had been hinted by Sadek [11] . This equation can
also be used to estimate C^ in non-cavitating orifices, at high Reynolds number.

Figure 3 represents a corrparison of this estimation with experimental data, from
different sources (non-cavitating), after Lichtarowicz et al. [12].
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NC»1ENCLATURE

Cq contraction coefficient

Cjj discharge coefficient

D orifice diameter
f friction factor
Ah pressure head loss
K Bergwerk's cavitation parameter
K' Hall's cavitation parameter
L orifice length
M Mach number
P pressure
V velocity

p density

a standard cavitation parameter
subscripts

:

1 before the orifice
2 after coitplete reattachment and velocity profile relaxation
crit at cavitation inception conditions
V at the narrowest section of the cavitating vena contracta

Fig. 1 Schematic representation of Cavitating orifice flow
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Fig. 2 Analogy between nozzle flow and cavitating orifice

WE'SB*C"

JO»:SSeN *ND NEKTON ff/r •0«94«

lAPPARC AND BE'D

lear regression

Fig. 3 Comparison between predictions of eq. (29) and experimental

values of (adapted from Lichtarowicz et al . [12])
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ABSTE^ACT

This paper presents results of sttidies of the feasibility of applying
laser holography to Diesel spray research. A laser holographic and data
processing system for Diesel spray is described. The holographic methods
investigated include in-line, off-axis holography, laser shadowgraphy and their
capability for recording Diesel spray events is demonstrated. The concerning
problems in Diesel spray research including droplet size measurement in dense
fuel spray, fuel concentration analysis, two and three dimensional spray visu-
alization are explored and discussed.

1. INTRODUCTION

Pulsed laser holography with it's ability to freeze three dimensions
dynamic test volume with high resolution, which has hitherto never been
possible by any other techniques, has become a powerful tool in the diagnostics
of fluid and particle flow field. [1] There have been some examples of using
holography techniques to measure fuel droplet of Diesel spray, with varying
degrees of success. [2,3,4] But the application of laser holograj^y to highly
dense Diesel spray is still uncertain. In other hand, laser holography has
great potentialities of providing new and valuable insights into physics of
Diesel spray formation and structure, its application remains to develop>e.

In this paper, an investigation on laser holographic methods for Diesel spray
research was conducted. The concerning problems in Diesel spray research
including droplet size measurement in dense fuel spray, fuel concentration
analysis, two and three dimensional spray visualization, ect. were explored
and discussed. Based on investigation, information on disintegrating process,
droplet distribution and fuel-air mixture formation in Diesel spray from holo-
graphic visiialization is useful to clarify the mechanism of atomization and
will greatly help to promote combustion reseairch.

2. EXPERIMEKTAL TECHNIQUE AND APPARATUS

Holography is a two-step image-forming technique for recording and recon-
structing the light waves. [5] Application of the pulsed laser holograpJiy
enables a record of a high velocity transient fuel spray to be frozen in time.
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This recording can subsequently be reconstructed into the original three-
dimensional form and analyzed at leisure without the deterioration of the
sample. In this work, a laser holographic and data processing system for
Diesel spray has been set up. The Diesel spray is injected into the various
ambient gas density from hole type nozzle. To maintain clean window, an elec-
tronically controlled injection device enables single injection of fuel to be
achieved with good repeatability. The system controller receives signals frcan

the needle lift transducer and triggers the pulse laser at the fixed time to
synchronize emission of the laser and fuel injection.

The layout of the recording system is shown schematically in Fig . 1 . The
ruby laser is Q-switched with a Pockels cell and emits a 30 nanosecond light
pulse. the optical wedge is used to produce two beams, which are expanded
and collimated to the size of the quartz glass window. One is led into the
vessel to be transmitted through the spray as object beam. The other one is

led to the holographic film as reference beam combined with the object beam.

All the optical components and the vessel are arrajiged on a massive isolated
table. This off-axis layout could be easily changed into in-line layout by
removing the reference beam.

The reconstruction and data processing system is shown in Fig. 2. A coher-
ent plane wave provided by a helium-neon gas laser illuminates the hologram

1. Fuel puip rig

2. System controller

3. Pulse ruby laser

4. Air bottle

5. Quartz window

6. Transducer

7. Fuel injector

8. Pressure vessel

9. Quartz window

10. Auxiliary injector

11. Angle Barkers

12. Injection pump

1. He-Ne laser

2. Spatial filter/EC

3. Holograa

4. Reconstructed iiiage

5. Imaging lens

6. TV camera

7. Pcvision plate

8. Monitor

9. Computer

10. D/A circuit

11 .Step-motor power

12. 3-D carriage

Fig. 2 Schematic of reconstruction and data processing system.

Fig.l Schematic of holographic system.

3 If 5

- /

10

5

604



which is transported on a three-dimensional motor-driven carriage controlled
by computer to reconstruct the spray field. The reconstructed real images are
magnified and relayed into the TV camera by image lens. The system transforms
the video signal into digital signal and provides a image of matrix of 512*512
elements v^ich is quantized linearly with 256 brightness levels from 0 to 255.

The digital image is processed by computer with the threasholding and infocus
discrimination techniques to open data source for studying the spray field. [6]

3. DROPLET SIZE MEASUREMENT

The droplet size and distribution of Diesel spray have great effect on
the spray evaporation, fuel-air mixture formation and combustion. Holography
is the most attractive and only known method by which high resolution images
of individual particles in dynamic Diesel spray can be produced.

In-line far-field holography has the advantage of simplicity and should
be explored first when holographic techniques is applied to Diesel spray. The
theory of far-field holography has been well developed. [7,8] Here we will
discuss some sp>ecial consideration in Diesel spray including droplet density,
depth of the field and their limit on far-field holography.

The in-line holography is the recorded interference pattern between the
light diffracted by the object and a collinear background wave. The necessary
condition is that, first, the location of particles to be recorded must
satisfy far-field condition, second, the particle density to be measured must
be such that a significant amount of light could pass through the field without
modulation so as to serve as an effective reference beam. In order to make good
quality holograms of Diesel spray, an experiment was designed and conducted to
test the effect of particle density on the quality of reconstructed image.
Samples of glass spheres of size 50-150 Am and with SMD = 110 nm were used.
Holograms of various particle density were made. The quality of the image
including shape feature, focusing and particle intensity distribution were
examined in the reconstruction and data processing system. Fig. 3 is a example
of reconstructed image with 1 mm depth of particle field. The hologram of
particle density equal to 8 particles/mm' is seen to be good, v«^ile those of
48 particles/mm' would be considered as marginal. Whereas those of 96

paxticles/mm' are bad. In that case, light passes through the field was badly
deteriorated, contributing to noisy hologram and degradation of the recon-

Fig.3 Effect of particle field density on quality of the image
(a) 8 (b) 48 (c) 96 particles/mm'
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structed image. Particles can't be resolved individually.
Based on experimental results, according to the 80% fraction of transmit-

ted light criterion, [9] the effects of various monodisperse particle diameters,
particle density and depth of the field on in-line far-field holography were
calculated. In combination with far-field condition, the limit on the holo-
graphy is then found to be:

n^ 254-10V(d'l) (1)

d*4^Z$100dVA (2)

1 ^ (100dJ,;,-di„)/A (3)

Where 1 is depth of particle field, d the diameter of particle, n the
particle density, Z the far-field distance and A the wavelength of light used.
In practice, size distribution has to be considered in Diesel spray. In that
case, d in Eq. (1) could be replaced by SMD of the spray field. Fig. 4 illus-
trates the relationship between particle density, particle size and depth of
the field. It is seen that the smaller the jjarticle size, the shorter the
depth of the field to be measured. On the other hand, the large the particle
size, the more stringent the requirements for particle density. Therefore,
particle density and depth of the field are of vital importance to feasibility
of holographic technique and quality of reconstructed image.

The off-axis holography, in which the reference beam is added separately,
thus could make a good reference wave and easily control the 0/R ratio. It
will handle the case with higher particle density and produce higher quality
image than in-line holography. But off-axis holography is also restricted by
particle density because of multiple scattering and shadowing effects in the
object field.

The Diesel spray is very dense and its droplet density goes far beyond
the density limit established above. In other hand, Diesel droplet size is

very small and depth of the field is relatively large. Light passes through

Fig. 4 The limit on in-line far- Fig. 5 Laser shadowgraphy of Diesel spray

field holography. (a) 0.35 (b) 0.95 ms after injection.
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the spray field was badly deteriorated due to multiple scattering and shadow-
ing effects. The recording can then be classed as a good coherent shadowgraphy

,

but with very poor hologram characteristics. Fig. 5 illustrates the character
of such recording. Therefore in-line holography can't be used to measixre

droplet size and distribution of such dense spray field directly. It is found
that the technique may be recoverable with the use of sampling method, which
means that some special measures are to

be taken to purposely decrease density
and depth of the field to be measured.

In this work, Diesel spray was
measured by sampling a slice of the
spray, as shown in Fig. 6. It is worth-
while to note that the sampling slot
and position must be elaborately
designed to make sure of disturbing
the atomization process and flow of
spray field as less as possible and
producing representative spray sample.
[10] The image lens provide a enlarged
image of the spray close to the holo-
graphic film to relax far-field condi-
tion and depth limit. Fig. 7 is the fuel
droplet images taken of 2-mm slice of
Diesel spray, in vdiich both in-focus
and out of focus droplets can be
observed. The data of holograms were
analysed by the computer data process-
ing system and droplet size distribu-
tion is presented in Fig. 8. Fig. 6 Schematic of sampling method.

Diesel spra;

Saipllng slot

Laser

llluiinatioD

Holographic

fill

0 6 /ff i5 20 2S 3t 35 U ^f5 5S S5 60

Droplet diaieter (ai)

Fig. 7 Reconstructed image of fuel
droplet in Diesel spray.

4. SPRAY FIELD VISUALIZATION

Fig. 8 Droplet size distribution.

The understanding of the physics of Diesel spray formation and structure
is very important indeed in producing more effective and clean engine. The
technique of holography enables a way of direct visualization of the process.

As mentioned above, although the in-line holography can not yet be used
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for droplet size measurement in dense Diesel spray directly, it can neverthe-
less produce high quality shadowgraphy of Diesel spray by virtue of "freezing"
effect of pulsed laser and high resolution of holographic film, as shown in
Fig. 5. Even without reconstruction, laser shadowgraphy could well define the
spray shape and structure in two dimensions, which has never been possible by
conventional imagery.

In particular, by analysing the image of such recordings with the help
of digital image processing technique, the distribution of light intensity
transmissivity t(y) in Diesel spray shadowgraphy could be obtained, as shown
in Fig. 9. According to the light extinction theory, assuming that the spray is
of axial symmetry, the optical thickness of the particle field is thin. The
following fuel concentration C(r) of nonevaporating Diesel spray is found to
be:[ll]

f C(r).r-dr _ o.767-P4.D»-lg{t(y)l- (4)

where R is the radius of spray cross section to be measured, r the radial
distance, the density of Diesel fuel, ^«jrt the extinction coefficient, in
general which lies very near to value of 2.0 [3] and k the film constant. Dja

lilkt inteiiiitr triniiiiiiTit; (relitive ictle)

1 I —
^ 1 1 I 1 I

0 It H 31 » iO 61

Axial distance x (nun)

Fig. 9 Distribution of light intensity transmissivity of Diesel spray.

0iz5*f(>fl 0I234-S679
Radial distancse (mn) Radial distance (om)

Fig. 10 Fuel concentration of non-evaporating Diesel spray.

X is the axial distance.
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is the sauter mean diameter of the droplets which is measured by in-line holo-
graphy in this work.

By means of symmetrizing treatment and numerical method, the temporal and
spatial developnent of fuel concentration is given in Fig. 10. It is seen that
at different time and section, the the distribution of fuel concentration is

different. It is worth noticing that (1) although this method is only suitable
for non-evaporating Diesel spray, on these grounds one could well predict fuel-
air mixture formation and distribution of Diesel spray in the working cylinder.
(2) this method can not be uesd to calculate the fuel concentration in core
region of the spray because of incomplete break up and large optical thickness.

Off-axis holography, in which the far-field condition (in in-line holo-
graphy) does not set any limit to it since the reconstructed images are sepa-
rated angularly, is particularly useful in spray visualization. In this work,
the off-axis holography with direct illumination of object field has been
successfully used to record and study Diesel spray formation and structure.
New atomization phenomenon, such as wavelike, perforated dendroid, frag-
mental and ligamentous fuel inner structure were discovered. Fig. 11 presents
example of reconstructed images. By scanning through the images of such
recordings in data processing system, one can not only observe clearly the
process of fuel injection and atomization, but also determine the size and
shape of fuel droplets.

Fig. 12 The shape and struc-

Fig.ll Reconstructed image of spray inner structure. ture of Diesel spray.

Based on observation, it is found that the atomization of Diesel spray
usually exhibits three modes, that is, wave, dendritic, and chaotic disinte-
gration. [12] ITie shape and structure of Diesel spray could be classified into
core region, postatomization region and spray mantle, as shown in Fig. 12.

To enhaince the understanding of the evaporating spray field, holography
interferometry has also be applied in this work. Theoretically, this technique
will allow one to visualize not only the movement of spray but also the
development of density gradient existing in the spray field. However, it is

found that from the practical standpoint the value of such recording is uncer-

609



tain at this time because the spray field are so complex that interferometic
fringes are extremely difficult to interpret.

5. CONCLUSION

This investigation has demonstrated that the laser holography has great
capability for providing new and valuable insights into the physics of Diesel
spray formation aad structure. Bsused on investigation, the following conclu-
sions can be made.

1. In-line holography is usefiiL for the measurement of the particle field,
but suffers particle density limit and tedious data reduction. But the
technique may quite be of use with the aid of the sampling method. In this
work, a density and depth limit that can be applied to in-line holographic
recording is established and a computer-aided data processing system has been
developed which could make the technique more effective and attractive.

2. Laser shadowgraphy, without reconstruction, could well define spray
shape and structure in two dimensions. Particularly with the help of digital
image processing technique, it can provide information on fuel concentration
of non-evaporating Diesel spray.

3. Off-axis holography is best suited for spray field visualization. In
this work, the inner structure of Diesel spray was firstly visualized and new
atomization phenomenon were discovered by means of off-axis holography with
direct illumination. Information on disintegrating process, droplet formation,
shape and structure of Diesel spray from the holographic visualization will
greatly help to advance these studies.
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ABSTRACT

The results of the Interlaboratory Study (ILS) supporting the proposed ASTM Standard Test Method for

Calibration Verification of Laser Diffraction Particle Sizing Instruments using Photomask Reticles are presented.

The study was limited to the class of instruments known as laser diffraction particle sizing instruments which
analyze the near-forward light scattering signature of ensembles of particles and measure properties of the particle

size distribution. The standard materials used in the ILS, termed photomask reticles, consist of a quartz substrate

with a 2-D photo-etched array of randomly-positioned circular disks of chrome thin film. The reticles represent an

orthogonal projection of the cross-sections of the spherical particles in a specified 3-D reference population. The
near-forward optical scattering properties of the ensemble of circular chrome disks approximate that of the

corresponding reference particle population. Values for statistical parameters of the size distribution of the

reference population can be directly related to measurements obtained using optical microscopy and are therefore

traceable to the standard meter. The participants in the ILS represented thirteen laboratories using twenty-one

different instruments of nine different models produced by four different instrument manufacturing companies.

Each lab was asked to obtain four test results on two nominally identical photomask reticles for three different

receiving lenses. ILS results on precision for the volume median diameter Dyo.5 for three lenses indicated a within-

lab repeatabiUty of about 1% (2.8a) and a between-lab reproducibiUty of about 10% (2.8o). Results for D^nj and

Dyo.9 showed greater variabilities by factors ranging approximately from 2 to 5. Bias between the mean of me ILS
test results for all lenses and the corresponding image-analysis reference values was approximately -8% for DyQ.i.
-6% for DyQ 5, and +6% for D^q o- The bias values were not statistically significant at 95% confidence in Ught of

the observed reproducibility and the uncertainty limits on the reference values.

INTRODUCTION

Since the mid-1970's ASTM Subcommittee E29.04 has been addressing standards related to the

measurement of liquid particle sizes. Since there exists a large variety of techniques and instruments for the sizing

of particles and droplets in fluid suspension, work on the comparison of the results provided by these various

instruments has been ongoing. The earliest interlaboratory comparisons of data on, for example, reference liquid

sprays showed significant variability (greater than 100% differences in measured mean drop size diameters in some
cases). More recent results fi:om an interlaboratory study have also shown significant (albeit not as severe)

discrepancies within and between the various instrument types as reported by Dodge [1].

In that context, it is important to isolate the factors causing the observed variability in order to better

understand the results and the implications of the results. Two primary probable causes for the variability are: 1)

difficulties associated with creating a reproducible Uquid spray with the reference spray nozzle; and 2) fundamental

differences in the sampling and performance characteristics of the various types of instruments used in the study.

This ELS and the associated Standard minimize the possible influence of these two factors by: 1) using a stable

artifact to simulate the liquid spray; and 2) considering only one type of liquid particle sizing instrument, i.e. those

commonly known as laser diffraction instruments.

The reference material used in this ILS, a photomask reticle, represents a 2-D projection of a 3-D particle

population. The reticle is comprised of about 10^ randomly positioned circular discs of chrome thin film deposited

on a transparent optical substrate. Further details on the reference material are discussed below. The potential

usefulness of the photomask reticle in calibration verification was confirmed by an informal study of the
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performance of laser diffraction instruments manufactured by Malvern Instruments Ltd. as reported by Hirleman
and Dodge [2]. That study generated sufficient interest to pursue development of an ASTM Standard Test Method
specifying the procedure and a quantitative assessment of the expected within-lab repeatability, between-lab
reproducibility, and bias errors which would be associated with the use of photomask reticles as a reference standard
for laser diffraction instruments. The ILS (round-robin) discussed in this paper provided the data on precision and
bias errors included in the proposed Standard Test Method. A discussion of the ILS including reference material,

participants, procedure, and results are presented below.

REFERENCE MATERIAL

The ideal calibration test samples for laser diffraction particle sizing instruments would be comprised of the

actual particle or droplet material of interest in the actual environment of interest with a size distribution closely

approximating that encountered in practice. Unfortunately the use of such calibration test samples is not currently

feasible because multi-phase mixtures may undergo changes during a test and because actual samples (e.g. a spray)

are not easily collected and stabilized for long periods of time. A photomask reticle is an artifact designed to

simulate the optical-scattering properties of a 3-dimensional constellation of particles or droplets. A reticle depicts

the orthogonal projection, onto a plane, of the geometric cross-sections of all particles in the simulated 3-

dimensional particle constellation, other words, a reticle is equivalent to the 2-D image of the 3-D particle field

which would be obtained with an infinite-depth-of-field imaging system in the absence of diffraction. In addition to

representing a 2-D rendering of a 3-D particle cloud, a photomask reticle also simulates the near-forward scattering

properties of the same 3-D particle cloud. It is this latter property of a reticle which makes it useful as a standard for

laser diffraction particle sizing instruments.

One problem with using a reticle to simulate a 3-D constellation of particles is that of nonuniqueness, i.e.

since all information concerning the position of any particle along an axis parallel to the orthogonal projection is

lost there are an infinite number of ways in which a given population of particles can be distributed in 3-D space and
stUl produce the same 2-D projection. Unfortunately the near-forward scattering properties of the constellation of a
given population of particles will also, in general, depend on the exact positions of the particles. As an example,
consider two particles positioned such that they are intersected by the same line-of-sight (i.e. if the z-axis is pardlel

to the line of sight and normal to the reticle plane, then both particles encompass some common x and y
coordinates). If these two particles were very close, say within a few diameters, then the particles would not scatter

light independently as each would influence the scattering process of the other. In that case single-scattering models
for isolated particles would not adequately predict the interactive or multiple scattering by these adjacent particles.

From a geometric optics point-of-view, one particle would fall within the shadow of the other and the light

scattering properties of the doublet would not simply be a superposition of the scattering signatures which would be
produced by the two particles if they were isolated.

Now the shadow produced by a spherical particle illuminated by a planar light beam does not actually extend

to infinity, but rather disappears some distance behind the particle due to diffraction. The length of the shadow is

approximately D^/A, where D is the particle diameter and X is wavelength. After this distance the local disturbance

to the planar incident light beam is dissipated, and in some sense diffraction effects work to reconstitute a wave
which is again approximately planar. If a particle was encountered after this distance, even if it was located in the

line-of-sight, the light scattering process would occur basically independently of the presence of the first particle.

However, on a reticle the images of these two particles would be overlapped regardless of the interparticle spacing,

and it is therefore clear that a photomask reticle will not be able to perfectly match the light scattering

characteristics of all possible 3-D particle constellations which it may be representing.

The photomask reticles used in this ILS consist of a two-dimensional array of thin, opaque circular discs

(termed particle artifacts) deposited on a transparent substrate. The substrates of the two samples used in this DLS,

RR-50-3.0-0.08-102 serial numbers 246 and 247, were Schlieren-grade quartz 6.25 x 6.25 x 0.635 cm thick with a

narrowband anti-reflection coating for operation at 0.6328 nm. The chrome particle artifacts were randomly
positioned within an 8 mm diameter sample area centered in the 6.25 cm square substrate. The 23 primary particle

sizes used in the discrete size distribution were approximately uniformly spaced in a geometric progression of

diameters from 4 to 91 |im. The reference population represented by the reticle contained a total of 10,441 particles

distributed over the 23 primary sizes and approximated a Rosin-Rammler particle size distribution of nominal

parameters X = 50 |im and N = 3.0. This specific particle population, if distributed within a cylinder of 8 mm
diameter and arbitrary length, would result in a projected area of covering nominally 8% of the cylinder cross-

section. Hence the reticle, which represents a projection of the population, also has nominally 8% of the 8 mm
diameter sample area covered with particle artifacts. Further details of the size distribution of the particle artifacts

on the reticle are available elsewhere [5].

Since the photomask reticle is used as a reference material for particle sizing instruments based on near-

forward light scattering, the degree to which the reticle can approximate the near-forward scattering properties of

the reference particle population is crucial. In regimes where the diffraction approximation to light scattering is

very accurate, i.e. for near-forward angles and particles large compared to the wavelength, the scattering signature

produced by die projection of a particle (an opaque circular disc on the reticle) is very close to that produced by the
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corresponding spherical particle independent of the particle chemical composition. Further, the properties of the

reference particle population and of the near-forward scattering properties thereof can be estimated from an

independent characterization (using optical microscopy) of the number, positions, and sizes of the discs on the

reticle.

REFERENCE VALUES

A complete description of a particle population requires a large amount of information including the size,

positions, and chemical composition of each of the constituents. In order to reduce this information to a manageable
level, statistical parameters (e.g mean diameters and moments) of the particle size distribution are often used. Two
important examples of statistical parameters, the volume median diameter D^q 5 and the relative span (D^q 9 -

DyQ j)/DyQ c as defined in E799-87, were used in this study. These representative parameters are quite important

in many appucations and are measured by most if not all laser diffraction instruments.

A standard test method can be used to characterize the performance of an instrument in either a relative

(precision error) or absolute (bias error plus precision error) sense. For a relative measurement, it is the

repeatability of the instrument which is under study and the stability of the reference material which must be
confirmed. For absolute measurements, the true values (and associated uncertainties) of the representative

diameters to be measured must also be known. The true values of volume parameters such as D^q ^ for a

photomask reticle are those that apply to the reference particle population for which the reticle is a smiulation.

However, since the reference particle population is an imaginary entity, we must estimate these true values using

measurements on the photomask reticle combined with information on the design of the reticle. Estimates of these

true values can be established using optical or scanning electron microscope measurements of the diameters of the

particle artifacts on the reticle combined with design information and standard mathematical procedures (E799-87).

The values so established are termed image-analysis reference values and are used as the accepted reference values

in this study. The image-analysis reference values are fimdamental in that they are defined independent of

scattering or diffraction and can be traceable to a NIST length standard. The stability of DyO.S' ^® relative span,

and all other statistical parameters representative of the particle artifact size distribution for a reticle and the ability

to produce nearly identical replicate copies contribute to the usefulness of a reticle as a reference material.

Several factors complicate the determination of image-analysis reference values for photomask reticles.

First, there is a problem associated with the rather large number of particles (10,441) in the reference population.

The most straightforward approach to determining image-analysis reference values involves measuring the size of

each of the numerous particle artifacts on the reticle. However, this is a very large number of measurements if

accuracy to some fraction of a micrometer is desired, and acceptable levels of uncertainty can be obtained with

fewer measurements. A second complication involves the fact that some of the particles faJl within the same line-

of-sight (i.e. the projections of these particles on the reticle are overlapped). The image-analysis reference values of

interest are parameters of the volume distribution of the reference particle population, and there is obviously some
ambiguity associated with estimating the volume of a particle from its 2-D projection. If the particles are assiuned

to be spherical and not in the same line-of-sight the uncertainty is small, but overlapping images complicates the

determination.

While a simulation of a "real" particle population would require a continuous distribution of particle sizes,

the photomask reticles used in this ILS have multiple rephcations of only a limited number (23) of primary particle

sizes. This facilitates basing calculated image-analysis reference values on measurements of the sizes of only a
representative subset of the particle artifacts. The image-analysis reference values reported in Table II are based on
measurements of the maximum chord (in the x-direction) of several hundred of the 10,441 possible particle

projections. The sizes of particle artifact projections that were not measured were determined statistically assuming
that the within-primary-size distribution (due, for example, to manufacturing variability) of the measured particle

artifacts is representative of all artifacts of that primary size.

Overlapped rNoncircular) Particle Artifact Projections

The particle artifact images on the photomask reticles used in this study contain overlapped images. For this

reason, some additional uncertainty is introduced in determining the image-analysis reference values. Four methods
to account for these overlapped particles in determining reference values for the DyQ ^ are considered. The first is

effectively the theoretical value, and the others attempt to account for the change in the apparent population caused
by loss of information due to projecting the particles onto the reticle plane.

Reference Population . In the first approach the overlapped images are neglected, and properties of the

originally-specified particle population used. In this approach, small particles which fall completely within the

boundary of the projection of a larger particle and are still counted even though they would be invisible on the

reticle. Overlapped particles are therefore treated as if the 3-D constellation of the population had very large

interparticle spacings and all particles contribute independentiy to the Hght scattering signature with equal

weighting. If the 3-D constellation were such that no portions of any particles fell within a common Une-of-sight,

the reference population values would be used.
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Parsed analysis . In this approach partially-overlapped projections of spherical particles are counted (number
basis) as a fraction of a particle. Only the smaller of an overlapping pair of circular discs is reduced to a fractional

count, and the fraction is equal to the ratio of the nonoverlapped area (area not occluded) to the total area of a
isolated circular projection of the same primary size. For the reticles used in the ILS, this results in a number
distribution consisting of non-integer effective numbers of the 23 discrete primary sizes.

A parsed analysis would provide an exact representation of what a laser diffraction instrument would "see" if

nonoverlapped portions of the smaller (daughter) particle artifacts scattered with the same relative angular scattering

signature as an isolated (nonoverlapped) circular disc but with the total scattering reduced by an amount
proportional to the fraction of the disc area which is contained in the overlapped region. This would also imply
independent scattering by the mother (larger) particle and the non-occluded portion of die smaller particle of an
overlapped pair.

Equivalent Volume of Planar Spherical-Particle Multiplet . This method assumes tiiat: 1) the partial circles

comprising a multiplet (overlapped) image are 2-D projections of intersecting spheres of the same diameter, and 2)

the centers of the spheres of the multiplet are coplanar in a plane normal to the line-of-sight (e.g. in the plane of the

reticle). A resulting volume-equivalent diameter, necessarily larger than tiiat of any of the primary singlets, is

thereby assigned to each overlapping multiplet. This volume-equivalent diameter D^^ is assigned such that die total

apparent volume of the intersecting particles equals

Area-equivalent weighting. This method also assumes that overlapping particle projections are due to a
multiplet particle made up of intersecting singlets. Regions where projections of two or more particle artifacts are

overlapped are assumed to represent one spherical particle of the area-equivalent diameter such that the total

projected area of the overlapped particles equals 7tDae^/4. The equivalent volume of the multiplet then equals

In other words, two or more interconnected, overlapped particles are assumed to scatter as one particle of

the area-eqiuvalent diameter.

Values for the various estimates of the reference values for the reticles used in the ILS are given in Table II.

Size values based on the reference population are the smallest, and the area-equivalent analysis gives the largest

values for Dvo.x- Th^ differences between weightiung approaches is greatest at large volume fractions where the

effect has the "greatest influence. The area-equivalent weighting adds considerable apparent volume to each

overlapped multiplet due to die volume-of-rotation effect (the differences are not so great when considering D^o.x)-
The planar spherical-particle multiplet approach to generate an apparent volume gives smaller volumes and thereoy

lower values for Dyg
x-

The four values in Table II are based on reasonable models and should certainly bound the "best" value. For
that reason the values were averaged to arrive at die image-analysis reference values. The uncertainty limits in

Table II contain two bias components: 1) bias in the measuring equipment used to size the particle artifacts, and 2)

one standard deviation of the values obtained from the four methods. An estimate of the resulting overall bias limits

was obtained by summing in quadrature die two components according to Abemathy and Thompson [7]. The bias

limits were added [7] to 95% confidence precision error limits due to sizing a limited sample of the particle artifacts

to arrive at die total uncertainty hmits in Table II.

PARTICIPANTS

Participation in the ILS was open to any laboratory or individual with a laser diffraction particle sizing

instrament available. The ILS was announced publicly in a monthly ASTM publication and in various technical

forums where interested parties were involved. Eleven laboratories representing twenty-two instruments

participated in the ILS which ran for a littie over two years beginning in March 1988. A list of die instruments used

by the participants along widi die laboratory identifier codes used in this report are shown in Table I. A list of the

individual participants, not identified with the particular instruments, can be found in the acknowledgements.

PROCEDURE

The overall procedure followed in the ELS was based on die ASTM Standard for Interlaboratory Studies,

E691-87. A document specifying die protocol to be followed was sent to each participant along widi the most
recent version of die draft Standard Test Method for Calibration Verification of Laser Diffraction Particle Sizing

Instruments using Photomask Reticles (Draft STM). The ILS Protocol specified: the preferred options in cases

where die Draft STM allowed for user choices; die conditions of die tests to be run including die laser diffraction

receivmg lens focal lengdis (63, 100, and 300 mm); die number of test results required for each sample/instrument

configuration (4); the number of samples to be analyzed (2); and die data reporting forms. The Draft STM specified

the procedure to be used in obtaining a single test result including: methods for presenting the photomask reticle to

the instrument; methods for minimizing reflections; acquisition of background and signal measurements signatures;

and finally die test results to be reported which included D^q
i,
DyQ^, D^n 9 and volume span as defined in ASTM

E799-87. For further details the reader is referred to die Standard Test Method document which is available from

ASTM [3]. An ASTM Research Report which provides further details on die procedure is available [4].
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ILS RESULTS

The objective of an ILS is to provide data to support precision and bias statements for a Standard Test

Method. The results of the ILS in terms of precision are summarized in Table IE. The statistical parameters

tabulated correspond to those specified in E691-87. Each row of results corresponds to the data for all instiiiments

for all lens focal lengths and the indicated test results. The repeatability (within-lab) limits r indicate the range

(95% confidence) of measured results which could be expected from measurements of a single reticle repeated

over short time intervals by a single operator with a single instrument. The reproducibility (between-lab) limits R
indicate the range (95% confidence) of measured results which could be expected from measurements on a single

reticle in different labs using different instruments and possibly different focal lengths. The results indicate very

good within-lab repeatability for Dyp 5 (<1%) as would be expected since this parameter is least sensitive to noise

sources. The repeatability is somewhat worse for Dyp 1 arid Dyg 9 which fall on the tails of the size distribution.

TTie reproducibility limits are considerably larger as woiild be expected due to differences in instrument design.

The apparent bias of the test method is obtained by subtracting the mean of the series of test results obtained

in the ELS from the reference value. The apparent bias terms for each of the 3 complete cases are shown in Table

IV. The apparent bias errors are about -6% for Dyn 1 and Dyp 5 and +6% for Dyo o. However, it should also be
noted that these bias estimates are not significant (95% confidence) given the very large reproducibility limits in

Table III.

Another method for visualizing results of interlaboratory studies on which two nominally identical samples

are used is the Youden plot [6]. In tiiis ILS two test samples were used, photomask reticles RR-50-3 .0-0.08- 102

serial number 246 and 247. Since the data obtained for the two nominally identical reticles were independent,

plotting the measured results against each other as shown in Figs. 1 and 2 is of interest. Data spread along the 45
deg. line (lower left to upper right) in the plots indicates between-lab variability, and data spread normal to that line

indicates within-lab variability. In standard ASTM terms, the spread along the 45-degree line is related to the

reproducibility of the Test Method, and spread normal to the Une is indicative of repeatability. Ideally, the data

would fall in a circular pattern, indicating a good balance between instrument-to-instrument variability and the

repeatabiUty limits of die test mediod. The ellipticities of die data shown in Figs. 1 and 2 range from about 3.0 to

5.0 indicating relatively poor between-instrument reproducibility.

CONCLUSIONS

An ILS was successfully carried out to quantify the precision and bias errors associated with calibration

verification of laser diffraction particle sizing instruments using photomask reticles. The within-lab repeatability

was observed to be quite good, on the order of 1% (2.8a) for Dyg 5, confirming Uie applicabiUty of die test method
for laser diffraction instrument performance verification on a relative basis. The between-lab, between-lens

reproducibilities were about 10% for tiie best possible parameter, Dyp 5, and were about 20% and 35% for Dyp
j

and Dyo 9 respectively. These values are rather high given the levels of accuracy desired for some particle size

measurerrient applications. However, the bewteen-lab reproducibility was somewhat better for certain instrument

configurations, and ultimately the metiiod might operate at several percent reproducibility.
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Table I. Instruments used by Participants in the ILS

Diffraction

Instrument Instrument Software

Lab ID Supplier Model Version

1 Sympatec^ Helos

2 Malvern 2600HSD VF.5
3 Malvem 2600HSD M5.4
4 Malvem 2600C M3.1
5 Malvem 2600C
6 Malvem 3600EC M3.0
7 Malvem 2600C 6.10

8 Malvem 3600E M5.4
9 Malvem 2600 VF.3
10 Malvem^ 2600HSD In-house^

11 Malvem Mastersizer

12 Malvem 3600 M3.0
13 Insitec EPCS-P In-house^

14 Sympatec^ Helos
15 Malvem 2600HSD M5.4
16 Malvem 3600E M5.4
17 Malvem 2600 M3.1
18 Malvem 2600HSD VF.6
19 Insitec^ EPCS-P 1.1

20 Malvem 3600E M5.4
21 Munhall Co. PSA-32 1.90

The Sympatec Helos instrument referenced here used focal lengths of 100 and 200mm. The 200 mm data

obtained here were grouped with the 300mm data from other instruments (see note 2 below).

The Sympatec Helos instrument referenced here used a focal length of 500 mm, but the data were grouped for

analysis along with the 300 mm data (see note 1 above).

Two test results taken with an in-house diffraction instrument are included with data from this lab. For the other

test results the scattering signature was obtained with a Malvem 2600HSD and in-house inversion software was
used to obtain the reported size distribution.

In-house means the instrument or software was developed for internal use by the laboratory and is not

commercially available.

The data from this lab were obtained using the Insitec EPCS-P detector but with in-house receiving optics and

inversion software.

The Insitec EPCS-P instrument used a receiving lens of 58 mm focal length, but the data were grouped with the

63 mm results for analysis!
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DV0.1 (urn) Reticle #246

39 40 41 42 43 44 45 46 47 48 49 50 51

DV0.5 (urn) Reticle #246

Figure 1. Plot of the final ELS test results for DyQ.i and Dyo.s- The symbols indicate the mean of the data for the

four repeated measurements for each reticle/lens combination in each lab. The error bars indicate one standard

deviation of these four test results. The dashed lines indicate the median of the data for the three different lenses,

and the ellipticity of the data for each lens are shown in the legend.
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Span (V) Reticle #246

Figure 2. Plot of the final ILS test results for D^q 9 ^nd relative span (volume basis). The symbols indicate the

mean of the data for the four repeated measuremente for each reticle/lens combination in each lab. The error bars

indicate one standard deviation of these four test results. The dashed lines indicate the median of the data for the

three different lenses, and the ellipticity of the data for each lens are shown in the legend.
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Table II. Image-analysis Reference Value for Reticles used in the ILS.

Test

Result

Reticle

Serial #

Reference

Population

Value (|jjn)

Parsed

Number
Value dm)

Volume Equiv.

Sphere Multiplet

Value dim)

Area
Equivalent

VaJue (jiin)

Image-analysis

Reference

Value ^ dm)

Dvo.i

Dvo.l

246

247

25.74

25.82

26.16

26.24

26.39

26.46

29.63

29.60

27.0 ±2.3

27.0 ± 2.4

Dvo.5

%0.5

246

247

47.54

47.26

47.95

47.66

49.80

49.41

51.38

51.26

49.2 ±2.3

48.9 ±2.7

Dvo.9

DvO.9

246

247

69.15

69.33

69.40

69.57

72.78

72.77

78.52

78.75

72.5 ± 5.1

72.6 ±6.3

^The image-analysis reference value is taken as the mean of the four estimates. The uncertainty limits for the

image-analysis reference values represent 95% confidence intervals based on estimates of precision and bias error

in assigning the values.

Table in. Precision Statistics for the Test Method (all focal lengths grouped).

Test

Result

Reticle

Serial #

Mean of

ILS Results

X(|im)

Within-lab

Repeatability

Limit r^ dm)

Between-lab

Reproducibility

Limit R^ (|im)

Rel. Within-lab

Repeatability

Limit r/X(%)

Rel. Between-lab
Reproducibility

Limit R/X(%)

Dvo.i 246

247

25.09

25.04

±1.25

±0.91

±5.18

±5.37

±5.0

±3.7

±20.7

±21.5

Dvo.5

Dvo.5

246

247

46.05

46.05

±0.56

±0.59

±4.26

±4.57

±1.2

±1.3

±9.3

±10.0

DvO.9

Dvo.9

246

247

77.47

77.33

±3.95

±6.80

±26.50

±29.18

±5.1

±8.8

±34.2

±37.7

^The precision indices r and R, defined in E691-87, are 2.83 times the repeatability (within-lab) and
reproducibility (between-lab) standard deviations, respectively.

Table IV. Bias of the Test Method (all focal lengths grouped).

ILS Results Image-analysis Bias Estimates

Test

Result

Reticle

Serial #
Mean

Value dm)
Reproducibility

Limit R (|im)

Reference Uncertainty Measured Statistically

Value dim) Limits ^ (|jjn) Bias(|jjn) Significant?

Dvo.l

%0.1

246

247

25.09

25.04

±5.18

±5.37

27.0 ±2.3

27.0 ±2.4

-1.9

-2.0

No
No

Dvo.5

246

247

46.05

46.04

±4.26

±4.57

49.2 ±2.3

48.9 ±2.7

-3.1

-2.8

No
No

Dvo.9

%0.9

246

247

llAl
n.33

±26.50

±29.18

72.5 ± 5.1

72.6 ±6.3

5.0

4.7

No
No

iThe uncertainty limits for the image-analysis reference values represent 95% confidence intervals based on
estimates of precision and bias error in assigning the values. The statistical significance indication also is for 95%
confidence.
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CORRECTING MALVERN PARTICLE SIZE MEASUREMENTS
FOR PHASE DISTORTION

R.A. Pietsch, P.E. Sojka and G.B. King

Thermal Sciences and Propulsion Center

School of Mechanical Engineering

Purdue University

West Lafayette, IN, U.S.A.

1 ABSTRACT
The two effects of phase distortion on particle size measurements made with a Malvem

Spray Analyzer are identified as beam spread and a shift of the Airy pattern extrema to higher

spatial frequencies. Beam spread is shown to be present regardless of the laser beam coherence

length (4), while the Airy pattern shift occurs only when the size of the particle being sampled

exceeds 4. A correction scheme that removes the effects of phase distortion when possible is

oudined, and then evaluated by comparing phase distorted particle size information with its

undistorted counterpart. The enhanced agreement indicates the proposed technique successfully

removes the effects of phase distortion when possible. Finally, guidelines are provided for deter-

mining when phase distortion is present.

2 INTRODUCTION
The quality of atomization cannot be ignored when considering the performance of any liq-

uid fueled combustion system. Information about both the mean particle size and distribution of

particle sizes is important to the combustion engineer in his search for more efficient combustor
designs and alternative fuels. A popular optical method of collecting this size information uti-

lizes Fraunhofer diffraction of a laser beam as it passes through a spray. Currently, measurement
systems based on Fraunhofer diffraction are commercially available; the Malvern Spray

Analyzer is one such system. Unfortunately, recent studies of particle sizing in high temperature

turbulent environments have shown that this type of instrument, in its current form, is incapable

of accurately measuring the scattered light profile and yielding the desired particle size data

[1,2]. The inaccuracies noted in References 1 and 2 result from opdcal perturbations present in

the system being studied.

The primary perturbing optical effects associated with laser beam propagation in a high

temperature turbulent environment are known as beam wander and phase distortion. Beam wan-
der occurs when the laser beam encounters an index of refraction gradient and is displaced, or

steered, from its normal path of propagation. Phase distortion occurs when different points on
the same laser beam wavefront vary in phase after passing through an index of refraction gradi-

ent.

The effects of beam wander were studied in detail by Miles et al [2] and a technique was
developed to successfully compensate for this phenomenon. Miles et al also suggested that any
errors remaining in the particle distribution measurements after correcting for beam wander were
due to phase distortion. Support for their hypothesis was provided by performing a Young's
double slit experiment at various temperatures to measure Michelson's visibility, arguing that

Michelson's visibility was equivalent to the complex degree of coherence between two points on
the laser beam, and then noting that the observed decrease in coherence length was indicative of

an increase in the level of phase distortion.

Leader [3] studied phase distortion, concentrating on how it affects laser beam propagation

through weakly and strongly turbulent atmospheres. He discovered that as the turbulence
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became stronger, phase distortion's effects were dominant over those of beam wander. Leader
also noted that as phase distortion increased, the ability to focus the beam to a given spot size

decreased. Additionally, the unfocused beam's diameter, known as the beam spread, was seen to

increase log-normally as phase distortion increased.

This increase in beam diameter is an important issue since some of the incident beam's
energy will emerge from a spray as unscattered light. In many diffraction based instruments, this

unscattered energy is removed from the particle diffraction profile by measuring the background
light intensity incident on the photodiode. Leader's work therefor suggests that a background
light intensity reading for a phase distorted beam will have a greater intensity at lower spatial

frequencies than for an undistorted beam.
Two conclusions can be drawn from the work of Miles et al and Leader. First, the effects

of phase distortion become more pronounced as the turbulence within a system increases. Sec-

ond, since the amount of beam spread, and thus additional background intensity, is dependent on
the flow conditions, a separate background intensity reading should be taken at each temperature

or flow velocity being investigated in order to eliminate this effect of phase distortion.

Two issues, however, remain to be addressed. First, how is a researcher to know when the

effects of phase distortion are important, and second, are there any further effects of phase distor-

tion that must be eliminated or compensated for.

The goal of the this work then is twofold: to develop a technique that eliminates the errors

resulting from phase distortion whenever possible and to outline a procedure that will aid users

in determining when the effects of phase distortion are present. The next section provides a sum-
mary of the theory needed to accomplish these objectives.

3 THEORY
In order to develop a correction scheme to remove the effects of phase distortion on optical

particle sizing with the Malvern instrument, it is first necessary to determine if phase distortion is

present and, if so, to describe its impact. Phase distortion is present if the medium of interest

reduces the spatial coherence length of a laser beam passing through it. Its effect on Malvern
particle size measurements depends on the relative size of the perturbed laser beam's spatial

coherence length and the diameter of the largest particle to be sampled.

A level of phase distortion such that the spatial coherence length of a beam passing

through the medium is less than the diameter of the largest particle in a spray indicates that all

particles are not illuminated coherently. Fraunhofer diffraction by apertures illuminated using

partially incoherent light was studied by Shore et al [4] who showed that a gradual loss in the

intensity contrast of the diffraction signature occurs as the coherence length decreases. Further-

more, when the coherence length approaches zero, the diffraction maxima and minima shift to

higher spatial frequencies. This indicates that more light would be incident on the Malvern
detector array at larger radii, thus skewing the particle size distribution to smaller diameters.

Phase distortion on this level can be detected by employing a calibrated aperture. Specifi-

cally, a pinhole may be introduced into the phase distorting media and its intensity profile

obtained using the Malvern receiver. If the diffraction maxima and minima of the resultant Airy

pattern are shifted to higher spatial frequencies, the particle size measurements cannot be cor-

rected. Consequently, a series of calibrated apertures is inserted into the flow with the smallest

pinhole exhibiting no shift in its diffraction extrema, for a given flow condition, indicating the

largest particle that can be accurately sized. A correction scheme was developed for this case.

When no shift in the position of the diffraction extrema occurs for any particle, the com-

plex degree of coherence, y, is used to describe the optical perturbations. By examining the scat-

tering geometry illustrated in Figure 1, and following the notation from Hecht and Zajac [5], the

complex degree of coherence may be derived in the following fashion.

Consider two identical apertures or particles as the source of the diffracted radiation. If

they are located at a distant plane along the path of propagation, the electromagnetic fields can

be combined as:

Epit) = K,E,{t - 1,) + K^E^t - (1)
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where ti = r^lc and = Tj/c. The K factors depend on the size and location of the scatterers rela-

tive to the point P and also account for absorption, diffraction and other physical effects. Defin-

ing 1 = ^2"^! allows the time origin to be shifted and the K factors to be removed with the result

that the mutual coherence function can be defined as

r,,(x)=<E,(x + t)E;(t)> (2)

Normalizing the mutual coherence function by the magnitude of the two sources gives the com-
plex degree of coherence

<E,(x + t)E;it)>
=

; z
—

Tji (3)

(< I
E,\ 'X

I

E,\ ' >f'

The magnitude of y^CO is between 0 and 1. If it is equal to unity the field at P is the result of two

coherent waves out of phase by some quantifiable amount while if the magnitude is zero then the

two waves are said to be incoherent. Any value of yi2(?) between these two extremes defines

partial coherence.

Thompson [6] studied diffraction and interference from multiple apertures and arrays by
looking at the generalized interference law:

I,= i i (IJJ" I Y^(0)| cos(|3_(0) + (4)
n = 1 TO = 1

where /„ and I„ are the intensities produced by each beam individually,
|

is the modulus of

the complex degree of coherence between apertures n and m, and

p_(A) = 27C^A + «r^(Y^(A)) (5)

6_ = (27C/X)(r,-rJ (6)

Here and r„ are the path lengths from the two source points to the observation point, A is the

path difference divided by the speed of light, v is the mean frequency, and X is the mean wave-

length of the laser beam. It is important to note that

lY^(0)l=l, n=m
lYnroCO)! =lYTOn(0)l

For a circular source illuminating a regular array of circular apertures, only nearest neigh-

bor apertures along the array directions can be arranged to be incoherent with respect to each

other. That is, for a regular array, Yn.n + i(0) = 0 is a possible occurrence. However, because the

spacing of the Airy ring minima is not constant, some degree of coherence between an aperture

and its non-nearest neighbors will always exist. This implies that unless the coherence length is

much less than the spacing of the array, no difference will be seen in the resulting diffraction

pattern.

This observation is important to the operation of particle sizing instruments based on for-

ward light scattering since it suggests that if phase distortion produces a beam whose coherence

length is greater than the diameter of the largest particle to be sampled then the shape of the

diffraction profile will be the same as for the unperturbed case.

Thompson also investigated diffraction from irregular arrays using lycopodium powder.
Of specific interest were the diffraction profiles that resulted from using illumination whose
coherence length ranged from several thousand to only a few particle diameters. The results

showed no loss in fringe contrast with a drop in coherence length, as perhaps might have been
predicted from the work of Shore et al. The only difference was a "smoothing" of the intensity

profiles as the coherence length decreased since the values of contribute less to the sum in

Eqn (4).

In summary, the level of phase distortion can be determined by sampling the Airy patterns

produced by a series of calibrated apertures. The minimum size aperture yielding a pattern not
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shifted to higher spatial frequencies must be greater than the largest particle to be sized or the

measurements cannot be corrected. If this condition holds, the work of Thompson shows that the

phase distorted diffraction profile will not differ from the undistorted profile. Furthermore,

under these conditions the only effect of phase distortion that need concern the user of a Fraun-
hofer diffraction based particle sizing instrument is beam spread. Fortunately, this spread, which
will appear as undiffracted light in the energy profile, can be removed by acquiring the

instrument's background signal under the conditions that lead to phase distortion and then pro-

cessing the particle scattering data using the standard software. A demonstration of this tech-

nique is provided in Section 5.

4 EXPERIMENTAL APPARATUS
A Malvern 2600HSD diffraction based particle sizing instrument was employed in this

investigation since the Malvern serves as a sort of default standard in diffraction based systems

and Malvems have been used extensively in industry and research applications by many individ-

uals and groups. A high temperature flow tunnel was used to generate the desired optical pertur-

bations. It has been described in detail by Miles [7].

In order to isolate the effects of phase distortion on the particle diffraction profile, it was
first necessary to remove the effects of beam wander. This was accomplished by utilizing the

conditional sampling hardware developed by Miles et al [2]. This hardware was added to the

optical train developed to study phase distortion and is denoted by the extension ".BW" in Figure

2. It includes a 4% reflection beam splitter, a focusing lens (250 mm focal length), a four-

quadrant photodetector, and electronic circuitry used to compare the laser beam's wandered posi-

tion to that of the ambient situation. If the wandered beam's position is within an acceptable

window, the conditional circuitry triggers the Malvem receiver to collect the diffraction profile

information.

In order to ensure that a repeatable particle size distribution could be obtained throughout

the course of the experiments, a standard reticle was employed [8]. It had best-fit Rosin-

Rammler parameters of N = 3.20, X = 52.8 |im, and SMD (Sauter mean diameter) = 40.27 jim.

Several issues had to be considered when observing the effects of phase distortion on the

unscattered laser beam, on the diffraction pattern from the reticle, and on the diffraction pattern

from the calibrated apertures. The ability to reproduce the same diffraction pattern from either a

calibrated aperture or the reticle was limited by the ability to reproduce their exact physical loca-

tion within the optical train. The repeatability of such a task was determined through trial and
error to be low, regardless of the positioning method employed. In order to observe each of the

above profiles individually, without having to reposition the reticle or calibrated aperture, the

experimental apparatus shown in Figure 2 was utilized.

The optical hardware illustrated in Figure 2 consists of a 10 mW HeNe laser whose beam
is spatially filtered and collimated to a diameter of 4.5 mm, plus two Mach-Zehnder interferome-

ters in series that sample and redirect the laser beam and the diffraction profiles resulting from
the reticle and calibrated aperture. As shown in Figure 2, the calibration aperture and reticle are

permanently positioned in separate arms of the interferometers, thus guaranteeing that their dif-

fraction profiles are reproducible. The interferometer arrangement also allows for observation of

the effects of phase distortion on the undiffracted laser beam by adjusting the iris diaphragms to

block off both the redcle and aperture. As a result, the user can observe each of the relevant

intensity profiles individually without having to reposition the reticle or calibrated aperture

between runs.

Experimental data obtained using the apparatus presented in Figure 2 are introduced in the

next section and indicate the effects of phase distortion on the standard instrument's perform-

ance, plus the enhanced agreement that results from correcting particle size data for phase distor-

tion.
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Figure 3. Fraunhofer diffraction profiles for a 600 \xm diameter pinhole.
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5 RESULTS
Data acquisition commenced by placing the calibrated aperture and reticle in their respec-

tive interferometer arms, centering the Malvern photodiode array on the laser beam, and aligning

the beam wander conditional sampling hardware. Three sets of ambient background, calibrated

aperture diffraction profile, and particle diffraction profile data were then collected by shutting

the appropriate iris diaphragms. At this point, the blower supplying air to the test section was
started and an air velocity of 25 m/s was established in the test section. The air temperature was
adjusted to 200, 400 and then 600 C with one background profile, three calibrated aperture dif-

fraction profiles, and three particle diffraction profiles obtained at each temperature. The entire

process was performed once a day for three days for a total of nine data points at ambient and
each of the elevated temperatures.

As mentioned previously, the calibration aperture serves as a users' guide to recognize

when phase distortion is present and indicates the largest particle diameter that can be sized with-

out phase distortion affecting the light intensity profile. Sample intensity profiles for a phase dis-

torted and non-phase distorted aperture (circular pinhole, d = 600 \im) are shown in Figure 3.

The agreement between the two profiles indicates no shift in the maxima or minima and therefor

a coherence length greater than 600 [im. Consequently, all particles up to the 564 |im limit mea-
surable using the Malvern's 300 mm focal length lens will be coherently illuminated and the

only effect that need be considered is beam spread.

A sample phase distorted diffraction profile from the reticle appears in Figure 4. Com-
pared to a non-phase distorted profile, the perturbed profile reveals large intensity variations at

lower spatial frequencies, i.e. in the innermost photodiode rings, due to beam spread. However,
at larger spatial frequencies no intensity variation is observable supporting the conclusion that

the spatial coherence length was larger than the largest particle in the distribution. Figure 5

shows the background readings corresponding to each of the profiles in Figure 4. By subtracting

the background taken under phase distorting conditions from the phase distorted particle profile,

a corrected diffraction profile is generated and used to determine the particle size distribution.

An example profile appears in Figure 6; comparing it to the light intensity profile of Figure 4
clearly demonstrates the improvement achieved when using the correction procedure outlined

above. This improvement is also apparent from the Malvern calculated Rosin-Rammler size dis-

tribution parameters for the uncorrected and corrected profiles, as shown in Tables 1 and 2.

Uncertainties in these tables are reported as one standard deviation. Note that the discrepancies

between the ambient and 200, 400 and 600 C corrected values forX, N and SMD are within the

sum of their standard deviations, with the exception of the 600 C value for N. In contrast, the

discrepancies between the ambient and uncorrected 400 and 600 C values forX, N and SMD are

at best one standard deviation and most often greater than 2a.

6 SUMMARY
The two effects of phase distortion on the diffraction pattern produced by a particle, beam

spread and a shift of the Airy pattern extrema to higher spatial frequencies, have been noted.

Beam spread is present regardless of the laser beam coherence length (4), while the Airy pattern

shift occurs only when the size of the particle being sampled exceeds 4. A procedure to deter-

mine the coherence length under phase distorting conditions was described and a correction

scheme was developed to remove the effects of phase distortion when all particles have

diameters less than 4.

The correction scheme is straightforward, requiring only that the Malvern's background
signal be acquired under the same phase distorting conditions as the particle diffraction profile.

The data may then be processed using the standard Malvem software.

The correction technique was evaluated by comparing phase distorted diffraction profiles

and background intensities with their undistorted counterparts that were collected under identical

flow conditions. Results showed that phase distorted intensity profiles yielded particle distribu-

tion parameters that were as much as 9% in error. Parameters calculated from corrected intensity
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Figure 6. Fraunhofer diffraction profile corrected for phase distortion.
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profiles, however, were within 2 % of those obtained under ambient conditions. This indicates

the proposed technique successfully removes the effects of phase distortion when possible.

We thank E.D. Hirleman (Arizona State University) for several helpful discussions and
B.H. Miles (US Army Waterways Experiment Station) for providing comments on an early ver-

sion of this manuscript.
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Table I. Particle Size Distribution Parameters for Uncorrected Data

Temperature, C X,[Un N SMD, \im

20 52.34+0.18 3.4010.03 41.9710.04

200 52.8610.07 3.3910.00 42.3310.57

400 54.9910.73 3.2410.06 43.4710.33

600 56.2510.32 3.1710.17 44.1510.48

Table n. Particle Size Distribution Parameters for Corrected Data

Temperature, C X,[im N SMD, \un

20 52.3410.18 3.4010.03 41.9710.04

200 52.4510.00 3.3910.00 42.0010.00

400 52.0310.70 3.3510.07 41.5310.49

600 51.8511.05 3.5510.08 42.0310.61
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ABSTRACT

A low-cost instrument has been developed to measure drop size and speed in dense sprays. The

instrument uses two coaxial laser beams of different colors. The smaller locater beam defines the center of the

larger main beemi jmd triggers a measurement only when a drop passes through the center of the main beam.

Light scattered perpendicular to the beam is focused through a double sht imaging system which avoids partial

obscuration of the image. A vibrating glass tube produces a uniform drop stream for calibration. A simple

"scattering tomography" analysis accounts for beam attenuation. Fluctuations in beam intensity are also

considered. Data in a spray nozzle are reported. Both the diameter and speed histograms are best fit by a

log-normal function.

INTRODUCTION

A review of most drop sizing techniques up to 1978 is given by Azzopardi [1]. Since then the

Polarization Ratio [2,3], Phase Doppler [4], and Pulse Intensity [5-7] techniques have been developed. The

present instrument is of the latter type.

The Pulse Intensity techniques determine the drop size by measuring the scattered pulse as a drop

crosses a laser beam. This gives a robust signal with simple optics. The main problem is that the scattered

intensity depends upon the path the drop follows across the beam. Since the laser beam normally has a

Gaussian intensity distribution, a drop passing far from the beam center gives a smaller pulse height than if it

passed through the center. This problem is termed "Gaussian ambiguity".

An obvious solution to the Gaussian ambiguity problem is to generate a beam with a uniform ("tophat")

profile, but this has proven difficult [8]. Instead, several researchers [5,6] developed deconvolution algorithms

to analytically correct for the ambiguity. Another obvious solution is to accept a Gaussian beam, but define the

center of the beam such that measurements are triggered only when a drop passes through the center.

Hess [7] used a laser velocimeter to define the beam center. Since the velocimeter signal is weak,

forward scattered light was collected by viewing the beam at an oblique angle, greatly increasing the probe

volume size. Since the velocimeter probe volume must be about 4 times wider than the drop to give a good

visibility signal and the main beam must be about 5 times wider than the velocimeter probe volume, the

minimum average drop spacing is about 20 drop diameters, which is fairly sparse.
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EXPERIMENTAL APPARATUS

The optical arrangement is shown in Figure 1. A small yellow beam (He-Ne, 594 nm) defines the center

of a coaxial red beam (He-Ne, 633 nm). The red main beam is about 5 times larger than the yellow locater

beam at the probe volume. A similar coaxial arrangement was reported by Wang and Hencken [9]. Light

scattered at 90° is imaged onto the main slit. The slit width, together with the beam diameter defines the size

of the probe volume. The two colors are separated by an edge filter. The red light, from the main beam, is

reflected into a photomultiplier. The yellow light, from the locater beam, is re-imaged onto the "locater sht".

The locater sht views only the center of the main sht, ignoring drops which are partially obscured by the

edges of the main sht. The locater photomultipUer triggers a measurement only when a drop passes through

the center of the main beam and is centered in the view of the main sht. Umhauer [10] reported a similar two

sht imaging system, with the shts in parallel.

A locater pulse triggers storage of a main photomultipher pulse with a Rapid Systems R2000 digital

O-scope. The digitized pulse is fit to a Gaussian curve by a logarithmic transform to a parabola and linear

regression. About 50 samples per pulse are needed to average over ripples on the pulse. The pulse peak

determines the drop diameter and the width determines the speed transverse to the beam. Checks on the

fitting error help ehminate drop coincidences in the probe volume. Since both size and speed are obtained,

either a flux or spatial drop size distribution can be generated and speed-size correlations can be obtained.

Since the pulse amphtude is approximately proportional to the square of the drop diameter, care must

be taken to provide a wide dynamic range. Previous researchers used logarithmic amphfiers. Instead, the

programmable gain feature of the digitizer is used. Measurements are made at three gain ranges. The

processing rate is usually slower than the data rate. To avoid bias against the busier ranges, a set of pulses is

digitized and the elapsed time recorded. The pulses are then processed and the histogram bins incremented

inverse to the digitization time.

The transmitted beam is focused onto a pinhole in front of a phototube. A 4 axis positioning system

controlled by a Precision Micro Control DCX-8 board allows translations in the scattering plane and rotations

about the spray and collection axes. A vacuum collects the spray drops, allowing operation with the spray

pointing upward.

CALIBRATION

A glass pipet is drawn to a small diameter and cleaved. A laminar jet of liquid is forced from the pipet

while vibrated by a speaker. At certain frequencies the jet breaks into a stream of uniform drops. Sakai [12]

gave a detaiiled report on the phenomenon. A time trace is shown in Figure 2. The drops almost overlap in the

main beam. The ripples in the main pulses are due to noise in the beam profile. Reducing the beam diameter

B

Fig. 1 Optical amangement

time (msec)

Fig. 2 Photomultiplier signals witli uniform 230 umD drops,

700 umD main beam, 200 umD locater beam
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yields smoother pulses. The spatial filter partially obscures the main beam, resulting in steeper edges than a

true Gaussian pulse, which is advantageous in decreasing overlap of adjacent pulses.

Knowing the frequency and flow rate, the drop diameter is easily calculated. The caJculated size has

been verified using a microscope, with stroboscopic illumination. Photographing the drop stream and

measuring the drop spacing allows calculation of the speed. Comparing this with the e"^ pulse width

(temporal) allows calculation of the e'^ beam width, which is the calibration constant for speed.

Since the drops follow a very defined path through the beam, the drop stream must be scaimed back

and forth across the beam to test the instrument's resolution. The resulting histograms are shown in Figure 3.

Equally narrow histograms are obtained for scans along the laser heam. Disabling the locater beam gives the

histograms shown in Figure 4, displaying the "Gaussian ambiguity". It appears difficult to deconvolve the

diameter histogram to appear as that in Figure 3, as suggested by Holve and Self [5] and Mizutani [6]. The

speed histogram is less affected. Theoretically, with a Gaussian beam, it should be unaffected [5]. However, in

practice the degradation is severe.

Scaiming the drop stream across the laser beam also allows determination of the size of the locater

probe volume, by noting the hmits over which the locater beam is triggered. Wang and Hencken [9] found that

large drops are more likely to trigger a measurement. However, testing with drops from 163 to 279 /imD,

using a locater beam about 200 /imD and locater slit 500 ijm wide, showed no difference in probe volume size.

Therefore no correction is made for size bias. The likely explanation is that most of the light scattered at 90°

is due to total internal reflection from a small region on the back of the drop, so that the effective scattering

area of a drop is much smaller than the actual cross section.

Calibration results are shown in Figure 5. Ideally, the drop diameter should be proportional to the

square root of the normalized scattered intensity, however a slight curvature is apparent as the drops increase

in size. An explanation results by averaging the beam intensity over the drop cross section, giving the fit shown

in Figure 5. The best fit occurs by assuming a main beam diameter (D) of 700 /imD, although the curvature is

so slight that a much larger value would make Uttle difference. The beam diameter estimated by eye was

550 ^mD, while the speed calibrations determined 578±63/imD. The difference is again attributed to the

effective scattering diameter being smaller than the actual diameter.

For drops smaller than about 10 nmD, the light collection cone is not large enough to average over the

Mie interference pattern and the calibration curve becomes multivalued. However, few drops this small exist

in the sprays tested. Calibration streams smaller than 150 /zmD can be generated, but the drops overlap in the

probe volume, so that the lower end of the calibration curve has not been verified. One solution is to decrease

the number density by electrostatically deflecting away every other drop [13].

Calibrations using 8 different Hquids suggest a linear relation between the apparent diameter increase

and the refractive index relative to water, as shown in Figure 6. The incident light was polarized perpendicular

(vertical) to the scattering plane. For most low molecular weight liquids the correction is fairly small.
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Fig. 3 a) Diameter histogram with drops scanned across beam
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Fig. 4 a) Diameter histogram without locater beam
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Fig. 4 b) Speed histogram without iocater beam

By averaging over the beam area, a large drop gives a slightly wider pulse as it crosses the beam than a

small drop. The resulting pulse is still essentially Gaussian. Numerical integration predicts a fractional

increase in pulse width of 0.539(d/D)^ .3 4 6
^ where d is the effective scattering diameter. The present scatter

in the speed cahbrations (± 11%) preclude verifying this prediction.

BEAM ATTENUATION

In a dense spray the laser beam is attenuated in traveling to the probe volume and the scattered light

suffers attenuation in exiting the spray. These attenuations cause the drop pulses to appear smaller than

normal and must be corrected.

The transmittance to the probe volxmie is found by passing the beam from the left and right, in turn:

tji
=

[(tji /tf)T]'^ , where t^ and t^ are the transmittances for the beam from the left and right, respectively, and

T is the total transmittance. A linear "absorption" law (actually scattering) is assumed, i.e. T = tj^ tj..

The pulse height histograms appear similar in each case, with the abscissas simply scaled by the ratio of

the beam intensities. The ratio t^ /t^ is thus found by ratioing the peak values of the two histograms. The

collected light transmittance is the same fraction in each case, so that the ratio is unaffected. It is not actually

necesseu-y to pass a beam from the right. The same geometry results by rotating the spray 180° about the

collection axis, i.e. so that the spray points upward.

This analysis has general application to any problem where the attenuation is due partially to scattering,

and the "absorptivity" at every point in a cross section is desired, for example in stud3dng soot generation. The
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"absorptivity" at every point along a line through the region can be found by differentiating the transmittances

along the line. This analysis is best termed "scattering tomography".

The transmittance along the collection path can be found by rotating the spray 90° about the spray axis,

as shown in Figure 7, making the former collection path (tg ) aliga with the beam, allowing its transmittance to

be determined. Denote the peak of the measured pulse height histogram by Pj^^, where k-Jl or r for the

beam from the left or right, respectively, and 6 = 0° or 90° for the spray at the original orientation or rotated

90° about the vertical, respectively, tj denotes the transmissivity along the four paths shown and T^ and

are the transmittances along the two perpendicular paths across the spray. The corrected pulse height peak is

found as: P = ^^0° ''(^i ^3 )• Expressing t^ and t^ with the scattering tomography analysis above eventually

results in an identity (note T J
^"^^2 "^^4)*

P =

L Tl T2
pp

Referring to Figure 7, the possibilities for the numerator are:

(tit3P)(t2t4P) = Pji 0° Pjl 180° ' Pi 0° Pr270° ' Pr90° 180° '
o^" Pr90° Pr270°

(tit4P)(t2t3P) = P^ 90° PrO° > ^Jl 90° ^Ji 270° ' ^rlSO" PrO° ' ^rlSO" ^Jl 270°

These are summarized as two procedures: (1) after the first measurement, rotate the spray 180° about

the spray axis, or (2) after the first measurement, rotate the spray 90° about the spray axis and 180° about the

collection axis (to pass beam from right). The first procedure is more convenient since the spray remains

pointing downward. It is interesting that including the collection attenuation leads to a simpler procedure than

considering the input attenuation alone. Beretta [2] states the same result for the case of an axially symmetric

spray. As seen here, the result is not restricted to axial symmetry.

A related problem is that the beam attenuation is not constant, due to statistical fluctuations in the

number of drops along the path to the probe volume. The collected light also fluctuates, but it is not significant

due to the large collection cone.

A drop scatters most of the light incident upon its cross-sectional area out of the beam. An equal

amount of light is diffracted, but most of it remains within the confines of the beam. Scattering causes

localized shadows in the beam profile, giving ripples on the pulses. However, the Gaussian fitting largely

negates the ripples, so that only temporal fluctuations in the spatially averaged intensity need be considered.

Assuming a uniform beam intensity and a mono-disperse spray, the fraction of beam energy scattered

by a single drop is (d/D) ^
. The total fraction attenuated is: A = l-exp[-N(d/D) ^

], where N is the number of

drops in the beam. According to Poisson statistics, the attenuated fraction fluctuates by an rms fraction A/J N,

so the rms beam intensity fluctuation is:

= (d/D) A[-ln(l-A)]-^

For both very low and very high attenuations there is little fractional intensity fluctuation. The

maximum fluctuation occurs at an attenuation of 71.5%, in which case Ij.jj^5/I = 0.638(d/D). Given the square

root relation, the corresponding diameter fluctuations are half this. It is desirable to converge the main beam

as it approaches the probe volume, so that its average diameter through the spray is increased, decreasing the

fluctuations.

Hess [11] measured intensity fluctuations of +/-14%, at a beam attenuation of 10.7%. The beam

diameter was about 600 ^mD at the probe volume, and somewhat larger in the spray. Since the attenuating

drops were far upstream, a factor of 2 should be added to account for diffraction. The analysis would then

predict an rms fluctuation of J 2(d/D)(0.318). The average drop size in the spray was not stated. To agree

with the above analysis, the drops would have to have been an average of 187 ^m in diameter.
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EXPERIMENTAL RESULTS

Measurements in a Delavcin WDB20-45° nozzle spraying water at 276 kPa, 685 cc/min, 152 mm from

the nozzle on the centerline, are shown in Figures 8 and 9. Similar shaped drop size distributions have been

reported [6,14,15].

To insure that the rapid cutoff on the low side of the drop size histogram was not due to instrument

sensitivity, the time traces were monitored. The smallest drops detected had locater pulses well above the

trigger threshold, so that drops smaller than the 5 /jniD limit in Figure 9a could have been detected. The

limiting drop size is probably due to the Umited kinetic energy available to atomize the liquid.

The log-normal function gives the best fit to both the diameter and speed histograms, as shown in

Figure 9:

f(x) = (C/x)exp{-%[ln(x/xO)/s]2} ; normalize: C = l/[s(27t)'^]

The parameters xO and s control the peak and width of the distribution. An upper limit modification to the

log-normal function has been suggested [16], however, the addition of a third pzirameter confuses the data

analysis. Such a limit is better added at the modeling stage.
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The Nukiyama-Tanasawa (N-T) function has also been used:

f(x) = C x"^ exp[-(x/xO)P] ; normalize: C = p/{xO ^ (m + 1) T [(m + l)/p]

}

where F () is the gamma function. When exponent m is restricted to (p-1) it is termed the Weibull function

[17]. One difficulty is that the N-T function does not maintain a similar shape. For wide distributions it is

skewed left, appearing similar to the log-normal function, whereas for narrow distributions it becomes skewed

right. Also, ifm < 0 it predicts an infinite number of drops as the diameter approaches zero.

Another popular function is the Rosin-Rammler, usually expressed as a cummulative volxmie fraction:

Fy(x) = l-exp[-(x/xO)P]

however, ^ ^

so that it is seen to be simply the Nukiyama-Tanasawa function with m = p-4, a fact noted by Bevans [18].

For application to combustion models, cm efficient procedure should exist to generate random variates

from the selected distribution function. When the cumulative distribution function (cdf) can be analytically

inverted, random variates are generated simply as X = F'^ (R), where F'^ () is the inverse cdf and R is a

random number from 0 to 1 [19]. Examples are the exponential function, used in Los Alamos' KIVA code

[20], and the Weibull function. The log-normal cdf cannot be inverted, however efficient methods exist for

generating random variates from it [19, p 132].

The Delavan nozzle used was the subject of a "round-robin" test, using 6 different drop sizing

instruments [21]. At the test conditions of Figure 9a they reported Sauter Mean Diameters (SMD) from 65 to

180 jjmD and "relative spans" from 0.95 to 1.7. The present data gives an SMD of 46.3 ^mD and 1.19 relative

span. However, the SMD is a poor basis for comparing distributions from single particle counters since it is

overly sensitive to the tail, where the counts are very low.

The beam attenuation through the center of the spray was 19.4%, with an rms fluctuation of 2.42%.

The previous attenuation analysis calculates an equivalent monodisperse drop size of 16.4 ^mD, for the

400 /jToD (minimum) main beam, which is close to the peak value of 14.8 /imD in Figure 9a. Doubling the

pressure to 552 kPa hardly changed the peak diameter (15.8 /jtoD) but narrowed the distribution (SMD =

36.3 ^mD), while the peak velocity increased from 8.93 m/s to 11.0 m/s.

CONCLUSIONS

A low-cost instrument has been developed to allow drop size and speed measurements in dense sprays.

The design overcomes previous difficulties with Pulse Intensity methods. A simple "scattering tomography"

analysis accounts for beam attenuation through the spray. Drop size and speed distributions in the Delavan

spray are best fit by a log-normal distribution.
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ABSTRACT

A liquid nitrogen freezing method for accurate measurement of droplet sizes
has been developed since 1971 and recently the final setup has been completed
through the efforts for overcoming some problems and difficulties. Droplet
sizes of water spray are measured by both the freezing method and the
immersion sampling method and the results are compared. It is revealed that
the number of droplets caught in the freezing method is several times as much
as that of the immersion sampling method. The reason of the decrease of
droplets number in the immersion sampling method is considered to be caused by
the disappearing of smaller droplets due to evaporation. Therefore the Sauter
mean diameter obtained by the immersion sampling method tends to be larger
than that by the freezing method. Through the comparison experiment with
immersion sampling method, it has been revealed the present apparatus can
afford highly accurate value of droplet sizes.

INTRODUCTION

It is strongly desired to obtain accurate droplet sizes in the fields of
liquid atomization technique. While various measuring methods have been used,
few of them seems to be able to afford the reliable value of droplet sizes due
to individual shortcoming essential to each method. The freezing method, in

which liquid droplets are solidified by low temperature atmosphere possesses
several advantages to obtain their accurate sizes. Since the first study on
this method by Longwell(l) in 1943, several works in this field have been made
by different investigators (2)-(7). In recent ten years, however, no
successful results has reported.

The authors started the research on this freezing method in 1971. A

cylindrical freezing chamber is air-proved to avoid generation of cloud in the
chamber. Liquid nitrogen fed into the double wall space of the chamber
vaporizes and forms cooling atmosphere. Liquid to be tested is injected
downward through a nozzle and its frozen droplets fall onto a photographic
film set on a bottom plate of the chamber. In order to avoid the severe
problems of frosting and optical difficulty, a simple photographic technique
called photogram is employed to get shadows of the droplets. In 1978, at the
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first ICLASS, history of development of the research from the first trial
setup to the sixth setup was reported and availability of this method for
accurate measurement was suggested on the basis of the experimental results.

In 1979 and 1980, remarkable improvements had been made in the method
and the seventh trial setup was designed and developed. Prior to the
construction of this device, distance neccessary for droplets to freeze was
theoretically estimated and evaporation of droplets were also calculated. The
most important improvement in the setup was employment of 100 feet long film
in a film suply system, which enables to obtain a significantly increased
number of data in one series of experiment using liquid nitrogen filled in a
150 liter Dewer tank. The film suply system was also newly designed to protect
the film against sudden exposure to the atmosphere with large temperature
difference from room to freezing chamber, to avoid the temperature shock which
deteriorates film emulsion. Using the setup, adequate exposure time to
compensate the decrease of light sensitibity of the film emulsion due to
lowered temperature, and adequate axial temperature gradient in the test
chamber to form spherical frozen particles were searched experimentally. All
these results were already reported (8).

Through further improvement made in recent years, the final setup has
been completed for accurate measurement of droplet sizes. In this paper
procedure of the improvements is described at first, and the accuracy of the
freezing method is examined by comparing the droplet sizes obtained by this
method with those by the another method. This time, the immersion sampling
method is chosen as a representative of the other methods, which is widely
used at present and is often employed as a standard method when comparison is

required.

EXPERIMENTAL SETUP AND PROCEDURE

The arrangement of experimental devices is shown in Fig.l. The freezing
chamber (32) is composed of a double wall type cylinder and a top and bottom
end plates to keep airtight for avoiding generation of fog in the chamber. The
inside of the chamber is kept dark. A length of 2 meter of the chamber was
determined considering the analytical result mentioned above, and the inner
diameter is 600 mm. The cylinder walls are made of 0.5 mm stainless steel
plate. The thickness of the previous body wall was 1.0 or 1.2 mm, and this

reducton of the wall thickness produced decreased heat capacity of the body,

nitrogen consumption economy and easy control of ambient gas temperature.
Liquid nitrogen in the Dewer tank (14) is poured into the gap between the

inner and outer walls of the chamber cylinder and the evaporated nitrogen
forms freezing atmosphere in the chamber. The amount of nitrogen supplied is

measured by using a spring balance (13). The chamber is thermally insulated
by foamed polystyrene with a thickness of 150 mm. Distribution of tempera-
ture in the freezing chamber is measured by thermocouples (29) set at seven
heights, which can be moved radially by rotating a support bar (30). Thermo-
couples are also inserted in other parts, injection nozzle (5), film boxes

(17) and (28), etc.. All of these sixteen thermocouples are connected to a

data-logger(l ) and their measurement time is controled by a micro computer.
When the temperature distribution in the chamber achieves required

profile, a new part of a 35 mm roll type long film is pulled out from the film
box (28) through the temperature buffer (25) at adequate speed for avoiding
heat shock, and is set on a film guide (23). On the guide the spread film
forms a collective area of frozen particles with a width of 24 mm and a length

of 600 mm. These operations are made automatically by a rolling system
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Fig.l The eighth apparatus

consisted of a photo-detect counter (27), an inverter motor and an electronic
control circuit. Liquid to be tested is then injected downward into the
freezing chamber. When the smallest frozen particles are considered to reach
the film completely, shadows of the frozen particles are recorded on the film
by the technique called photogram, at which direct exposure is made to the
light from the bulb (2) for adequate duration determined depending on the
coldness of the film. As soon as the exposure is finished, the exposed part
of the film is rolled up into the film box (17), and the frozen particles on
the film are replaced by a suction unit (15), The photogramed particles are
printed with magnification of 20 and then measured.

Since the experiments for comparison of the two methods have to be
carried out under the same conditions as far as possible, the chamber of the
freezing method is also used to carry out the experiment of immersion sampling
method and the sampling cells are placed at the same position as that of the
film supply system in the freezing method. All the experiments are carried
out on water spray injected through a hole nozzle with 0.3 mm diameter.
Injection pressure is changed in four steps, i.e. 12, 10, 8 and 6 MPa, and the
injection period is changed also in four steps, i.e. 150, 90, 40 and 30
millisecond. The injection period of 90 ms is set as a standard injection
period. The quantities of water injected are chosen as small enough not to
cause the coalescence of droplets at the immersion liquid surface and large
enough to offer reasonable number of particles.
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RESULTS AND DISCUSSIONS

Influence of Exposure Time to Low Temperature Atmosphere on its Negative
It is known that the application of sudden change of temperature to the film
sometimes causes unevenness in density and spots or patches with irregular
shape on its negative. However the details of these phenomena have not been
clear. Therefore the following tests were carried out. The elapsed time from
the setting of a film in alow temperature atmosphere of -100 C to the light
exposure was changed as 0, 30 and 60 minutes, and then the film was developed.
The result showed that the negative without elapsed time is normal, but a lot
of fine spots appeared on the negative with 30 minutes elapsed time and the
number of the spots increase in the case of 60 minutes. However since the
contour of the spot is not clear, while that of the shadow of the frozen
particle is quite clear regardless of its size, both the spots and the
particles can be easily distinguished. Therefore, it is considered that the
elapsed time of 30 minutes which generates relatively small number of the

spots does not affect on the result of measurement. To avoid these
undesiarable phenomena, in the present experiments the film is introduced into

the chamber immediately before the liquid injection and rolled up into the

film box as soon as the exposure is finished.

Comparison of the Number of Droplets Captured
In Fig. 2 radial profiles of number density of droplet caught in the freezing
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method is compared with those in the immersion sampling method for four
injection pressure levels. Some representative photographs of droplets in the
two methods are shown in Fig. 3. The figure shows that the number of droplets
caught in the freezing method is nine times as much as that in the immersion
sampling method, and more than half of the number is occupied by the fine
droplets smaller than 25 micrometer. These facts are caused by evaporation
of the droplets during their flights in the ambient gas, and the increased
evaporation rate as the diameter becomes small (8). In the freezing method
droplets are prevented from evaporation due to the extremely low temperature
atmosphere and almost all droplets can remain and are captured. Fig. 2 also
shows the same tendency as above.

Comparison of Sauter Mean Diameter in Two Methods
Fig. 4 shows the radial distributions of local Sauter mean diameter obtained by

freezing method and immersion sampling method. In Fig. 4(a) it is shown that
the Sauter mean diameters by the immersion sampling method are much larger
than those by the freezing method over whole range of radial derection. A

similar tendency was observed in the case of injection pressure of 10 MPa.
The reason of these facts is that in the immersion sampling method the number
of finer droplets is decreased by evaporation as mentioned above. Radial
profiles of the mean diameter in (a) are more gentle than those in (b) and
(c). This tendency may be caused by the fact that in the high pressure
injection the size of droplets becomes smaller even at the center of the
spray, and the ralatively larger droplets in the vicinity of spray axis are
apt to be shifted toward periphery due to the high injection velocity.

In figure (b) in the case of injection pressure of 8 MPa, Sauter mean
diameters by the two methods come to nearly the same at the vicinity of spray
center. This is caused by that although the number of droplets obtained by

the freezing method is larger than that of the immersion sampling method, the
total number of droplets generated decreases and the number of large droplets
over a diameter of 200 micrometer becomes to increase as the injection
pressure decreases.

In figure (c) Sauter mean diameters by the immersion sampling method
becomes larger again than those by the freezing method. As the injection
pressure decreases the dispersion of spray becomes weak and the sizes of
droplets increase. These tendencies bring larger possibility of coalescence
of droplets when they are captured by immersion liquid. This fact shifts the
value of mean diameter near the spray center. In the periphery of spray the
mean diameters are shifted down nearly to the values of freezing method. In

this region the increase of mean diameter due to the evaporation of fine
droplets becomes small, the number of fine droplets decreases under the lower
injection pressure.

Comparison of Size Distribution
In Fig. 5 number distributions of droplets obtained by the freezing method are
compared with those by the immersion sampling method. Difference is seen in

the region of fine droplet under the condition of high injection pressure.

Influence of Injection Period on Sauter Mean Diameter
Injected liquid quantity was changed by changing the injection period to

reveal their influence on Sauter mean diameter, and the results are shown in

Fig. 6. As seen in Fig. 6(a) the mean diameter by the freezing method with
injection periods of 30 and 40 millisecond is larger than those with 90 and
150 millisecond. This may be caused by the relatively longer transient period
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of nozzle needle motion in the case of shorter injection period where
insufficient atomization occurs. In the immersion sampling method these
differences are not recognized. Based on this result, it can be said that
the freezing method is more sensible than the immersion sampling method.
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CONCLUSIONS

A new apparatus for accurate measurement of spray droplet sizes based on the
liquid nitrogen freezing method has been constructed after the constructions
of seven trial setups. Using this apparatus comparison tests with the
immersion sampling method were carried out and the results are summerized as:

In the present apparatus improvements were made on some points for more
reliable measurement, easy operation and nitrogen economy.

The immersion sampling method presents larger mean droplet diameter
mainly due to disappearing of fine droplets by evaporation and coalescence of

droplets occurs when they are captured by immersion liquid.
In the freezing method the evaporation and coalescence of droplets are

almost avoided and, therefore, the method can afford highly accurate spray
diameter.

Since the freezing method is based on a quite simple principle and has
little possibility of error, the present setup is considered to be a standard
measuring apparatus.
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ABSTRACT

A diesel spray impacting on a wall in a close chamber, under
ambient air conditions, has been analysed by means of Laser
Doppler Velocimetry (LDV) and Phase Doppler Anemometry (PDA) in
order to measure droplet size and velocity in regions close to
the wall. Spray behaviour has been characterized in terms of
different injection periods and different spatial regions, and
proper data analysis allowed to identify the main features of
the droplet-wall interaction phenomenon.

INTRODUCTION

Recent theoretical predictions, experimental observations and
engine tests [1] evidenced that the interaction of a diesel
sprays with the piston wall might be beneficial to engine
combustion because of the influence on fuel vaporization and
heterogeneous mixture formation processes. Many experiments have
been performed in the past by different groups [2,3,4,5] to
investigate the spray-wall interaction, generally using high-
speed photography, and the first submodel developed to describe
the spray-wall interaction process has been presented very
recently [6]. Spray-wall interaction characteristics seem to be
controlled mainly by the drop Weber number although other
parameters as wall temperature, fuel boiling temperature, drop
impinging angle, swirl intensity, air density and temperature,
Leidenfrost temperature, wall surface roughness have also been
proven to be important. Analysis of spray-wall interaction is
furthermore complicated, due to the interaction of spray
droplets with entrained air flow [7], which makes unrealistic to
extrapolate data obtained in experiments with single droplets.
Development and validation of a spray impingement model reguires
a large amount of experimental data on the droplets of a real
spray, like size and velocity in the region close to the wall.
The present research work was aimed to a detailed analysis of
the spray wall impingement process, by using the Phase Doppler
Anemometer (PDA) to obtain simultaneous measurements of spray
drop size and velocity in the close proximity of the wall.
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EXPERIMENTAL SET-UP

The experiment was performed in a closed cylindrical chamber (89
mm i.d.,300 mm height) equipped with two glass windows
positioned to allow the use of the PDA in the 70 deg forward
scattering configuration to reduce the effective probe volume
dimensions ( about Imra in length and o.l5 mm diameter) and the
sensitivity of the phase shift to refractive index of the drops
[9]. A standard diesel injector (Bosch single hole nozzle, 0.25
mm diameter) injecting at 45 deg with respect to the nozzle
axis, was mounted off-axis on the top wall of the chamber. The
injector was fed by a Bosch high-pressure pump driven at 500 rpm
by an electrical motor and diesel oil was used as fuel. The
impact wall, an aluminium disc (50 mm diameter) with a polished
surface, was centred on the chamber axis and positioned at a
distance of 20 mm from the nozzle tip. (see fig.l). The
impingement distance (L) and the impingement angle (45 deg) were
kept constant. The nozzle opening pressure was fixed at 20 MPa
and the injection pressure history is shown in Fig. 2. Operating
experience indicated that the injection system provides very
reproducible pressure time histories. The ambient gas was air at
room temperature and pressure. The operating conditions of the
experiment are summarized in Table 1.

Table 1 - Operating conditions

Nozzle diameter, d (mm) 0.25
Max. fuel in j . pressure (MPa) 70
Pump speed (RPM) 500
Volume of fuel injected (mm'/inj) 36
Duration of injection (ms) 3.4

Fig.l Schematic of the impingement Fig. 2 The liquid in-
experiment (all dimensions in mm). jection pressure.
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Drop size and velocity were measured by the Phase Doppler
Anemometer (Dantec PDA); the light source was an Argon-ion laser
(5 W nominal power) and the transmitting optics comprised a 40
MHz Bragg cell for frequency shifting and directional
sensitivity and a front lens of 300 mm focal length. The
receiving optics was the 57X10 Dantec unit equipped with three
preamplified photomultipliers . The covariance processor of the
PDA instrument was capable of 1 [is time resolution in data
acquisition and the data transfer rate, to a PC, was higher than
100 kHz. The frequency bandwidth (36 MHz) and the optical
configuration of the transmitting optics defined a measurable
velocity range from -25 to 125 m/s and a measurable size range
from 2 to 80|im which resulted the most appropriate in the
present case. Normal and tangential velocity components were
measured at the same point at different times and drop size was
measured together with the velocity component normal to the flat
plate.
Measurements were performed at several locations on three lines
at distances of 0.5, 1 and 2 mm from the surface (see Fig.l),
laying on the symmetry plane normal to the wall. The
investigated region extended from the impingement area to the
boundary of the impact disc, in the downstream direction. Data
acquisition, triggered by the needle lift opening at 20 MPa,
covered a period of 5 ms for each injection and 5,000 to 10,000
data were collected over many consecutive injections for each
measurement point. An encoder pulse with 1 \is resolution allowed
a subsequent reconstruction of the size and velocity time
history of each individual injection and also the application of
time-ensemble averaging procedures.

RESULTS AND DISCUSSION

A typical result for the drop size and two velocity components,
measured downstream the nominal spray impinging location, is
shown in Fig. 3, where all the individual measurements collected
over a large number of injections are reported versus time, the
origin, t = 0, being defined by the 20 MPa triggering level on
the injection pressure trace. As in free sprays [8] three main
periods are distinguishable: the first period with strong
unsteadiness due to the passage of the spray head, a main period
where most of the fuel is injected, and a late period
characterized by the trailing edge, where the smaller droplets,
left behind by the passage of the previous structures, and the
bigger ones, generated during the late injection at low
pressure, are travelling together at low velocity. Close to the
surface (h=0.5 mm in Fig. 3 ), after the tip arrival, tangential
velocity stabilizes, with high rms, around a value larger than
the tip velocity and than decays after completion of injection.
The corresponding normal (i.e. perpendicular to the wall)
velocity component shows that only droplets traversing the
control volume with negative velocities (i.e. back from the
wall) were detected (Fig. 3 ). The size distribution shows an
upper bound of approximately 30 [xm and few data at higher
values. At the same location (X = 6 mm) and larger distance from
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the wall (h=2 mm) the tangential component (Fig. 4 ) shows a
transient behaviour in correspondence of the early and late
injection periods, while the velocity of a large fraction of
droplets is almost zero during the main injection period,
suggesting that the wall spray does not extend beyond 2 mm from
the wall. At the same point, it appears clearly the coexistence
of droplets traversing the control volume with positive and
negative normal velocity components (fig. 4 ). Comparison with
Fig. 3 shows that the droplet sizes appear lower at h = 2 mm,
d^uring the main injection period.
The relative steadyness of normal and tangential velocity
components during the main injection period, although the
variability is high, suggested the following data analysis:
tangential velocities were ensemble averaged over a period from
1.5 to 2.5 ms after injection start (AIS) and the results
plotted versus distance from the wall, at X = 14 mm, and the
same was done with the size data. The results (Figs. 5 and 6)
show that the maximum mean velocity and mean diameter were
reached both at the closest distance from the wall with a steep
gradient, suggesting that the most of the tangential droplet
momentum remains concentrated close to wall during the main
injection period.
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DV0.1 (um) Reticle #246

39 40 41 42 43 44 45 46 47 48 49 50 51

DV0.5 (um) Reticle #246

Figure 1. Plot of the final ILS test results for Dyo.i and Dyo.s- The symbols indicate the mean of the data for the

four repeated measurements for each reticle/lens combination in each lab. The error bars indicate one standard

deviation of these four test results. The dashed lines indicate the median of the data for the three different lenses,

and the ellipticity of the data for each lens are shown in the legend.
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Figure 2. Plot of the final ILS test results for D^q 9 and relative span (volume basis). The symbols indicate the

mean of the data for the four repeated measurements for each reticle/lens combination in each lab. The error bars

indicate one standard deviation of these four test results. The dashed lines indicate the median of the data for the

three different lenses, and the ellipticity of the data for each lens are shown in the legend.
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Table II. Image-analysis Reference Value for Reticles used in the ILS.

Test

Result

Reticle

Serial*

Reference

Population

Value (pm)

Parsed

Number
Value (|jjn)

Volume Equiv.

Sphere Multiplet

Value (|im)

Area
Equivalent

Value {\m)

Image-analysis

Reference

Value^ (jxm)

Dvo.l

Dyo.l

246

247

25.74

25.82

26.16

26.24

26.39

26.46

29.63

29.60

27.0 ± 2.3

27.0 ± 2.4

Dvo.5

246

247

47.54

47.26

47.95

47.66

49.80

49.41

51.38

51.26

49.2 ± 2.3

48.9 ±2.7

Dvo.9

Dvo.9

246

247

69.15

69.33

69.40

69.57

72.78

72.77

78.52

78.75

72.5 ± 5.1

72.6 ±6.3

^The image-analysis reference value is taken as the mean of the four estimates. The uncertainty limits for the

image-analysis reference values represent 95% confidence intervals based on estimates of precision and bias error

in assigning the values.

Table in. Precision Statistics for the Test Method (all focal lengths grouped).

Test

Result

Reticle

Serial*

Mean of

ILS Results

X(nm)

Within-lab

Repeatability

Limit r^ (|im)

Between-lab

Reproducibility

Limit r1 dm)

Rel. Within-lab

RepeatabiUty

Limit r/X(%)

Rel. Between-lab
Reproducibility

Limit R/X(%)

Dvo.l

IVo.l

246

247

25.09

25.04

±1.25

±0.91

±5.18

±5.37

±5.0

±3.7

±20.7

±21.5

Dvo.5

246

247

46.05

46.05

±0.56

±0.59

±4.26

±4.57

±1.2

±1.3

±9.3

±10.0

DvO.9

Dvo.9

246

247

77.47

77.33

±3.95

±6.80

±26.50

± 29.18

±5.1

±8.8

±34.2

±37.7

^The precision indices r and R, defined in E691-87, are 2.83 times the repeatability (within-lab) and
reproducibility (between-lab) standard deviations, respectively.

Table IV. Bias of the Test Method (all focal lengths grouped).

ILS Results Image-analysis Bias Estimates

Test

Result

Reticle

Serial*
Mean Reproducibility

Value (|am) Limit R(|im)
Reference Uncertainty Measured Statistically

Value dim) Limits^(nm) Bias(jLim) Significant?

%0.1
%0.1

246

247

25.09

25.04

±5.18

±5.37

27.0 ± 2.3

27.0 ±2.4

-1.9

-2,0

No
No

246

247

46.05

46.04

±4.26

±4.57

49.2 ±2.3

48.9 ± 2.7

-3.1

-2.8

No
No

DVO.9

%0.9

246

247

77.47

77.33

±26.50

±29.18

72.5 ± 5.1

72.6 ±6.3

5.0

4.7

No
No

iThe uncertainty limits for the image-analysis reference values represent 95% confidence intervals based on
estimates of precision and bias error in assigning the values. The statistical significance indication also is for 95%
confidence.
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CORRECTING MALVERN PARTICLE SIZE MEASUREMENTS
FOR PHASE DISTORTION

R.A. Pietsch, P.E. Sojka and G.B. King

Thermal Sciences and Propulsion Center

School of Mechanical Engineering

Purdue University

West Lafayette, IN, U.S.A.

1 ABSTRACT
The two effects of phase distortion on particle size measurements made with a Malvem

Spray Analyzer are identified as beam spread and a shift of the Airy pattern extrema to higher

spatial frequencies. Beam spread is shown to be present regardless of the laser beam coherence

length (4), while the Airy pattern shift occurs only when the size of the particle being sampled

exceeds 4. A correction scheme that removes the effects of phase distortion when possible is

outlined, and then evaluated by comparing phase distorted particle size information with its

undistorted counterpart. The enhanced agreement indicates the proposed technique successfully

removes the effects of phase distortion when possible. Finally, guidelines are provided for deter-

mining when phase distortion is present.

2 INTRODUCTION
The quality of atomization cannot be ignored when considering the performance of any liq-

uid fueled combustion system. Information about both the mean particle size and distribution of
particle sizes is important to the combustion engineer in his search for more efficient combustor
designs and alternative fuels. A popular optical method of collecting this size information uti-

lizes Fraunhofer diffraction of a laser beam as it passes through a spray. Currently, measurement
systems based on Fraunhofer diffraction are commercially available; the Malvem Spray
Analyzer is one such system. Unfortunately, recent studies of particle sizing in high temperature

turbulent environments have shown that this type of instrument, in its current form, is incapable

of accurately measuring the scattered light profile and yielding the desired particle size data

[1,2]. The inaccuracies noted in References 1 and 2 result from optical perturbations present in

the system being studied.

The primary perturbing optical effects associated with laser beam propagation in a high

temperature turbulent environment are known as beam wander and phase distortion. Beam wan-
der occurs when the laser beam encounters an index of refraction gradient and is displaced, or

steered, from its normal path of propagation. Phase distortion occurs when different points on
the same laser beam wavefront vary in phase after passing through an index of refraction gradi-

ent.

The effects of beam wander were studied in detail by Miles et al [2] and a technique was
developed to successfully compensate for this phenomenon. Miles et al also suggested that any
errors remaining in the particle distribution measurements after correcting for beam wander were
due to phase distortion. Support for their hypothesis was provided by performing a Young's
double slit experiment at various temperatures to measure Michelson's visibility, arguing that

Michelson's visibility was equivalent to the complex degree of coherence between two points on
the laser beam, and then noting that the observed decrease in coherence length was indicative of

an increase in the level of phase distortion.

Leader [3] studied phase distortion, concentrating on how it affects laser beam propagation

through weakly and strongly turbulent atmospheres. He discovered that as the turbulence
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became stronger, phase distortion's effects were dominant over those of beam wander. Leader
also noted that as phase distortion increased, the ability to focus the beam to a given spot size

decreased. Additionally, the unfocused beam's diameter, known as the beam spread, was seen to

increase log-normally as phase distortion increased.

This increase in beam diameter is an important issue since some of the incident beam's
energy will emerge from a spray as unscattered light. In many diffraction based instruments, this

unscattered energy is removed from the particle diffraction profile by measuring the background
light intensity incident on the photodiode. Leader's work therefor suggests that a background
light intensity reading for a phase distorted beam will have a greater intensity at lower spatial

frequencies than for an undistorted beam.
Two conclusions can be drawn from the work of Miles et al and Leader. First, the effects

of phase distortion become more pronounced as the turbulence within a system increases. Sec-

ond, since the amount of beam spread, and thus additional background intensity, is dependent on
the flow conditions, a separate background intensity reading should be taken at each temperature

or flow velocity being investigated in order to eliminate this effect of phase distortion.

Two issues, however, remain to be addressed. First, how is a researcher to know when the

effects of phase distortion are important, and second, are tiiere any further effects of phase distor-

tion that must be eliminated or compensated for.

The goal of the this work then is twofold: to develop a technique that eliminates the errors

resulting from phase distortion whenever possible and to outline a procedure that will aid users

in determining when the effects of phase distortion are present. The next section provides a sum-
mary of the theory needed to accomplish these objectives.

3 THEORY
In order to develop a correction scheme to remove the effects of phase distortion on optical

particle sizing with the Malvern instrument, it is first necessary to determine if phase distortion is

present and, if so, to describe its impact. Phase distortion is present if the medium of interest

reduces the spatial coherence length of a laser beam passing through it. Its effect on Malvern
particle size measurements depends on the relative size of the perturbed laser beam's spatial

coherence length and the diameter of the largest particle to be sampled.

A level of phase distortion such that the spatial coherence length of a beam passing

through the medium is less than the diameter of the largest particle in a spray indicates that all

particles are not illuminated coherently. Fraunhofer diffraction by apertures illuminated using

partially incoherent light was studied by Shore et al [4] who showed that a gradual loss in the

intensity contrast of the diffraction signature occurs as the coherence length decreases. Further-

more, when the coherence length approaches zero, the diffraction maxima and minima shift to

higher spatial frequencies. This indicates that more light would be incident on the Malvern
detector array at larger radii, thus skewing the particle size distribution to smaller diameters.

Phase distortion on this level can be detected by employing a calibrated aperture. Specifi-

cally, a pinhole may be introduced into the phase distorting media and its intensity profile

obtained using the Malvern receiver. If the diffraction maxima and minima of the resultant Airy

pattern are shifted to higher spatial frequencies, the particle size measurements cannot be cor-

rected. Consequently, a series of calibrated apertures is inserted into the flow with the smallest

pinhole exhibiting no shift in its diffraction extrema, for a given flow condition, indicating the

largest particle that can be accurately sized. A correction scheme was developed for this case.

When no shift in the position of the diffraction extrema occurs for any particle, the com-

plex degree of coherence, y, is used to describe the optical perturbations. By examining the scat-

tering geometry illustrated in Figure 1, and following the notation from Hecht and Zajac [5], the

complex degree of coherence may be derived in the following fashion.

Consider two identical apertures or particles as the source of the diffracted radiation. If

they are located at a distant plane along the path of propagation, the electromagnetic fields can

be combined as:

E,{t) = K,E,{t-t,) + K^E^{t-t^) (1)
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where ti = r^lc and ?2 = ^-Jc . The K factors depend on the size and location of the scatterers rela-

tive to the point P and also account for absorption, diffraction and other physical effects. Defin-

ing X = ^2 - ?i
allows the time origin to be shifted and the K factors to be removed with the result

that the mutual coherence function can be defined as

r,2(t)=<^,(T-Hr)£;(0> (2)

Normalizing the mutual coherence function by the magnitude of the two sources gives the com-
plex degree of coherence

<£i(T-Kr)E;(f)>

The magnitude of YiaCO is between 0 and 1. If it is equal to unity the field at P is the result of two

coherent waves out of phase by some quantifiable amount while if the magnitude is zero then the

two waves are said to be incoherent. Any value of Yi2(?) between these two extremes defines

partial coherence.

Thompson [6] studied diffraction and interference from multiple apertures and arrays by
looking at the generalized interference law:

= i i {IJS^ 1 7^(0)1 cos({3^(0) 5^) (4)
/I = 1 OT = 1

where /„ and are the intensities produced by each beam individually,
| y^l is the modulus of

the complex degree of coherence between apertures n and m, and

(3^(A) = 27i^A + flr^(Y^(A)) (5)

5^ = (27C/X)(r^-rJ (6)

Here and r„ are the path lengths from the two source points to the observation point, A is the

path difference divided by the speed of light, v is the mean frequency, and X, is the mean wave-
length of the laser beam. It is important to note that

17^(0)1=1, n=m
lY„.(0)l =17^(0)1

For a circular source illuminating a regular array of circular apertures, only nearest neigh-

bor apertures along the array directions can be arranged to be incoherent with respect to each

other. That is, for a regular array, 7„.„ + i(0) = 0 is a possible occurrence. However, because the

spacing of the Airy ring minima is not constant, some degree of coherence between an aperture

and its non-nearest neighbors will always exist. This implies that unless the coherence length is

much less than the spacing of the array, no difference will be seen in the resulting diffraction

pattern.

This observation is important to the operation of particle sizing instruments based on for-

ward light scattering since it suggests that if phase distortion produces a beam whose coherence
length is greater than the diameter of the largest particle to be sampled then the shape of the

diffraction profile will be the same as for the unperturbed case.

Thompson also investigated diffraction from irregular arrays using lycopodium powder.
Of specific interest were the diffraction profiles that resulted from using illumination whose
coherence length ranged from several thousand to only a few particle diameters. The results

showed no loss in fringe contrast with a drop in coherence length, as perhaps might have been
predicted from the work of Shore et al. The only difference was a "smoothing" of the intensity

profiles as the coherence length decreased since the values of 7^ contribute less to the sum in

Eqn (4).

In summary, the level of phase distortion can be determined by sampling the Airy patterns

produced by a series of calibrated apertures. The minimum size aperture yielding a pattern not

623



shifted to higher spatial frequencies must be greater than the largest particle to be sized or the

measurements cannot be corrected. If this condition holds, the work of Thompson shows that the

phase distorted diffraction profile will not differ from the undistorted profile. Furthermore,
under these conditions the only effect of phase distortion that need concern the user of a Fraun-
hofer diffraction based particle sizing instrument is beam spread. Fortunately, this spread, which
will appear as undiffracted light in the energy profile, can be removed by acquiring the

instrument's background signal under the conditions that lead to phase distortion and then pro-

cessing the particle scattering data using the standard software. A demonstration of this tech-

nique is provided in Section 5.

4 EXPERIMENTAL APPARATUS
A Malvern 2600HSD diffraction based particle sizing instrument was employed in this

investigation since the Malvern serves as a sort of default standard in diffraction based systems

and Malvems have been used extensively in industry and research applications by many individ-

uals and groups. A high temperature flow tunnel was used to generate the desired optical pertur-

bations. It has been described in detail by Miles [7].

In order to isolate the effects of phase distortion on the particle diffraction profile, it was
first necessary to remove the effects of beam wander. This was accomplished by utilizing the

conditional sampling hardware developed by Miles et al [2]. This hardware was added to the

optical train developed to study phase distortion and is denoted by the extension ".BW" in Figure

2. It includes a 4% reflection beam splitter, a focusing lens (250 mm focal length), a four-

quadrant photodetector, and electronic circuitry used to compare the laser beam's wandered posi-

tion to that of the ambient situation. If the wandered beam's position is within an acceptable

window, the conditional circuitry triggers the Malvem receiver to collect the diffraction profile

information.

In order to ensure that a repeatable particle size distribution could be obtained throughout

the course of the experiments, a standard reticle was employed [8]. It had best-fit Rosin-

Rammler parameters of N = 3.20, X = 52.8 |im, and SMD (Sauter mean diameter) = 40.27 )im.

Several issues had to be considered when observing the effects of phase distortion on the

unscattered laser beam, on the diffraction pattern from the reticle, and on the diffraction pattern

from the calibrated apertures. The ability to reproduce the same diffraction pattem from either a

calibrated aperture or the reticle was limited by the ability to reproduce their exact physical loca-

tion within the optical train. The repeatability of such a task was determined through trial and
error to be low, regardless of the positioning method employed. In order to observe each of the

above profiles individually, without having to reposition the reticle or calibrated aperture, the

experimental apparatus shown in Figure 2 was utilized.

The optical hardware illustrated in Figure 2 consists of a 10 mW HeNe laser whose beam
is spatially filtered and collimated to a diameter of 4.5 mm, plus two Mach-Zehnder interferome-

ters in series that sample and redirect the laser beam and the diffraction profiles resulting from
the reticle and calibrated aperture. As shown in Figure 2, the calibration aperture and reticle are

permanently positioned in separate arms of the interferometers, thus guaranteeing that their dif-

fraction profiles are reproducible. The interferometer arrangement also allows for observation of

the effects of phase distortion on the undiffracted laser beam by adjusting the iris diaphragms to

block off both the reticle and aperture. As a result, the user can observe each of the relevant

intensity profiles individually without having to reposition the reticle or calibrated aperture

between runs.

Experimental data obtained using the apparatus presented in Figure 2 are introduced in the

next section and indicate the effects of phase distortion on the standard instrument's perform-

ance, plus the enhanced agreement that results fi^om correcting particle size data for phase distor-

tion.
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5 RESULTS
Data acquisition commenced by placing the calibrated aperture and reticle in their respec-

tive interferometer arms, centering the Malvern photodiode array on the laser beam, and aligning

the beam wander conditional sampling hardware. Three sets of ambient background, calibrated

aperture diffraction profile, and particle diffraction profile data were then collected by shutting

the appropriate iris diaphragms. At this point, the blower supplying air to the test section was
started and an air velocity of 25 m/s was established in the test section. The air temperature was
adjusted to 200, 400 and then 600 C with one background profile, three calibrated aperture dif-

fraction profiles, and three particle diffraction profiles obtained at each temperature. The entire

process was performed once a day for three days for a total of nine data points at ambient and
each of the elevated temperatures.

As mentioned previously, the calibration aperture serves as a users' guide to recognize

when phase distortion is present and indicates the largest particle diameter that can be sized with-

out phase distortion affecting the light intensity profile. Sample intensity profiles for a phase dis-

torted and non-phase distorted aperture (circular pinhole, d = 600 [im) are shown in Figure 3.

The agreement between the two profiles indicates no shift in the maxima or minima and therefor

a coherence length greater than 600 |im. Consequently, all particles up to the 564 [im limit mea-
surable using the Malvern's 300 mm focal length lens will be coherently illuminated and the

only effect that need be considered is beam spread.

A sample phase distorted diffraction profile from the reticle appears in Figure 4. Com-
pared to a non-phase distorted profile, the perturbed profile reveals large intensity variations at

lower spatial frequencies, i.e. in the innermost photodiode rings, due to beam spread. However,
at larger spatial frequencies no intensity variation is observable supporting the conclusion that

the spatial coherence length was larger than the largest particle in the distribution. Figure 5

shows the background readings corresponding to each of the profiles in Figure 4. By subtracting

the background taken under phase distorting conditions from the phase distorted particle profile,

a corrected diffraction profile is generated and used to determine the particle size distribution.

An example profile appears in Figure 6; comparing it to the light intensity profile of Figure 4
clearly demonstrates the improvement achieved when using the correction procedure outlined

above. This improvement is also apparent from the Malvern calculated Rosin-Rammler size dis-

tribution parameters for the uncortected and corrected profiles, as shown in Tables 1 and 2.

Uncertainties in these tables are reported as one standard deviation. Note that the discrepancies

between the ambient and 200, 400 and 600 C cortected values forX, N and SMD are within the

sum of their standard deviations, with the exception of the 600 C value for N. In contrast, the

discrepancies between the ambient and uncorrected 400 and 600 C values forX, N and SMD are

at best one standard deviation and most often greater than 2a.

6 SUMMARY
The two effects of phase distortion on the diffraction pattern produced by a particle, beam

spread and a shift of the Airy pattern extrema to higher spatial frequencies, have been noted.

Beam spread is present regardless of the laser beam coherence length (4), while the Airy pattern

shift occurs only when the size of the particle being sampled exceeds 4. A procedure to deter-

mine the coherence length under phase distorting conditions was described and a correction

scheme was developed to remove the effects of phase distortion when all particles have

diameters less than 4.

The correction scheme is straightforward, requiring only that the Malvern's background
signal be acquired under the same phase distorting conditions as the particle diffraction profile.

The data may then be processed using the standard Malvem software.

The correction technique was evaluated by comparing phase distorted diffraction profiles

and background intensities with their undistorted counterparts that were collected under identical

flow conditions. Results showed that phase distorted intensity profiles yielded particle distribu-

tion parameters that were as much as 9% in error. Parameters calculated from corrected intensity
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profiles, however, were within 2 % of those obtained under ambient conditions. This indicates

the proposed technique successfully removes the effects of phase distortion when possible.

We thank E.D. Hirleman (Arizona State University) for several helpful discussions and
B.H. Miles (US Army Waterways Experiment Station) for providing comments on an early ver-

sion of this manuscript.
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Table I. Particle Size Distribution Parameters for Uncorrected Data

Temperature, C X, jim N SMD, \im

20 52.34±0.18 3.40±0.03 41.97±0.04

200 52.86±0.07 3.39+0.00 42.3310.57

400 54.99±0.73 3.24±0.06 43.4710.33

600 56.25±0.32 3.17m 17 44.15±0.48

Table n. Particle Size Distribution Parameters for Corrected Data

Temperature, C X,\im N SMD, [im

20 52.34±0.18 3.40±0.03 41.97±0.04

200 52.45±0.00 3.39±0.00 42.00+0.00

400 52.0310.70 3.3510.07 41.5310.49

600 51.8511.05 3.5510.08 42.0310.61
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ABSTRACT

A low-cost instrument has been developed to measure drop size and speed in dense sprays. The

instrument uses two coaxial laser beams of different colors. The smaller locater beam defines the center of the

larger metin beeun and triggers a measurement only when a drop passes through the center of the main beam.

Light scattered perpendicular to the beam is focused through a double sUt imaging system which avoids partial

obscuration of the image. A vibrating glass tube produces a uniform drop stream for calibration. A simple

"scattering tomography" analysis accounts for beam attenuation. Fluctuations in beam intensity are also

considered. Data in a spray nozzle are reported. Both the diameter and speed histograms are best fit by a

log-normal function.

INTRODUCTION

A review of most drop sizing techniques up to 1978 is given by Azzopardi [1]. Since then the

Polarization Ratio [2,3], Phase Doppler [4], and Pulse Intensity [5-7] techniques have been developed. The

present instrument is of the latter type.

The Pulse Intensity techniques determine the drop size by measuring the scattered pulse as a drop

crosses a laser bejun. This gives a robust signal with simple optics. The main problem is that the scattered

intensity depends upon the path the drop follows across the beam. Since the laser beam normally has a

Gaussian intensity distribution, a drop passing far from the beam center gives a smaller pulse height than if it

passed through the center. This problem is termed "Gaussian ambiguity".

An obvious solution to the Gaussian ambiguity problem is to generate a beam with a uniform ("tophat")

profile, but this has proven difficult [8]. Instead, several researchers [5,6] developed deconvolution algorithms

to analytically correct for the ambiguity. Another obvious solution is to accept a Gaussian beam, but define the

center of the beam such that measurements are triggered only when a drop passes through the center.

Hess [7] used a laser velocimeter to define the beam center. Since the velocimeter signal is weak,

forward scattered light was collected by viewing the beam at an oblique angle, greatly increasing the probe

volume size. Since the velocimeter probe volume must be about 4 times wider than the drop to give a good

visibility signal and the main beam must be about 5 times wider than the velocimeter probe volume, the

minimum average drop spacing is about 20 drop diameters, which is fairly sparse.
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EXPERIMENTAL APPARATUS

The optical cirrangement Is shown in Figure 1. A small yellow beam (He-Ne, 594 nm) defines the center

of a coaxial red beam (He-Ne, 633 nm). The red main beam is about 5 times larger than the yellow locater

beam at the probe volume. A similar coaxial arrangement was reported by Wcmg and Hencken [9]. Light

scattered at 90° is imaged onto the main slit. The slit width, together with the beam diameter defines the size

of the probe volume. The two colors are separated by an edge filter. The red light, from the main beam, is

reflected into a photomultipher. The yellow light, from the locater beam, is re-imaged onto the "locater sUt".

The locater slit views only the center of the main slit, ignoring drops which are partially obscured by the

edges of the main slit. The locater photomultipher triggers a measurement only when a drop passes through

the center of the main beam and is centered in the view of the medn sht. Umhauer [10] reported a similar two

slit imaging system, with the slits in parallel.

A locater pulse triggers storage of a main photomultipher pulse with a Rapid Systems R2000 digital

O-scope. The digitized pulse is fit to a Gaussian curve by a logarithmic transform to a parabola and linear

regression. About 50 samples per pulse are needed to average over ripples on the pulse. The pulse peak

determines the drop diameter and the width determines the speed transverse to the beam. Checks on the

fitting error help eliminate drop coincidences in the probe volume. Since both size and speed are obtained,

either a flux or spaticd drop size distribution can be generated and speed-size correlations can be obtained.

Since the pulse amphtude is approximately proportional to the square of the drop diameter, care must

be taken to provide a wide dynamic range. Previous researchers used logarithmic ampHfiers. Instead, the

programmable gain feature of the digitizer is used. Measurements are made at three gain ranges. The

processing rate is usually slower them the data rate. To avoid bias against the busier ranges, a set of pulses is

digitized and the elapsed time recorded. The pulses are then processed and the histogram bins incremented

inverse to the digitization time.

The transmitted beam is focused onto a pinhole in front of a phototube. A 4 axis positioning system

controlled by a Precision Micro Control DCX-8 board allows translations in the scattering plane and rotations

about the spray and collection axes. A vacuum collects the spray drops, allowing operation with the spray

pointing upward.

CALIBRATION

A glass pipet is drawn to a small diameter and cleaved. A laminar jet of liquid is forced from the pipet

while vibrated by a speaker. At certain frequencies the jet breaks into a stream of uniform drops. Sakai [12]

gave a detciiled report on the phenomenon. A time trace is shown in Figure 2. The drops almost overlap in the

main beam. The ripples in the main pulses are due to noise in the beam profile. Reducing the beam diameter
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Fig. 2 Photomultiplier signals with uniform 230 umD drops,

700 umD main beam, 200 umD locater beam
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yields smoother pulses. The spatial filter partially obscures the main beam, resulting in steeper edges than a

true Gaussian pulse, which is advantageous in decreasing overlap of adjacent pulses.

Knowing the frequency and flow rate, the drop diameter is easily calculated. The calculated size has

been verified using a microscope, with stroboscopic illumination. Photographing the drop stream and

measuring the drop spacing allows calculation of the speed. Comparing this with the e"^ pulse width

(temporal) allows Ccilculation of the e'^ beam width, which is the caUbration constant for speed.

Since the drops follow a very defined path through the beam, the drop stream must be scanned back

and forth across the beam to test the instrument's resolution. The resulting histograms are shown in Figure 3.

Equally narrow histogrcuns are obtained for scans along the laser beam. Disabling the locater beam gives the

histograms shown in Figure 4, displaying the "Gaussian ambiguity". It appears difficult to deconvolve the

diameter histogram to appear as that in Figure 3, as suggested by Holve and Self [5] and Mizutani [6]. The

speed histogram is less affected. Theoretically, with a Gaussian beam, it should be unaffected [5]. However, in

practice the degradation is severe.

Scanning the drop stream across the laser beam also allows determination of the size of the locater

probe volume, by noting the Umits over which the locater beam is triggered. Wang and Hencken [9] found that

large drops are more likely to trigger a measurement. However, testing with drops from 163 to 279 ^mD,
using a locater beam about 200 /imD and locater slit 500 fim wide, showed no difference in probe volume size.

Therefore no correction is made for size bias. The Ukely explanation is that most of the light scattered at 90°

is due to total internal reflection from a small region on the back of the drop, so that the effective scattering

area of a drop is much smaller than the actucil cross section.

Calibration results are shown in Figure 5. Ideally, the drop diameter should be proportional to the

square root of the normalized scattered intensity, however a slight curvature is apparent as the drops increase

in size. An explanation results by averaging the beam intensity over the drop cross section, giving the fit shown

in Figure 5. The best fit occurs by assuming a main beam diameter (D) of 700 /imD, although the curvature is

so slight that a much larger value would make Uttle difference. The beam diameter estimated by eye was

550 /imD, while the speed calibrations determined 578±63/imD. The difference is again attributed to the

effective scattering diameter being smaller than the actual diameter.

For drops smaller than about 10 /imD, the light collection cone is not large enough to average over the

Mie interference pattern and the cahbration curve becomes multivalued. However, few drops this small exist

in the sprays tested. Calibration streams smaller than 150 /imD can be generated, but the drops overlap in the

probe volume, so that the lower end of the calibration curve has not been verified. One solution is to decrease

the number density by electrostatically deflecting away every other drop [13].

Calibrations using 8 different Uquids suggest a linear relation between the apparent diameter increase

and the refractive index relative to water, as shown in Figure 6. The incident light was polarized perpendicular

(vertical) to the scattering plane. For most low molecular weight liquids the correction is fairly small.
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Fig. 3 a) Diameter histogram wilii drops scanned across beam Fig. 3 b) Speed histogram with drops scanned across beam
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By averaging over the beam area, a large drop gives a slightly wider pulse as it crosses the beam than a

small drop. The resulting pulse is still essentially Gaussian. Numerical integration predicts a fractional

increase in pulse width of 0.539(d/D)2 - ^ * ^ , where d is the effective scattering diameter. The present scatter

in the speed cahbrations (± 11%) preclude verifying this prediction.

BEAM ATTENUATION

In a dense spray the laser beam is attenuated in traveling to the probe volume and the scattered hght

suffers attenuation in exiting the spray. These attenuations cause the drop pulses to appear smaller than

normal and must be corrected.

The transmittance to the probe volume is found by passing the beam from the left and right, in turn:

^Jl
~

/^r)^]'^ > where tj^ and tj. are the transmittances for the beam from the left and right, respectively, and

T is the total transmittance. A linear "absorption" law (actually scattering) is assumed, i.e. T = t^ tj.

The pulse height histograms appear similar in each case, with the abscissas simply scaled by the ratio of

the beam intensities. The ratio t^/t^ is thus found by ratioing the peak values of the two histograms. The

collected Ught transmittance is the same fraction in each case, so that the ratio is unaffected. It is not actually

necessary to pass a beam from the right. The same geometry results by rotating the spray 180° about the

collection axis, i.e. so that the spray points upward.

This emalysis has general application to any problem where the attenuation is due partially to scattering,

and the "absorptivity" at every point in a cross section is desired, for example in studying soot generation. The
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"absorptivity" at every point along a line through the region can be found by differentiating the transmittances

along the line. This analysis is best termed "scattering tomography".

The transmittance along the collection path can be found by rotating the spray 90° about the spray axis,

as shown in Figure 7, making the former collection path (t^) align with the beam, allowing its transmittance to

be determined. Denote the peak of the measured pulse height histogram by Pj^^ , where k=JL or r for the

beam from the left or right, respectively, and ^ = 0° or 90° for the spray at the original orientation or rotated

90° about the vertical, respectively, tj denotes the transmissivity along the four paths shown and T^ and

are the transmittances along the two perpendicular paths across the spray. The corrected pulse height peak is

found as: P = P^qo /(tj tg ). Expressing t^ and t^ with the scattering tomography analysis above eventually

results in an identity (note T
J =^^^2 '^'^^^2 ~^3^4)*

P = rtit2t3t4 PPl ^

L Ti T2

Referring to Figure 7, the possibilities for the numerator are:

(h^3P)(^2U^) = Pi 0° Pi 180° ' PX 0° Pr270° ' Pr90° 180° '
o*" Pr90° Pr270°

(tit4P)(t2t3P) = Pjj PrO° , Pjd 90° ^Ji 270° ' Prl80° PrO° '
or Prl80° P^ 270°

These are summarized as two procedures: (1) after the first measurement, rotate the spray 180° about

the spray axis, or (2) after the first measurement, rotate the spray 90° about the spray axis and 180° about the

collection axis (to pass beam from right). The first procedure is more convenient since the spray remains

pointing downward. It is interesting that including the collection attenuation leads to a simpler procedure than

considering the input attenuation alone. Beretta [2] states the same result for the case of an axially symmetric

spray. As seen here, the result is not restricted to axial symmetry.

A related problem is that the beam attenuation is not constant, due to statistical fluctuations in the

number of drops along the path to the probe volume. The collected light also fluctuates, but it is not significant

due to the large collection cone.

A drop scatters most of the light incident upon its cross-sectional area out of the beam. An equal

amount of light is diffracted, but most of it remains within the confines of the beam. Scattering causes

localized shadows in the beam profile, giving ripples on the pulses. However, the Gaussian fitting largely

negates the ripples, so that only temporal fluctuations in the spatially averaged intensity need be considered.

Assuming a uniform beam intensity and a mono-disperse spray, the fraction of beam energy scattered

by a single drop is (d/D) ^
, The total fraction attenuated is: A = l-exp[-N(d/D) ^

], where N is the number of

drops in the beam. According to Poisson statistics, the attenuated fraction fluctuates by an rms fraction A/J N,

so the rms beam intensity fluctuation is:

1^^5/1 = (d/D) A[-ln(l-A)]-^

For both very low and very high attenuations there is little fractional intensity fluctuation. The

maximum fluctuation occurs at an attenuation of 71.5%, in which case Ifj„5/I = 0.638(d/D). Given the square

root relation, the corresponding diameter fluctuations are half this. It is desirable to converge the main beam

as it approaches the probe volume, so that its average diameter through the spray is increased, decreasing the

fluctuations.

Hess [11] measured intensity fluctuations of +/-14%, at a beam attenuation of 10.7%. The beam
diameter was about 600 /imD at the probe volume, and somewhat larger in the spray. Since the attenuating

drops were far upstream, a factor of 2 should be added to account for diffraction. The analysis would then

predict an rms fluctuation of J 2(d/D)(0.318). The average drop size in the spray was not stated. To agree

with the above analysis, the drops would have to have been an average of 187 /im in diameter.
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EXPERIMENTAL RESULTS

Measurements in a Delavan WDB20-45° nozzle spraying water at 276 kPa, 685 cc/min, 152 mm from

the nozzle on the centerline, are shown in Figures 8 and 9. Similar shaped drop size distributions have been

reported [6,14,15].

To insure that the rapid cutoff on the low side of the drop size histogram was not due to instrimient

sensitivity, the time traces were monitored. The smallest drops detected had locater pulses well above the

trigger threshold, so that drops smaller than the 5 /zmD limit in Figure 9a could have been detected. The

limiting drop size is probably due to the Umited kinetic energy available to atomize the hquid.

The log-normal function gives the best fit to both the diameter and speed histograms, as shown in

Figure 9:

f(x) = (C/x)exp{-^[hi(x/xO)/s]2} ; normaUze: C = l/[s(27r)^]

The parameters xO and s control the peak and width of the distribution. An upper limit modification to the

log-normal function has been suggested [16], however, the addition of a third parameter confuses the data

analysis. Such a limit is better added at the modeling stage.
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The Nukiyama-Tanasawa (N-T) function has also been used:

f(x) = C X™ exp[-(x/xO)P] ; normalize: C = p/{xO ^ (m + 1) T [(m + l)/p]

}

where F () is the gamma function. When exponent m is restricted to (p-1) it is termed the WeibuU function

[17]. One difficulty is that the N-T function does not maintain a similar shape. For wide distributions it is

skewed left, appearing similar to the log-normal function, whereas for narrow distributions it becomes skewed

right. Also, ifm< 0 it predicts an infinite number of drops as the diameter approaches zero.

Another popular function is the Rosm-Rammler, usually expressed as a cummulative volimie fraction:

Fy(x) = l-exp[-(x/xO)P]

however, ^ ^

so that it is seen to be simply the Nukiyama-Tanasawa function with m = p-4, a fact noted by Bevans [18].

For application to combustion models, an efficient procedure should exist to generate random variates

from the selected distribution function. When the cumulative distribution function (cdf) can be analytically

inverted, random variates are generated simply as X = F'^ (R), where F"^ () is the inverse cdf and R is a

random number from 0 to 1 [19]. Examples are the exponential function, used in Los Alamos' KIVA code

[20], and the Weibull function. The log-normal cdf cannot be inverted, however efficient methods exist for

generating random variates from it [19, p 132].

The Delavan nozzle used was the subject of a "round-robin" test, using 6 different drop sizing

instruments [21]. At the test conditions of Figure 9a they reported Sauter Mean Diameters (SMD) from 65 to

180 fimD and "relative spans" from 0.95 to 1.7. The present data gives an SMD of 46.3 /imD and 1.19 relative

span. However, the SMD is a poor basis for comparing distributions from single particle counters since it is

overly sensitive to the tail, where the counts cU"e very low.

The beam attenuation through the center of the spray was 19.4%, with an rms fluctuation of 2.42%.

The previous attenuation analysis calculates an equivalent monodisperse drop size of 16.4 ^mD, for the

400 ;zmD (minimum) main beam, which is close to the peak value of 14.8 jUmD in Figure 9a. Doubling the

pressure to 552 kPa hardly changed the peak diameter (15.8 /zmD) but narrowed the distribution (SMD =

36.3 /imD), while the peak velocity increased from 8.93 m/s to 11.0 m/s.

CONCLUSIONS

A low-cost instrument has been developed to allow drop size and speed measurements in dense sprays.

The design overcomes previous difficulties with Pulse Intensity methods. A simple "scattering tomography"

zmalysis accounts for beam attenuation through the spray. Drop size and speed distributions in the Delavan

spray are best fit by a log-normal distribution.
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ABSTRACT

A liquid nitrogen freezing method for accurate measurement of droplet sizes
has been developed since 1971 and recently the final setup has been completed
through the efforts for overcoming some problems and difficulties. Droplet
sizes of water spray are measured by both the freezing method and the
immersion sampling method and the results are compared. It is revealed that
the number of droplets caught in the freezing method is several times as much
as that of the immersion sampling method. The reason of the decrease of
droplets number in the immersion sampling method is considered to be caused by
the disappearing of smaller droplets due to evaporation. Therefore the Sauter
mean diameter obtained by the immersion sampling method tends to be larger
than that by the freezing method. Through the comparison experiment with
immersion sampling method, it has been revealed the present apparatus can
afford highly accurate value of droplet sizes.

INTRODUCTION

It is strongly depired to obtain accurate droplet sizes in the fields of
liquid atomization technique. While various measuring methods have been used,
few of them seems to be able to afford the reliable value of droplet sizes due
to individual shortcoming essential to each method. The freezing method, in
which liquid droplets are solidified by low temperature atmosphere possesses
several advantages to obtain their accurate sizes. Since the first study on
this method by Longwell(l) in 1943, several works in this field have been made
by different investigators (2)-(7). In recent ten years, however, no
successful results has reported.

The authors started the research on this freezing method in 1971. A

cylindrical freezing chamber is air-proved to avoid generation of cloud in the
chamber. Liquid nitrogen fed into the double wall space of the chamber
vaporizes and forms cooling atmosphere. Liquid to be tested is injected
downward through a nozzle and its frozen droplets fall onto a photographic
film set on a bottom plate of the chamber. In order to avoid the severe
problems of frosting and optical difficulty, a simple photographic technique
called photogram is employed to get shadows of the droplets. In 1978, at the
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first ICLASS, history of development of the research from the first trial
setup to the sixth setup was reported and availability of this method for
accurate measurement was suggested on the basis of the experimental results.

In 1979 and 1980, remarkable improvements had been made in the method
and the seventh trial setup was designed and developed. Prior to the
construction of this device, distance neccessary for droplets to freeze was
theoretically estimated and evaporation of droplets were also calculated. The
most important improvement in the setup was employment of 100 feet long film
in a film suply system, which enables to obtain a significantly increased
number of data in one series of experiment using liquid nitrogen filled in a
150 liter Dewer tank. The film suply system was also newly designed to protect
the film against sudden exposure to the atmosphere with large temperature
difference from room to freezing chamber, to avoid the temperature shock which
deteriorates film emulsion. Using the setup, adequate exposure time to
compensate the decrease of light sensitibity of the film emulsion due to
lowered temperature, and adequate axial temperature gradient in the test
chamber to form spherical frozen particles were searched experimentally. All
these results were already reported (8).

Through further improvement made in recent years, the final setup has
been completed for accurate measurement of droplet sizes. In this paper
procedure of the improvements is described at first, and the accuracy of the
freezing method is examined by comparing the droplet sizes obtained by this
method with those by the another method. This time, the immersion sampling
method is chosen as a representative of the other methods, which is widely
used at present and is often employed as a standard method when comparison is

required

.

EXPERIMENTAL SETUP AND PROCEDURE

The arrangement of experimental devices is shown in Fig.l. The freezing
chamber (32) is composed of a double wall type cylinder and a top and bottom
end plates to keep airtight for avoiding generation of fog in the chamber. The
inside of the chamber is kept dark. A length of 2 meter of the chamber was
determined considering the analytical result mentioned above, and the inner
diameter is 600 mm. The cylinder walls are made of 0.5 mm stainless steel

plate. The thickness of the previous body wall was 1.0 or 1.2 mm, and this

reducton of the wall thickness produced decreased heat capacity of the body,

nitrogen consumption economy and easy control of ambient gas temperature.
Liquid nitrogen in the Dewer tank (14) is poured into the gap between the

inner and outer walls of the chamber cylinder and the evaporated nitrogen
forms freezing atmosphere in the chamber. The amount of nitrogen supplied is

measured by using a spring balance (13). The chamber is thermally insulated
by foamed polystyrene with a thickness of 150 mm. Distribution of tempera-
ture in the freezing chamber is measured by thermocouples (29) set at seven

heights, which can be moved radially by rotating a support bar (30). Thermo-
couples are also inserted in other parts, injection nozzle (5), film boxes

(17) and (28), etc.. All of these sixteen thermocouples are connected to a

data-logger(l ) and their measurement time is controled by a micro computor.
When the temperature distribution in the chamber achieves required

profile, a new part of a 35 mm roll type long film is pulled out from the film
box (28) through the temperature buffer (25) at adequate speed for avoiding

heat shock, and is set on a film guide (23). On the guide the spread film
forms a collective area of frozen particles with a width of 24 mm and a length

of 600 mm. These operations are made automatically by a rolling system
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Fig.l The eighth apparatus

consisted of a photo-detect counter (27), an inverter motor and an electronic
control circuit. Liquid to be tested is then injected downward into the
freezing chamber. When the smallest frozen particles are considered to reach
the film completely, shadows of the frozen particles are recorded on the film
by the technique called photogram, at which direct exposure is made to the
light from the bulb (2) for adequate duration determined depending on the
coldness of the film. As soon as the exposure is finished, the exposed part
of the film is rolled up into the film box (17), and the frozen particles on

the film are replaced by a suction unit (15). The photogramed particles are
printed with magnification of 20 and then measured.

Since the experiments for comparison of the two methods have to be
carried out under the same conditions as far as possible, the chamber of the
freezing method is also used to carry out the experiment of immersion sampling
method and the sampling cells are placed at the same position as that of the
film supply system in the freezing method. All the experiments are carried
out on water spray injected through a hole nozzle with 0.3 mm diameter.
Injection pressure is changed in four steps, i.e. 12, 10, 8 and 6 MPa, and the

injection period is changed also in four steps, i.e. 150, 90, 40 and 30
millisecond. The injection period of 90 ms is set as a standard injection
period. The quantities of water injected are chosen as small enough not to

cause the coalescence of droplets at the immersion liquid surface and large
enough to offer reasonable number of particles.
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RESULTS AND DISCUSSIONS

Influence of Exposure Time to Low Temperature Atmosphere on its Negative
It is known that the application of sudden change of temperature to the film
sometimes causes unevenness in density and spots or patches with irregular
shape on its negative. However the details of these phenomena have not been
clear. Therefore the following tests were carried out. The elapsed time from
the setting of a film in alow temperature atmosphere of -100 C to the light
exposure was changed as 0, 30 and 60 minutes, and then the film was developed.
The result showed that the negative without elapsed time is normal, but a lot
of fine spots appeared on the negative with 30 minutes elapsed time and the
number of the spots increase in the case of 60 minutes. However since the
contour of the spot is not clear, while that of the shadow of the frozen
particle is quite clear regardless of its size, both the spots and the
particles can be easily distinguished. Therefore, it is considered that the
elapsed time of 30 minutes which generates relatively small number of the

spots does not affect on the result of measurement. To avoid these
undesiarable phenomena, in the present experiments the film is introduced into

the chamber immediately before the liquid injection and rolled up into the

film box as soon as the exposure is finished.

Comparison of the Number of Droplets Captured
In Fig. 2 radial profiles of number density of droplet caught in the freezing
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method is compared with those in the immersion sampling method for four
injection pressure levels. Some representative photographs of droplets in the
two methods are shown in Fig. 3. The figure shows that the number of droplets
caught in the freezing method is nine times as much as that in the immersion
sampling method, and more than half of the number is occupied by the fine
droplets smaller than 25 micrometer. These facts are caused by evaporation
of the droplets during their flights in the ambient gas, and the increased
evaporation rate as the diameter becomes small (8). In the freezing method
droplets are prevented from evaporation due to the extremely low temperature
atmosphere and almost all droplets can remain and are captured. Fig. 2 also
shows the same tendency as above.

Comparison of Sauter Mean Diameter in Two Methods
Fig. 4 shows the radial distributions of local Sauter mean diameter obtained by
freezing method and immersion sampling method. In Fig. 4(a) it is shown that
the Sauter mean diameters by the immersion sampling method are much larger
than those by the freezing method over whole range of radial derection. A
similar tendency was observed in the case of injection pressure of 10 MPa.
The reason of these facts is that in the immersion sampling method the number
of finer droplets is decreased by evaporation as mentioned above. Radial
profiles of the mean diameter in (a) are more gentle than those in (b) and
(c). This tendency may be caused by the fact that in the high pressure
injection the size of droplets becomes smaller even at the center of the
spray, and the ralatively larger droplets in the vicinity of spray axis are
apt to be shifted toward periphery due to the high injection velocity.

In figure (b) in the case of injection pressure of 8 MPa, Sauter mean
diameters by the two methods come to nearly the same at the vicinity of spray
center. This is caused by that although the number of droplets obtained by
the freezing method is larger than that of the immersion sampling method, the
total number of droplets generated decreases and the number of large droplets
over a diameter of 200 micrometer becomes to increase as the injection
pressure decreases.

In figure (c) Sauter mean diameters by the immersion sampling method
becomes larger again than those by the freezing method. As the injection
pressure decreases the dispersion of spray becomes weak and the sizes of
droplets increase. These tendencies bring larger possibility of coalescence
of droplets when they are captured by immersion liquid. This fact shifts the
value of mean diameter near the spray center. In the periphery of spray the
mean diameters are shifted down nearly to the values of freezing method. In
this region the increase of mean diameter due to the evaporation of fine
droplets becomes small, the number of fine droplets decreases under the lower
injection pressure.

Comparison of Size Distribution
In Fig. 5 number distributions of droplets obtained by the freezing method are
compared with those by the immersion sampling method. Difference is seen in
the region of fine droplet under the condition of high injection pressure.

Influence of Injection Period on Sauter Mean Diameter
Injected liquid quantity was changed by changing the injection period to
reveal their influence on Sauter mean diameter, and the results are shown in
Fig. 6. As seen in Fig. 6(a) the mean diameter by the freezing method with
injection periods of 30 and 1 0 millisecond is larger than those with 90 and
150 millisecond. This may be caused by the relatively longer transient period
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of nozzle needle motion in the case of shorter injection period where
insufficient atomization occurs. In the immersion sampling method these
differences are not recognized. Based on this result, it can be said that
the freezing method is more sensible than the immersion sampling method.

Diameter d /im Diameter d fun

(a) Pi = 6 MPa (b) Pi = 12 MPa
Fig. 5 Distribution of droplet size
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CONCLUSIONS

A new apparatus for accurate measurement of spray droplet sizes based on the
liquid nitrogen freezing method has been constructed after the constructions
of seven trial setups. Using this apparatus comparison tests with the
immersion sampling method were carried out and the results are summerized as:

In the present apparatus improvements were made on some points for more
reliable measurement, easy operation and nitrogen economy.

The immersion sampling method presents larger mean droplet diameter
mainly due to disappearing of fine droplets by evaporation and coalescence of
droplets occurs when they are captured by immersion liquid.

In the freezing method the evaporation and coalescence of droplets are
almost avoided and, therefore, the method can afford highly accurate spray
diameter.

Since the freezing method is based on a quite simple principle and has
little possibility of error, the present setup is considered to be a standard
measuring apparatus.
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ABSTRACT

A diesel spray impacting on a wall in a close chamber, under
ambient air conditions, has been analysed by means of Laser
Doppler Velocimetry (LDV) and Phase Doppler Anemometry (PDA) in
order to measure droplet size and velocity in regions close to
the wall. Spray behaviour has been characterized in terms of
different injection periods and different spatial regions, and
proper data analysis allowed to identify the main features of
the droplet-wall interaction phenomenon.

INTRODUCTION

Recent theoretical predictions, experimental observations and
engine tests [1] evidenced that the interaction of a diesel
sprays with the piston wall might be beneficial to engine
combustion because of the influence on fuel vaporization and
heterogeneous mixture formation processes. Many experiments have
been performed in the past by different groups [2,3,4,5] to
investigate the spray-wall interaction, generally using high-
speed photography, and the first submodel developed to describe
the spray-wall interaction process has been presented very
recently [6]. Spray-wall interaction characteristics seem to be
controlled mainly by the drop Weber number although other
parameters as wall temperature, fuel boiling temperature, drop
impinging angle, swirl intensity, air density and temperature,
Leidenfrost temperature, wall surface roughness have also been
proven to be important. Analysis of spray-wall interaction is
furthermore complicated, due to the interaction of spray
droplets with entrained air flow [7], which makes unrealistic to
extrapolate data obtained in experiments with single droplets.
Development and validation of a spray impingement model requires
a large amount of experimental data on the droplets of a real
spray, like size and velocity in the region close to the wall.
The present research work was aimed to a detailed analysis of
the spray wall impingement process, by using the Phase Doppler
Anemometer (PDA) to obtain simultaneous measurements of spray
drop size and velocity in the close proximity of the wall.

645



EXPERIMENTAL SET-UP

The experiment was performed in a closed cylindrical chamber (89
mm i.d.,300 mm height) equipped with two glass windows
positioned to allow the use of the PDA in the 70 deg forward
scattering configuration to reduce the effective probe volume
dimensions ( about 1mm in length and o.l5 mm diameter) and the
sensitivity of the phase shift to refractive index of the drops
[9]. A standard diesel injector (Bosch single hole nozzle, 0.25
mm diameter) injecting at 45 deg with respect to the nozzle
axis, was mounted off-axis on the top wall of the chamber. The
injector was fed by a Bosch high-pressure pump driven at 500 rpm
by an electrical motor and diesel oil was used as fuel. The
impact wall, an aluminium disc (50 mm diameter) with a polished
surface, was centred on the chamber axis and positioned at a
distance of 20 mm from the nozzle tip. (see fig.l). The
impingement distance (L) and the impingement angle (45 deg) were
kept constant. The nozzle opening pressure was fixed at 20 MPa
and the injection pressure history is shown in Fig. 2. Operating
experience indicated that the injection system provides very
reproducible pressure time histories. The ambient gas was air at
room temperature and pressure. The operating conditions of the
experiment are summarized in Table 1.

Table 1 - Operating conditions

Nozzle diameter, d
Max. fuel inj. pressure
Pump speed
Volume of fuel injected
Duration of injection

(mm*/in j

)

(ms)

(mm)
(MPa)
(RPM)

70
500
36

0.25

3.4

Fig.l Schematic of the impingement
experiment (all dimensions in mm).

Fig. 2 The liquid in-
jection pressure.
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Drop size and velocity were measured by the Phase Doppler
Anemometer (Dantec PDA); the light source was an Argon-ion laser
(5 W nominal power) and the transmitting optics comprised a 40
MHz Bragg cell for frequency shifting and directional
sensitivity and a front lens of 300 mm focal length. The
receiving optics was the 57X10 Dantec unit equipped with three
preamplified photomultipliers . The covariance processor of the
PDA instrument was capable of 1 \is time resolution in data
acquisition and the data transfer rate, to a PC, was higher than
100 kHz. The frequency bandwidth (36 MHz) and the optical
configuration of the transmitting optics defined a measurable
velocity range from -25 to 125 m/s and a measurable size range
from 2 to 80|j.m which resulted the most appropriate in the
present case. Normal and tangential velocity components were
measured at the same point at different times and drop size was
measured together with the velocity component normal to the flat
plate.
Measurements were performed at several locations on three lines
at distances of 0.5, 1 and 2 mm from the surface (see Fig.l),
laying on the symmetry plane normal to the wall. The
investigated region extended from the impingement area to the
boundary of the impact disc, in the downstream direction. Data
acquisition, triggered by the needle lift opening at 20 MPa,
covered a period of 5 ms for each injection and 5,000 to 10,000
data were collected over many consecutive injections for each
measurement point. An encoder pulse with 1 \is resolution allowed
a subsequent reconstruction of the size and velocity time
history of each individual injection and also the application of
time-ensemble averaging procedures.

RESULTS AND DISCUSSION

A typical result for the drop size and two velocity components,
measured downstream the nominal spray impinging location, is
shown in Fig. 3, where all the individual measurements collected
over a large number of injections are reported versus time, the
origin, t = 0, being defined by the 20 MPa triggering level on
the injection pressure trace. As in free sprays [8] three main
periods are distinguishable: the first period with strong
unsteadiness due to the passage of the spray head, a main period
where most of the fuel is injected, and a late period
characterized by the trailing edge, where the smaller droplets,
left behind by the passage of the previous structures, and the
bigger ones, generated during the late injection at low
pressure, are travelling together at low velocity. Close to the
surface (h=0.5 mm in Fig. 3 ), after the tip arrival, tangential
velocity stabilizes, with high rms, around a value larger than
the tip velocity and than decays after completion of injection.
The corresponding normal (i.e. perpendicular to the wall)
velocity component shows that only droplets traversing the
control volume with negative velocities (i.e. back from the
wall) were detected (Fig. 3 ). The size distribution shows an
upper bound of approximately 30 |jim and few data at higher
values. At the same location (X = 6 mm) and larger distance from
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the wall (h=2 mm) the tangential component (Fig. 4 ) shows a
transient behaviour in correspondence of the early and late
injection periods, while the velocity of a large fraction of
droplets is almost zero during the main injection period,
suggesting that the wall spray does not extend beyond 2 mm from
the wall. At the same point, it appears clearly the coexistence
of droplets traversing the control volume with positive and
negative normal velocity components (fig. 4 ). Comparison with
Fig. 3 shows that the droplet sizes appear lower at h = 2 mm,
during the main injection period.
The relative steadyness of normal and tangential velocity
components during the main injection period, although the
variability is high, suggested the following data analysis:
tangential velocities were ensemble averaged over a period from
1.5 to 2.5 ms after injection start (AIS) and the results
plotted versus distance from the wall, at X = 14 mm, and the
same was done with the size data. The results (Figs. 5 and 6)
show that the maximum mean velocity and mean diameter were
reached both at the closest distance from the wall with a steep
gradient, suggesting that the most of the tangential droplet
momentum remains concentrated close to wall during the main
injection period.
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Fig. 3 Time evolution of drop
size and velocity at X = 6 ram.

Fig. 4 Time evolution of drop
size and velocity at X = 6 ram.
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The time evolution of the droplet velocity vector at larger
distances from the wall allows to get insights of the air
entrainment process. Each velocity component has been ensemble
averaged over time windows of 10 )us and the results at X = 14 mm
and h = 3.5 mm are presented in Fig. 7. At the very beginning of
the spray passage the velocity vector is almost parallel to the
wall, slightly upward tilted, then , after performing a complete
revolution, it reachs the downward orientation, at 1 ms AIS,
with magnitude reduced to few m/s, and it maintains such
orientation during all the main injection period, indicating the
existence of entrainment by the wall spray. At lower distances
from the wall the velocity vector slightly oscillates up and
down around the parallel orientation, particularly during the
early period. The presence of periodic oscillations of the
normal velocity component was clearly identified at h = 2.5mm on
the ensemble averaged time history, just after the tip passage,
as shown in Fig. 8. It is remarkable the coherence of this
structure which reproduces itself almost in phase over a large
number of injections, with a characteristic period of about 0.25
ms which corresponds to a frequency of 4 kHz.
The tip arrival time at any location downstream the impact
nominal point (X = 0) can be detected from the tangential and/or
normal velocity histories, as the time at which the first high
velocity is measured. The results are reported in Fig. 9 as
penetration versus time for two distances from the wall: h = 0.5
and 2 mm, from wich the mean tip velocity was deduced.
Comparison with the results obtained on the free spray [8] shows
a decrease of the tip velocity to about 50% of the free spray
value. The spray front is not normal to the wall as it stems by
the fact that at 0.5 mm the leading droplets reach the
measurement location systematically before the corresponding
droplets at 2 mm. The measured time delay is independent of
location, suggesting that the front shape does not change with
distance from the impingement location and implying a wall/front
angle of about 30 deg.
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The analysis of all velocity probability distribution functions
(PDF), for both the normal and tangential velocity components,
revealed the presence, in many cases, of bimodal distributions,
indicating the coexistence of two droplet populations. Although
it was easy to identify the two groups of droplets,
characterized by opposite signs of the normal velocity
component, as the impinging and reflected ones, it was puzzling
to which of the two populations were associated the two peaks in
the tangential component pdf, as the two velocity components
were measured separately and thus no correspondence between
individual data exists. Anyway, an attempt was made to
reconstruct the velocity profiles along the X orientation, by
using the ensemble averages of each population, for both
components, and typical results are shown in Figs. 10, for the
time window of 0.2 ms after tip arrival.
It can be noticed that one of the two curves representing the
tangential component shows a similar profile and peaks at the
same location where the normal velocity profile of the impacting
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droplets peaks too. This must be considered as sufficient to
regard such part of the tangential velocity profile as relative
to the impinging droplets. In fact, due to the 45 deg spray
impact angle, the normal and tangential drop velocity components
should be of comparable magnitude inside the impingement region
(-6 < X < +2). Downstream, in the wall region, the normal
component is only negative and the tangential velocity reaches
the extreme values. In the transition region, incoming droplets
whose tangential velocity rapidly decreases, coexist with
reflected or deflected droplets whose tangential velocity
component rapidly increases toward the high values,
characteristic of the wall spray. It must be stressed that the
measurements in the impingement region (-6 < X < +2) resulted
more difficult and in some cases, especially during the main
injection period, actually impossible, due to the higher drop
number density. Fig. 11 shows a vectorial plots of the droplet
flow field, based on the same data of Fig. 10 , from which the
characteristics of each wall region and droplet population might
be better understood.

Fig. 11 Vectorial plot of the
droplet flow field 2 mm from
the impact wall (same data of
figure 10 )

.

CONCLUSIONS

The experimental study of a diesel spray impinging at 45 deg on
a flat surface under ambient gas conditions revealed the
following;
1) The time behaviour of the wall spray strongly resembles that
of a free spray; three different periods may be recognised: i)
an early period lasting about 0.2 ms, characterised by the
passage of the spray head and by high velocity unsteadiness; ii)
a main period lasting about 70% of the injection duration,
characterised by an almost steady spray, although the
variability is high; iii) the late period, characterised by the
presence of low velocity droplets.
2) The wall region my be subdivided into three regions with
different characteristics: a) the impingement region
characterized by still high normal velocity component and high
droplet density; b) the wall spray region characterized by high
tangential velocity component and comparatively low normal
component, where the droplet density is lower and allows direct
measurements of drop size and velocity; c) a transition region
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in between, with characteristics of both of the previously
mentioned regions.
3) Estimated tip velocity is about 50% of that of the impinging
free spray; the spray front appears to move with an angle of
about 30 deg respect to the wall, and such value is not changing
with distance from the impingement location.
4) Droplet tangential momentum remains concentrated close to the
wall, the maximum mean tangential velocity as well as the
maximum mean droplet size were found at 0.5 - 1 mm from the
wall.
5) Double peak PDFs, found at many measurement locations,
suggest the existence of two droplet populations characterized
by different trajectories. The data analysis here reported
suggests that such populations represent impinging and reflected
droplets, the latter probably coming from the impact of the
former on the wall.
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ABSTRACT

This paper outlines the effects of Poisson particle statistics on the ability of a "single-particle" diagnostic to make

accurate size and volume flux measurements. Although the analysis presented is quite general, a simplified flowfield and

probe volume have been used to illustrate its consequences. Even this simple example suffices to show that the action of the

Poisson filters places restrictions on the quality of measurements by techniques such as phase-DoppIer anemometry. The

keys to the filters are the expected values of the number of particles in the probe voliune and the number of particles entering

-2
the probe region during the residence time of a preceding particle. Only if these values are kept below order 10 can the

measured joint distribution function and particle rate be assumed to reflect the true distribution and rate of the flow.

INTRODUCTION

Phase-Doppler Anemometry is a technique via which both the size and velocity of a spherical particle may be

determined with good accuracy, high speed and good spatial resolution. Because of this capability it is possible to compute

particle size distributions, size-velocity correlations and even liquid volxmie flux rate for spray applications. However, some

controversy has arisen recently regarding its ability to provide accurate volume flux measurements in test flows designed

specifically for that purpose. In other flows which are of more practical interest, there is no way to know how accurate the

measured volimie flux is, so this unknown must be carried as a caveat with the data set when it is used.

This issue was brought clearly into focus at a recent ILASS-Americas meeting in Hartford, CT. At this meeting a

paper was presented by Dr. L. Dodge and co-workers at Southwest Research Institute which showed a potential

imderaccoimting of the liquid volume flux in a test spray. Other papers were presented which reported data for liquid volume

flux, but which were unable to quantify the bands of imcertainty associated with the data.

During the discussion of these papers. Prof. D. Senser of Purdue University suggested that the major difficulty might

simply be a result of the requirement that there be only a single particle in the probe volume. He also noted that in flows

where a strong size-velocity correlation exists, errors might be introduced into the measured size distribution function.

This paper investigates the potential for accuracy in such measurements in light of Prof. Senser's suggestion. It

outlines the sampling process of an ideal phase-Doppler system in terms of the Poisson statistics of particles in the probe

volimie. The results show that even for an ideal processor, Poisson statistics impose severe constraints on the ability of any

"single particle" diagnostic to accurately measure size and voliune flux.

Since the need for brevity precludes our giving a systematic derivation of the analysis along with examples of the

concomitant effects, we attempt here to provide only the backbone of the analysis and a single illustration in a simplified

flowfield. The reader who is interested in a more systematic exposition, evaluation of assumptions, and illustration of effects,

should contact the authors to obtain a copy of the full manuscript [1].
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AN IDEAL PHASE-DOPPLER SYSTEM

Consider the flow of particles through the probe volume of an ideal phase-Doppler system. The system which we
postulate is not connected with any hardware, but is a region of space in which particles of any size are detected with perfect

accuracy and in which they exist only as points (inflnitesimal spatial extent). Since the idealized particles are of infinitesimal

spatial extent, no two can occupy the same position at the same time and no interactions between particles are possible (e.g.,

collisions).

Anticipating that the probe volume of an actual phase-Doppler system is a function of the particle size, the probe

volume considered here is formed by combining probe volimies of various sizes, AV((j>), corresponding to each particle

diameter (j). Each of the probe volumes senses only those particles which are of size ^ associated with it. The probe volumes

may be of arbitrary shape but all are subject to the constraint that AV cannot be reentrant. All of the probe volumes are

assumed to be sufficiently small that the particle statistics are constant over the dimensions of the composite probe volume

and the velocity and size of a particle are constant during its transit through the composite probe volume. Each of the

component probe volumes has associated with it an area, Ap(y,^), which is its cross sectional area projected in the direction of

a particle traveling with vector velocity v.

The question to be answered then is a simple one. Given a known flux of particles through this region and the

restriction that there must be only one particle sensed in the composite probe volume at a given time for a measurement to be

considered valid, what will be the relationship between the validated and true fluxes through the region?

The answer to this question is that the validated flux of particles will reflect the true flux but only after having passed

through two stages of filters. Since the characteristics of these filters are specified by spatial and temporal Poisson processes,

we will refer to these as Poisson filters.

The first stage filter (Fig. la) is formed by a spatial Poisson process. Since a particle can only be measured if it is the

only one in the probe volimie, then at the instant of entry of any particle into the probe volume there must be sufficient

interparticle separation that the previous particle has already left the probe volume. If the separation is not sufficient, the

particle will be invalidated.

Consider a flow with only a single class of monodisperse particles of size (j), traveling through the probe volume.

Denote this class of particles by the subscript i. Since all particles within class i are the same size, then the composite probe

volume is the same as the component probe volume and is given by AVj- = AV(({)j-). The probability that a particle in this class

A
will pass through the spatial filter is the same as the probability that the interparticle volume, Vj-, is greater than the probe

A
volume, AV,-. If the probability distribution of interparticle volume for this class is denoted by Pxi(Si) (normalized to unity),

then the probability of passage through the spatial filter is given by

AV,.

Pxi = P(yi > AV/) = 1 - P(V,- < AV,) = 1 - fpxi(^i)dVi (1)

0

Once a particle has passed through the spatial Poisson filter— that is, it has an empty probe volume at the time of its

entrance— the particle must still pass through another Poisson filter before it can be validated. This filter corresponds to the

particle being able to exit the probe volimie before another particle enters and thereby invalidates it (Fig. lb). It is apparent

that the probability that the particle will be able to do this will depend both upon its residence time in the probe volume and

upon the distribution of interparticle arrival times at the probe volume.

If the residence time of a particle in the probe voliune is denoted by T, and the probability distribution of interparticle

arrival times at the probe volume for class / is denoted by Pti^i) (normalized to unity), then the probability of passage

through this temporal filter for a flow with a single class i is given by

T

P,i = P(!ti>x) = l-P<Ji<x) = I- Jpti(Ji)<^i (2)

0
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In order to complete this description we need expressions for the distribution functions PxiC^i) ^nd PiiOi)- These

expressions may be found by application of Poisson statistics to our point particle flux. The interparticle time distribution for

a continuous, homogeneous Poisson process is given by Snyder [2] as

Ptfii) = ^n-^'^"'' (3)

In a similar fashion, the interparticle volume distribution for a continuous, homogeneous process is given by

A

PxA) = Ki^'^'"^' (4)

where X^^ and Xj^,- are the temporal and spatial process intensities. Note that, by definition, X^j is the mean number of

particles per unit volume, or mmiber density p,-, of the /th class of the spray.

Substituting the Poisson expressions for interparticle time and volume into the expressions for the spatial and

temporal Hlters yields the probability of measurement of a given single particle of class / with residence time z. What is

required, however, is the response of the ideal phase-Doppler system to a distribution of droplets (classes) within the spray.

This may be accomplished by introducing a particle distribution function in the two quantities measured by the phase-Doppler

instrument: velocity and size. This distribution function may be cast in either spatial (particles per imit volimie) or temporal

(particles per unit area per unit time) terms. Both formulations have advantages and disadvantages. However, since the

phase-Doppler instrument is temporally-based (measuring particle flow through the probe volume) we will adopt the temporal

distribution function in the following discussion.

Consider the true particle flux through the probe volume. The number of particles entering the probe volume per imit

time in the phase space element dv may be written as

^;Ap(v.<l))/i(v.<}))d())dv (5)

tf

where is the composite flux rate, /j(v,(t)) is the temporal joint distribution function in size and velocity (normalized to

unity), and dv and d^ are differential elements of phase space centered about the velocity v and size ((>.

Correspondence between the temporal and spatial approaches gives the number density in terms of temporal variables

as

p=X"t/S^ (6)

where 5^ is the spatial mean particle speed.

Composite probabilities and may be formed in terms of this distribution fimction by letting each class i

comprise the population of particles within a differential element d^ wide, centered about particle size and noting that the

probabilities of each class are independent. Under these conditions, the composite probabilities are given by the products of

the component probabilities, and sums over classes become integrals over the distribution fimctions:

n r. FT -Ki AV; Pi AVi .pAV^

{ {

'P' (8)

where the spatial mean probe volume AV^^ and temporal mean probe area Apj are given by
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/.(v.(l))rfvd(t) (9)

Apt = jjAp{ymt(ym^<^

(|> V

(10)

and f is spatial size distribution function.

Note that the spatial filter probability does not depend upon the size or velocity class of the particle being considered

but only on the composite characteristics of the particle flow. As such, this filter rejects particles uniformly over the

size/velocity space of the particle flux, and therefore introduces no bias into the "measured" size/velocity distribution.

This is not true of the temporal filter, however. In this case the filter probability depends upon the residence time of

the particle under consideration. Since the residence time is correlated inversely with the particle velocity and directly with

the probe volume depth, the temporal filter will preferentially suppress the populations of particles with low velocities or

large component probe volumes and will therefore introduce a bias into the measured distribution function.

Armed with the expressions for and , we can now return to consideration of the relationship between the flux of

particles which is measured by our ideal system and the true flux of particles. Combining the expression for the true flux with

the expression for P^ and substituting for p in terms of temporal variables, the number of particles passing through the spatial

filter per imit time in <iv is given by

These are the particles which are eligible for measurement if they can pass through the temporal filter. The function

Pj gives the probability of passage through the temporal filter as a function of particle residence time in the probe volume.

As noted previously, this residence time will certainly depend upon the velocity and may also depend upon the particle size.

However, specification of particle velocity and size alone is not sufficient to determine particle residence time. This is

because particles with identical size and velocity but traveling through different parts of the probe volume will yield different

residence times since the depth of the probe volume is not constant but is a function of the position where the particle enters.

In order to accoimt for this distribution of residence times among the particles that populate dv d^, we introduce an

auxiliary distribution function of residence time, ^(T;v,(j)), with parametric dependence upon v and ()), and normalized to

unity. This distribution is used, in effect, to spread the distribution function /^(v,()>) into a new dimension t.

Combining this with P^ gives the number of particles per unit time which pass through the composite Poisson filter in

d\ about V, about ()), and dx about x

But we are only interested in the distribution of particles over size/velocity space. This may be recovered by

integrating over the particle residence time, which gives the number of particles passing through the composite filter per unit

time in c/v <f(|> as

X

For an ideal phase-Doppler system, subject only to the single particle constraint, this is the measured number of

particles per imit time indv d^ , which can be expressed as

X't A^(v.(t))€"^^^^'
^
^^ft(v,<f)d^dv (11)

(12)

(13)

(14)
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where is the measured particle rate and/^(v,<t>) is the measured joint distribution function with unit normalization. The

relationship between the measured and true distributions is then given by

4n(v.t» = -hf e^^^'''^%v.(^)J.-^^V \(x;y,^)ch (15)

1

For convenience, we will return to using the notation Pj^ for the spatial filter probability and we introduce the mean

temporal filter probability for a particle of velocity v and size ^ as

tf)di (16)

The relationship between the measured particle rate and the true flux rate may be determined by integrating over v and

(j) and using the normalization constraint on ff^(y,^):

hm = X;P^//A^(v.(l))P/v.<t>y,(v.(t))dvd(t) (17)

0 V

The relationship between the measured and true distribution functions can best be expressed in terms of an efficiency

for each distribution. We define the Poisson efficiency as the number of particles measured per unit time in some element of

phase space divided by the true number of particles that passed through the probe volimie per imit time in that same element.

Using this definition, the joint distribution efficiency is given by

X^A^(v,(t))/^(v,(l))

Similar efficiencies can be defined for the size distribution and velocity distribution by considering the number of particles

measured, divided by the true number of particles. We denote the size and velocity efficiencies by Ti(())) and ti(v)

respectively.

ILLUSTRATION OF THE FILTER EFFECTS IN A UNIDIRECTIONAL FLOW

The effect of the Poisson filters on the data measured by an ideal phase-Doppler system may be illustrated by

considering a simplified system consisting of a unidirectional flow of particles through a constant-depth probe volume of

arbitrary cross section with area Ap , and depth L in the flow direction. The probe volume is the same for particles of all

sizes so that AVjj(())) = AV = L Ap. Under these conditions, the residence time of the particle is a function of velocity only and

is given by T = L / v. The spatial and mean temporal probabilities for this simplified system may then be written as

P^ =
, P^(v,(t)) = Pt(y) = e t ' (19,20)

where X.^ = "k^Ap.

It is apparent that the probability of passage through the spatial filter depends only on the total number density of the

flow and the probe volume. In fact, it is the product of these two, i.e., the expected value of the number of particles in the

probe volume, that determines the filter probability. In a similar fashion, the temporal filter depends upon the expected value

of the number of particles in the probe volume during residence time i. Since both expressions have the same fimctional

form, the effects of both filters may be simunarized on a single plot as a function of either expected value.
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Figure 2 shows the probability of rejection (1 - Pj^ or 1 - P^) as a function of either expected value. This figure shows

that for values as low as 10 \ a 10% rejection rate occurs, while for values just over 2, greater than 90% rejection will result.

-2
Only if the expected value is kept below ~10 can the results be assiuned to be unaffected.

The joint distribution efficiency of our simpliHed flow is given by the product of the spatial and temporal filter

probabilities (one minus the values in Fig. 2). The size and velocity distribution efHciencies, however, depend upon integrals

of the single-particle temporal filter probability over some prescribed joint distribution function /f(v,(t)). In order to illustrate

these efficiencies, we use a joint distribution function representative of the data measured in the decelerating flowfield of a

kerosene spray flame [3].

Figure 3a gives the measured size/velocity correlation of the spray and Fig. 3b shows the impact of the temporal

Poisson filter. In a decelerating flowfield like this, one expects to find that particles up to some maximum size will follow the

gas phase behavior. Above this size droplets remain ballistic to the flow, increasingly so with size. As shown in the figure,

droplets of 10 |im and below are equilibrated with the gas phase while those above 10 (im have excess velocities. The dashed

lines in the figure give the mean velocity +/- the RMS, to indicate the width of the velocity distribution. (Note that for the

measured data, the RMS is essentially independent of size at this location.)

Figure 3b shows the size distribution efficiency T|(<|)) for various particle flux rates. Since the true number density of

the flow is not known, has been set equal to one. In this case, T\{<^) shows only the effect of the temporal filter on the

measured flow. These results were obtained by assigning a Gaussian velocity distribution (clipped at three standard

deviations) with mean and RMS as shown in Fig. 3a, and computing f\{(^) for flow through the 200 \xm probe volume depth.

3
The results show that for particle flux rates of the order 10 Is and below, there is little effect of the filter (a few percent at

4
low velocities). At 10 Is, however, more than 10% of the high velocity component of the spray is rejected, and 20% of the

equilibrated spray is lost. When the particle flux is increased to 10^ /s, almost 70% of the high velocity spray is lost, and

more than 85% of the equilibrated spray is not accounted for. The dashed line in the figure indicates the filter behavior for

the experimentally measured particle rate of 3700 Is. Even at this low rate almost 10% of the spray is lost to the temporal

Poisson filter.

It should be noted that high particle flux rate is not the only condition xmder which the temporal Poisson filter can

have a substantial impact on measured data. An alternative case of practical interest is that of intermediate flux rate but long

particle residence time. This may be achieved by considering the same decelerating flow system depicted in Fig. 3, but with a

much lower carrier velocity.

The data shown in Fig. 3 were taken for an air-assist atomizer with mass-based atomizing-air to fuel ratio of one. The

result of this high atomizing air flowrate is that the carrier stream for this flow achieves a significant velocity (~10 m/s) even

as the spray decelerates. Instead, consider the case where there is no initial carrier stream, but the spray is into quiescent air.

This may be simulated by reducing the velocity of the equilibrated particles (0 < 10 jim) from 10 m/s, as shown in Fig. 3a, to

~1 m/s, and then allowing the velocity to increase linearly to 20 m/s at 40 jlm. The result of passing a spray with this

3
characteristic through the temporal Poisson filter is shown in Fig. 4. Even at a very low particle flux rate (10 /s) a

4
substantial amount of the low velocity component of the spray is lost. At 10 Is, while high velocity particles have just

started to be affected, low velocity particles have already experienced an order of magnitude loss in numbers through the

filter. For the highest flux case shown (10^ Is), 2/3 of the highest velocity particles are rejected, while the low velocity

particles are virtually eliminated.

As mentioned in the introduction, the original motivation for investigating the effects of the single-particle

measurement constraint was the controversy surrounding the ability of phase-Doppler instruments to measure volume flux.

Although there are many more effects which need to be considered in order to perfonn a complete analysis of the volume flux

problem (e.g., probe volume corrections, etc.), the consideration of the Poisson filter effect provides a baseline analysis since

no real system can out-perform the ideal system constructed here.

The effect of the first stage of the Poisson filter (spatial) on the measured size distribution and volume flux is easy to

see. Since all classes of particles are individually, as well as collectively, Poisson distributed in space, the first stage filter

exhibits no preference for any particular marked class. Particles rejected by this filter are therefore distributed in the same

proportion as the true size/velocity distribution and as a result, no bias is imparted to the measured distributions. Similarly,
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the loss of liquid volume flux is spread proportionately over the true distribution. The result is that when X% of the spray is

lost in the filter, X% of the volume flux is also lost

The effect of the second stage Alter (temporal) on the measuired size distribution and volume flux must be computed

for each individual case. The curves of Figs. S and 6 show the size distributions for the two cases previously discussed.

These were computed iising the measured size distribution from the kerosene spray flame and the size distribution efflciency

of Figs. 3b and 4. Note that in the case with the higher carrier velocity (Fig. S), there is little effect until the particle rate

5 3
approaches 10 /s, while in the more severe case (Fig. 6), signiflcant bias begins to appear even at 10 /s.

Also shown in these flgures is the fraction of the liquid volume flux that passes through the temporal filter. It is

apparent that even in the milder of the two cases, a signiflcant fraction of the volume flux may be lost. Note that if the loss

through the spatial filter were also included, these values would be reduced further.

SUMMARY

In this paper we have outlined the effects of Poisson particle statistics on the ability of a "single-particle" diagnostic to

make accurate size and volume flux measurements. Although the analysis presented is quite general, a simplifled flowfleld

and probe volume have been used to illustrate its consequences. Even this simple example sufflces to show that the action of

the Poisson Alters places restrictions (possibly severe) on the quality of measurements by techniques such as phase-Doppler

anemometry. The keys to the Alters are the expected values of the number of particles in the probe volume pAVj^, and the

I*

number of particles entering the probe region during residence time T, which is given by Kf Apf T . Only if these values are

-2
kept below order 10 can the measured joint distribution function and particle rate be assimied to reflect the true distribution

and rate of the flow.
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Fig. 1 Illustration of the spatial (a) and temporal (b) Poisson filter processes.
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ABSTRACT

From an analysis of over one thousand high speed spark photographs, the modes of round
liquid jet disintegration in a coaxial air stream were classified over a liquid Reynolds number range
of 200 to 20,000 and over an aerodynamic Weber number range of 0.001 to 600. The observed
disintegration modes are compared to the modes of spherical water drop and thin water sheet

disruption in an air stream.

INTRODUCTION

In order to understand the basic mechanisms of free liquid jet disruption in a gas stream,

experiments on different types of research atomizers have recently been carried out at Camegie
Mellon University. Mansour and Chigier [1] examined the disintegration of a two-dimensional
liquid sheet between two parallel gas streams. Parametric experiments on coaxial airblast jet

atomization were carried out by Farago and Chigier [2] in which the aerodynamic Weber number
was varied over a range of six orders of magnitude, while the Reynolds number was varied over a

range of two orders of magnitude. Using these experiments, intact liquid lengths of coaxial

atomizers were measured by Eroglu et al. [3].

After a thorough analysis of more than 1600 photographs of the author's experiments, a new
chart of morphological classification of the disintegration of round liquid jets was developed and is

presented in this paper. Different modes of liquid jet and spherical liquid drop disruption observed
by other investigators are compared with the present results.

The classifications of the modes of jet disruption developed by Ohnesorge [4], Miesse [5] and
Reitz [6] show the modes of atomization as a function of the Reynolds and Ohnesorge numbers.
However, these representations do not include the relative velocity between the gas and the liquid

stream for twin fluid atomizers. Other investigators like Wolfe [7] or Buschulte [8,9] used the

aerodynamic Weber number as a single variable for their presentations. Kennedy [10] presented
his experiments on the disintegration of spherical water drops in an air stream as a function of the

air velocity and the nondimensional number of Wea/Rcw^-^. Dimensional analysis of disintegration

of liquid jets in quiescent air, in parallel gas flow and of spherical drops in a gas stream shows that

at least four independent non-dimensional groups are needed to guarantee the similarity between
different experiments (Farago [11]). The analysis presented in this paper shows that jet
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disintegration modes are a function of only two parameters: the liquid Reynolds number and the

aerodynamic Weber number. This presentation is limited to the aerodynamic atomization of liquid

with water and air both at ambient pressure and temperature.

EXPERIMENTAL PROCEDURE

The nozzle exit dimensions are shown in Fig. 1. The atomizer consists of a central water jet

surrounded by a coaxial air jet. Both water and air mass flows can be varied by changing their

supply pressures. Water is stored in a pressurized tank with a capacity of 10 liters. The (fiiving

force for the water supply is pressurized air. The highest water pressure which could be achieved
was 620 kPa. This water supply provides a flow, free of pulsations and vibrations, with a

maximum emerging jet velocity of about 20 m/s. The inlet pressure of the atomizing air could be
varied from zero to 25 kPa, the latter providing an air velocity of about 180 m/s. The atomizer and
the exhaust system were connected to the same three-directional (z-r-phi) positioner so that the

axial distance between the nozzle exit and the exhaust inlet always remained the same (120 mm).
The accuracy of the positioner is 10 micrometer in the axial (z) and the radial (r) directions and 0.1

degree in the phi-direction. When the exit velocity of the atomizing air was kept at zero for

experiments on emerging round liquid jets in the "quiescent" air, the exhaust system generated an

environmental air velocity of about 0.5 m/s.

Photographs of jet disintegration and spray formation were taken with a Canon Fl camera
using a f=200 mm macro lens. Different extension tubes and bellows were attached to the camera
while taking photographs. An Electro-Optics EG&G 549 microflash was used to provide a 0.5

microsecond flash duration and 5x10^ beam candlepower light intensity.

EXPERIMENTAL RESULTS AND DISCUSSION

The water flow rate was changed from 0.65 to 52 kg/h, corresponding to a velocity range of

0.24 to 19.6 m/s and a Reynolds number range of 240 to 18,960. The air flow rate was varied

from quiescent conditions to 68 kg/h maximum. The maximum air flow condition corresponds to

an air velocity of 183 m/s and an air Reynolds number of 104,400. For the coaxial airblast jet

atomization, the lowest air mass flow rate was 8.5 kg/h with the corresponding air velocity and

Reynolds number of 22.9 m/s and 13,065 respectively. For aerodynamic atomization, the highest

aerodynamic Weber number was achieved by a low emerging water velocity of 0.95 m/s combined
with the maximum air exit velocity of 183 m/s. Correspondingly, the maximum aerodynamic

Weber number was 550. The lowest Weber number for coaxial airblast jet atomization was 0.4

corresponding to an air and water exit velocity of 18.2 and 22.9 m/s respectively. An ambient air

velocity of 0.5 rti/s was imposed by the exhaust system even when there was no air flow from the

atomizer. The lowest Weber numbers were achieved by emerging water jets into the quiescent air.

For the water velocity of 0.24 m/s, the corresponding Weber number was 0.001.

Detailed analysis of the photographs shows that jet disintegration can be divided into three

1) Rayleigh breakup. The dominant criteria for assigning jet disintegration for this category were:

i) the mean drop diameter is of the order of the jet diameter; the maximum drop diameter is

about twice the jet diameter, ii) The liquid jet disintegrates to drops without any liquid

membrane or liquid fiber ligament formation. This mechanism can be divided into two

10.36

Fig. 1 Sketch of the nozzle exit

categories:
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subgroups such as:

la) Axisymmetric Rayleigh breakup

lb) Non-axisymmetric Rayleigh breakup.

2) Jet disintegration via membrane type ligaments. The round jet develops into a thin liquid sheet

(membrane) which forms Kelvin-Helmholtz waves and breaks into drops as described by

Crapper, Dombrowski et al. [12]. Jet disintegration is completed within one or two wave
lengths. The diameter of the drops is considerably smaller than the diameter of the jet.

3) Jet disintegration via fiber type ligaments. Fibers are formed, peel off the jet, and the fibers

break into drops via the Rayleigh mechanism. The liquid core is accelerated and develops

waves. It may break into drops via the non-axisymmetric Rayleigh mechanism, or it may
break into ligaments. The ligaments may then break into smaller drops or ligaments by one of

the three disintegration modes. The completion of jet disintegration needs many wave lengths.

The drop diameter is an order of magnitude smaller than the diameter of the jet.

All three categories can be divided into two sub-modes:

A) Pulsating jet disruption as the normal sub-mode of atomization

B) Super-pulsating jet disruption which is connected to an extremely high periodical change
between low and high density regions in the spray.

More photographs and more details of this experiment are presented in reference 15.

Fig. 2 Disintegration of water jet in a coaxial air stream
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Axisvmmetric Ravleigh Breakup
Studies of axisymmetric Rayleigh jet disintegration for water emerging into quiescent air were

made for Ohnesorge number 0.0037. According to Reitz's classification, the first-wind-induced
disintegration mechanism should appear at the liquid Reynolds number of Rcw = 1500. The
second wind induced disintegration mode should begin at Rcw = 5000. In contrast to Reitz's
classification, no significant change in the Rayleigh breakup from the first to the second wind
induced region was observed. The present experiments show the well known dependence of the
intact liquid length on the jet velocity which, for the first time, was described by Haenlein [13] at
similar experimental conditions.

The influence of gravity on the initially horizontal jet was clearly seen at low exit velocities.

Nevertheless, the shape of the jet, the ligaments and the drops were nearly axisymmetric for the

whole flow range. The influence of gravity on the jet flow direction is highly reduced for a

horizontal water jet with a coaxial air stream, as can be seen in Fig. 2. Though this disintegration

mode is classified as the axisymmetric Rayleigh mechanism, the disintegrating jet may begin to

show a very slight tendency to form a helical axis. Nevertheless, the jet, the ligaments and the

drops are still nearly axisymmetric around this slightly helical axis. The jets with the corkscrew
shape before the jet disruption shown in Fig. 2 are typical examples of the first wind-induced
disintegration according to Reitz's classification. They are still assigned to the axisymmetric
Rayleigh mechanism in this presentation. The boundary between the axisymmetric and non-
axisymmetric Rayleigh type jet disintegration modes is poorly defined.

Non-Axisymmetric Rayleigh Breakup
The non-axisymmetric Rayleigh mode of jet breakup forms the boundary between the classical

Rayleigh breakup and the membrane-type breakup. Figure 3 shows photographs of this jet

disintegration. The liquid jet first accelerates rapidly in the high speed gas stream. Accordingly,

it's diameter is significantly reduced. The direction of the thin capillary liquid jet is influenced by
the interaction between the liquid jet and the turbulent structures of the surrounding air stream. The
wave formation on the round liquid jet may be caused by both the Kelvin-Helmholz instability and

the liquid-gas interaction. The aerodynamic forces reduce the jet diameter, but the breakup itself

may be due to the Rayleigh mechanism. The whole jet breaks into drops without intermediate

membrane formation or fibers peeling off This mode of jet disintegration may also be the final

step of the membrane type and the fiber type atomization. To understand this mechanism of round

liquid jet breakup, a combination is needed of the description of the jet deformation by
aerodynamic forces and the instability analysis of the deformed round liquid jet.

Membrane Tvpe Breakup

The dominant criteria for the membrane type breakup are: The whole round jet forms a thin

sheet (membrane) before breaking into drops. The liquid matter accumulates at the edge of the thin

sheet, forming a round liquid frame. The diameter of the round ft-ame is smaller than the diameter

of the emerging intact liquid jet. The liquid frame breaks into drops via the non-axisymmetric

Rayleigh mechanism. The mean drop diameter is one order smaller than the jet diameter. The

maximum drop diameter is also smaller than the jet diameter.

Figure 4 shows photographs demonstrating this type of liquid jet disintegration. The

morphology of the membrane type disintegration of round jets is very similar to that of thin liquid

sheets, previously described by Dombrowski and Mansour, among others. The very similar

disintegration mode of spherical liquid drops in an air stream is known in the literature as

"umbrella", "bag" or "hat" - type disintegration presented by Lane [14], Wolfe [7], Kennedy [10]

and others.
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Fig. 3 Non-axisymmetric rayleigh breakup of water jet in a coaxial air stream

Fig. 4 Membrane type breakup of water jet in a coaxial air stream
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Fiber Type Breakup
For many applications, such as the atomization of liquid oxygen in the space shuttle main

engine, the fiber type liquid jet breakup is the most important mode of liquid atomization. The
atomization begins with the formation of fibers and their peeling off the main liquid core. The
fibers break into droplets by the non-axisymmetric Rayleigh jet disintegration mode. In this stage

of the atomization, very small drops are produced. The diameter of those droplets is a few orders

of magnitude smaller than the diameter of the emerging liquid jet. Further downstream, the main
liquid core becomes wavy and breaks into ligaments. The length of these ligaments is about two to

five times the initial jet diameter. From the ligaments, new fibers are peeled off. The diameter of

the newly formed fibers increases with increasing axial distance from the nozzle exit. Even further

downstream, the ligaments form clouds of drops and liquid fibers, which leads to a periodic

change from high to low density spray. Generally, the size of the drops generated further

downstream is bigger than those formed closer to the nozzle exit. For calculation of drop size,

breakup time, and axial distance to complete the atomization, measurements need to be made of the

velocity field of the ligaments and of the surrounding gas stream.

Pulsating Disintegration Sub-Mode
All the photographs in Figs. 2 through 4 show the pulsating jet disintegration sub-mode which

can be considered as the "normal" sub-mode of jet disintegration. As can be seen in all the

photographs, the ligament and drop formation is connected to unstable wave formation of the

disintegrating liquid jet. Therefore, atomization is always a pulsating process.

Super-Pulsating Disintegration Sub-Mode
For air velocities of 183 m/s and liquid velocities between 1 and 6 m/s, photographs show the

"super-pulsating" jet disintegration sub-mode. This type of jet disruption appears when a low
liquid mass flow rate is associated with a very high flow rate of the atomizing gas. Reducing the

liquid flow rate which induces the change from a continuous liquid flow (in the quiescent air) to

dripping flow conditions can be considered an analogy to the change from the pulsating to the

super-pulsating sub-mode of airblast atomization. The intact liquid length is extremely short for

this sub-mode. In some cases, it amounts only to one or two jet diameters. Generally, the

periodic change of liquid flow rate, drop size and number density is significantly higher for the

super-pulsating sub-mode than for the "normal" pulsating sub-mode. When the air mass flow rate

increases, the corresponding liquid mass flow also increases at which point the super-pulsating

sub-mode changes to the normal pulsating conditions. Although the boundary between the two
sub-modes is not clearly defined, the tendency is clear and obvious. In the transient region from
the normal-pulsating to the super-pulsating sub-modes, the jet disintegration shows either the

morphology corresponding to the normal-pulsating mode or the shape of the super-pulsating

disruption. Especially at very low liquid flow rates, the spray pulsation, which is defined as the

ratio in number density or in liquid flow rate between the dense and the diluted spray, is extremely

high.

Classification of Jet Disintegration Modes
Figure 5 shows a plot of the different jet disintegration modes described above as a function of

the aerodynamic Weber number and the liquid Reynolds number at the nozzle exit. For each
experimental point in Fig. 5, four to ten photographs were analyzed. If one of the photographs
demonstrated different disintegration modes than the others at the same flow condition, both

observed modes were overlapped in Fig. 5. This case often occurred at the transition range
between two disintegration modes.

According to this chart, the axisymmetric Rayleigh type disintegration is the dominant mode of

jet disruption for the aerodynamic Weber number range of about We < 15. In the range of about

15 < We < 25, the non-axisymmetric disintegration mode is the most typical. However, at the

transition from the axisymmetric to the non-axisymmetric disintegration mode, the corresponding

Weber number slightly increases with the increasing Reynolds number. The membrane type jet

disintegration appears in the aerodynamic Weber number range of about 25 < We < 70. This range
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seems to reduce with the increasing liquid Reynolds number. At higher Weber numbers, the round

jet disintegrates by the fiber type disruption mode. If the ratio of the Reynolds number to the

square root of the Weber number is lower than about Rew / SQRT (Wea) < 100, the super-

pulsating sub-mode dominates for the jet disintegration.

CONCLUSION

The photographic studies show similarities between the disintegration modes of round water

jets in a coaxial air stream and the disintegration of water drops in an air stream previously

investigated by Lane [14], Wolfe [7], Kennedy et al. [10]. At similar aerodynamic Weber
numbers, the disintegration modes are also similar. Additionally, the disintegration of thin water

sheets, previously examined by Dombrowski [12], Mansour [1] and others, shows similar events

at similar Weber numbers. A comparison of the classification of round liquid jet disintegration

modes shows some disagreement with the first and second wind induced atomization classification

presented by Ohnesorge [4], Reitz [6], and others.

For technical applications, the most important mode of atomization is the "fiber-type" jet

disintegration. Spark light photographs show high pulsation for this mode of atomization,

especially for the flow condition corresponding to Rcw / SQRT (Wca) < 100. For the fiber type

atomization, the greatest amount of liquid is atomized in the secondary atomization region. Here
too, the biggest drops are generated. However, most theoretical studies deal only with the onset of

the instabilities and the primary atomization region based on wave instabilities at the axisymmetric

intact liquid surface. For calculations in the critical and most important secondary atomization

region, detailed measurements are needed of ligament size, ligament velocities, and relative

velocities.

NOMENCLATURE

di coaxial tube inner diameter [m]

dh air gap hydraulic diameter [m]

Oh Ohnesorge Number, Oh = Wem^-S / Rcw

Rca Reynolds Number of air, Rca = Ua (dh/Va)

Rcw Reynolds Number of water, Rcw = Uw (di/Vw)

Ua & Uvv air and water mean velocity [m/s]
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Ur relative velocity between gas and liquid [m/s]

Wca aerodynamic Weber Number, Wea = Ur^ pa diMw

Wcm mechanical Weber Number, Wem = Uw^Pw di/cTw

pw air and water density [kg/m^]

Gw water surface tension [kg/s^]

Va & Vw air and water kinematic viscosity [m^/s]
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ABSTRACT

A detailed study of the two-phase flow produced by a gas turbine airblast atomizer is performed. Two-
component Phase Doppler Interferometry is utilized to characterize the two-phase flow fields produced by the

atomizer: continuous and dispersed phases. Measurements of the mean axial and transverse velocities for each

phase are conducted. In addition, the droplet size distribution and the volume flux are measured. The results

demonstrate the influence that the spray has on the gas flow and also the swirl influence on the drop size

distribution.

INTRODUCTION

The spray behavior of an atomizer has a direct effect on the combustor performance. Detailed

measurements of both continuous and dispersed phases in liquid fiiel sprays are essential for a good

understanding of the physical processes of fiiel-air mixing and transport phenomena. The present work

addresses these questions by utilizing recently developed diagnostic techniques which provide nonintrusive

measurements of droplet size distribution, droplet velocity, droplet mass flux and dilute phase velocity inside a

small measuring volume in the flow field. In addition, the experimental data obtained are to be utilized as a data

base for the development and validation of numerical codes [1].

The approach taken in this study is to apply nonintrusive diagnostic techniques to characterize an

airblast atomizer under nonreacting conditions. Measurements are obtained at three axial sections 4.5, 16.4 and

36.4 mm downstream of the atomizer and include mean axial and transverse velocities of the gas phase within

the isothermal spray, mean axial and transverse droplet velocities, local drop size distribution and volume flux.

EXPERIMENTS

Atomizer

The atomizer utilized in the present study is shown in Fig. la. The atomizer is of the airblast type and

is designed for use in gas turbine engines.

Test Conditions

The operating conditions selected for the present study are a baseline case corresponding to a "cruise"

operating level: the fuel flowrate is 4.1 g/s, and the pressure drop through the atomizer is 4 %. Water is

employed as fuel simulation fluid in the present study.
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a) Airblast Atomizer

b) Schematic of the spray test rig

Figure 1 Experimental set up for spray analysis
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Facility

The atomizer is mounted in an adapter (airbox) which provides both fuel and atomizing air. The

particular configuration and orientation employed in this study are presented in Fig. lb.

Diagnostics

The anemometer used in this study is a two-components dual-beam Phase Doppler Particle Analyzer

(Aerometrics PDPA System 200) [2]. Two orthogonal probe volumes are provided by separating the 488.0 nm
and 514.5 rmi lines from an Argon laser. Data acquisition, processing and storage are conducted on a Compaq
deskpro 386/20 e Computer.

The PDPA provides spatially and temporally resolved measurements of drop size (D^^j, T^20' ^30' ^32^
velocity (mean, rms), correlations (size-velocity, velocity-velocity) and volume distributions. In addition, the

instrument is used to discriminate the two phases in the spray [3]. By optimizing the sensitivity of the

instrument to small particles and extracting particles which are small enough to track the flow, the continuous

phase velocity can be measured.

Measurements are made across three axial planes: 4.5, 16.4 and 36.4 mm. For each of these planes,

data are collected at each point of a grid (see Fig. 2b). Through most of the spay, 4000 data points are

collected for each location - Exceptions were made when the data rate was very low: in these regions, the flow

was sampled for a minimum of 1000 seconds.

RESULTS AND DISCUSSION

Droplet Size Distribution

Surface plots showing the local variation of Sauter mean diameter SMD = DJ2 for each of the three

cross sections are shown in Fig. 3. Close to the nozzle, the droplet size distribution exhibits a dome shaped

repartition. The inner and outer air flows of the airblast atomizer produce a near uniform drop size distribution,

but the air jets issuing from the cup holes produce a secondary atomization attested by the near circular

depression. Some large drops are observed in the core evidencing the fact that large drops are generated by the

irmer swirling air.

Further downstream, the distribution broadens as one moves along the spray. The swirling flow

recirculates the small drops back within the central region of the flow. Large indentations on the boundary of

the spray are due to the cup hole jets. At the lower section, the size distribution is more uniform on the

periphery of the spray. The spray cone angle is widened by the swirl effect and small drops are in the inner

core. These size distributions are characteristic of sprays with swirl [4].

Droplet Velocity

Surface plots showing the local variation of droplet mean velocity for each of the three cross sections

are presented in Fig. 4 (axial velocities) and Fig. 5 (transverse velocities). Close to the nozzle, the axial

velocity distribution exhibits two concentric maxima; these peaks are due to the inner and outer swirling air.

Further downsteam, these two distributions merge to form an unique axial flow field. At the lower position the

velocity distribution widens. Between the three cross sections, we can note increasing velocities indicating

droplet acceleration. In the core of the swirling flow, a size-velocity correlation exists.

Transverse velocity distributions shown in Fig. 5 indicate that, close to the nozzle, there are two

swirling flows; the near circular dip is due to the cup hole jets. Along the y = 0 axis, we have a diametral

evolution of tangential velocity and along x = 0 we have the radial velocity. Further downstream, the huge

swirl flow occupies the core of the spray and on the outer edge of the spray, the transverse velocity is nearly
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constant. At the lower position, we find a widening of the velocity distribution, and the swirling core is.still

present. As for the axial velocity, the transverse velocity increases downstream. However, contrary to the axial

velocity, the transverse velocities demonstrate no significant dependence upon size, indicating little momentum
transfer between phases in this velocity component.

Droplet Volume Flux

The phase Doppler instrument can also be used to measure the volume flux of the fuel. It calculates the

cross section of the measurement volume and utilizes size and velocity measurements to obtain the local volume

flux [5]. Surface plots showing the local variation of volume flux for each of the three cross sections are shown

in Fig. 6. Nozzles generally display asymmetries [6]. The swirl component of the flow produces a rotation of

this asymmetry in a "cork screw" manner in and out of the measurement planes. The swirling air has the effect

of widening the spray cone angle, showing low concentration of drops in the core.

Continuous Phase in the Presence of the Spray

The PDPA has been used to discriminate the gas and dispersed phases of the flow. Comparisons have

been made between the two phases, for the cross section located at 16.4 mm downstream of the atomizer (data

not shown). There are several interesting points which can be pointed out. The axial gas velocity is found to be

slightly higher than the drop velocity. The outside boundary of the spray presents indentations, proof of the cup

hole jets' interactions. On the transverse velocity, many peaks have been observed which can be attributed to

the same cause. Only at the lowest position, we find negative values on the axis for the gas velocity, indicating

a recirculating flow.

Figure 7 presents a diametral scan of the mean axial continuous phase velocities. We can note that the

presence of the spray seems to reduce the width of the profile and also that, in this section, the reverse flow

near the axis cannot be measured.

CONCLUSION

Several measurements have been made throughout each of three cross sections in an airblast atomizer

spray. These results are presented as surface plots showing how the liquid volume flux, SMD and velocities vary

with position within each of these cross sections, corresponding to 4.5, 16.4 and 36.4 mm downstream of the

nozzle orifice.

This study demonstrates that substantial information can be extracted from the complex environment of

a spray, using non intrusive techniques. For the present atomizer and operating conditions it is observed that:

a) the conditions near the atomizer differ greatly from the conditions further downstream; b) the distributions of

size, velocity and volume flux are strongly influenced by the dynamics imposed by the swirling field; c) the

presence of fuel spray injection substantially changes the character of the flow field in the near field of the

atomizer; and d) between the three cross sections, the drop velocity increases with increasing axial distance,

indicating a momentum change.

Future work will be extended to the third velocity component, then leading to insight into : velocity of

selected size groups, estimated droplet flight path, momentum transfer from the gas to the drops, assessment of

droplet drag coefficients, and turbulence damping by the drop. These additional data are necessary for fiirther

development and verification of two-phase flow numerical codes.
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ABSTRACT

Wave characteristics of a liquid sheet injected from a two-dimensional airblast atomizer were
investigated using high speed photography and frequency measurements. Photography was used
to determine the spatial wave amplitude growth rates and average wavelengths. Wave frequencies

were measured by means of a laser beam attenuation technique. Wave propagation speeds were
calculated from the measured average wavelengths and frequencies. The effects of liquid viscosity

and surface tension on the frequencies were investigated by mixing glycerine and Triton X-100
respectively with water. The average wavelengths decreased with both liquid mass flow rate and
air velocity. However, the dominant frequency increased with these parameters. The spatial wave
amplitude growth rate decreased with liquid mass flow rate and increased with air velocity.

INTRODUCTION

Study of the disintegration of a thin liquid sheet in a coflowing air stream can help in the

understanding of the basic mechanisms of atomization in practical systems without the added
complexity of a three-dimensional configuration.

Liquid sheet disintegration has been studied previously by several researchers [1-5]. More
recently, computational methods have been developed. Among the recent computational methods,
Lin and Lian [6] studied the instability of a viscous liquid jet in a gas, using a linear model. They
assumed that the disturbances on the sheet surface grow spatially, but they did not consider the

temporal growth rates.

Among the recent experimental investigations of liquid sheet instability, Lee and Yang [7]

measured sheet thickness variations both as a function of time and distance in the flow direction.

They performed their experiments on liquid films bounded by a solid surface at one side and a high

velocity air flow on the other. As a result, the liquid surface waves were found to be influenced

considerably by the air velocity. Aral and Hashimoto [8] investigated the disintegration of a thin

liquid sheet in a co-current air stream. The liquid sheet vibration and breakup frequencies were
observed to be equal to each other. The wave frequency and amplitude were correlated with Weber
and Reynolds numbers. Their frequency measurements revealed that the wave frequency increases

with liquid and air velocities. Mansour and Chigier [9] studied the instability of a liquid sheet

issuing from a two-dimensional airblast atomizer. They reported that the Uquid sheet vibrates in

the sinuous mode at low liquid velocities, and dilational waves are dominant at high liquid
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velocities. At intermediate liquid sheet velocities, both sinuous and dilational modes are
superimposed on the liquid sheet.

This paper describes the wave characteristics in terms of average wavelengths, spatial

amplitude growth rates, wave frequencies and propagation speeds for the same two-dimensional
airblast atomizer used in reference [9]. The effects of liquid viscosity and surface tension on the
wave frequencies are also investigated.

EXPERIMENTAL TECHNIQUE

Figure 1 shows the two-dimensional airblast atomizer. The liquid sheet emerges from a
central slit which is 0.254 mm wide and has an aspect ratio of 120:1. The air streams have a
convergence angle of about 48 degrees and impinge on both sides of the liquid sheet. The slit

width for the discharging air streams is 1.45 mm. The two-dimensional atomizer was mounted on
an XY positioner with an accuracy of 1 mm in all directions. The liquid and air supply systems
provide a maximum liquid flow rate of 2270 kg/h and air pressure of 600 kPa.

Fig. 1 2-Dimensional Airblast Atomizer

A 4x5 inch plate camera was used with bellows extensions. This camera provides a narrow
depth of field and up to three times magnification of the disintegrating liquid on the film plane. An
EG&G 549 microflash was used with a 0.5 \is pulse duration. A back lighting technique was
found to be the most effective lighting arrangement for obtaining high contrast images. Four to

seven photographs of the liquid sheet were taken at each flow condition for determining average

values of wave amplitudes and lengths. The accuracy of these average values is estimated to be
within 10%.

Figure 2 shows the optical configuration for the frequency measurements. An Aerotech model
LS2P Helium-Neon laser with 2 mW output power is used as the light source. The oscillating

liquid sheet is positioned such that the line of the laser beam coincides with the y direction of Fig.

2. The photodiode generates a current proportional to the incident light intensity which varies as

the liquid sheet crossed the laser light and causes its attenuation. The current from the photodiode
is converted into voltage by way of a simple operational amplifier feedback circuit. This voltage is

fed into a Nicolet digital oscilloscope to visualize the waveform. The analog voltage is also

transferred to an IBM PC/XT computer at the rate of 20 kHz via an analog-to-digital converter.

Fast Fourier transform analysis is applied to the data in order to determine the dominant
frequencies. Dominant frequencies are finally displayed in the frequency domain as shown in Fig.

3. The best signal quality was obtained when the laser beam was positioned close to the wave
crests as suggested by Mansour and Chigier [9]. The uncertainty of the frequency measurements
at low liquid flow rates was about 3% for a 95% confidence level. However, it increased to 15%
at very high flow rates, due to the broadening of the frequency band widths. The experiments at

high liquid flow rates were repeated four or five times, and the frequencies were averaged.
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RESULTS AND DISCUSSION

The wave amplitudes and lengths were measured from the photographs over an air velocity

range of 17.73 - 74.67 m/s and up to a maximum liquid mass flow rate of 450 kg/h. The wave
frequencies were measured using a laser beam attenuation technique. Wave propagation speeds

were calculated from the measured wavelengths and frequencies. Finally, the effects of liquid

viscosity (3-12 cps) and surface tension (32-55 dynes/cm) on the sheet wave frequencies were
investigated using solutions of glycerine and Triton X-100 respectively with water.

Wave Amplitudes and Lengths

Figure 4 shows the spatial wave growth for a liquid sheet of mass flow rate 81.76 kg/h, at an

air velocity of 17.73 m/s. Although both sinuous and dilational waves are superimposed on the

liquid sheet, the growth of the sinuous wave in the downstream flow direction is much larger. The
higher growth rate of sinuous waves was also reported by Hagerty and Shea [3]. Wave
amplitudes were obtained by measuring the distances from the sheet centerline to the crests of the

major disturbances as shown in Fig. 4. Figure 5 illustrates the variation of wave amplitude with

the distance from the nozzle exit. In this figure, the wave amplitude is normalized by the slit width

(t) for the emerging liquid sheet. Although the variation in Fig. 5 is approximately linear,

exponential or other higher order variations were also observed in some of the photographs. Since

the slope of the linear amplitude variation is constant, it was possible to define a constant spatial

amplitude growth rate for this pair of liquid and air flow conditions. The rate of increase of wave
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Fig. 4 Amplitude Measurements from a Photograph
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amplitude with distance downstream is plotted as a function of increase in liquid mass flow rate

and air velocity in Fig. 6. This figure shows that the spatial amplitude growth rate decreases with

liquid mass flow rate and increases with air velocity. High spatial amplitude growth rates occur
when the liquid inertia is low at low liquid flow rates. At that time, the specific energy of air per

unit volume of liquid is high, and this energy is sufficient to cause sinuous wave formation with

rapid amplitude growth. The relative velocity between the air and the liquid increases with

decreasing liquid mass flow rate when the air velocity remains unchanged. TTie disturbances are

known to be amplified faster when the aerodynamic force increases at the air-liquid interface due to

higher relative velocities [101. Figure 6 also illustrates that the spatial amplitude growth rate

increases with air velocity when the liquid mass flow rate is kept constant. At very high liquid

flow rates, dilational surface waves were observed on the liquid sheet surface with insignificant

amplitude growth. The specific energy of air per unit volume of liquid at these test conditions was
not enough to cause any sinusoidal oscillations, especially at low air discharge velocities. At
intermediate liquid mass flow rates, both sinuous and dilational waves were superimposed. With
increasing downstream distance, the sinuous waves grew faster. As a result, more gradual

variation of spatial amplitude growth rates occurred at the intermediate liquid mass flow rates.

The disturbances on the liquid-air interface were found to be rather irregularly spaced. The
spacings between the crests of the waves were measured using the same method as that of Eroglu
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and Chigier [1 1] for the round jets from airblast coaxial atomizers. These distances were accepted

as the wavelengths. Since the wavelengths vary in the axial (x) direction, average wavelengths

were calculated and normalized with respect to the central slit width (t) for the liquid phase. The
normalized average wavelengths were plotted as a function of liquid mass flow rate at four

different air velocities as shown in Fig. 7. Average wavelengths were found to decrease with

increasing liquid mass flow rate and air velocity. This decrease is more pronounced at lower liquid

mass flow rates, where the liquid sheet develops predominantly sinuous waves with large

wavelengths. The more gradual decrease or negligible change of wavelengths at high liquid mass
flow rates occurs when the dilational waves are the dominant disturbances. The dilational wave
development is usually accompanied by turbulent fluctuations in the liquid sheet. It seems that the

small scale turbulent structures inside the liquid sheet control the initial phase of the wave
development at high liquid mass flow rates and cause short wavelength surface disturbances to

develop.

Wave Frequencies

A preliminary survey was performed in order to determine the optimum location for

measurement of the wave frequencies in the downstream flow direction (x) of the liquid sheet.

Figure 8 shows the result of this survey at the liquid mass flow rate of 56.78 kg/h, and air velocity

of 26 m/s. The dominant wave frequency was measured as 400 Hz at this pair of flow conditions

and did not change along the downstream flow direction. However, it was interesting to notice

that the maximum spectral power density (spd) first increased to a maximum at about 7 mm
distance from the nozzle exit and then started decreasing. A comparison of Fig. 8 with the

photographs taken at similar flow conditions indicated that the peak of the curve corresponds to the

position of maximum wave amplitude before the start of sheet disintegration. The maximum spd

continued decreasing in the downstream flow direction until the disintegration was completed. The
initial increase of maximum spd at upstream locations is a direct result of the emergence of a

Axial Distance (mm)

L.qu.d mass How rate ( kg/h
) p.^ ^ SpcctTal Powcr Dcttsity Variatlon along

Fig. 7 Variation of Normalized Average jj^^ j^j yj^^is

Wavelength with Liquid Mas Flow Rate

(Vair = 17.73, 30,90, 43.35, 64.67 m/s) (Vair = 26 m/s, = 56.78 kg/h, f = 400 Hz)

dominant frequency, and the disappearance of the secondary modes. Since the wave frequency

does not change in the x direction, the optimum measurement location is selected for signal clarity.

Figure 9 shows the oscillation frequencies of the liquid sheet as a function of liquid mass flow

rate at six different air velocities. In general, the wave frequency increases with liquid mass flow

rate and air velocity. This behavior is consistent with the results of Lee and Yang [7] and Aral and
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Hashimoto [8] on the liquid sheet instability with co-current air flow. Further analysis of Fig. 9
and the frequency jumps separating the regions A, B, and C for the different oscillation modes are

explained in detail by Mansour and Chigier [9].

The results presented in this paper were obtained from the instantaneous photographs and
frequency measurements from points in a fixed (Eulerian) reference frame for a naturally vibrating

liquid sheet in a coflowing air stream. The photographic results gave average wavelengths and
spatial amplitude growth rates although it was not possible to identify the amplitude growth
corresponding to an optimum wavelength within a band of several wavelengths. The frequency
measurements in a fixed (Eulerian) reference frame provided the number of waves passing through

a point per second. Since it is very difficult to measure the temporal amplitude growth rates in a
moving (Lagrangian) reference frame with the same velocity as the liquid sheet velocity, this study

only provides information for the analysis of spatial instability.

Wave Propagation Speed
The wave propagation speeds were calculated by taking the product of average wavelengths

and the wave frequencies. Figure 10 shows the variation of wave propagation speed with liquid

sheet velocity at three different air velocities (30.90, 43.35, 64.67 m/s). Values are less than 1 m/s
for liquid sheet velocities lower than 15 rn/s. The wave propagation speed seems to be insensitive

to both liquid and air velocity variations. This behavior is consistent with the wavelength decrease

shown in Fig. 7 and the corresponding frequency increase shown in Fig. 9.
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Fig. 9 Liquid Sheet Wave Frequency versus Fig. 10 Wave Propagation Speed versus

Liquid Mass Row Rate, [9] Liquid Sheet Velocity

(Vair = 30.50, 43.35, 55.0, 64.67, 98.07, 1 19.62 m/s) (Vair = 30.90, 43.35, 64.67 m/s)

Effects of Liquid Viscosity and Surface Tension

The viscosity of the liquid phase was varied by adding 96% pure glycerine obtained from
Dow Chemical Company into water at several volume percentages. The volume percentages of
glycerine-water solutions were 66, 60, 40 and 0% respectively. The corresponding liquid

viscosities changed from a maximum of 12 centipoise (66% glycerine) to a 3 centipoise (pure

water) as measured by using a Brookfield viscometer.

The results of this investigation are shown in Fig. 11. The graphs show that the dominant
wave frequencies decrease with viscosity. This decrease is more pronounced at higher liquid mass
flow rates and air velocities. Such a result is expected since the viscosity is generally accepted to

dampen the wave motion and give rise to increases in the wavelengths which are normally

associated with frequency decrease.
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Fig. 11 Effect of Viscosity Variation on Liquid Sheet Wave Frequency

Triton X-100 non-ionic surfactant was added to water in order to vary its surface tension. The
surface tension values of the liquid were obtained using the Du Novy ring method for different

amounts of surfactant addition. The frequency measurements were made for the surface tension

values 55, 50, 43, 41, 36 and 32 dynes/cm. The same liquid and air flow conditions as those for

the viscosity investigation were selected. Frequency measurement uncertainties are estimated to be
less than 5% for a 95% confidence level. The frequency measurement results shown in Fig. 12

indicate that the effect of surface tension on the dominant wave frequencies is insignificant for the

tested liquid and air flow conditions.

Liquid mass flow rale. Air velocity

a m 56 78 kgmr. V - 26 ITVS

• m • 90.es kgmr. V=32 m/s

m> IIS IOkgAir. V»S8m's

O (dyne/cm)

Fig. 12 Effect of Surface Tension on Liquid Sheet Wave Frequency

CONCLUSIONS

Wave characteristics of a liquid sheet with impinging air streams on the two opposite

interfaces were investigated by means of high speed photography and frequency measurements.
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Spatial amplitude growth rates were found to decrease with liquid mass flow rate and increase

with air velocity. Average wavelengths decreased with increasing liquid mass flow rate and air

velocity. Small scale turbulent structures in the liquid sheet are probably responsible for the short

wavelengths encountered at high liquid mass flow rates.

The dominant wave frequency of the vibrating liquid sheet increased with both liquid mass
flow rate and air velocity. It decreased with increasing viscosity. The frequency appears to be
insensitive to the variation of surface tension from 32 to 55 dynes/cm.

The wave propagation velocity was in general less than 1 m/s, and there was litde change with

liquid and air velocity variations.
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ABSTRACT

The flow field downstream of a 3x scale GE CFM56 combustor swirl cup is

characterized with and without the presence of a spray by using phase Doppler
interferometry . The gas-phase mean axial velocities reveal a closed, on-axis
recirculation zone in each case. For the case without the spray, the
recirculation zone is comparatively larger. Anisotropic turbulence persists
within the regions where the measurements were conducted. Velocity statistics
are determined for the single-phase (gas phase in absence of spray), the
continuous-phase (gas phase in presence of spray), and the discrete-phase
(liquid phase in presence of spray). Differences between the cases are
revealed and discussed. Overall, the effect of the spray on the gas-phase
mean velocity is relatively small and can, in the present case, be reasonably
neglected in modeling the flow.

INTRODUCTION

Co-axial, counter-swirling air streams have been investigated to
understand differences in combustion characteristics relative to co-swirl
combustion [1,2,3,4]. Isothermal, co-axial, counter-swirling systems, for
example, have been studied by several investigators [2,3,4] who suggest that
co-swirl does not produce a recirculation zone. Other investigators find that
a recirculation zone exists for both co-swirl and counter-swirl [5,6]. The
different conclusions are attributed to different swirl number and other
factors (e.g., the method employed to generate swirl since the swirl number is

not the only parameter that characterizes swirling flow)

.

Droplet laden swirling flows are not well understood. Some efforts have
been conducted to characterize sprays with different primary air swirling
conditions [7,8,9,10], but none investigate the effect of a spray on the gas-
phase flow field. In the research reported herein, a complex flow field
generated by a practical hardware is characterized for both the single-phase
and the two-phase flow, and the effect of the spray on the gas-phase is

identified.
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The purpose of this paper is to establish the effect of the spray on the
gas-phase flow field for a liquid spray injected into a swirl cup air streeun.

EXPERIMENT

Facilities
The 3x model combustor swirl cup is shown schematically in Fig. 1. A

90° cone-angle simplex nozzle is mounted in the center of the swirl cup. The
venturi separates the primary and secondary swirlers. The primary swirl
stream rotates clockwise looking from the top of the nozzle, while the
secondary swirl stream rotates counterclockwise.

radial velocity

xao, y=0, r=160 mm

Fig. 1 Swirl cup and velocity histograms

(1) Simulated fuel nozzle

(2) Primary swirler component

(3) Primary venturi

(4) Secondary swirler component

(5) Conical sleeve

The swirl cup was cemented onto an aluminium plate to provide symmetric
boundary conditions to the flow field. The aluminum plate, in turn, was
fastened to a PVC cylindrical plenum. A 0.006 m cell-diameter polycarbonate
honeycomb (0.106 m thick) was placed 0.051 m above the top of the swirl cup to

provide a uniform velocity profile at the entrance plane to the swirlers.

Water was used to simulate the fuel.
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A two-component phase Doppler interferometer (Aerometrics PDPA Model
3100-s) was used to measure (1) the single-phase velocities, (2) the
continuous-phase velocities in the presence of the spray, and (3) the size and
velocities of the discrete-phase. Table 1 provides details of the
configuration used in the present study. A TSI Model No. 3906 six-jet
atomizer was used as a seed generator. A 10% salt solution was used to
provide adequate seed yielding a satisfactory signal at a laser power of 1.0

W. In the presence of the spray, the continuous-phase and discrete-phase
velocities were measured separately. The continuous-phase velocities measured
in the presence of spray were determined by isolating the statistics to
droplets ranging in diameter from 2.44-4.14 ;jm, which was the smallest size
class detected by the PDPA. These droplets were assumed to follow the gas-
phase.

100

TABLE 1. Characteristics of PDPA 3100-S

Transmitter
0.5145^m line (U, D)^

Fringe Spacing
Waist

0.4880^;m line (V or W)

Fringe Spacing
Waist

Receiver
1000 mm f/9.3 Collection Lens
238 mm Focusing Lens
100 ^m Spatial Filter
30° Off-Axis Forward Collection Angle

2
U, V, W and D are axial, radial, tangential

velocity and droplet diameter respectively.

9.88 }jm

187.17 fjm

9.84 ^m
177.53 /im

80-

E
^ 60

2 40

20

0
150

o Z= 51.2mm
• Z= 80.5mm
A Z= 1 10.0mm

6^ ''Um»m*»

£ 100

CM

Q 50+

0
-200 -100 0 100

Y mm
200

Fig. 2 Droplet size profiles

Test Conditions And Test Locations
Both the two-phase tests and the single-phase tests were conducted at an

air flow rate 0.154 kg/s. The liquid flow rate was 0.010 kg/s for the two-
phase tests. The pressure drop across the nozzle discharge was 827 kPa. For
the same air flow rate at the exit plane of primary cup, the swirl number was
0.47 for the primary cup and -0.55 for the secondary cup [6]. Measurements
were conducted at three axial locations (Z/Rp = 1.75, 2.75 and 3.75 where the
radius of the exit plane of the primary swirler cup, Rp, is 0.029 m and the
origin is the exit plane of the primary cup). In addition, data were acquired
along the center line to study the change in the length of the recirculation
zone

.

DISCUSSION OF RESULTS

The results are divided into two groups: discrete-phase and gas-phase
measurements in the presence (continuous-phase) and absence (single-phase) of
the spray.
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Discrete-Phase Results
One feature of the swirl cup design is to provide uniform and fine

droplets. A portion of the droplets issue from the nozzle and convect
downstream directly and a portion impinge onto the inner surface of the
primary swirl component to form a liquid film which is then atomized due to
the strong shearing of the primary and secondary air streams at the edge of
the primary cup. Fig. 2 shows the length mean diameter D^g Sauter
mean diameter 032* These distributions indicate the presence of small
droplets along the centerline. At the periphery of the spray, D^g D32
increase sharply. This is attributed to (1) larger droplets from the atomizer
that have sufficient radial momentum to penetrate through the swirling air
streams, and (2) the breakup of liquid film at the edge of swirl cup that can
produce large droplets with a substantial radial momentum.

Continuous-Phase and Single-Phase Results
In this section, the gas-phase is compared with and without the spray.

In particular, the continuous-phase flow field in the two-phase test is

compared to the single-phase test. Both mean and fluctuating components are
considered for the axial, radial, and tangential components.

Mean Velocity Comparison . As shown in Fig. 3, the continuous-phase axial
velocities are generally similar to those of the single-phase with one notable
exception. In the recirculation zone, the continuous-phase axial velocities
are less negative indicating a recirculation zone of reduced strength. The
axial momentum transfer from the discrete-phase to the continuous-phase is

likely responsible in the recirculation region as droplets propelled
downstrecun oppose the reverse flow of the continuous-phase.
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The radial velocity data in Fig. 4 also reveal similar behavior between
the continuous-phase and single-phase.

Fig. 5 presents the comparison of mean tangential velocities at two
axial locations. The single-phase shows generally higher mean tangential
velocity. In the two-phase flow, most of the droplets that issue from the
nozzle, unlike the continuous-phase, do not have initial tangential velocity.
Their tangential velocity increases due to (1) the tangential momentum
transfer from the continuous-phase to the discrete-phase, and (2) the liquid
film breakup at the edge of the primary swirl cup. Therefore, the continuous-
phase tangential momentum is suppressed relative to the single-phase case.

20
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-20
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•Single — phase

Z= 80.5mm
o8
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• » ooo

•

-200 -100 0
X nnm

1 00 200

Fig. 5 Gas-phase mean tangential
velocity
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Fig. 6 Rms of discrete-phase velocities

Fluctuating Velocity Comparison . To aid in interpretation of the
fluctuating velocity results, the profiles of the fluctuating velocity
components of the continuous-phase are presented in Fig. 6 along with the
"fluctuating velocities" of various size classes at axial location z = 51.2
mm. Note that the relative fluctuating velocity differences between the
continuous- and discrete-phase change radially.

Fluctuating gas-phase axial velocities are compared in Fig. 7. At the
first axial location, note the higher magnitude for the continuous phase
within the recirculation zone. This is attributed to the relative magnitude
of the fluctuating velocities between the continuous-phase and large droplets
(over 30 pm) as shown in Fig. 6. The continuous-phase velocity fluctuations
are enhanced when the velocity "fluctuation" of the large droplets is greater
than that of the continuous-phase. The greater velocity fluctuation of the
large droplets results from a variation in their ballistic injection instead
of the turbulent fluctuation in the common sense and is more dominant, as

shown, close to the injection place.
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The radial and tangential velocity fluctuations for the continuous phase
are consistently lower than the corresponding single-phase measurements.
Again, the continuous-phase radial and tangential velocity fluctuations are
consistently greater than those of the large droplets and thus dampened (Fig.

6).
For the single-phase case, the fluctuating radial velocity reveals a

two-peak distribution at the axial location Z = 51.2 mm (close to the exit
plane of the swirl cup) (Fig. 8). The double peak distribution is suppressed
for the two-phase case. This is attributed to a momentxim exchange between the
gas-phase and the droplets, which have a single peak distribution and deanpen

the two-peak structure. Within the recirculation zone, both cases show a

similar behavior.
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The greatest differences in gas-phase tangential velocity fluctuation
between the single-phase and continuous-phase is observed in and near the

shear layer (Fig. 9). This corresponds to the location at which the greatest
difference in tangential velocity fluctuation between the continuous-phase and

large droplets (over 30 ^m) occurs (Fig. 6). The degree of this difference
decreases as flow develops downstream due to mixing and entrainment.

Distribution along the Centerline . The mean and fluctuating gas-phase
axial velocity distributions along the centerline are presented in Fig. 10.

The recirculation zone closes closer to the inlet plane in the two-phase case.

Moreover, differences in the mean axial velocity between the single-phase and

the continuous-phase decreases downstreeun and coincides well with the decrease
in mean axial velocity difference between the continuous-phase and the larger

droplets [11]. This supports again the arguments used to interpret the mean
and fluctuating velocity differences between the single-phase and the
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continuous-phase. The greatest fluctuation is observed at about Z = 160 mm
near the stagnation point of the recirculation zone.
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single-Phase and Discrete-Phase Results
Both the single-phase and the discrete-phase histograms are shown

respectively in Figure 1 for the axial velocity in the shear layer, the
tangential velocity in the shear layer, and the radial velocity around the
stagnation point. Velocity bimodal distributions are evident for the
discrete-phase at these locations, which reflects the flow field
characteristics superimposed on the gas-phase that are not present in the
single-phase case. The well defined bimodal velocity distributions of the
discrete-phase can be associated with either significant size-velocity
correlations, or intermittent flow field characteristics, or both. This
behavior which is pronounced in discrete-phase measurements is negligible or
relatively insignificant in the single-phase case. As a result, the two-phase
flow field in this practical hardware is both intriguing and complex.

CONCLUSIONS

(1) The differences in mean and fluctuating velocities between the single-
phase and the continuous-phase correlate with differences in mean and
fluctuating velocities between the continuous-phase and the larger
droplets (over 30 ^m)

.

(2) The turbulent fluctuations for both the continuous-phase and the single-
phase are anisotropic. The effect of the spray on the gas-phase mean
velocities is surprisingly small in this complex, two-phase flow.

(3) The two-phase case reveals a more intermittent behavior than the single-
phase case at selected locations in the flow field such as in the shear
layer and at the stagnation point of the on-axis recirculation zone.

(4) The two-phase flow field and phase interaction in a practical hardware
can be complex. Intermittency, for example, plays an important role and
suggests, for example, the need for detailed transient analyses.
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AIR BLAST ATOMIZATION: INSTABILITY OF AN ANNULAR LIQUID SHEET

SURROUNDED BY TWO AIR FLOWS OF DIFFERENT VELOCITIES
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ABSTRACT

Air blast atomization of a flat or annular sheet is studied under the
influence of internal and external air flows of two different velocities.
Non dimensional results are presented. Asymptotic cases of high velocity
atomizations, high thickness and high radius sheet are derived. First
experiments are also presented.

INTRODUCTION

Air blast atomization is of a wide use, especially in aircraft
engines where air is provided in excess by the compressor. In many
aircraft atomizers an annular liquid fuel sheet is disintegrated by to

coflowing air flows, one internal the other external. These air flows are
generally swirling and at two different relative velocities with liquid
flow

.

Modelisation of such an atomizer involves two problems :

1) -instability of the annular sheet. 2) -breaking and rest ructuration into
drops. The present paper deals with the first problem, i.e. the
instability of an annular sheet surrounded by two coaxial air flows.

Few studies of this problem are found in the litterature [1] [2]

[3] [4] [5] all with the same velocity on both sides of the sheet. An
analysis is given here in the case of different velocities of internal and
external air flows

.

Linear analysis as given here is criticable in nature since break-up
processes are far from linearity. Nevertheless linear analysis has been
previously usued with success in designing pressure swirl atomizers [4]

.

It has also to be pointed out that non linear theory (weakly non linear or
based on wortex sheet analysis) need results of linear calculations to be
achieved. Furthermore interesting qualitative information can be drawn
from linear analysis.
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ANALYSIS

The flow is shown on Fig.l in stable configuration. Both liquid and

gases are non-viscous (which can be accepted for low viscosity fluids as

water or kerosene). Two linear analyses of stability are given : l)-for a

flat sheet (asymptotic case for a -> oo) 2) -for the real case (a finite) .

Notations are defined on Fig.l.

General features
Both analyses are based on the same

physical grounds. Time varying velocity field
is decomposed into stable and instable part . In

each flow this last part derives from a

potential (<p* ,
(p~ and (p^) t| (x,t,9) is the

deviation of the surface from stable shape.
Potentials are searched under the separate

form R T(9)e^"'^ R=R(y) in case 1 (plane) or
R=R(r) in case 2 (annular sheet) . From
following interface conditions iq will be found
of the form :

Fig.l The stable flow

= ti^ exp i ( kx + n8 - Wt ) (2.1)

k is the axial wavenumber : k = 2'n/X

n is the azimuthal wavenumber
0) is a complex pulsation (J = (O^ + iw^

CO is related to axial propagation velocity c =kc
CO, t

0)^ when positive leads to instability a e

Ti^ is the initial amplitude at each side of the sheet ; one finds then two

values Ti'^ and -n" .

Continuity (2.2) and impulsion equation (2.3) under linearized form are
written :

Zkp"" = O ; Zkp" = 0 ; Z^iPj^ = 0 (2.2)

du du W du 1 dp— + U — + = (2.3)
dt dx r dO p 3x

in each fluid (In case 1, V E 0)

Condition at the interface give :

9<p df] dr\ V 8ti— = — + U — + (2.4)
dr dt dx r 88

in each fluid at each interface.

Surface tension gives :
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Pr ~ P = ± (Jr^L r'g as (2.5)

at each interface, under non linearized form.

Results will be shown here under non dimensionalized forms. U^^ is the

average velocity of the two air flows Uj^= (\J* + U~)/2.

AU is the difference between the two air flows Au = U"" + U" (Au = 0

leads to U„ = = U" )

.

One introduces which is the maximum value of k leading to

instability in the case of symetrical plane sheet (Squire problem)

Pa U„

k =
c

So h = k^h, k = k/k^.
~ Pg ~ Au ~
p = — , Au = —, to =

(J

Pt U„ k^ U„^L M c M

By combining equations (2.2) to (2.5) a system of the following form
is found for and t]" :

FTi ^+ Gt]- = 0

G'< + F'ti" = 0

(2.6)

F,G,F',G' are depending on the system studied. Detailed calculations can
be obtained from the authors. (2.6) shows that :

-The determinant FF'- GG' must be zero.
- and t]' cannot be independant . Their value can be arbitrary but

their ratio r\^/ iri" can be calculated from - G/F or - F'/G'.
FF' - GG' gives a dispersion equations of the form :

^4 ~3 ~2
0) + H3 (J + H2 (J + W + = O

where coefficients are function of k and n,

(2.7)

Case 1 : The flat sheet
a) U"^ , U~ , U^ are parallel flows. The dispersion equation (2.7) has the
form :

-W^coth 2kh-p(ku'^-t0) ^ +
crk-

-tJ^coth 2kh-p(kU -(O) ^ +

sh-" 2kh
(2.8:

The ratio between amplitudes on two sides is :

'Ho - (J

° sh 2kh -W^coth 2kh-p (ku'' -w) ^ +
CJk^
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sh(2kh) -CO^COth 2kh-p(kU -(J) ^ +

(2.9)

-W

These equations are interesting not only as an asymptotic result
(a -» oo) of case 2, but also the equations allow visible simplifications in

the asymptotic case kh -» oo.

b) Asymptotic case kh -> oo

This case corresponds either to great velocities U"^ and U~ (small A,

great k) or to a very thick sheets (h great)

.

In both cases kh -> oo, sh 2kh oo and term
(0

vanishes

,

sh^ 2kh
(2.8) is then factorizing in two equations of degree two which can be

recognized as Kelvin-Helmholt z equations for simple interfaces. So each
interface is atomized independently. T|g / r\~ has then no definite values.

c) U"^ = U~ = U. This is the problem of Squire [6] . The equation is

factorized into two new equations of degree two, of the form :

A 0)^ + p (kU - 03)^
crk^

0

where A = tank kh or coth kh . These two values of A correspond
respectively to values of / ti~ equal +1 (antisymetric perturbations) or
-1 (symetric case) . This corresponds to the problem analyzed by Hagerty
and Shea [7] .

Corresponding solutions are shown on figures 2 and 3. It can be seen
that for increasing h solutions are asymptotic to a unique curve, which is

in fact the Kelvin Helmholtz solution. This is achieved for h of order 10.

0.10

0.08

0.06

0.04 -

0.02

/1U=0 ," = 1.29 10-

0.00

.015

0.0 0.4 0.8 1.2 0.0 0.4 0.8 1 .2

Fig. 2 First solution

Growth rate versus wave number
Fig. 3 Second solution

Growth rate versus wave number

d) Case when U""?; U
Solutions are presented on Fig. 4 and 5. Two different solutions
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giving (j^> O are found. So the shape of the sheet have to be considered as

the sum of those two solutions. Some features have to be remarked.
-For thick sheets (h greater than 5) the ratio t|q / t)" (or inverse)

becomes very great. The perturbation from one side has a very low

influence on the other side (very low "penetration") . In this case the

values of / t|~ found here only give a qualitative indication since the
non-linearity is not represented. In fact solutions are asymptotic to
Kelvin-Helmholtz theory for each interface.

4ij=1 r = 1.29 10-3

First solution

0.1E+05

0. 1E + 04

0. 1E + 03

0. 1E + 02

0.02

0 .00
0. 1E + 01

I

/

//'
/ //

/ //
/ /
/

0.0 2.5

Fig. 4.a Growth rate versus wave numt>er
Fig. 4.b Amplitude ratio versus wave numt>er

-For very small h, amplitude rati,o is practically equal to 1 (or

negative for the second solution) (see h = 0.1 on fig. 3-4) . That is not
surprising since it is the case particularly of this sheets. Furthermore,
one solution is predominant

.

-In intermediate cases (e.g. h = 1-5) / t]~ can be significally

different from 1 or -1. CJ^ terms are still very different. Generally one
solution can be then be considered as predominant from the point of view
of atomization (see fig. 3-4) . In this case it is to be noticed that
diagrams are resolutly different from Kelvin-Helmholtz results (h « 1)

.
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Fig. 5.a Growth rate versus wave number h Fig. 5.b Amplitude ratio versus wave number
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Annular sheet
A new parameter ^is now involved, the radius a. It will appear

non-dimensionally as a = . No place can be found here to show the

analytic forms of J^he results^but some calculated values are shown for two
specific cases : ^ = 0 and Au = 1

.

It is to be remarked that results presented here do not involve the
hypothesis of very thin sheet (h << a) which was accepted in previous
papers ([1] [2] [3] [5]). It has been shown by the authors [8] that this
hypothesis could not stand when h/a > 10"^ [8] . ^
Two solutions are also found. As an example the solution of greated b)^ is

shown on figures 6 and 7. Some features can be observed.

1) -Case^AU = 0 (fig. 6) _
- (0^ has a jump around h equal 10"^ O)^ is proportional to c and the

corresponding^ values of c are that of the gas (small h) or that of the
liquid ^high h) . ^

-
(j3^ is very small at lower h . There is a very small velocity

differg^nce between the wave and the gas

.

-(jj^ is small at higher h. The inertia of the sheet becomes important.

-For a>10 solution become asymptotic to the solution relative to the
flat sheet. This give a criteria to adopt then a simpler analysis
(case 1)

.

2) -Case Au = 1 (fig. 7) The distinction between aerodynamical (low h) and
inertial domains (high h) is found again on O) curves.

When a increases (a>10) the analysis relative to fat sheet is valid
again

.

Although no results are presented here, our model can also deal with
swirling flows

.

EXPERIMENTS

In order to validate some of these results, a generator of
cylindrical shet has been built. No place is found here to describe it but
some characteristics are given :

-thickness h = 300pjn -radius a = 2,55mm -velocity of liquid = 2-4m/s
-velocity of internal air flow U~ = 0-40m/s.

Photography and acoustic frequency measurements are used. Experiments
are in advance now to study effects of swirl and external flows.

CONCLUSION

A new model of the instability of flat and annular sheet surrounded
by air flows of different velocities has been presented here. It has been
shown that two different perturbations where running along the sheet, both
with different amplitudes on each side. Asymptotic cases show that, for
high thicknesses or high velocities, the atomization (Kelvin-Helmholtz)
theory was valid. A criteria (a 10) is given for identifying an annular
sheet of great radius to a flat sheet. A first experimental validation is

presented.
This work was executed under CEE BRITE-EURAM contracts as associated

partner with Society SNECMA.
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Nomenclature

a radius of annular sheet

h thickness of the sheet

k wavenumber (=2'Tr/A)

Ti perturbation of interface

CO complex pulsation
a surface tension

p density (L liquid, +, - gas)

subscript ~ indicate non dimensionalized numbers
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ABSTRACT

Wave characteristics of liquid jets issuing from airblast coaxial atomizers have been
investigated. The wavelengths on the liquid jet surface were measured from high magnification

micro-photographs over a liquid jet velocity range of 1.1 - 18.2 m/s and for the air velocities 45.8,

56.12, 64.8 and 91.64 m/s. The wave frequencies were measured using a laser beam attenuation

technique. Both dilational and sinuous waves were observed. The wavelengths generally

increased in the downstream axial direction. Average wavelengths decreased with liquid and air

velocities, however, the average jet surface oscillation frequencies were found to increase with

these velocities. Wave propagation velocities were found to have much lower magnitudes than the

liquid jet velocity for all air velocities, and were insensitive to the variation of these velocities.

INTRODUCTION

The disintegration of liquid sheets and jets has been studied by many investigators.

Comprehensive reviews of disintegration mechanisms are reported by McCarthy and Molloy [1],

Reitz and Bracco [2], and Lefebvre [3]. The disintegration of low viscosity liquid jets issuing at

sufficiently high velocities from a nozzle was analyzed by Levich [4]. According to this analysis,

both long and short length (as compared to the jet radius) waves appear on the jet surface under the

effect of infinitely small disturbances. Because of the dynamic influence of air, both the long and
the short wavelengths become unstable and lead to the generation of a wide range of drop sizes.

Recent theoretical research has concentrated on the development of computational models [5-

71 for analysis of the disintegration of liquid sheets and jets. However, the number of

experimental investigations providing data on the wave characteristics of liquid sheets and jets is

very limited.

Among the recent experimental studies, Aral and Hashimoto [8] investigated the disintegration

of a thin liquid sheet in a co-current air stream. The vibration frequency of the liquid sheet was
measured using an electro-optical displacement device. The breakup frequency was obtained by
means of a stroboscope. The liquid sheet vibration frequency was found to be equal to the breakup
frequency. The liquid sheet vibration frequency was shown to be a function of Weber and
Reynolds numbers. These results also showed that the disintegration of the thin liquid sheet

depends on the wave motion of the liquid sheet. Therefore, the mean droplet diameter resulting

from the disintegration was correlated to the frequency of the vibrating liquid sheet.
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Mansour and Chigier [9] studied the aerodynamic instability of liquid sheets issuing from a

two-dimensional air-assisted atomizer. Still microphotography was used to determine the global

structure of the sprays, and a laser light attenuation technique was employed to measure the

oscillation frequencies. The measured vibrational frequencies were correlated with the resulting

spray angle. It was shown that the liquid sheet oscillations are dynamically similar to those in hard

spring systems. At low liquid flow rates, the sinuous breakup was found to be the dominant
mode. At high liquid flow rates, the oscillations were of the dilational type. At intermediate liquid

flow rates, both the sinuous and the dilational modes were superimposed on the liquid sheet.

This paper presents the results of the wavelength and frequency measurements for liquid jets

issuing from airblast coaxial atomizers.

EXPERIMENTAL CONFIGURATION

The atomizer consists of a central water jet surrounded by a coaxial air jet. Both water and air

supply pressures and mass flow rates can be varied. The house air supply provides a maximum
inlet pressure of 25 kPa for the atomizing air. Water is supplied from a tank with 10 liter capacity

and is pressurized with house air. This water supply provides a pulsation and vibration free water

flow and a maximum water pressure of 600 kPa if no air is used to assist the atomization. When
the maximum air flow rate is used for the atomization, the maximum possible water supply

pressure is reduced to 500 kPa.

The test atomizer and the exhaust system were connected to the same three-directional (z-r-phi)

positioner so that the axial distance between the nozzle exit and the exhaust inlet always remained

the same (120 mm). The accuracy of the positioner is 0.01 mm in the axial (z) and radial (r)

directions and 0. 1 degree in the phi direction.

The test nozzle has provisions for the accurate positioning of the central tube with respect to

the outer tube. A screen is used in order to reduce turbulence and also serves as a flow
straightener. The converging section of the outer tube provides a plug flow air velocity profile at

the nozzle exit. Figure 1 shows the nozzle exit geometry; the dimensions are in millimeters.

Photographs of the sprays were taken using a Canon Fl camera with a f = 200 mm macro
lens. Different extension tubes and bellows were attached to the camera. An Electro-Optics

EG&G 549 microflash was used to provide a 0.5 |is flash duration and 5x10^ beam candlepower
light intensity. More than 1500 photographs were taken at various air and water flow conditions.
The description of the photographs was previously reported by Farago and Chigier [10].

The schematic of the frequency measurement system is shown in Fig. 2. This system utilizes

the attenuation of a collimated laser beam passing through the liquid jet in the transverse direction

(y-direction). The intensity of the laser beam is measured using a photodiode which generates a
current proportional to the incident radiation. This current is converted to a voltage in the range of
0-1.5 volts. A Tektronix T912 storage oscilloscope is used to visualize the signal. The wave
form is then transferred to an IBM PC/XT for data analysis and storage. An FFT routine is used to

transform the wave form from the time domain to the frequency domain. The power spectra of
oscillations are then displayed in the graphics form.

« 10 36

Fig. 1 Enlarged sketch of the nozzle exit
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Initially, the axial location of the laser beam was brought close to the nozzle exit. Then, the

axial position of the beam with respect to the nozzle was varied until a clear wave form was

obtained on the oscilloscope screen. The actual waves on the surface of the jet were also observed

using a stroboscope. With the present arrangement, it was possible to provide frequency

information about the initial disturbances before the waves are transformed from the dominantly

1) He-Ne Laser

2) Collimating Lens
3) Nozzle

4) Optical Filter

5) Focusing Lens
6) Photodiode

7) Current to Voltage Converter

8) A-D Converter

9) IBM XT

Fig. 2 Frequency measurement system

dilational to the sinuous mode. This information is particularly important for the computational

analysis of liquid jet instability.

RESULTS AND DISCUSSION

Wave characteristics of liquid jets issuing from airblast coaxial atomizers were investigated in

terms of wavelengths and frequencies. Jet surface wavelengths were measured from the

photographs over the liquid jet velocity range 1.1 - 18.2 m/s and for the gas jet velocities 45.8,

56.12, 64.8 and 91.64 m/s. Liquid jet surface wave frequencies were measured using a laser

beam attenuation technique.

Wavelengths
A careful investigation of the photographs shows that, in general, two types of waves are

encountered as the liquid jet velocity is varied while keeping the air velocity constant. The
dilational wave develops on the jet surface and may or may not be symmetrical with respect to the

jet axis. The sinuous wave has an assymetric, snakelike shape whose centerline deviates from the

nozzle axis. At low liquid jet velocities, the waves are predominantly sinuous, however, at high

Hquid velocities, the dilational waves are formed on the liquid jet surface.

Figure 3 shows the wave development of the liquid jet for the liquid and air velocities of 4.5

m/s and 56.12 m/s respectively. At such an intermediate liquid jet velocity, the initial disturbances

are of the dilational type. Sinuous wave formation starts further downstream. Dilational waves are

superimposed on the sinuous waves. Due to the aerodynamic action, dilational waves lead to the

formation of ligaments mostly at the crests of the sinuous waves. These ligaments further
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disintegrate by the shear of the surrounding air as shown in Fig. 3. This figure also shows that the

entire jet breaks up in a similar manner to that of liquid sheets where the half waves are torn off the

liquid sheet when the wave amplitude reaches a critical value.

Figure 4 shows the wave formation on the liquid jet at liquid and gas velocities of 9.56 m/s
and 56.12 m/s respectively. The upper figure was obtained by scanning the photograph of the

liquid jet at 100% and 300 dots per inch using an HP scanner and Applescan software. The outline

of the scanned image shown in the lower figure was then generated. The locations of wave crests

were marked on the same figure, and the distances between the marks were measured. These
distances were accepted as the wavelengths. The bottom figure shows the variation of the

normalized wavelength (X/d) in the axial direction (x/d) for both the upper and the lower surfaces.

The wavelengths increase almost linearly in the downstream direction. The magnitudes of the

wavelengths are very close to each other for the upper and the lower surfaces at the same axial

location. Although the waves of Fig. 4 are predominantly of the dilational type, the initiation of

sinuous wave formation can also be observed.

Since the wavelengths vary in the axial direction, average wavelengths were calculated for the

dilational surface waves before the transition to sinuous mode takes place. These were normalized

with respect to the jet diameter at the nozzle exit and plotted as a function of liquid jet velocity for

four different gas velocities. Figure 5 shows this plot. In general, the wavelengths decrease with

increase in liquid jet velocity and gas velocity. This decrease is more pronounced for the liquid jet

velocities at which the transition from laminar to turbulent flow occurs. After transition to

turbulence has been completed, the wavelengths seem to be insensitive to the increase in the liquid

jet velocity. This may be due to the predominant effect of the small-scale turbulent structures

inside the liquid jet controlling the initial phase of the wave development.

Figures 4 and 5 show that the dilational waves have lengths shorter than the perimeter of the

liquid jet (k < nd). It appears that the aerodynamic influence is the major destabilizing force for the

wave development rather than the surface tension force within the investigated range of flow
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conditions. It also seems that the turbulence in the liquid jet is responsible for the formation of
initial disturbances as shown in Fig. 4 at higher liquid jet velocities.

Frequencies

The primary interest in this paper is to provide information on the initial disturbances close to

the nozzle exit. The detection of the disturbances has less uncertainty, however, at downstream
axial locations (x/d) because of the more pronounced waves. The effect of axial measurement
location on the measured wave frequencies was investigated in an effort to determine the optimum
measurement location before the waves are transformed into the sinuous mode. Figure 6 shows
the result of this investigation for the liquid and gas jet velocities of 1.1 m/s and 45.8 m/s.

Frequency is shown to be rather insensitive to the axial measurement location as long as the type of
the wave remains the same.

Figures 7 and 8 show the power spectral densities of the liquid jet surface oscillations for an

air velocity of 56.12 m/s and the water velocities of 1.5 m/s and 12.76 m/s, respectively. Figure 7
shows a dominant oscillation frequency at the lower liquid jet velocity. However, at higher liquid

velocities (Fig. 8) several modes of oscillation appear, and the band width of oscillations increases

considerably. The liquid jet turbulence is probably the major cause for this widening of the

frequency band width. The measured frequencies also increase with the liquid jet velocity.

Because of the difficulty in determining the dominant modes of oscillation at high liquid jet

velocities, single representative frequencies were obtained at each pair of flow conditions by

wo

O 3
Q. O
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Frequency (Hz)

Fig. 7 Power spectral density at Vair = 56. 12 m/s, Vj = 1 .5 m/s
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weighting the frequency values with corresponding power densities and averaging over the whole
power range. The repeatability of the measurements was found to be poor (15% uncertainty) at

high liquid jet velocities for which the frequency band widths widen considerably. Therefore, each

experiment was repeated four to five times, and the calculated average frequencies were further

averaged in order to increase the confidence in the data.

The variation of average frequencies as a function of nozzle exit liquid and gas jet velocities is

shown in Fig. 9. The average frequencies increase both with the liquid and the gas jet velocities.

This behavior is consistent with the results of Aral and Hashimoto [8] and Mansour and Chigier

[9] on the liquid sheet instability with co-current air flow. The frequency jumps separating the

regions for different modes of oscillation were also reported by Mansour and Chigier [9]. These
jumps, however, were not observed for the coaxial liquid jet of this study. This was probably due
to an insufficient number of variations of experimental conditions to identify this phenomenon.

Wave Propagation Speed
The wave propagation speeds were obtained by taking the product of average frequencies and

wavelengths over the range of velocities 1.1 - 18.2 m/s for water, and 45.8 - 91.64 m/s for air.

They were found to be in the order of 1 - 2 m/s and do not seem to be sensitive to the water and the

air velocity variations. This behavior is consistent with the wavelength decrease in Fig. 5 and the

corresponding frequency increase in Fig. 9 with increasing liquid and gas jet velocities.
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CONCLUSIONS

The wave characteristics of liquid jets issuing from airblast coaxial atomizers were

investigated. Two types of waves were encountered. The dominant wave type was sinuous at low

liquid jet velocities, and dilational at high liquid jet velocities. The wavelengths generally increased

in the downstream axial direction. Average wavelengths decreased with liquid and gas jet

velocities. The dilational waves of this study were found to have shorter lengths than the perimeter

of the liquid jet. The major destabilizing force is the aerodynamic interaction at the liquid/gas

interphase. The turbulence in the liquid jet is important in initiating the surface disturbances at high

liquid jet velocities. The average oscillation frequencies at the liquid jet surface appear to be

insensitive to the axial measurement location. The frequency band of the jet surface oscillations

increased with the liquid jet velocity. Average frequencies were found to increase with both the

liquid and the gas jet velocities. Wave propagation speed seems to be rather insensitive to the

liquid and the gas velocity variations.

NOMENCLATURE

d jet diameter

phi circumferential direction of the atomizer

r radial direction of the atomizer

Vair air jet velocity

Vj liquid jet velocity

X axial (Erection of the jet

y transverse direction of the jet

z vertical direction of the jet; axial direction of the nozzle

X wavelength
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ABSTRACT

A "Group" approach for the modeling of sprays has been well established and applied to various

problems, e.g. particle laden jets, impacting sprays and spray heat transfer. In the group model, a

droplet group is considered to have a dimension which grows during its motion due to the turbulent

dispersion of droplets. The droplet dispersion within a group is described by a probability density

distribution function. All the applications have shown that the group model is very efficient in the

computational time, can give very realistic descriptions, and have very wide applications.

INTRODUCTION

Turbulent sprays have been widely applied to various industrial processes, such as spray combustion,

spray cooling, spray painting, spray drying etc. Computer modeling of turbulent sprays is becoming an

increasingly viable part of the design process with the objective to reduce the time and cost of process

development. In the efforts for developing spray models, the major focus is on the turbulent interaction

between gas phase and dispersed phase. Several approaches have been employed to model the turbulent

droplet dispersion in sprays [1]. However, because of their excessive computational requirements, the

spray models are still not feasible for general industrial applications.

Among the existing models, a rather advanced one is the Stochastic Separated Flow (SSF) model

which has been widely accepted for the modeling of turbulent sprays [1, 2]. The SSF model uses droplet

clusters to represent a spray and simulate the turbulent dispersion directly by considering the interaction

between pseudo-random turbulent eddies and droplets in a Lagrangian computation of cluster motion.

In the SSF approach, however, all the droplets within the cluster are assumed to be concentrated at

one point during the flight. A droplet cluster is essentially a computational droplet. Therefore, in order

to obtain a statistically meaningful distribution, a significant number of computational droplets, and

consequently, very long computation times are needed.

A new group approach has been well established by the authors of this paper [3, 4, 5]. The group

model uses droplet groups to represent a spray and takes into account the turbulent droplet dispersion

within each group. It considers that each group has a dimension which grows during the flight. This

growth is due to the turbulent dispersion of droplets as the group travels in the Lagrangian coordinates.

The droplet dispersion within the group is described by a probability density function which is a Gaussian
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distribution. Due to the growth of the group, only a small number of groups must be traced to provide

statistically reasonable results. Furthermore, the group approach closely simulates a real flow, because

in a real flow the droplets within a group are dispersed by turbulence instead of staying at one point.

The intent of this paper is not to elaborate the details of the group model, but to provide various

examples of its applications, the effectiveness of the model, and the efficiency of the computations using

this approach. The implementation of this model to different problems, such as particle laden jets,

impacting sprays, and spray heat transfer, has shown its generalized application to sprays. The concept

of this group approach can be incorporated into any computational program which presently employs

the Lagrangian approach to trace the dispersed phase, and widely applied to various sprays in industry.

This new modeling concept is expected to have more advantages when the geometrical scale is large,

where its higher computational efficiency becomes indispensable.

GROUP APPROACH

In the present study, a standard Eulerian approach is applied to the gas phase transport. The SSF

analysis (Lagrangian formulation) is used to trace the motion of the center of each group which is

assumed to behave like a single droplet interacting with a succession of random distributed turbulent

eddies [1]. The major assumption in the modeling of droplet dispersion within a group is that the

turbulent flow is assumed to be locally isotropic and homogeneous within each group. It is also assumed

that all the droplets in a group move together in an absolute coordinate and the droplet dispersion is a

relative motion to the center of the group. Therefore, the droplet group grows from its center, and the

dispersion of droplets is observed from the center of the group. The relative droplet position within a

group in respect to the group center at any time is random because of the turbulent gas velocity field.

This kind of droplet dispersion can be closely represented by a normal Gaussian distribution [6]. The

typical probability density function for this distribution can be given for a 2-D field as:

where N is the total droplet number in this group, and X"^ and Y"^ are the overall mean square distances

in X and y directions. Further details of this group approach can be found in Ref. [3, 4, and 5].

APPLICATION OF GROUP APPROACH

Particle Laden Jets

In order to validate the new approach, the group modeling was applied to the analysis of a particle-

laden jet containing fly ash particles. The preliminary results of this study were compared with the

results of the SSF method and the experimental data. The experimental results were reported by Yuu
et al. in reference [7]. Their experimental set-up contained a jet nozzle which could provide uniform

exit properties. The nozzle diameter is 8mm. The particles are nearly monodisperse having a mass
mean diameter of 20 /im. The flow is dilute with particle mass loadings of 0.1-0.4%. These loadings

are sufficiently small, so that the particles have a negligible effect on the mean and turbulent gas phase

properties.

The distributions of particle concentrations along the center line of the jet are shown in Figure 1 for

the present method, the SSF approach, and the experimental results. The SSF results are presented

for two different particle cluster numbers (20 and 500). For the smaller particle cluster number, the

particle concentration distribution is not smooth due to statistically insufficient data. In order to obtain

a reasonable agreement with the experimental results, 500 particle clusters were required as shown in the

figure. Unlike the results of the SSF method, the results of the present approach are in sound agreement
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Figure 1: Axial Particle Concentration Distributions at the center line

with the experimental results with only 15 groups. At x/d more than 15, slightly larger deviation is

observed.

Figure 2 compares the radial distributions of particle concentration for the present approach and the

SSF method. Both methods have very similar results along radial direction also. Since the corresponding

experimental data of radial distribution and radial initial conditions are not clearly reported in reference

[7], the comparison was made only with the results of the SSF method.
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Figure 2: Radial Particle Concentration Distributions at x/d=20

A 32 X 29 grid was used in the calculations. The calculations were performed on a Sun 3861/250

computer(5 MIPS, 25 MHz). For the dispersed phase calculation, the computational time using SSF
approach with 500 groups was 509 seconds, while the present study only took 53 seconds for a similar

agreement with the experimental data. The computation time using the group model is about a factor

of 10 times less than the corresponding calculation using the SSF approach. This major reduction in

the computation time in the present approach is because of the significant decrease in the number of

droplet groups required for realistic predictions.
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Impacting Sprays

Impacting sprays were selected as an example to illustrate the capability of this group model. This

selection was chosen because impacting sprays contain droplets of various sizes under severe flow condi-

tions, and there are not many detailed investigations reported in literature despite its wide applications.

Impingement of axisymmetric water sprays from a 9.5 mm diameter nozzle normally on a flat plate was

studied using the group approach. The distance between the plate and the exit of the injector is 30.5

The droplets are assumed to be monodisperse. The spray flow is considered to be dilute with ancm
initial liquid volume flow rate fraction of 10

-5

16 t=\

r(cm)

5 10 15

x(cni)

Figure 3: Gas Flow Streamlines

The gas phase mean flow field is shown in Figure 3. The mean flow streamlines demonstrate three

flow regimes which were defined in reference [8]. The free jet regime is upstream of jet impingement.

The strong interaction of the jet with the impingement surface produces a change in flow direction in

the impingement regime. The wall jet regime consists of radial flow along the surface beyond the point

at which the strong impingement to the wall occurs.

Figure 4 shows the trajectories of droplet group centers for the droplet diameter of 20 fim. It indicates
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Figure 4: The Trajectories of Group Centers, 0=20 fim
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that the droplets follow the mean gas flow very closely and the spread of the trajectories is similar to that

of the gas flow streamlines because of the small momenta of droplets. The irregularity of trajectories

and the significant dispersion of droplets reveal that the interaction between the turbulent eddies and

the droplets is very effective. The computations for the droplet diameters of 150 and 50 fim have also

been performed. It was found that larger diameter droplets, such as those with a 150^m diameter, tend

to continue in their initial direction with less influence by the gas flow field. As the droplet diameter

decreases, the momenta of droplets decreases. Therefore, the droplets follow the mean gas flow more

closely, the trajectories are more aff'ected by the flow turbulence, and the droplets are spread more

widely.
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Figure 5: Radial Distributions of Droplet Deposition Flux

The radial distributions of the droplet deposition flux on the wall are shown in Figure 5 for the

droplet diameters 20, 50, 100, and 150//m respectively. This droplet deposition flux is defined as the

volume of total droplet deposition per unit wall area per unit time. A deposition is assumed to occur

when a droplet approaches the wall surface within a distance of 0.01 cm. The figure demonstrates that

the smaller diameter droplets spread wider and impinge over all the wall surface which is consistent with

the implication of the trajectories. With increasing droplet diameters, the deposition flux distribution

increases at the central locations, and the radial extent of impingements decreases.

A comparison of the group approach with the SSF approach was also made in the present study.

Figure 6 shows that the present group approach with 21 groups yields results similar to the SSF approach

with 980 clusters; however, the SSF distribution is not as smooth. Therefore, much less group number

is needed for the group model to get more realistic results as compared to the SSF method.

The radial distributions of locally averaged impact angles for the four different droplet diameters are

shown in Figure 7. The impact angle, a, is defined as the angle between the drop trajectory and the

direction normal to the wall. The impact angle in general increases with distance from the symmetry

axis. In the area near the symmetry axis, the impact angle increases as the droplet diameter decreases

because the smaller droplets follow the gcis flow more closely. The 150 fim diameter droplets have the

smallest impact angles due to their high momentum. The impact angles of 20 and 50 //m droplets

are smaller than expected in the area between 2 cm and 10 cm wall radii. It is noted that much
of these small diameter droplets do not impact the surface of the plate and go out following the gas

flow. For the droplets impacting the surface, they may impact at small angles due to the effect of gas

flow turbulence. The average impact angles obtained from these few impacts, therefore, gives lower

impacting angles within the 2 cm to 10 cm wall radius range as shown in Figure 7. The information

of radial distributions of overall droplet impingement velocities for different droplet diameters was also

provided in the computations. It also showed that the larger the droplets, the less influenced by the gas

...O.. dp - 20 fim

... +.. dp = 50 fim

...... dp = 100 fim

... X.. dp = 150 ftm

N=21
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Figure 6: Radial Distributions of Droplet Deposition Flux
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Figure 7: Impact Angle Distributions on the Wall

velocity distribution.

A 36 X 35 grid was used in the calculations. For the liquid phase calculation of 150;/m diameter

droplets, the SSF approach took about 900 seconds with 980 groups, while the group approach only took

about 46 seconds for similar results. The computation time using the group approach is about a factor

of 20 times less than the corresponding calculation using the SSF method. As expected, the reduction of

computation time is more significant when the geometrical scale is large. Using the group approach, the

information on spray trajectories, droplet deposition flux, impact velocity, and impact angle etc. can be

obtained easily. This understanding allows for advances on various impacting spray applications.

Spray Heat Transfer

The heat transfer to particles in a spray was also investigated using the group approach. It is found that

the group approach allows for very effective modeling of this heat transfer process in a very straightfor-

ward manner. The results are presented in Figure 8. The geometry and the initial kinematic conditions

were kept similar to that in reference [7]. However, the cold particles with initial temperature 300K were
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injected into hot air stream with initial temperature 800K, and were heated up by the surrounding gas

due to mixing. The temperatures of gas and particles are solved by energy conservation equations. The
calculations were performed for fly ash and alumina particles of the same size (20 fim). The density, p,

and specific heat, Cp, for fly ash are 2.0 gm/cm^ and 1.214 j/(kgK), respectively. These properties are

3.9 gm/cm^ and 1.5 j/(kgK) for alumina particles.

Figure 8 shows the axial variation of gas and particle temperatures. The gas temperature decreases

rapidly up to about 8 cm distance from the nozzle exit. Its decresise is more gradual further downstream.

The average particle temperatures increase steeply for both particle materials immediately downstream of

the nozzle. These temperatures show a peak for both materials, and gradually decreaise. The calculated

results of the group model which used 15 groups for both materials are in very good agreement with the

results using the SSF method with 500 particle clusters.

A comparison of the average axial temperature distribution for the fly ash and alumina particles has

shown that the product of density and specific heat have a strong influence on the magnitude of particle

temperature. Alumina particles heat-up and cool down more slowly than fly ash due to their higher

thermal inertia. This results in a lower peak and higher downstream temperatures for alumina particles.

CONCLUSIONS

A group approach has been well established. All the applications have shown that:

• The group approach is "efficient" in the computational time because of very small number of

droplet group required.

• The group approach is "realistic", since it considers the turbulent droplet dispersion within each

group.

• The group approach can be "generalized" , and has very wide applications.
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NOMENCLATURE

C droplet concentration

probability density distribution

number of droplets in a group

radial coordinate

time

temprature

axial coordinate

mean square distances

vertical distance

f(x,y,t)

N
r

t

T
X

y

Subscripts

d droplet property
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ABSTRACT

The present study extends the previous droplet models [1, 2] to investigate numerically the system of

three droplets which are moving in tandem with respect to the free flow. The purposes of this study are to

study the wake effect of the lead droplet on the downstream droplets and to examine the effects of initial

spacing on the total system. The effects of variable thermophysical properties, transient heating and internal

circulation of liquid, deceleration of the flow due to the drag of the droplet, boundary-layer blowing, and

moving interface due to surface regression as well as relative droplet motion are included. The results are

compared with those of an isolated droplet [1] as well as those of the two-droplet system [2] to investigate

the effect of the presence of the third droplet. The interaction effects from the downstream or upstream

droplet are identified. The transport rates of droplets are reduced from the values for an isolated droplet,

and values for the downstream droplets are profoundly less than those for the lead droplet. The difference in

transport rates is large between the first two droplets; however, it becomes insignificant between the second

and the third droplets since both downstream droplets are situated in a very low convective environment.

The modifications to the transfer correlations for an isolated droplet needed to account for the interaction

effects are determined.

INTRODUCTION

In realistic spray situations, the fuel is usually introduced into the combustor as a stream of liquid that

breaks into droplets. The droplets subsequently vaporize in the convective gas stream to form the air-fuel

mixture. Typically, the fuel is of sufficiently low volatility that vaporization is an important controlling

factor in the estimation of combustion rates. Usually, in the dense-spray regions such as regions near the

fuel nozzle, the droplet spacing is so small that the interaction effects would modify the droplet behavior

significantly. In order to obtain the qualitative modification of the transfer coefficients in the practical

dense spray calculation, it is then necessary to consider the interactions among a stream of multiple moving

droplets. However, a detailed and accurate simulation of hundreds of droplets will be very time consuming

and very difficult to perform. In fact, the behavior of trailing droplets, which follow the first two or three

droplets, can be estimated from that of the first two or three droplets on account of the periodical nature

of linear droplet arrangements. This research addresses the interaction of three vaporizing droplets moving

coUinearly which represents a model of an injected stream of fuel droplets.

There is a lack of a detailed investigation of multiple-droplet-interactions involving variable properties,

transient heating and internal circulation of droplets in the literature. Even the simplified numerical compu-

tations of three-droplet dynamics are rarely found. Tal et al. [4] used a multisphere cylindrical cell model to

study hydrodynamics and heat transfer in assemblages of spheres. They found the hydrodynamic solution

and Nusselt number, defined by using average bulk temperature of the cell unit inlet, to be perodic. Tong and

Chen [5] have included vaporization in Tal's model to investigate the effects of droplet spacing on heat and

mass transfer of droplets in a liquid droplet array. A three-droplet array in a cylindrical duct has been used

to obtain correlations between Nusselt number and local ambient properties for each droplet. The cylindrical

cell model is somewhat idealized and some assumptions must be imposed on the cell boundaries. Hence, their

results must be verified by calculations from an advanced model. Kleinstreuer et al. [6] used a finite-element

microscale analysis to find the drag coefficients of interacting spheres in a linear array and a boundary-layer

analysis for vaporizing droplets to simulate coupled transfer processes for three interacting droplets in a
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one-dimensional trajectory. Their solution is basically the combination of three single-droplet-solutions with

an "effective approach stream temperature" to account for interactions.

In the present study, the momentum, heat and mass transfer of three interacting, vaporizing droplets

are taken into account and the relative motion due to different drag forces that the droplets have experienced

is included. We aim to understand the wake effects on the transport rates of the downstream droplets. The

primary emphasis will be placed upon the interaction effects due to different initial spacings.

The schematic flow configuration is presented in Figure 1 where the flow passing over three vaporizing

droplets moving in tandem is shown. The flow is laminar and axisymmetric with initially uniform ambient

conditions specified by U^,T^, Pg ^otP'oo^ Y/.oo = 0. The initial droplet spacing is also prescribed. Dij

is the non-dimensional droplet spacing (with respect to the initial radius of the first droplet) between the i^'^

droplet and the j"* droplet. The frame of reference is fixed to the center of the lead droplet. The problem can

be viewed as an impulsively-started flow over a fixed droplet and two moving downstream droplets aligned

in tandem.

The full consideration of forced convection of the gas phase, transient deceleration of the flowfield

due to the drag force, internal circulation and transient heating of the liquid phase, variable properties,

and transport processes occurring at the vaporizing droplet interface required to solve the Navier-Stokes

equations, energy and species equations, combined with appropriate boundary conditions simultaneously.

Also, in order to consider the moving boundaries due to surface regression and relative droplet motion, a

general method of generating boundary-fitted coordinate systems is required.

The axisymmetric governing-equations in cylindrical coordinates and their corresponding finite-difference

equations, and numerical procedures are given in Chiang [3]. The computer codes employed in our previ-

ous research [1, 2] have been modified to deal with the present three-droplet arrangement The modification

involves the grid generation routine as well as the routines which handle the relative motion and spacings

between droplets. The calling sequence and parameter transfer among subroutines have been adapted to

accommodate new variables and the increase in memory size.

Unless otherwise stated, the nomenclature remain the same as employed in previous papers [1, 2, 3].

RESULTS AND DISCUSSION

Six production runs simulating three droplets, with the same droplet size but with different initial

droplet spacings, moving collinearly have been performed. The values of physical parameters employed in

each case are the same as the base case of the two interacting droplet-study [2]. The values of initial spacings

in each case are given in legends of the figures.

The computations are performed on a CRAY Y-MP supercomputer. Figure 1 also shows the typical

grid distributions at the beginning and at the final computational time for the case of droplet coalescence.

It is noted that the computation is stopped when the droplet spacing is reduced below 2.6 or whenever the

downstream droplet approaches the outer computational boundary, since the grid generation routine may
generate overskewed grid system under these conditions. Often the computation terminated at a very early

stage of the droplet lifetime during which most of heat flux to the droplet surface would be transferred to

the interior of the droplet. Hence, the effective transfer number {Bh = Cp'^ fUmC^oo ~ '^^){^ ~ ^)/^'s) is

quite small. The amount of mass due to the evaporation is insignificant, as a result the evaporation rates of

droplets are not reported here. The time scale used in the following discussion is the gas-phase hydrodynamic
diffusion time scale.

The representative results to characterize the droplet behavior are summarized below.

The global contours of results from Case 1 (with D12=D23=12) and Case 4 (D12=:D23=6) are compared
in order to study the effect of initial spacing on the flow fleld. The vorticity distributions and isotherms for

the gas and liquid phases are presented in the top and bottom portions of each plot of Figure 2, respectively.

The results of Case 1 at two different times are portrayed in the upper two plots. At the early time,

droplets experience the convective effect such that high vorticity gradients occur at the front portion of the

droplet, and an asymmetric distribution is developed. The flow field surrounding each droplet resembles

that surrounding an isolated droplet [1]. At five gas-phase diffusion times, the D12 is reduced from 12 to

2.96. The vorticity convected downstream from the first droplet has directly touched the second droplet and

shifted the vortex center to the equatorial plane. The second droplet is well protected by the vorticity wake
of the lead droplet, while the third droplet, spaced 9.5 droplet radii away from the second droplet, behaves
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qualitatively as an isolated droplet.

For the case of small initial droplet spacing (Case 4), the interaction effects are expected to be strong.

The velocities approaching the second and the third droplets are more or less similar but are considerably

smaller than that approaching the lead droplet. As a result, the convective effect on transport is subdued.

In both cases, the vorticity distribution for the lead droplet is distorted by the approaching of the second

droplet.

The isotherms demonstrate thermal-transport interactions among three droplets and the gas phase. The
three droplets show the same isolated-droplet-isothermal-pattern at the early time. The third trailing droplet

always exhibits the same temperature contour as that of an isolated droplet, even though the approaching

temperature and velocity have decreased from the values upstream of the lead droplet. The case with

small initial spacing shows quite different thermal transport mechanisms. The temperature gradients for

the downstream droplets are smaller than those for the lead droplet due to the action of the thermal wake.

The thermal boundary layer thickness increases in the downstream direction along the surface for the lead

droplet. This behavior is opposite for the third trailing droplet in the close spacing case.

The variations of Nusselt number along the gas/liquid interface of the droplets for Case 1 and Case 4 are

shown in Figure 3. In Case 1, the decrease of Nusselt number at the front stagnation portions of the trailing

droplets are caused by the cold fuel/air mixture convected downstream from the upstream droplets. The
qualitative variations of Nusselt numbers of the second droplet and the third droplet in Case 4 are totally

different from those in Ccise 1. The details have been discussed in Chiang[3]. The third droplet shows the

same Nusselt number distribution as for the second droplet except at the separation region, where the third

droplet possesses a higher value of Nusselt number due to the angular diffusion of heat flux from the free

stream. Similar behavior for Sherwood numbers are observed for the three droplets.

Figures 4 and 5 present the time variations of drag coefficients and Nusselt numbers, respectively. As

we expect, the transport rates of droplets are reduced from the values for an isolated droplet, and values

for the downstream droplets are profoundly less than those for the lead droplet. The transport rates for the

third droplet are lower than those for the second droplet, except when the lead droplet's interaction with the

second droplet becomes very strong. The results of Case 4 show that the second and third droplets exhibit

almost identical behaviors. The interaction between the downstream droplet and the lead droplet becomes

very significant for the small initial spacing case.

The variations of trajectory with time and drag coefficients vs. instantaneous Reynolds number for

the cases of different initial spacings are illustrated in Figure 6 (Cases 1, 2, and 3) and Figure 7 (Cases 4,

5, and 6), respectively. Results of Case 1 with large initial spacing (D12=D23=12) indicate that the drag

coefficient is smaller for the second droplet than for the lead droplet and still smaller for the third droplet.

The major decrease in drag occurs in the first two droplets. In Case 2, the drag coefficients of the lead and

the second droplets are significantly reduced (comparing curves 7 and 10, and 8 and 11, respectively) due to

the strong interactions when the first two droplets are spaced only two diameters away. Similar trends occur

for the downstream droplet pairs of Case 3 (comparing curves 8 and 14,and 9 and 15, respectively). The
third droplet in Case 2 has a higher drag coefficient than that of the second droplet since the second droplet

is better shielded by the droplet before it. The D23 thus increases with time. Also, note that the drag

coefficient of the third droplet, which is spaced far away from the second droplet, seems to be independent

of D12 as indicated in curves 9 and 12. However, it strongly depends upon D23 as illustrated in curves 9,

12 and 15.

The comparison between results of Figures 6 and 7 leads to the clear conclusion that as initial spacings

decrease, the transport rates decrease correspondingly. The drag coefficients for the downstream droplets

are all collapsed together. However, at the final calculations when three droplets interact extensively with

neighbors, the second droplet experiences not only downstream interactions from the lead droplet but also

upstream interactions from the third droplet. As a result, the second droplet possesses the lowest drag coeffi-

cient. Note the interaction from the upstream droplet is considerably larger than that from the downstream

droplet. The lead droplet in Case 2 has the lowest drag coefficient (curve 10) among the lead droplets of

three cases since the interaction from the second droplet is the strongest (spacing D12 is the smallest). The
behavior of the spacing variation is qualitatively similar to that of large initial spacing Ccise. The variation

of D23, for the cases of approaching droplets, is always negligible except during the final calculation period.

In order to investigate the effect of D23 on the first and the second droplets with a given D12, the

comparisons of drag coefficients for the first two droplets with variable D23s are presented in Figures 8
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and 9. The comparisons of results with the same D12 in the two-droplet-only arrangement are also presented.

For the cases of small initial-D12, the main droplet interactions occur between the first two droplets. The

presence of the third droplet does not affect the lead droplet but it reduces the Sherwood and Nusselt

numbers of the lead droplet by less than 5 % in magnitude. The drag coefficients and Sherwood numbers

for the second droplet decrease as the D23 decreases, though the percent change is small. For the Ccises of

large initial D12, the behavior of the first droplet becomes insensitive to the presence of the third droplet.

An interesting observation is that the presence of the third droplet at a sufficient distance from the second

droplet, with insignificant hydrodynamic interaction between the second and the third droplet, may increase

the drag coefficient of the second droplet (comparing curves 4 and 5 in Figures 9). The second droplet in

the two-droplet-only arrangement receives the interaction of recirculating-thermal-entrainment from the free

stream; as a result, the transfer number is high. Therefore, the surface blowing is enhanced and the friction

drag is reduced. The addition of the third droplet to the system moves this thermal effect to the third

droplet; hence, the transport rates of the second droplet are recovered. However, for the case of a small D23,

the strong interaction from the third droplet reduces the transport rates of the second droplet by a large

magnitude (curve 6).

A nonlinear regression model using least squares has been employed to find the correlations between

the transport rates of an interacting droplet and the corresponding transport rates when droplet is isolated.

The generalized form of numerical correlations for drag coefficient and Nusselt number of each droplet can

be expressed as

where the constants are given in the Table 1.

The correlations are valid for droplet spacing ranged from 2.7 to 12 and for Reynolds number ranged

from 90 to 130. Some correction factors, with different combinations of D12s and D23s, computed from

above correlations are presented in Table 2. The correlations basically predict the right trends of interacting

effects on droplet transport rates. The influence of D12 on the third droplet is insignificant as indicated by

the small exponents of D12.

CONCLUSIONS

The detailed behaviors of three vaporizing, interacting droplets for the cases of different initial spacings

have been investigated carefully. The results indicate that the interacting effects are strongly dependent

upon the initial droplet spacings. The general qualitative conclusions drawn from the two-droplet study [2]

can be applied to two neighboring droplets in the three-droplet analysis.

Results for the cases of sufficiently large spacing (above approximately 6 droplet diameters) show that

the flow field of each droplet is qualitatively similar to that of an isolated droplet, although the transport

rates are reduced along the downstream direction due to the cascade effect of the wake. The major drops in

transport rates occur in the first two droplets. For the cases of small droplet spacings (less than approximately

3 droplet diameters), the flow field of downstream droplets can be significantly altered due to the interaction

effects from the upstream droplets. Usually, the second droplet has the lowest drag coefficient since it

receives interactions from both neighboring droplets. However, the difference in transport rates between the

second and the third droplets is not significant since both droplets are fully protected by the wake of the

first droplet. The effect of D23 on the behavior of the first droplet is insignificant. However, depending

upon the values of D12 as well as D23, the effect of D23 on the behavior of the second droplet may become
significant. The correlations for heat transfer and droplet dynamics have been developed and are applicable

in a one-dimensional droplet spray calculation.

(1)
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Table 1: Constants for Cd and Nu Correlations

a b c

C'di

%r

2.092

2.084

0.798

0.324

1.218

0.811

-1.575

-0.482

0.012

-0.266

-0.175

-0.093

-0.393

-0.351

-0.320

-0.098

-0.398

-0.277
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Table 2: Correction Factors for Cd and Nu with Different Combinations of D12 and D23

C'oi Cos Ati,

12.UU 1 O AA A OQjIu.yo4 A TX1 A OddU.ooy A 7Afiu.#ud A <!TAU.D/D
A AA u.y/y U.DOD A KIT A QAA A A1 9 A AAfi

1 O AA 4.UU n 07ftu.y /D U.D14 f\ ATI A Ql^AU.O04 U.040 U.OOi
C AA 1 O AA Au.yoo A ftlQU.OOO U.DO/ A fi/IO U.ODO U.DOO

6 on 6 00 0 938 0.532 0.541 0.831 0.563 0.582

6.00 4.00 0.928 0.460 0.477 0.824 0.487 0.532

4.00 12.00 0.911 0.554 0.634 0.824 0.644 0.642

4.00 6.00 0.883 0.431 0.543 0.812 0.531 0.566

4.00 4.00 0.863 0.344 0.480 0.804 0.449 0.514

2.70 12.00 0.835 0.461 0.636 0.805 0.619 0.628

2.70 6.00 0.784 0.312 0.545 0.791 0.498 0.550

2.70 4.00 0.746 0.207 0.482 0.783 0.410 0.496

FLOW CONFIGURATION - SCHENUTIC

Time = 0.00

R] = 1.00 . R2 = 7.00 , K3 = J.OO

Spacin£l2 = 6.00 , Spacing23 = 6.00

Time = 2.40

Kl = 1.00 . K2 = J.OO , K.I = /.OC
Sparing12= 2.78 , Spociin;2} = «.0^

Fig. 1: Flow field configuration and grid

distribution at two different times.
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Fig. 2: Vorticity and isotherm contour plot of gas and liquid

phases with different initial droplet spacings.
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Legends:

Case 4: Iiiltlnl Rl= l, R2:=I, R3=l, D12=e, D23=6, Re=100
Case S: Initial Rlr^l, R2=l, R3=l, D12=4, D23=:8, Re=100
Case 8: Initial Rl=l, R2=I, R3=l, D12=6, D23=4, Re=100
I. D12, Case 4; 2. D23, Case 4; 3. DI2, Case S;
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7. Ci) Tor the Lead Droplet, Case 4; 8. Cj for the Second Droplet, Case 4;
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ABSTRACT

New solutions are presented for polydisperse spray sectional-equations. Simultaneous evaporation

and coalescence processes of the spray droplets are considered. The mathematical procedure takes

advantage of a multiple-scale approach in which different scales are applied to the different physical

processes (convection and evaporation). Two small spray parameters are identified and used for

expansion pmrposes. A special zonal density model is developed, thus enabling approximate analytic

solutions to be extracted from the governing equations for the entire system. The method is employed to

analyze adiabatic premixed polydisperse spray flames in a one-dimensional flow field. Computed results

are presented for flame location versus flame velocity, the influence of droplet evaporation rate (with

and without coalescence) on flame location, and the axial variation in temperature and chemical species

profiles. As to the fuel spray, the evolution in droplet size distributions, for the various size

sections, along the axial direction, is analyzed. Finally, all analytical results are compared with

numerical solutions for the governing equations which are obtained here using standard finite

difference methods. The good agreement between the analytical solutions and the numerical ones

indicates that a multiple-scale approach may be an important satisfactory tool for the analysis of

polydisperse sprays which undergo simultaneous evaporation and coalescence processes.

INTRODUCTION

The theoretical modelling of the behavior of a spray flame is of considerable importance in the

analysis, design, and improvement of combustion equipment. In most industrial systems, the fuel spray

is of a wide range of droplet sizes, i.e. it is polydisperse. The combustion processes are controlled

by a 'cloud' or 'group' behavior of the spray rather then single droplet behavior [1-15]. The analysis

of the evolution in local droplet size distributions, enables one to determine the amounts of fuel

vapor which are locally released via the evaporation process of the 'cloud' as a whole, whereas the

combustion chemical reactions are controlled by the local fuel vapor/oxygen concentration ratios and

the local temperature and pressure. Thus, the theoretical modelling involves solutions of polydisperse

intercoupled spray equations, which are coupled also to the flow field, energy, and chemical species

conservation equations.

A representation of the polydisperse spray by a set of sectional-conservation equations [16-21]

enables one to deal with a fairly small number of conservation equations. However, in relatively dense

sprays coalescence may play an important role [20-22]. The equations describing dense sprays are

nonlinear due to the coalescence terms, and therefore difficult to solve. Thus, the purpose of the

present study is to present a mathematical procedure which takes advantage of a multiple-scale approach

in which different scales are applied to the different physical processes: convection and evaporation.
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enabling approximate analytic solutions to be extracted from the governing equations for the entire

system.

The problem to be analyzed in the present study is a one-dimensional adiabatic laminar premixed

polydisperse spray flame. For this geometrically straightforward type of combustion wave, a wide range

of phenomena have already been investigated, including effects of transport properties, detailed

chemical kinetics, etc. on such parameters as flame speed, temperature, ignition and extinction limits,

to name but a few (see for example, the review paper by Clarke [23] and relevant material in

Dixon-Lewis [24], Williams [25], Buckmaster and Ludford [26]). However, in all these studies a gaseous

combustible premixture was assumed.

In fact, within the context of the 1-D premixed type flame a few attempts have been made to

accommodate additional effects induced by the presence of fuel droplets [13, 27-30]. These analyses

have usually dealt with single evaporating droplets and use was made of an average droplet size. Quite

recently, Lin et al. [31] have proposed a theory of laminar flame propagation in dilute sprays.

However, they have considered only monodisperse sprays, with no droplet-droplet interaction allowable.

A study of a premixed polydisperse spray flame in which droplet-droplet interactions withm the

spray were considered, was recently presented by the authors [32]. Using an asymptotic analysis, the

influence of the spray on the burning velocity and on the flame temperature was examined. In the

present study, however, a multiple-scale analysis will be exploited to provide tractable solutions for

the major variables of the problem, such as the axial variation in temperature, chemical species

profiles and the evolution in droplet size distributions for the various size sections along the axial

direction. The influence of droplet evaporation rate, with and without coalescence, on flame location

will also be examined.

CALCULATED RESULTS

The theory and the solution procedure have been presented elsewhere [37]. In order to provide some
measure of the predictive capability of the aforedescribed solution a few computed results are

presented in Figs 2-10. In the figures the solid lines represent the results of the analytical solution

whilst the broken lines are for profiles obtained by solving the governing equations numerically using

standard finite-difference methods. As can be seen for the problem at hand the agreement is very good.

In Fig. 2, the variation of temperature, chemical species concentrations and liquid-fuel

integral-mass concentration along the axial direction are shown. (The evolution in droplet

concentrations m each size section due to vaporization is presented in Figs. 3a,b, and will be

discussed later.) As one approaches the flame front, the integral-mass concentration of the

fuel-droplets decreases due to vaporization (see Fig. 2), while the concentration of fuel vapors

increases in the beginning (defined as zone I in Fig, 1), and then decreases in zone 11 due to

diffusion and consumption of ftiel vapors by the combustion process. At the flame front the oxidant

concentration approaches zero whereas the concentration of CO^ reaches its maximum value. Since the

flame is ftiel-rich, fuel droplets that pass the flame front continue to vaporize m the "post-reaction

zone" (zone III) and the concentration of fuel vapors starts to build-up again, since no more oxidant

is left to react with.

The results presented in Fig. 2, which were discussed above, were computed for a vaporizing spray

without coalescence, i.e. for G=0. The effects of coalescence are demonstrated in Figs. 4 and 5a,b and

are discussed next. Since coalescence hinders vaporization, the flame front is found to be further

downstream at x =10.1, in Fig. 4 (computed for 9=0.867), whereas for 6=0, i.e. without coalescence.

728



x^=7.8 (see Fig. 2).

The droplet concentration in each size section decreases with the distance x due to vaporization

of droplets, as shown in Figs. 3a and 3b, which were computed without coalescence (i.e. for 9=0). When

coalescence is considered (9=0.867) an initial increase in the concentrations of section VI, VII and

Vni is observed (see Fig. 5b). This is due to coalescence of droplets in lower sections resulting in

the production of larger droplets, i.e. causing a shift to the "right" of the size spectrum of

droplets. Such behavior is as anticipated, having been observed experimentally and verified

theoretically [20, 33]. This is also consistent with the steep drop in droplet concentrations in the

lower sections I, 11, in and IV (see Fig. 5a) whereas a rather gradual decrease in droplet

concentrations in these sections is noticeable when only vaporization is considered (Fig. 3a).

As to the comparison of: (i) the effects of vaporization only with (ii) the effects of combined

vaporization and coalescence, on flame location, these are shown in Figs. 6 and 7, respectively. The

larger the evaporation rate, i.e. the larger the value of e, the shorter the distance x^ which is

required to build-up conditions so that a flame front will be located at x=x^ For a given vaporization

rate of e=0.125, at low coalescence rates for which 9 is smaller than unity (9<1), coalescence causes a

very slight shift of the flame downstream (see Fig. 7). This is due to the fact that coalescence

hinders vaporization. For 9»1 and for higher values of 9, the change in flame location is significantly

noticed.

In Fig. 8, we illustrate the way that the flame location, x^ behaves as a function of the flame

velocity. This curve is drawn for a fixed total equivalence ratio, i.e., the ratio of the initial

fluxes of fuel Qiquid + vapor) and oxygen. However, the effective equivalence ratio, i.e., the ratio

of the fluxes of fuel vapors only and oxygen varies along x and governs the flame. It is interesting to

note that unlike the case of the steady premixed gaseous flame in which the total equivalence ratio

uniquely determines the flame velocity and location, for the steady premixed spray flame this same
ratio leads to a band of permitted flame velocities to each of which corresponds a single flame

location. It is precisely this band of values that is shown in Fig. 8. For a steady flame, the flame

velocity is equal to the upstream velocity at x=0. Thus, for each permitted upstream velocity at x=0,

with a fixed total equivalence ratio, the downstream production of fuel vapors (for a given spray, it's

size distribution, and e and 9) will build-up conditions in terms of the effective equivalence ratio,

at a single downstream distance x=x^ at which the flame will be located.

Next, the comparison between analytical solutions and numerical results is discussed. As far as

evolution in droplet concentrations in each size section is concerned, the agreement is excellent for

the process of droplet evaporation (see Figs. 3a,b). For simultaneous vaporization and coalescence, the

deviation of the analytical solutions from the numerical ones grows as the rate of coalescence

increases, i.e. as 9 increases. These quantitative differences can be attributed to the order of

approximation assumed in the analytical calculation. For example, since we assumed 9«e«l, it is not

surprising that analytical results calculated for a "large" value of 9, such as 9=0.867 deviate ft-om

the numerical solutions (see Figs. 5a,b). Better agreement is obtained for smaller values of 9,

although still larger than e, such as 9=0.347; (compare the axial downstream evolution of pointwise

spray histograms for 9=0.347, Fig. 9 with those of 9=0.867, Fig. 10). Nevertheless, a comparison

between the numerical and analytical solutions demonstrates that even for relatively "large" values of

9, the analytical solutions remain qualitatively satisfactory (see for example Fig. 4).
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CONCLUSIONS

To summarize, the multiple-scale analysis that has been presented here has proven to be a

satisfactory tool for the study of one-dimensional premixed polydisperse spray flames. All analytical

results have been compared with numerical solutions of the governing equations and show good agreement

with them. This was foimd for the variation with distance of many physical properties such as

temperature, chemical species concentrations, and in the analysis of the effects of vaporization and

coalescence on flame location.
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ABSTRACT

A formulation has been developed to describe the evaporation of binary-
fuel, dense or dilute clusters of drops. The binary fuel is assumed to be made
of a solute and a solvent whose volatility is much lower than that of the solute.
Convective flow effects, inducing a circulatory motion inside the drops, are
taken into account, as well as turbulence external to the cluster volume.

Results obtained with this model show that, similar to the conclusions
obtained for single, isolated drops, the evaporation of the volatile is

controlled by liquid mass diffusion when the cluster is dilute. In contrast,
when the cluster is dense, the evaporation of the volatile is controlled by
surface layer stripping, that is by the regression rate of the drop which is in
fact controlled by the evaporation rate of the solvent. These conclusions are
in agreement with existing experimental observations. Parametric studies show
that the above conclusions remain valid with changes in ambient temperature,
initial slip velocity between drops and gas and initial cluster size.

I. INTRODUCTION

Most of the liquid fuels used to provide power through combustion are
mixtures of several pure fuels. For this reason there has always been interest
in the study of the combustion of multicomponent liquid fuels. This interest was
hightened by the realization that, due to fuel scarcity, the next generation of
fuels will have to contain more of the lower end of the distillation batch. The
behavior of these heavier and more viscous compounds mixed with small quantities
of more volatile compounds (left from the distillation process) became
immediately the focus of many studies.

Since in most situations these fuels are introduced into the combustion
chamber in the form of a spray, the focus of initial studies was on the
evaporation and combustion of single, isolated multicomponent fuel drops. For
example, the early study of Wood et al.[l] identified batch distillation, which
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is a process relying entirely on volatility differentials, as the main
controlling parameter for changing the internal composition of the drops. Landis
and Mills [2] were among the first to identify the internal diffusional
resistance as another possible controlling process for multicomponent fuel drop
evaporation. Their niimerical results show that at short time scales, batch
distillation models fail to predict the rate of evaporation because they neglect
thermal resistance, and for the bulk of the drop lifetime the distillation model
fails because it neglects species diffusional resistance. Landis and Mills [2]

acknowledge that they do not take into account the effect of circulation inside
the drop, which would have the effect of bringing the results of the

conduction/diffusion model closer to the batch distillation model. Subsequent
investigators [ 3 , 4 , 5 ] who took into account convective transport through internal
circulation found this assertion correct. More precisely, it was found[5] that
internal circulation reduces the characteristic length of diffusion by about one-

third, which has the effect of reducing the diffusion characteristic time by
about an order of magnitude. The excellent review of Law[6] discusses in detail
various situations and the relative importance of liquid phase mass diffusion
with respect to batch distillation effects.

The importance of liquid phase mass diffusion was also investigated by
Randolph et al. [7] whose experimental results revealed that the effectiveness of
mass diffusion decreases with increasing volatility differentials of the mixture;
the conclusion was that the gasification mechanism is intermediate between batch
distillation and a steady state controlled by diffusion.

The results obtained from the studies of isolated, single, multicomponent
fuel drops have been used directly in presently- existing calculations [ 8 , 9 , 10]
dealing with multicomponent fuel sprays, which have thus all ignored effects due
to drop interactions. The problem with this procedure is that in all these
calculations the dense spray effects observed near the injector have been
ignored. Existing evidence based upon numerical results obtained from
calculations performed for single component fuel drops shows that these effects
are important and do not have merely a quantitative effect because the
controlling parameters might be totally different for dense and dilute
collections of drops [ 11 , 12 ]

,

The focus of the present study is on the behavior of dense and dilute
clusters of drops composed of a binary fuel which has one component that is

considerably less volatile than the other. This conceptual model depicts the
situation of the alternate fuels discussed above. Under the assumption of one
fuel being much more volatile than the other, it will be shown that for dilute
clusters of drops, similar to the results obtained for single drops, evaporation
of the volatile is controlled by mass diffusion. However, in contrast to the
dilute and single drop case, evaporation of the volatile is controlled by surface
layer stripping of the less volatile component when the cluster of drops is
dense

.

II. MATHEMATICAL MODEL

The model describes clusters which are spherical and are composed of
identical spherical drops, uniformly distributed within the cluster. The solvent
is assumed to have a relatively low volatility with respect to the solute;
practically the solute's volatility is infinite with respect to the solvent.

The formulation assumes that the drop is composed of a liquid core and a
thin boundary layer at the drop surface as shown in Figure 1. In the liquid core
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the motion of the liquid is described by a Hill vortex solution

Uj. = AR2 (1-rVR^) cos^ (1)

ug = - AR2 (l-2rVR^) sin^

and the mass fraction of the high volatility component is uniform. The boundary
layer is considered to be quasi -steady because it is assumed that the circulation
time of the Hill vortex is much smaller than the regression time of the drop.

A parameter, Be, representing the ratio of the mass regression rate to a

characteristic volatile diffusion rate appears naturally in the analysis as

follows

:

Be = - [R/Dn,u, tiR/dt, u, = AR2 (2)

Thus, when Be«l, diffusion into the boundary layer governs the rate of
species transfer from the liquid core to the drop surface with subsequent
transfer from the drop surface to the gas phase (evaporation) governed by the
Langmuir-Knudsen evaporation law. Note that the overall rate of solute
evaporation is governed by the slowest rate between the diffusion rate and the
evaporation rate because these are sequential processes. When Be»l , the
transfer of the high volatility fuel from the liquid core to the gas phase is no
longer controlled by diffusion into the boundary layer, but instead by boundary
layer stripping, that is by the regression rate of the drop.

Note additionally that transfer of volatile to the drop surface is

controlled by the fastest between the diffusion rate and the drop regression rate
because these are competitive processes. It should also be pointed that the
quasi-steady boundary layer assumption is consistent with Be«l, when diffusion
is important, and inconsistent with Be»l, when diffusion is not important.
As mentioned above, it is further assumed in this model that the volatile kinetic
evaporation rate is much larger than the sum of the rates of mass diffusion
through the drop boundary layer and of loss through surface regression. This
assumption is checked continuously in the calculation using a relative activity
coefficient of unity, thereby providing a conservative estimate of this ratio.
It turns out that this is a very good assumption throughout the calculations.
This assumption means that a batch distillation- like evaporation is totally
excluded by this formulation.

In order to calculate the circulation velocity of the Hill vortex
represented by u, one needs to relate it to the incoming flow velocity, Ug. This
is done by relating u, and Ug through

K3 - 2u,/(3ug) (3)

and finding the functional form for Kg. In the present model

K3 = F, (Re, ReJ/(3Mp) (4)

where Re = Ip^ Ug R//ig, Re^ = ^, R
|

dR/dt
|
//ig

,
(Re, Re^) = 1/16 Re Cf /(Re^)

,

and Cp = 2Cd / [3(1 + 0.0045 Re°-^^)] . Cq is calculated using the numerical results
of Cliffe and Lever [13] for drag on a drop with blowing effects from the drop.
The function / is found from a curve fit and behaves approximately as exp (-0.1
Re^) . This insures that F^, goes to previously found limits [ 14 , 15 ] when Re 0

or Re^ -> 0. Thus the equations describing the evolution of drop are:
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1) Conservation of mass

5i = - 47rR2 p^ dR/dt (5)

The evaporation rate for the drop is the sum of the evaporation rate of the

solvent according to the Langmuir-Knudsen law, the diffusion rate of the volatile
through the boundary layer and the rate of boundary layer stripping loss of the

volatile

.

2) The Langmuir-Knudsen kinetic evaporation law for the solvent

msoLV = ^^R^ «e [WsOLv/(2?rRg T^s) ] [X'sqlV Psat.s (Tds)-X«S0LV P«.] (6)

3) Conservation of species

^soLv = 1 - Yjjv (7)

4) The average rate of volatile diffusion through the boundary layer is

calculated by integrating the diffusion velocity over the surface of the drop as

follows

:

uj, = 0.5 /ud sin^ de = (D^u,/R)i/2 Yhv,c /u (Be, (8)
o

In Eq. (8), Up is found from the boundary layer solution and Wj. is a parameter
much smaller than unity which describes the diffusion of volatile from the drop
core into the return region of the boundary layer, located near the drop
centerline. The dependence of upon Wj. is very weak and thus is further
ignored.

5) The global conservation equation describing diffusion of volatile mass
out of the core into the boundary layer

dYHv.c/dt = - 3(D,u,/R)1/VR fu (Be) Y^^, (9)

6) The rate of boundary layer stripping is found by estimating the
thickness of the boundary using a subsurface streamline flow time. By definition

The mass carried away ^
by the evaporating ^ - 47rR2 dR/dt = 47rR2 (Dn,Uj/R)^/2 Yg Be (10)
solvent

where

- l/2Ar? / dr? / Yhv sin^ d6
,

r, ^ (u, R/DJ^f^ (1 - r/R) (11)

-^o -^o /• u
The boundary layer thickness is estimated by At? = Be (j)

- dt = Be r, and
R _

numerical calculations for subsurface streamlines give t~ 5. Thus Yg can be
written as Y3 = Yhv,c /y (Be).
Note then that the mass loss of volatile from the drop is

47rR2 p, (D„ Uj/R)i/2 y^^^ (gg) + j-^ (g^) j ^12)
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where functions and fy are shown in Fig. 2 for small Be.

Thus the rate of mass loss of the volatile from the drop is parameterized
by Be, The time dependent parameter Be which changes the mass loss rate is

calculated at each time step as it depends upon the solution of the global
conservation equations for the entire cluster. These global conservation
equations are similar to those previously used for single components
fuels [11, 12]

.

7) Conservation of energy inside the drop. The effect of circulation on
heat transfer was investigated in detail by Abramzon and Sirignano[15] who
performed detailed as well as approximate calculations. The results of that
study show that circulation effects can be ignored if the conduction model for

heat transfer inside the liquid uses an effective heat transfer coefficient.
This effective liquid heat transfer coefficient is obtained by multiplying the

conductivity by a factor depending upon the drop Peclet number. Numerically, it

was shown [15] that this factor increases from 1 to 2.72 as the circulation
strength increases. The advantage of this approximate model is that the global
effect of circulation obtained with the more detailed calculations is

retained [15] while the calculations are less cumbersome. This approach was
adopted here as well and coupled to the previously developed model[ll-12 , 16]

.

Ill . RESULTS

Baseline results were obtained for a two component fuel where the solvent
is No 2-GT (light diesel) and the solute is n-decane. The calculations were
performed at atmospheric pressure with the following parameters: T°ga = lOOOK,

T°gs = 350K, Y°Fva = 0, = 3cm, R° = 2xlO'3cm, u°d = 200cm/sec
, Y°hv,c = 2xl0"2.

Both in these calculations and the parametric studies discussed below, the gas
is initially at rest and thus vP^ represents also the initial value of the slip
velocity between drops and gas. Table I shows the values of the thermophysical
properties used in the calculations for all the fuels considered here.

Figure 3 depicts the evaporation time versus the initial air/fuel mass
ratio for two turbulence models. In the first model, called the weak turbulence
model [11], turbulence is not initially present in the surroundings of the
cluster, but rather develops with time as the cluster becomes less "porous" to

the ambient air[ll] . In contrast, in the second model, called the strong
turbulence model [11] , turbulence is initially present in the surroundings of the
cluster

.

Similar to the results of previous work [11] it is found here that the
evaporation time is insensitive to turbulence in the surroundings of the cluster
in the dilute cluster regime, and very sensitive to turbulence in the
surroundings of the cluster in the dense cluster regime. As can be seen in Fig.

3, with weak turbulence it is possible to obtain saturation before complete
evaporation in the dense regime at initial air/fuel mass ratios for which
complete evaporation occurs if the turbulence is strong. Another important
feature of these plots is the fact that they show a considerable reduction in the
evaporation time in the dense regime due to turbulence effects. This is due to
the turbulent transport of hot air from the surroundings to inside the cluster
thus replenishing the source of heat for the liquid phase and thereby promoting
evaporation. When turbulence is weak, the liquid phase depletes the heat content
of the gas phase without the possibility of hot air from the surroundings
penetrating the cluster.

Most important, the plots of Be versus the residual drop radius presented
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in Fig. 4 show that mass diffusion is a controlling parameter for dilute sprays
(initial drop number density of the order of 10^ cm"^ or less for drops having
R° = 2xlO"'' cm) , but it is not controlling for dense clusters of drops where
instead volatile loss is dominated by surface layer stripping. Basically, in the

dense regime the slip velocity between drops and gas relaxes very fast because
the cluster exposes a large area to the gas [12] and circulation in the drop
ceases when the residual radius is still very large. In the absence of
circulation, mass diffusion is too slow to be controlling evaporation, and
evaporation proceeds at a basically frozen drop composition. This finding is in
total qualitative agreement with the experimental observation of Law and Law[17]
who minimized internal circulatory motion by conducting experiments with
suspended drops in low pressure environments so as to minimize buoyancy effects.

The fact that the evaporation of the volatile is controlled by surface
layer stripping is also clearly seen in Fig. 5 where Ygy^c plotted versus R^.

The curves show that after an initial decrease in Yyv this quantity stays
constant during the entire life time of the drops proving that the drops
evaporate at constant composition.

Since control of the evaporation by surface layer stripping occur in the
dense regime due to the fact that the slip velocity relaxes very fast with
respect to the drop lifetime, parametric studies were performed to investigate
the possibility that these two characteristic times might be of comparable value
under realistic practical conditions. Thus, either T° g was increased or was
decreased to reduce the evaporation time, or u°d was increased to augment the
relaxation time of the slip velocity. The value of T°ga was increased in steps
of 200°K from 1000°K to 1600°K and the same trends were observed. When the value
of u°jj was increased from 200 cm/sec to 1000 cm/sec the results show that dense
clusters of drops cannot sustain large slip velocities for any substantial amount
of time and th^trends of the baseline case were recovered again. This was also
the case when R° was decreased from 3 cm to 1 cm.

IV. CONCLUSIONS

A model has been presented for use in the description of the evaporation
of dense and dilute clusters of two - component fuel drops. The model assumes that
the volatility of the solute is much higher than that of the solvent.

Results obtained with this model show that, similar to previously
established results, the evaporation of the volatile in a dilute cluster is

partially controlled by liquid mass diffusion. In contrast, results obtained for
dense clusters of drops show that the evaporation of the volatile is controlled
by surface layer stripping of the solvent; this is an entirely new result which
is not totally surprising when one considers that the slip velocity between
phases relaxes extremely fast in the case of dense clusters [ 12 ] , and that it is
the drop circulation induced by this slip velocity which enhances liquid mass
diffusion which is otherwise an extremely slow process. This is also consistent
with the experimental evidence of Randolph et al.[7] for fuels of increasing
volatility differentials. In the present case, internal circulation is not
effective both because there is negligible slip velocity and because one of the
components is much more volatile than the other.

Parametric studies performed by varying the ambient temperature, the
initial slip velocity, and the initial radius of the cluster show that surface
layer stripping controls volatile evaporation for dense clusters of drops. In
fact, it was also shown that dense clusters of drops cannot sustain finite slip
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velocities for any substantial amount of time.
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NOMENCLATURE GREEK SYMBOLS

A vortex strength M viscosity
Be defined by Eq. (2) <t>

air/fuel mass
ratio

Cd drag coefficient P density
Cp friction coefficient ri boundary layer

heat capacity at constant variable
ir

pressure for the gas T nondimens ional
C| heat capacity at constant

pressure for the liquid
e angular coordinate

within the drop

Dm coefficient of mass diffusion
in the liquid SUPERSCRIPTS
function of Re and Re^

k thermal conductivity o initial condition
defined by Eq. (4)

L latent heat of vaporization SUBSCRIPTS
•
m evaporation rate

P pressure a ambient
Pr Prandtl number b back
r radial coordinate within the drop boil - boiling point
R
^

radius of the drop c core
radius of the cluster d drop

Re Reynolds number f forward stagnation
Re.^ evaporation Reynolds number point

universal gas constant g gas

Ri R/R° HV high volatility
T temperature i liquid
t time s drop surface

diffusion velocity sat saturation
Uj velocity of the vortex motion SOLV - solvent

inside the drop St stoichiometric
radial velocity 00 in the air field
velocity in 6 direction

Wr parameter much smaller than unity
W molecular weight
X mole fraction
Y mass fraction
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TABVEI

THgHMOPHYSICAL PROPERTIES OF FUELS

w (g/molB)

C. (cal/g K)

C, (cal/g h)

K. (cal/g)

T»,(K)

k,(cal/cm s K)

/>e
(g/cm')

(i« (g/cm s)

D„ (cm'/s)

n-decan«

142

0.400

0.523

73.92

4477

3.25x10-

0.734

9.2x10^

4.4x10'(est)

14.97

14.4

N0.2-QT
(Ught Diesal)

HV.f
Fig. 1 Pictorial of the circulatory
motion Inside half of the drop and of the
system of coordinates within the drop.

HV.b
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ABSTRACT

A mathematical model has been developed for the deposition of electro-
aerosols in the human respiratory system. In this model an integrated approach
is used which takes into account inertial impaction, gravitational
sedimentation, Brownian diffusion, interception and electrostatic forces. The
model has been realised using a personal computer. This model is capable of
handling both homogeneous and inhomogeneous distributions of drop size and
charge .

INTRODUCTION

In aerosol therapy the primary aim is to deliver the drug directly to the
required site of action, and therefore the therapeutic effect is expected to
be more rapid than that of the oral dose. The devices used at present for drug
delivery into the human airways include nebulisers, metered-dose inhalers
(MDI) and dry particle inhalers (DPI) . The basic mechanisms involved in the
deposition at specific sites are the same in all three cases, except the
overall efficiency will depend on the nature of drug aerosol generated by the
respective devices. The deposition of inhaled drug aerosol in the respiratory
system is governed by inertial impaction, gravitational sedimentation,
Brownian diffusion, interception and electrostatic forces.

Yu (1) and Hashish (2) have made a significant contribution in terms of
theoretical studies on various lung deposition mechanisms of inhaled drug
aerosols. Both groups have shown that deposition is dominated by electrostatic
forces particularly in the alveolar region. Various simplifying assumptions
were made in developing these models. It is desirable to re-examine these
basic assumptions with a view to improving the model and achieving more
realistic and better estimates of deposition efficiencies. We have developed
an integrated deposition model for inhalation only, and tested it for
consistency with work done by other researchers. The model assumes the airway
structure to be tubular and does not include alveolar sacs. In this paper, the
theoretical background and the evaluation of the model for various particle
size ranges and charge levels is reported.

There are four main elements of the model - an anatomical model of the
lung, a model of the act of breathing, a description of the aerosol and
models of the mechanisms of deposition of aerosol particles. None of the
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elements give a strictly true picture of the processes and structures
represented. Indeed a true picture would not be desirable as it would be
analytically incalculable. In each case an approximate model has been used,

and in each case there are known means by which to refine the model
should the extra complexity be justified by extra accuracy of descriptive or
predictive performance.

The anatomical model of the lung used is based on Weibel's symmetrical
model A (4) . The morphometric data for the human lung, cited by Weibel and Yu
has been modified in the light of more recent published data of Horsfield
et.al.(5). Each airway generation is represented by a cylinder whose total
length increases and diameter decreases with penetration into the lung. When
using the Weibel lung model it is a natural step to assume that during an
inspiration air flow divides symmetrically at branching points. We further
assume that the flow rate during inspiration is constant, as are the
conditions of the inspired aerosol. The properties of the aerosol used in this
model can be either homogeneous or inhomogeneous , in terms of drop size and
charge per drop, whereas the other parameters such as density and numerical
concentration remain the same.

DEPOSITION EFFICIENCIES

We define deposition efficiencies T| here in a simplified manner, valid as long
as the total deposition efficiency is small, as the number of droplets
deposited in a section of airway divided by the number entering the section.
The expressions for the efficiencies due to different deposition
mechanisms have been derived by various authors. For an airway distinguished

here by its generation j the deposition efficiency components are as follows :-

Inert lal Impaction; T|j
j

An empirical relation derived from the experimental data of Schlesinger et . al
(6) and given by Yu (1) yields:

T|,. = 0.768* (St )Q

(1)

where St is the Stanton number and 9j the assumed branching angle given by

where

S =
q)id

pdpU L
_ and e = —

—

. 3 4d.

p= droplet mass density, dp = droplet diameter,
Lj = length of the airway (jth generation), Uj = air velocity in the

airway, dj = diameter of the airway, |J. = air viscosity

Gravitational Sedimentation ; Tjs j

Pich (7), for a parabolic flow, give the expression;

where

21 7 -]
2e - e' + sin ^

[^^V 3 ij (2)

Ug = droplet settling velocity
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The angle of inclination of the airway to the vertical, 0 is assumed to be

given by sin <j) = 7C/4 which corresponds to the case of a system of randomly
oriented airways, Heyder (8)

.

Diffusion .

Two kinds of diffusion processes are considered in this study:

i) The expression for deposition efficiency due to diffusion in a

turbulent flow is given empirically by Landahl (9):

if i
\' U- 0.44A' +

ii) For .laminar flow , Ingham (10) gives as an empirical result

Tl = 4A'
'Dt3 (3)

T|jj^.= 1- 0.819exp(- 14.63A) - 0.0976exp(- 89.22A)

- 0.0325exp(- 228A) - 0.0509exp\,- 125. 9A'^
(4)

where in each case i and ii:

DL .

A= '

2

d.U.

in which: D = The Brownian diffusion coefficient of an aerosol particle.

In the upper respiratory tract the Reynolds number is high. This together with
the non-straight nature of the URT suggests that turbulent flow will prevail
high up in the URT. However, as one penetrates deeper into the lung Reynolds
number falls very rapidly, so inertial effects in the air flow become
negligible and the flow will within any generation rapidly become established
as fully-developed laminar flow. For this paper we have used to calculate the
composite deposition efficiency a mean of the two values down to 13th
generation beyond which we have used the expression for laminar flow.

Electrostatic Depoaitlon ; 'Hspj ^Imj
Two effects of electrostatic forces are considered in this study. These are
the effects of forces on charged particles due to a space charge and those due
to the perceived image of a charge in the proximity of a conducting surface.

(i) The space charge force is due to the mutual repulsion of aerosol
particles of like charge. The deposition efficiency due to the space charge,
was derived by Yu (1977) and is given by:

CqR't. Bq^L.
Tl .

= — where X .

=
'Spj 3 j 3

H-C„R.X. 47tE„R.U.Odd 0 ] 3

in which C = concentration of particles at the entrance of the airway.o J ,

radius of the airway (jth generation), Xj = a dimensionless residence time.

|i. = particle mobility, q = charge per particle Eq = permitivity of air.

(ii) The image force is due to the interaction of charged particles with

the conducting respiratory walls. For a unipolar aerosol, under slug flow
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conditions, Yu (11) derived analytically the following expression:

T1, .= 1-

radius vector' is related to T as :-

rr,\

R where rc , the 'critical

T= 4
C

\
r

+ 21n
c

R . R .

*^ 3 ) V (6)

The above set of equations is algebraically convoluted, to an extent not

necessarily justified by the purpose of the model or by the resolution of any
conceivable technique for testing or applying the model. A result of the
algebraic complexity is that it is impossible with the equations in that form
to have a feel of what the equations imply in a general manner. Any well-
behaved (smooth, continuous) mathematical function can be expressed as an
infinite polynomial, or approximated by a finite polynomial. Such
approximations to the above equations were derived, using series expansions
with just sufficient terms to leave in each equation a single (if composite)
variable term. We then checked these simplified equations for accuracy within
the range of deposition efficiencies suggested by the model using the full
equations

.

General Global Generation
constant. parameter. parameters.

11
ij
= {l.5*10^}

4

N.d .

3 3 J -Impaction

,

sj
= {3*10 }

I Q J Sedimentation.

ll,,j«{l.9*10"'}
-Turbulent diffusion,

Tl^^.= {5.18*10
-- Laminar diffusion.

11 . « {l2*10 S -Tl .d^N .C„.l
L ] : D o:j Space charge.

n. .= {3.9*10 / Qd
pj

N L
j j

P J Image force.

number of airways in the jth generation ,Q = air flow rate
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Logarithmic differentiation of the single term gives an instant indication of

the sensitivity of the solution either to variations of a controlled parameter
(such as the size of the aerosol particles or the inspiratory flow rate) or to

errors in assumed parameter values. Collecting global constants, general
constants and global variables together, the resulting simplified equations
were as listed above.

REALISATION OF THE MODEL AND RESULTS

The model was evaluated for both homogeneous and inhomogeneous distributions
of droplet size and charge. Main features of the results are that the
deposition efficiency due to impaction is extremely small throughout the lung
for the drop size (0.5-7.0 jXm) and drop charge levels (5.0 -300 charges per
particle) used in this study. The deposition efficiencies due to sedimentation
and diffusion, though generally higher than impaction, are still small
compared to those due to electrostatic forces which in fact dominate the

deposition throughout the lung. The total deposition, at this stage, is

considered to be a simple addition of the individual deposition
ef ficiencies . Fig . 1 indicates the effect of drop size on the amount of the
aerosol deposited in different parts of the lung. The area under the curve
between any two generations give the proportion of the original aerosol
deposited between those two generations. This figure also indicates that,

under the assumed parameters values, there is almost a constant deposition of
4 % throughout the lung. The figures within the square brackets represents
the proportion of the aerosol which is left undeposited after 23rd
generation.lt is assumed that this amount, because of their small droplet
size, high charge and laminar flow conditions, would be deposited in the
alveolar sacs. As the droplet size is increased to 3 }im the deposition in

Table 1

H o m o g (3 n e o u s Mod e 1

Curve a dp 1 1 1 1 1 1

q 100 100 100 100 100 100

I n •- h o m o g e n e o u s Mode 1

Proportion % 2 15 34 29 12 8

Curve b
dp 0.2 0.5 0.8 1.0 1.2 1.4

q 100 100 100 100 100 100

Proportion % 2 15 34 29 12 8

dp 0.2 0.5 0.8 1 . 0 1.2 1.4

Curve c
q 20 30 40 60 80 100

airways ( 0-12 generations) decreases due to the decreased charge
coarser droplets. This gives a peak deposition around 20th
and minimal amount (1.7 %) penetrates the alveolar sacs. With 7 ^m

the upper
effect on
generation
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droplets , due to increased impaction and sedimentation, the deposition in the

upper airways is increased considerably The deposition peak also shifted from

20th to 14th generation with the result that nothing is left to be deposited
in the alveolar sacs. Fig. (2) shows the effect of droplet charge on
deposition. A small proportion of droplets is deposited up to 10th generation
when charge level of 5 electronic charges per droplet were considered. The
deposition increases slowly with the penetration into the lung attaining a

peak deposition at 23rd generation and about 50% of the aerosol enters the

alveolar sacs. As the charge is increased to 100 electronic charges per
droplet the deposition throughout the lung is increased resulting in a peak
deposition around 20th generation. When the charge level is further increased
to 3 00 charges per droplet the situation is entirely changed. The deposition
decreases exponentially from a maximum (13%) at zero generation to almost zero

at 23rd generation with the consequence that only 0.4% is left for deposition

in the alveolar sacs.

Fig 1. Drop size effect on deposition (homogeneous)

AMOUNT
DEPOSITED (%)

0 5 10 15 20 25

GENERATION NUMBER

All the results uptill now were based on the assumption that the aerosol
consists of collection of monosize droplets having equal amount of charge. In

practice this is hardly the case and the aerosol not only has a narrow size
distribution but also has a specific charge distribution. The results of the
model, when these distributions were considered, are shown in fig. 3. Curve
(a) indicates the deposition pattern in the lung when all the droplets of the
aerosol are considered to be of equal size and carrying same charge
(homogeneous case) as in fig.l. Curves (b) and (c) are the results of the
solution of the inhomogeneous model under an arbitrary set of parameters shown
in table 1

.

Curve (b) shows the effect of assumed narrow size distribution of inhaled
droplets, each carrying 100 electronic charges. Since the size distribution
taken for this model evaluation has a VMD of Ifim and the spread is narrow, the
effect is not significant. However when both inhomogeneous distribution of
size and corresponding charge distribution are used the model predicts a

significant deviation in comparison with the homogeneous model. In this case
the upper airway deposition decreases to about 1% and after 10th generation,
the deposition efficiency increases significantly attaining a peak value
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around 22nd generation. Although the amount entering into the alveolar sacs

increases to 21%, it is believed that due to laminar flow conditions in the

alveolar sacs , the image charge force will be strong to deposit almost all of

these small droplets carrying high specific charge.

Fig 2. The effect of droplet charge on deposition

AMOUNT
DEPOSITED (%)

0 5 10 15 20 25

GENERATION NUMBER

CONCLUSIONS

.

A flexible integrated lung deposition model incorporating the effect of all
five different mechanisms has been developed and realised. The analysis of the
model indicates the approximate sensitivity of each deposition efficiency to
variations in each parameter. With control over appropriate parameters, it is

possible to predict or determine the primary target of an inhaled aerosol in
the bronchial tree.
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ABSTRACT

A mathematical model with more advanced concept about the spray droplets interaction with the

surrounding air is suggested in this work. Using the model, a parametric study has been carried out to

analyse the effect of different operating conditions on the spray behaviour. A comparison of the

theoretical results with available experimental data shows a fair agreement.

INTRODUCTION

Reviewing the theoretical models in literature, one can classify them to three different categories.

The first category [ 1 - 5 ] is mainly based on correlations of experimental results to obtain the spray

penetration length, and spray tip velocity. Such technique cannot give any information about the spray

droplets and its behaviour and the interaction between spray droplets and the gas phase. The second is

based on continuum mechanics [6,7,8]. These models enable the calculation of spray penetration ,

mean velocity and mean concentration distribution. The entrained air and the interaction between the air

field and the droplets are not considered. The lateral velocity, droplet size distribution and consequently

the local concentration cannot be calculated with this technique. The third category of spray modeling is

based on discrete droplet model in which the spray droplets are divided into groups of certain size and

number [9-14]. The classical differential equations of motion and energy are applied on each group to

define the velocity, temperature, size and the location of each one.

Various modifications have been suggested such as variation of drag force and heat transfer with

Reynolds number, droplet size distribution and stochastic behaviour of droplets. However, complete
interaction between the two phases has not been satisfied. A trial has been performed in the present

work to inrtoduce several modificafions for the interaction between the two phases to improve the

accuracy of the discrete droplet model.

MATHEMATICAL MODEL

In the present work the conservation equations of momentum, continuity and energy in 3D form

have been used together with the two equations simulating the turbulence in the gas phase 'k-e' . The
constants of the turbulence model have been modified to fit the transient flow inside the cylindrical

combustion chamber of a Diesel engine. The conservation equations representing the gas phase flow are

Eularian and solved using the iteratively SIMPLEC technique, while the differential equations of

droplets morion, which are in Lagrangian form, are solved for each group of droplet to obtain the

droplets trajectory, velocity, size and temperature.

An interaction mechanism between the gas phase and the spray droplets are proposed as follows:

- Momentum transfer from the droplets to the gas phase and mutual interaction of droplets and its effect

on drag force.
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- Energy transfer to the gas phase due to fuel evaporation.

- Random motion of droplets and its effect on gas phase turbulence represented by the Pseudo-

turbulence equation.

Governing Equations And Interaction Scheme

The general form of the conservation equations and the two equations of turbulence can be written

with an arbitrary variable as foUows:

d/dz (p(!)) + a/ax [ pv(t> - (d^/dx)] + i/r a/ar [rpv(!) - r^j, r (a(j)/ar)] + i/fi a/ae [rpwcj) - di^/dQ)]

= + S(j)
f (1)

Where Values of S(|) , ^ , and turbulence model constants are given in [20]. Shear stress,

generated from the turbulence motion of droplets, appears in the source term of the momentum equation

of gas phase as follows.

'^ij ps = [( ^i / ^^^j ) + ( 3uj / axi )] (2)

Where iXpg = 1.3 p^a R ( v/-- Ug ) (3)

The Lagrangian conservation equations of the droplets can be written as follows:

dm^/di =-CDA^PgV2rel/2 (4)

m^ Cp[ (dT^ /dT ) = H (Ta - T^ ) + L ( dm^ / dx ) (5)

- ( dm/-/dT ) = 4 7C R- (Sh Dc /2R) ( Ps- p^o ) = 4 ;c r2 p^ (dRf/dx ) (6)

diffusion coefficient,

Dc = Do(Ts/ro) (P/Pa)

Sherwood number,

Sh = 2 + 0.6 Rel^ Scl/3 [16]

And consequently the rate of change of droplet diameter becomes as follows.

dR /dT = - (Sh Dc /2Rpc) (Pg /RyTs) (7)

Where,

Ps = 2.39 X 109 e - 6065 /Ts

Ts = 462 PaO.043 + 0.06 (Ta - 673) , 350<Ta<600 [14]

and the rate of temperature increase :

dT /dx = (3 /R Cp^ [ h /p (Ta - T^) - (L Sh /2Rp^) (Pg /Ry Ts) (8)

Where h can be calculated from,

Nu = B 0.54 Re for 100 < Re < 1000 [15,17]
Nu = B (2+0.6 Re Pr ) for Re < 100

Where B is a correction factor to consider the effect of mass transfer;

6 = Z/Exp(z)-1 [18]
and,

Z = - [Cpv (dm^ /dx )] / 7C d K Nu
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The modified drag coefficient used in the momentum equation is that proposed by ELK0TB[19] in

the following form.

Cpg(T^-Ts) + (QAF/AFst)

Cd = ( 28/ReO-79 ) [ 1/ p ( 2.5 / ReO-233 )] (9)

L

The spray is considered initially formed of droplets distributed in size groups according to the

following distribution function[14]:

1/nt [dn /d (D /D32 )] = 10 (D ID'^ip--^ e-2-4(D/D32) (10)

The Sauter mean diameter can be calculated from the following formula[14]:

D32 /dn =107 Re- 0.183 We - 0.442 c^- 0.422
(p^ /p^)-

0.05 (1 1)

Each group is treated as a single droplet according to the discrete droplet theory.

The traditional approach mentioned before, to modeling droplet dispersion in turbulent flow is

based on that the diffusional mass flux is proportional to diffusion coefficient and concentration

gradient. Such approach is not sufficient to predict droplet motion in case unequal turbulent velocity of

air and droplets especially in a highly turbulent swirling air. In this case the air velocity fluctuation,

which has a random behaviour, affects the droplet velocity through a fluctuating drag force. Thus, the

air field transfers a random velocity component to the droplet motion, and a random droplet dispersion

is obtained. The instantaneous turbulent velocity of air field is represented with a random number
generator as follows:

u =
J
2 In (1/Rn) ^ (2/3)K (12)

Where, Rn = random number ( 0.001 to 1

)

Solution Procedure

The two systems of equations ( the gas phase and liquid phase ) are solved together numerically in

iterative procedure method. The SIMPLEC algorithm is used to solve the finite difference form of the

gas phase governing equations. The combustion chamber is divided into four cells u,v,w and scalar

quantity cells covering the domain under consideration. The values of the dependent variables are

calculated at the pole of each cell. The grid used is represented in ref [1].

The diffusional equations representing the droplets behaviour are solved using RK-4 steps

technique taking into consideration the strong coupling between the two phases which is the interaction

mechanism.

RESULTS AND DISCUSSION

The theoretical model was used to determine the trajectory of the droplets and its velocity as well as

penetration, fuel concentration and spray geometry. The following operating conditions were used.

- Fuel type Light diesel fuel

- Fuel density 850 Kg/m3
- Specific heat 2.299 Kj/KgK
- Cylinder bore 87.5 mm.
- Nozzle diameter 0.33 mm.
- Pump speed 750 rpm.

The instantaneous and rate of injected fuel during the injection period were calculated using the

following correlationsLl8].
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Q* = 0.9 0* + 1.3 0*2-1.2 0*

dQ*/dx = 0.9 + 2.6 0* - 3.6 0*2

*3
(13)

(14)

The generation and development of spray droplets and air field with time, according to the spray

penetration had been calculated and the vector diagram of the gas phase and its variation with time are

illustrated in Fig(l&2). From these figures it is clear that, the generated air velocity takes its maximum
value along the spray center line. The higest value of the entrained air velocity in the spray zone lies

near the injector and reaches its maximum value at the spray tip. This may be attributed to the small

momentum exchange. It is noticed also that the entrained air is directed to the lower spray zone and

outside in the upper part of the spray. Therefore, dispersion of droplet increases in this zone. Regarding

the injection pressure, the droplet velocity increases with its increase due to the increase of momentum
exchange. Thus the dispersion of droplets increases with the increasing of the injecfion pressure,

causing dilution of the fuel concentration along the spray zone especially at the spray tip.

Parametric study had been carried with different drag force correlations to validate the model
against the published experimental work[l]. The resulting turbulence from the spray droplets has been

included also to define its effect on the accuracy of results. Figure(3) illustrates the effect of drag force

represented by different correlations on the fuel concentration decay along the spray center line at

stagnant medium condition. The results show that the concentration decay in the case of Ingebo

correlation is less in magnitude than that in the case of modified drag correlaUon. The reason may be
attributed to the small drag force value calculated by Ingebo drag correlation compared with that

obtained by modified drag correlation. Introducing the Pseudo-turbulence the decay of the fuel

concentration decreases. This may be attributed to the increase in gas phase turbulence level represented

by the turbulence kinetic energy K , which increases the fluctuation gas velocity component u . This

leads to the increase of the random droplet's motion and consequently the droplet dispersion and

decrease of the fuel concentration.

The same conclusion appears in Fig(4) which illustrates the effect of various drag correlafions on
the fuel concentration decay along the spray in the case of swirling flow.

The effect of various factors on the spray formation and penetration as well as the air field are

represented in Figs(5&6). From these figures it is clear that a great deformation of the air field has been
resulted in the spray zone especialy behined the injector where the momentum transfer is maximum.

The effect of gas temperature on the spray behaviour is studied also. Figures(7&8) represents the

radial and axial concentration decay with increasing the gas temperature. This may be attributed to the

increase of mass transfer rate by increasing the gas temperature.

CONCLUSION

The proposed mathematical model in the present work has more advanced mathematical approach

to achieve better simulation for the spray droplets behaviour. The effect of Pseudo-turbulence generated

from the spray droplets mofion on the gas phase is considered. The results show that this factor

decreases the fuel concentration along the spray center line due to the resulting droplets dispersion.

Another important parameter which is the drag force was taken into consideration, so a modified drag

correlations [19] as well as other different correlations are tested to clear its effect on the spray droplets.

The results show that the use of modified drag correlation in the mathematical model gives a best

agreement with experimental results. This can be attributed to the realestic conditions used in deriving

this correlation. The effect of gas phase turbulence on the droplets motion is considered. This gives the

spray droplets their random motion. So statistical approach is used to simulate the turbulence nature

based on the turbulence kinetic energy of the gas phase, probability distribution function and random
number generator.

Parametric study has been carried out to clear the effect of spray behaviour in side the open
combustion chamber of Diesel engines . The spray inside a stagnant medium as well as the swirl air

were studied. The effect of fuel evaporation process was considered also.
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NOMENCLATURE
A Cross section area, .

AF Air to fiiel mass ratio.

AFg
I
Stochiometric air to fuel ratio.

C^ Coefficient of discharge.

Cp Specific heat at constant pressure, j / kg K.

D Droplet diameter, m.

Dg 2 Sauter mean diameter, m.

H Coefficient of heat transfer, w / m^ hr k'

L Latent heat of fuel, j / kg

Nu Nusselt number.
n Number of droplets in each group.

Total number of fuel droplets injected during certain period.

P Pressure, N/m^.
Pr Prandtl number.

Q Heat of combustion per unit mass of fuel reacted, j / kg.

Q* Nonnalized comulative quantity of injected fuel.

R Droplet radius, m.
Rn Random number ( 0 -

1 ).

Rf Richardson number.

Ry Vapor gas constant.

Sc Schmidt number.
Sh Sherwood number.

Sr Swirl ratio, co/cag.

Source term of the conservation equations.

T Temperature, K.

U Velocity component in angular direction, m / s.

V Velocity component in radial direction, m / s.

W Velocity component in axial direction, m / s.

We Weber number.

a Void fraction.

Effective diffusivity coefficient for variable ^ .

9 Augular distance coordinate, degree.

K Turbulence kinetic energy, m^/s^.
|J. Viscosity, kg / m s.

p Density, kg/m^.

G Surface tension, N/m.

T Time, S.

Xy Shear stress, N/m^.

(j) Arbitrary dependant variable ((j) = U, V, W, h, K and e).

(j) Normalized crank angle degree.

SUBSCRIPT
a Air.

e Effective.

[ Liquid.

Pg Pseudo turbulence.
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Fig . 3 Effect of various values of drag force on the fuel

concentration along the spray centerHne, at P^j=120 bar

and P, =5 bar

Fig. 4 Effect of various values of drag force on the
spray concentration aloing centerHne at
w =749 rad/s and P. =40 bar
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Velocity vector scale 30 m/s

T = 0 ms r=0.'/"/ ni X = 1.33 ms

Fig. 5 Effect of spray penteratLon on the air field,

to = 1135 rad/s and P. =40 bar
^3

Velocity vector scale 30 m/s

r : 0.0 m s T - 0.77 ms r - 1.33

Fig. 6 Effect of spray penetration on the air field,
(o = 749 rad/s and P. =40 bar

^3
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Fig. 8 Effect of ambient temperature on the spray

concentration along the spray centerline,

P. .= 120 bar and P,= 5 bar
inj b
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ABSTRACT

A coaxial air blast atomizer as used in rocket cryogenic engines has
been experimentally and theoretically studied. Structure of the spray, map
of spray sizes, evolution of air velocities and liquid have been
investigated. A model is given to predict drop sizes (SMD) , spray angles,
and skimming kinetics (atomisation) . This model is assessed by present
experiments and datas from previous Diesel sprays studies.

INTRODUCTION

Air blast atomization is widely used. In cryogenic rocket engines
(like HM7 engine of european rocket Ariane) atomization of a liquid (or

supposed so) jet of oxygen is achieved by a gaseous coflowing hydrogen
flow. Structure of such a pulverisation is studied here through
experiments and modelisation

.

In such pulverisation devices great relative velocities between gas
and liquid lead to a skimming of the surface : an attempt will be done
here to calculate both size and number (skimming kinetics) of drops
formed. The problem presents many similar features with Diesel injection.
Present results should then find an application in this field.

EXPERIMENTS

Apparatus
The atomization of a liquid cylindrical flow of initial radius a^ by

a surrounding annular air flow of lateral dimension h has been achieved
through a device described on figure 1. Particular attention has been paid
to axisymmetry (non swirling) of both flows. Three configurations have
been studied (A to C) . Table on fig.l give details.

Water and kerosene have been used as substitutes to O^ . Velocity of
liquids was 1 . 4m/s . Air was used as atomizing fluid. Velocities were
varied from 100 to 220m/s at the nozzle exit.

Photographic (short time -10|j,s- and long time exposure) investigation
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were achieved as well as LDV (for air) , and Malvern spray sizing.

Atomizer a (mm) h (mm) (mm)

h 1.95 0.53 0.

B 1.95 0.53 2.5

C 1.95 0.93

Figure 1

The atomizer

Different procedures of enlightening of the spray may show the liquid
core or the fine (scattering) spray.

Dimensions of the experimental set-up are representative as well as

relative velocities of those encountered on real rocket engines.

Structure of the spray is shown on scheme (Fig.l)

Near the nozzle an atomization zone (fine spray) takes place. The

radius a (x) of the liquid is then decreasing downstream. The skimming of

this surface is not sufficient to atomize completely the liquid, then a

second zone of coarse pulverisation is found. All present study will be
confined to first atomization zone.

Short time exposures show presence of large (order of a/2) structures
in the atomization zones. Owing to the very small structures of

instability leading to drop formation (A/2) long exposure time photographs
have been used for determination of a time-mean decrease of liquid core

Experimental results
Following parameters have been measured :

-Radial profiles of drop sizes (given in terms of SMD values) at

different abcissas x. Malvern 2600 particle sizer was used. Due to
axisymetric structure an inversion process, similar to that of Gomi [2]

has been employed [1]

.

-Mean air velocity fields around a solid cone simulating the liquid
cone

.

-Photographic investigation of liquid cone shape (measurement of
a(x) .

Injection parameters are U_ , a, h, L„
G R

Some results are shown on figures 2,3 and 4.

Similar to Gomi's results [2] one can observe a radial increase of
SMD's from surface to external part of spray. This can be explained by
inertial effects of drops : greater droplets have greater response time
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d3.2 (uffl)

Figure 2 :

The radial evolution of
SMD at x=30mm
from the nozzle

Figure 3

Influence of air
velocity U on drop

G
sizes at different
downstream positions

d3.2 (um)

NOZZLE A

Dx - 10 aa

Ox

Ax • 30 tuD

^x^zzLE A

d3.2 (um)

D eau/air

O k^rosJne/air

NOZZLE A

Figure 4

Influence of
surface tension
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T a ) and keep their radial velocity on a greater distance. Smaller

drops are immediatly entrained by the gas.

A smaller surface tension leads to smaller drops (reduction of the

stabilizing effect of a)

.

According to following atomization theory, increase of AU leads to

smaller droplets (increase of the destabilizing effect of AU)

.

Comparison between configuration A and B shows that an increase of

leads to higher drop sizes, (not shown here)

.

A complete set of results will be found in [1]

.

MODELISATION OF THE ATOMIZING ZONE

Drop size away from the surface (r > 5mm) can be influenced by

several factors : 1) Aerodynamical effects quoted above. 2) Secondary

atomization (breakup of drops by high velocity air stream) . So

calculations will be attempted here only for measurement made near the

surface

.

The authors developed previously a complete linear model of the

instability of a (swirling) liquid jet in a (swirling) coflowing air

current [1] . Due to high relative liquid-air velocities this model is in

fact asymptotic to the classical Kelvin-Helmholtz theory for capillary
waves at a simple interface. The dominant wavelength A of maximum growth fl

is then found [1]

.

A
SiTcr

(3.1)
2Pg AU^

'L J

1 / 2

(3.2)

and the propagation velocity of the wave c is

c = (p^^U^^ + p^Uj )/ ~ according to p^/pj^=0(10 ^) (3.3)

From A and Cl one can deduce different parameters, of the atomizing
zone : SMD, (initial) angle of spray cone, skimming kinetics. Here we have
to deal with two aspects of pulverisation : non linearity at breakup and
polydispersion . This can be achieved in a simplified way.

Drop diameters : determination of SMD
The wave is sinusoidal only in its initial part. Then the

perturbation has the form : ti = Tj^ exp Qt exp i (Kx - Oi^t) where (0^,
= kc

.

The velocity of the crest is drj/dt = Of] where d/dt is a Lagrangian
derivative. One assumes that, at breakup, the wave has the form of a

cylindrical ligament of diameter A/2 (non linear theory of Nayfeh [3]

gives an insight of this) and amplitude AA where A is an unknown constant.

In reality atomization results in a spectrum of drops of diameters
being the number of drops of diameter d^ formed, one can write the

conservation of mass for a ligament
d,-N,

N. 3A AV8 (3.4)

One can also conserve surface tension energy Z Nj^d^= aA^ (3.5)
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SMD is defined as : d3 2= ^ ^i*^?/ S (3.6) Unknown constant A is

then eliminated, and some effect of polydispersion is included in

definition of d3 2 • <^3 2^ 3/4A (3.7)

Mean number of drops formed by ligament is then of order A :

N=(8/9)/A (3.8)

Skimming kinetics
An important parameter, not yet found at our knowledge in the

litterature, is the mass flow rate of drops teared off by unit surface.
This is needed to predict the evolution of the diameter of the liquid
cone

.

The number dN^ of drops formed on a length dx of liquid cone during
dt can be written :

, 64 IT A a
d^N^ = C, dx dt (3.9)

9 t^

where a (x) is the local diameter of the cone and t^. the lifetime of a

ligament. C^^ is an unknown constant (or assumed so) .

Many authors write [8] : t^=C2/Q (which is equivalent to :

^rupture/^o= ^2 )

•

64 '^a

Then d^N^ = Q dr dt (3.10)
" 9 ^2

From a mass balance in the liquid core, assuming that the liquid
velocity is constant :

da IT , ,

p, TT n 2a — dx dt = p, — d^ , d^N^ (3.11)

So :da/dx = -C f^^/U^ (3.12)

AC^

Here constant C, found equal to 0.78 is introduced to summarize

all unknowns A, C^^ , C2 . . . ) .

In case of total atomization, a length cone could be calculated :

L^= ^2\fl a^Uj^/9TrcAu)^ {p^/p^)^^^ (3.13)

This expression can be compared to expressions obtained by
Cheroudi [6] and Aral [7] , in the case of Diesel sprays :

L/d =c' [p^/pg]^^^ (3.14)

Initial spray angle
Following an idea proposed by Reitz [4] and Chigie^ [5] the initial

spray angle 0 can be deduced from the velocity vector V of drops teared
off from the surface. The axial component of V is U^^ and the radial
component can be identified with dr]/dt.
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Using relations (3.1) and (3.2) one finds

e 2ttaAU
tg — =

2 \fT" n

1 / 2

= A — (3.15)

Some comparisons can be made with studies of Diesel sprays found in

the litterature.
Reitz [9] found a relation of the form :tg6/2 = 0.188 A fJ/U^^ leading

to A = 0.188.

e
Reitz and Diwakar [10] found experimentally : tg — = 0,7

1 / 2

Also can be quoted similar expression by O'Rourke and Amsden [11] and
Ranz [12] .

Taking A = 0.188 (Reitz) one founds : 0.68 instead of 0.7 four our

atomizer. In the case of Diesel sprays Au ~ and the result is consistent
with the constant 0.7 of Reitz and Diwakar.

ASSESSMENT OF THE MODEL

Determination of SMD
Calculating SMD was possible only for the vicinity of the surface

(owing to secondary atomization and aerodynamic effects at r > 5mm) . A
comparison is shown on fig. 6 between experimental and calculated values
for water and kerosene. A pretty good agreement is found.

D32 Calculated

"Water

A-Kero

10 3020

FIG. 5

Comparison between measured and calculated SMO

at X = 10mm and r = 5mm

40 50

D32 Measured

m/s

1 23

1 47

1 70

1 95

2 20

da

dx

0.35

0.27

0.41

0.38

0.44

0.022

0.014

0.018

0.015

0.015

da

dx

0.53

0.50

0.36

0.50

0.50

0.029

0.023

0.014

0.017

0.015

TABLE 1

Determination of C
From (3.12) C can be deduced from measurement of da/dx. As the liquid

core is not too far from a cone (Uj^ , Q and A varying too fast) da/dx can
be deduced from photographs. Results are shown on table 1 -for water and
kerosene jets-. More extended experiments should be needed to assess C as
a constant, but if assumed so (which is not too unrealistic) C is found
here equal to 1.8.10"^ with a standard deviation of 0.5. 10"^.

Let's remark that with A = 0.188 and C2 of order 10 (as assumed by
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many authors [8] is of order 0.5 - 1.

We did not succeded to determine accurately initial angle from
photographs (fine spray limits are difficult to appreciate) but an order
of 0.15 for A could be deduced from some views.

CONCLUSION

The experimental study of a coaxial air blast atomizer showed a

complex structure. Particular attention was paid to atomization zone (fine

spray) . A model of atomization in this zone presented here allows the
determination of the particle sizes (SMD) near the surfaces, the length of

the liquid cone (or the evolution of radius of this zone when atomization
is not completed), the skimming kinetics and the initial spray angle.

A more complete determination of the spray should involve :

1) Aerodynamic in the fine spray zone as well as the secondary atomization.
2) The dynamical behaviour of the non-atomized liquid core and its

break-up, which in practical cases, may lead to coarse pulverisation and a

bad combustion quality.

Nomenclature

a radius of the liquid jet

C skimming kinetics constant
k wave-number = 2tr/A

r radial coordinate
velocity of gas (air)

velocity of liquid
x axial coordinate

Ti instability
CT surface tension
A dominant instability wavelength

dominant instability growth coefficient
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CHARACTERIZATION OF A LOW FLOW RATE/HIGH CHARGE
DENSITY ELECTROSPRAY

A. Gomez and K. Tang

Department of Mechanical Engineering
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New Haven, CT, U.S.A.

ABSTRACT

Detailed measurements of droplet size and velocity distributions by
phase Doppler anemometry were performed in a low-flow-rate/high-charge-density
electrospray of methanol, producing micron-size droplets. Complementary
information was also obtained by pulsed shadowgraph imaging of the spray
break-up. When the spray was operated in the so-called rainbow mode,
characterized by the emission of high order Tyndall spectra under white light
illumination, small droplets were generated with average diameter of the order
of 2 |lm and narrow size and velocity distributions. Both velocity and
electric field monotonically decrease as function of the distance from the
thin jet formed at the liquid meniscus, where the field is most intense.

Electric fields as high as 10^ V/m were achieved in this spray. Velocity-
diameter correlations showed that the charge to volume ratio varies
approximately with the inverse of the square of the droplet diameter. Coulomb
explosion is unlikely to play any role in the formation of this spray.

INTRODUCTION

One of the simplest implementation of an electrospray consists of a
small metal tube maintained at several kilovolts relative to a ground
electrode few centimeters away. If a liquid of sufficient electric
conductivity is fed into the tube, its meniscus at the outlet of the capillary
takes a conical shape under the action of the electric field, with a thin jet
emerging from the cone tip. This jet breaks up a short distance downstream
into a fine spray of charged droplets, which, under certain conditions, may
have a possibly narrow droplet size distribution. In fact, almost forty years
ago some observations of High Order Tyndall Spectra were reported in the
scattering of white light by "smokes" produced in electric dispersion of
liquids (1,2) . This optical phenomenon is indicative of droplet formation of
narrow size distribution in the size range 0.1-2 |J,m (3). Whereas studies,
both experimental and theoretical, of the electrohydrodynamic phenomena
leading to the formation of the liquid conical meniscus have been reported (4-

9) , no quantitative measurements of droplets sizes in this regime have been
reported to date, with the exception of some recent work of Fernandez de la
Mora et al . (10) on the generation of submicron monodisperse aerosols in
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electrosprays of glycerol. Consequently, it is in the area of the spray
formation that we have concentrated the initial efforts discussed here.

The selection of the spray was motivated by the following consideration:
electrosprays of water/methanol solutions operated in the same conditions as
in the present study are used to ionize very effectively large macromolecules
of biological interest, which are subsequently introduced in a mass-
spectrometer. This approach is bringing about a revolution in the field of
mass-spectrometry , as documented by the pioneering work of Fenn ' s research
group at Yale (11), and has resulted in probably the only practical
application of this type of electrospray to date. A preliminary account of
part of this work was presented elsewhere (12).

EXPERIMENTAL METHODS

Methanol at a flow rate of 0.003 cc/min was fed into a stainless steel
metal capillary (I.D.=0.20 mm) by a syringe pump. The tube was maintained at a
voltage of about 3 kilovolts relative to a ground electrode positioned 3 cm
away. In a typical experiment, while methanol was pumped through the system,
the voltage applied to the capillary was progressively increased until a
diffuse spray of very fine droplets was formed, which under white light
illumination exhibited the characteristic Tyndall Spectra. At these operating
conditions, hereafter referred to as rainbow mode, detailed single point
measurements were taken throughout the spray by a commercial Phase Doppler
Anemometer (Dantec Electronics), which yielded simultaneous inference of
droplet size and axial velocity distribution, as well as size-velocity
correlation. Some pulsed shadowgraph imaging of the spray break-up was also
attempted. The total magnification of the system (= 800X) did not permit a
quantitative use of the images; nevertheless, some qualitative features of the
break-up were observed. Further details on the imaging technique are given by
Gomez and Tang (13) . The system electrical behavior was monitored by
connecting the virtual ground plate to an oscilloscope, thereby recording the
current collected by the electrode. All experiments were performed at ambient
temperature and atmospheric pressure.

RESULTS AND DISCUSSION

Characteristic size and velocity distributions of the methanol spray
operated in the rainbow mode are shown in Fig. 1. The size distribution appear
roughly symmetric, with a remarkably small ratio of standard deviat ionover
mean diameter of 0.13. This result already shows the electrospray capability
to generate narrowly disperse droplets with a size two orders of magnitude
smaller than the diameter of the spray orifice. Clogging problems that
characteristically prevent monodisperse aerosol generators from operating in
this size range can be circumvented by following this approach. The velocity
distribution is even narrower than the size distribution, suggesting that at a
given location the velocity is essentially independent of particle size; this
finding can be exploited to infer information on droplet charge density, as
shown below.

The spray evolution was probed in both axial and radial scans. As a
validation of the Phase Doppler Anemometer measurements, total mass
conservation was verified within about 14% by integrating droplet average size
and velocity over the spray radius, at a fixed axial coordinate, and
comparing the result with the metered liquid flow rate.
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Jet break up
Qualitative aspects of the spray break-up were
investigated by pulsed shadowgraph. It was
observed that under the rainbow mode of
operation: i) the liquid exits the cone formed at
the outlet of the charged capillary as a thin,
stable thread that persists for a short distance;
ii) this ligament then breaks up into an array of
droplets; iii) droplets move downstream and are
displaced radially because of coulombic repulsion
from neighboring droplets, thereby leaving a wavy-
"signature" under pulsed illumination; iv) once
displaced radially, droplets tend to follow
diverging lines of field because of both
relatively small inertia and high charge to mass
ratio, as shown below. They eventually form a
fan which coincides with the visible
electrospray . Figure 2 is a digitized picture
showing some details of the break up, as

ii) and iii) . Because of
the resolution of both imaging

system and PDA no further probing was possible to
see if satellite droplets were generated at
break-up as observed in sprays of larger droplets
(13) . However, a rough comparison is still
possible, at least on the basis of average
quantities. In particular, it is interesting to
address the question of Coulomb explosion which
occurs when the so-called Rayleigh limit is
attained and electrostatic repulsive forces
overcome surface tension forces.

discussed in
limitations in

* HI
*

Hi

1^

Fig. 2

773



This process inevitably takes place at some point during the droplet
evaporation, since there is experimental evidence that charge remains attached
to the droplet while it is evaporating (14). The question is if this mechanism
determines or, at least, contributes to the droplet dispersion and the
resulting spray formation. In a related study on electrostatic sprays of
heptane quite similar to the one examined here, except for the fact that they
produced larger droplets (13), we showed that there is no evidence of Rayleigh
disruption in this type of electrospray if the average charge to mass ratio is
below about 60% of the Rayleigh limit. This methanol electrospray has a high
charge density of 6.2 10"^ C/cc, which however corresponds to only about 35%
of the Rayleigh limit based on an average diameter. This observation and the
similarity of the break up patterns observed in the two studies suggest that,
in analogy with the heptane sprays. Coulomb explosion is not occurring in the
probed region of the spray.

Velocitv and Electric Field Evolution

Figure 3 shows the average droplet diameter and average axial velocity
component measured along the axis of the jet, with the origin of the
coordinate system taken at the capillary outlet. The spray shows a diameter
monotonically decreasing as function of the axial coordinate, as a result of
evaporation effects. Monotonically decreasing diameters are also observed
when scanning the spray in the radial direction. These observations are
consistent with the visual observation of Tyndall spectra, which are typically
attributed to monodisperse aerosols in the (0,1-2 flm size range) (3). The
velocity also monotonically decreases along the axis, from around 26 m/s to
about 4 m/s in the scanned region. Thus, the liquid is first rapidly
accelerated in the conical meniscus into a thin jet, that breaks up into a
stream of droplets, which in turn rapidly decelerate to the measured
velocities

.

n
'

1
•

1
'

1
'

1
'

1
'—

I

• D

Axial Position (mm)

Fig. 3: Average diameter and axial velocity component versus axial
coordinate
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To understand this behavior, let us consider the equation of motion of an
isolated droplet under the action of electrostatic, gravitational and drag
forces

:

Pd^^=^ (Pd-Pg)g + "eeE - ci^ (1+0. ISSRe^/^) 37C|id(V-Vg)
(1)

where at the left hand side of the equation is the inertia term with a
lagrangian derivative, and the right hand side terms are the gravitational
term, the electrostatic force and the droplet drag, respectively. Here, V is

the velocity, d, the droplet diameter, ne denotes the number of charges per
droplets, e is the elementary charge, E is the electric field. Re is the
Reynolds number, Cd is the drag coefficient and V-Vg is the relative velocity
between the droplet and the surrounding gas. Under steady state condition,
the time derivative equals the convective derivative, which, evaluated on the
centerline of the spray, is given by Vji^Vz/dz. An order of magnitude analysis
yields negligibility of the gravitational term. Since the Reynolds number is

0(1), the drag force can be approximated to the Stokes formula by setting
CD=24/Re. We will also assume negligible gas velocity, i.e. VgSO , which
amounts to neglecting the gaseous entrainment in the otherwise stagnant
atmosphere were the spray discharges. Thus, the axial component of the
equation above reduces to

ayPd^Vz^ = neeEz- (l+O.lSSRe^^) STC^idVj
6 dz (2)

since size and velocity are known, from eq. 2 we can try to infer the local
electric field, which is very important for the determination of limits of
operation of the electrospray , for spray modelling and can also help future
analyses of the complex electrohydrodynamics in the liquid meniscus. To this
end, a value for ne can be obtained from

Q 6 (3)

where I is the total measured current, Q is the volume flow rate and dg is the
volume average droplet diameter as measured at the very beginning of the
spray. Substituting eq. (3) into eq. (2) and solving for E^, we obtain

Indl
Pd^Vz^ + (l+0.158Re2/3) 3n[idW,

6 dz
(4)

The resulting electric field is plotted in Fig. 3. Electric fields of the
order of 10^ V/m are generated, with the strongest field near the breakup
region of the spray, as expected since the liquid ligament can be regarded as
a "sharp point", which, as is well known, is surrounded by very intense fields
when charged at a high potential. The velocity profile is also superimposed
on the same plot. Notice that when the inertia term in eq. 4 can be
neglected, which holds true everywhere in the spray except in the initial
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Fig. 4: Average droplet velocity and electric field along the spray axis.

region where the deceleration is most rapid and the velocity gradient high^,
eq. 2 reduces to a balance between electrostatic force and drag.
Consequently, the reason why droplets rapidly decelerate is that once
generated at the jet break-up they relax within a short distance to the local
terminal velocity which roughly decreases as the electrostatic field. The
field calculated by this procedure is the total field acting on the droplet
and accounts for both the external field applied between capillary and ground
electrode as well as the "internal" field due to the coulomb interaction
between charged droplets.

Charge Density
From local simultaneous measurements of size and velocity distribution, we can
also gather information about charge density. Figure 5 shows the
size/velocity correlation as obtained with the PDA at a typical location along
the spray axis, where both the inertia term and the Reynolds number correction
to the drag term in eq. 2 are negligible. The velocity is essentially uniform,
regardless of particle size. Eq. 2 reduces her to

n^eEz = 37i|XdVz

^Estimates of the Stokes number, defined as the ratio of a droplet relaxation
time over characteristic flow time (15), yielded values between 10"^ and 10"*,

indicating the negligibility of inertia over most of the spray region.
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Fig. 5: Typical velocity-size correlation.

At a given location, the electric field is constant and the velocity is

essentially independent of droplet size, as per Fig. 5. Consequently, n© <^ d

and the charge to volume ratio should scale as the inverse of the square of

the diameter.^

CONCLUSIONS

Detailed measurements of droplet size and velocity distributions were
performed along the axis of a low flow rate/ high charge density electrospray
of methanol, producing micron-size droplets. The following conclusions can be
drawn from these measurements:

1) When the spray is operated in the rainbow mode, corresponding to the
emission of Tyndall spectra under white light illumination, small droplets are
generated with average diameter of the order of 2 )j.m and narrow size and
velocity distributions;

2) Both velocity and electric field monotonically decrease as function of
the distance from the thin jet formed at the liquid meniscus, where the field

is most intense. Electric fields as high as 10^ V/m were determined;

3) Velocity-size correlation showed that charge to mass ratio varies
approximately with the inverse of the square of the droplet diameter.

4) Coulomb explosion is unlikely to play any role in the formation of this
spray

.

-^This dependence was independently confirmed by deconvolving the total current
measurement, as well as size and velocity measurements obtained in a radial
scan. This approach also confirmed that the charge to mass ratios are
substantially below the Rayleigh limit in the probed region.
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G. De Michele, M. Graziadio, F. Morelli and G. Novelli

ENEL-C.R.T.N., Pisa, Italy

ABSTRACT

The spray produced by a large scale h.f.o. Y-jet nozzle has been
characterized in cold conditions using simulating fluids and two different laser
instruments (diffraction and phase-doppler techniques) . The study has been
carried out to obtain a detailed spray description to be utilized in the
prevision of combustion performances.

It has been found that some important variations of the spray structure
cannot be completely described using only mean spray parameters, such as mean
drop diameter and velocity. For this reason, in addition with the mentioned
values, the analysis has also regarded the spray angle and the position of the

largest drops in the cross section.
All variations of spray structure have been interpreted with reference to

different fluidynamic regimes inside the nozzle. General relationships have been
obtained which allow the spray quality to be predicted, as well as the spatial
position of larger drops in the spray cone.

INTRODUCTION

Y-jet atomizers are widely employed in power stations due to the

versatility of operation and reliability. Notwithstanding their extensive use,

the number of published works on this class of atomizers are relatively few
[1-4].

An extensive work on burner development, at the Nuclear and Thermal
Research Center (C. R.T.N.) of ENEL (the Italian Electricity Generating Board),
has included research carried out to characterize a Y-jet nozzle in many
different operating conditions. The work has allowed the definition of
correlations between input parameters and spray characteristics.

EXPERIMENTAL APPARATUS

Test rig and atomizer
The atomization rig "I.S.A." employed during the tests has been described

elsewhere [4] . The rig is operated by using a mineral oil which at 30°C has the

same physical and rheological properties as h.f.o. in industrial burners.
Compressed air is used to simulate the atomizing steam.
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The trials have been carried out with a single port Y-jet atomizer labelled
lY-45-55-49. The Y-duct geometry, shown in Fig. 1, is the same characterizing an
industrial multi-hole nozzle used with the following conditions (for each Y-

duct)

:

Wo = 0.050 Kg/s Po = 1.4 MPa Ps = 1.15 MPa

Measurement technique
The spray quality is measured using a Malvern 2600 D particle sizer, while

the drop velocity is obtained with an Aerometries PDPA. The optical arrangement
of the instruments is shown in Fig. 2. To reduce the obscuration during the

trials with the Malvern analyzer, two light guides are employed.
A reference X-Y-Z coordinate system is defined with the Z axis orthogonal

to the laser beam and coincident with the axis of the outlet port. The oil port
lies in the Z-Y plane on the negative Y side. All trials are carried out with Z
= 250 mm, by moving the nozzle while the laser instruments are fixed.

EXPERIMENTAL RESULTS

Evaluation of mean spray characteristics
The evaluation of mean spray characteristics on a fixed cross -section

requires the measure of local diameters and velocities followed by an integration
based on droplet concentrations. This procedure is time consuming, except when
the spray is axisjrmmetric [5].

To verify this possibility, the present investigation has started with the

complete spray mapping at nominal conditions Wo=0.050 Kg/s and Pa = 1.15 MPa.
Granulometric measurements have been obtained with the Malvern on six equispaced
diameters on the cross-section (Fig. 2) and, using these data, drop size maps
have been calculated.

Figure 3a shows the map of mass median diameters. The dropsize isocontours
are slightly asymmetric around 0 (Z axis) , This result is confirmed by the map
of the percentage of drops larger than 225 /xm, shown in Fig. 3b.

The asjnnmetric structure of the spray is in agreement with other results
obtained by ENEL with Y-jet nozzles of different geometry [4] . Due to the lack
of spray axisymmetry, the study of Y-jet nozzles at different operating
conditions is prohibitive if the above-mentioned mapping is used.

Figures 3a and 3b however suggest that a simplified calculation of mean
spray quantities can be obtained by evaluating the means only on A-A' . The
highest values of drop size distribution, in fact, are often found near diameter
A-A' as a consequence of its position in the plane Y-Z of the oil and outlet
ports [4] . For this reason A-A' can be utilized to detect the main spray
asymmetries and to evaluate rapidly mean diameters which never underestimate the

spray quality all over the cross-section. This simplified approach has been
adopted in the spray characterization described in the following section.

Spray characterization
The spray characterization has been carried out with Wo = 0.050, 0.047,

0.041, 0.036, 0.030, 0.025, 0.019 Kg/s; at each flowrate the nozzle has been
operated with Pa = 1.15, 1.0, 0.9 and 0.8 MPa. In this way, 28 different
operating conditions have been studied by measuring the spray quality over A-A'

The DvO . 5 profiles at different oil flowrates and the same air pressure are
shown in Fig. 4. The variation of volume concentration C with Y has the same
trend. Both profiles demonstrate that, at a fixed air pressure, the liquid
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flowrate strongly influences the spatial position of the largest drops in the

cross section and consequently the liquid mass spatial distribution.
Using the Aerometries PDPA, it has been found that the velocity profile

varies with Wo, but there are no pronounced asymmetries as those existing in the
case of drop diameters.

When the liquid flowrate is fixed, the atomizing air pressure influences
the spray structure, as shown in Fig, 5. In this case the velocity profiles are
slightly asymmetric.

ANALYSIS OF THE EXPERIMENTAL RESULTS

Definition of the nozzle operating range
The atomizer operating range has been examined in order to define a zone

of good performance in real combustion trials.
For this scope a mean spray diameter DvO.5 M has been calculated in each

condition and compared to that of nominal operation (Wo = 0.050 Kg/s , Pa = 1.15
MPa) . By the exclusion of the conditions corresponding to diameters higher than
the reference, an optimum combustion zone has been defined. Fig. 6.

However, the mean drop diameter is not the only factor determining good
combustion performance, and other spray parameters (such as liquid fluxes and
spray momentum) must be considered.

Figure 7 shows, for instance, the shapes of opposing sprays in the case of
a multi-port atomizer with several Y-ducts similar to the one studied. Each spray
angle has been drawn in accordance with the drops ize profiles found for the lY-

45-55-49 nozzle, assuming no interaction between adjacent sprays and no
deflection induced by combustion air. Two operating conditions are shown in

Fig. 7, each corresponding to an acceptable mean spray diameter. Notwithstanding
that, the inner and outer spray angles and the location of drops larger than 225

fixa are strongly influenced by input conditions, thus probably giving different
combustion performance for the two cases.

Prevision of spray characteristics
An attempt has been made to correlate input data with the mean spray

quality and the spatial location of the largest drops in the cross section.
The values of DvO.5 M have been related with flow conditions using the

relationship proposed by Lefebvre [6] :

DV0.5M/D = A-We"°-^ +B-Zo

The coefficients A and B of (1) can be evaluated only if the atomizing air
mass flowrate Ga and the mean pressure Pm in the Y-duct are known, thus allowing
the calculation of We.

In the present case Ga has been measured while Pm has been evaluated using
the relationship:

_Qa In

K
£i
P2

K

K+1
_Pi

Vi

(K*1)

2
G. = 0 (2)

which has successfully proved to describe the pressure losses in the exit port
of Y-jet nozzles [7]. Using this approach the following relationship has been
obtained:
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Dvo.5 M/D=0.75-We'°"^+a34-Zo
(3)

The values of coefficients (A = 0.75 and B =- 0.34) are slightly different
from those calculated in [7] . The differences could derive from scaling effects
and/or from inadequacies in the evaluation of Pm.

The spatial position of the largest drops in the cross section mainly
depends on the presence of liquid films in the atomizer exit port [4] .

Figure 8 shows that this approach allows, in the test case, the determination of
three different operating zones.

An interpretation of the spray regimes can be done by considering the ratio
between the liquid momentum and the atomizing air axial momentum [4]

:

2 2

a, = -%-S2- -A. sm^ W
Gl Da a

The dimensionless parameter has been evaluated by estimating Pm as shown
before. Figure 9 shows as a function of Ga for all input conditions. It can be
noticed that, when Ga is constant, varies with Go due to the different lateral
momentum of the liquid and the different of air.

If each operating point is related to the corresponding liquid film regime,

as reported in Fig. 8, it appears that the parameter can be usefully employed
to predict both the liquid film position and the spatial drop distribution.

CONCLUSIONS

The following conclusions can be made:

The atomizer lY-45-55-49 can be operated at oil flowrates that are
different from the nominal ones, provided that the operating conditions
remain within the range of Fig. 6. This optimum zone has been defined
solely by the comparison of dropsize data with those of nominal operation.

The input variables influence not only the mean spray quality but also the

spray angle and the location of the largest drops in the spray cross
section. As these parameters can be important for combustion performance,
the influence of input data on the total spray structure must always be
considered in order to predict the operating region of full scale nozzles.

Predictive correlations have been obtained for the drop diameter and the

location of largest drops in the spray. These correlations will be
systematically tested in future developments using different Y-jet
geometries and conditions

.
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NOMENCLATURE

A B Coefficients
c Volumetric concentration
D Diameter of the mixing duct

Do Diameter of the oil port
DvO. 5 Mass median diameter
F Frictional loss coefficient
G Mass velocity
k Coefficient of polytropic expansion
P Pressure
V Velocity
V Specific volume
W Mass flowrate
We Weber number
X,Y,Z Cartesian coordinates
Zo Ohnesoree number

Angle between fuel and mixing duct

Py Density

Q> Ratio between liquid and gas momentum
a Air
o Oil
s Steam
m Mean
M Mean on A-A'

,
Fig. 2

1,2 Inlet and outlet sections
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ABSTRACT

An experimental study has been carried out on the water distribution
system of a pilot cooling tower of 160 m^/hr . The performances of different
industrial water distributors have been evaluated by changing the operative
conditions of the pilot tower. In particular, the efficiency and the
uniformity of the water distribution have been investigated and compared with
the results obtained in a small-scale loop, in which the single nozzles were
tested. Measurements in both systems, pilot tower and small scale loop,

included the geometric characteristics of the jet umbrella by ensemble
photography, the wetted zone by measuring the specific flowrate, the drop-size
distribution and liquid concentration by high-speed photography. The results
show that correlations exist between the nozzle behaviour in single and pilot
tower configuration. The uniformity of water distribution in the pilot tower
is strongly related to the nozzle installation pattern and to the operative
conditions. Coalescence plays an important role on the drop size distribution
in the pilot-tower. Comments upon the influence of these parameters on tower
behaviour are also included.

INTRODUCTION

The distribution of water to the top of counterflow fill of cooling
towers is a key aspect for the performance of the whole cooling system. It is

a function of nozzle design and installation, height of the spray zone and the

structural cleanliness of the spray chamber. The impact of water distribution
on performance is a combination of uniformity of water distribution, air-side
pressure drops, and heat transfer in the spray zone (1).

As the matter of fact, simulation of cooling tower behaviour by means of
a two-dimensional code (2) showed that drop size distribution in spray zone
plays an important role in tower performances.

In spite of its practical importance, the water distribution process has
not been studied enough. In this work different nozzles were studied in a

pilot tower of 160 m^/hr and in a single-nozzle small-scale loop in order to

find out the parameters to be measured in evaluating the water distribution
performances. On the basis of the results, some performance parameters have
been defined and evaluated, which can be related to heat transfer and pressure
drops in the spray zone of a cooling tower.

EXPERIMENTAL

Two different experimental loops were used in this work. A small scale
circuit was employed in order to study the behaviour of each single nozzle,
while the effect of nozzle installation pattern on tower performance has been
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(3). In the small-scale
liquid specific flowrate

tested in a pilot-tower of 160 m^/hr potentiality
loop, a single nozzle was studied by measuring the

and the drop size distribution (4,5).

In the small scale circuit, a single nozzle was mounted under a reservoir with
controlled and adjustable head, and measurements were carried out on the jets
or sheets produced by the single nozzle. Measurements included the geometric
characteristics of the jet umbrella by photographing the whole jet, the wetted
zone by measuring the liquid specific flowrate, the drop-size distribution and
liquid concentration by high-speed photography (fig.l)

The pilot tower has been described in (2). The liquid flowrates tested
were: 220, 160 and 100 m^/hr, maximum, nominal and minimum loading,
respectively. The air mean velocities through the tower were 1, 2.5 and 3.5

m/s, in order to consider the typical conditions of natural and forced draught
towers

DISTRIBUTOR j'

AOJUSTABLC

HEAD

COLLECTING PANS

NOZZLE

Fig.l: Small scale
experimental
loop

local mass flowrate in zone 1

( nozzle A. 160 m3/hr, 2.5 m/s)

ta4i«Tt( i«iiui3i«i9i«iriti«

numerical and volumetric drop size

distributions

( nozzle B, PI .100 m3/hr.

air velocity 0 m/s)

Fig. 2: Measurement stations in pilot-tower and
examples of local flowrate and drop size
results

Figure 2 shows the configuration of the local flowrate measurement
stations on the top of the packing. They have been chosen in order to
completely characterize three different configurations of water distribution:
central zone, wall zone and corner zone (1,2 and 3 in Fig. 2). The liquid
flowrate has been measured collecting the water in small vessels placed as

described in Fig. 2. The spray characterization has been performed, by means of
high-speed photography, in three points (Pi, P2 and P3 in Fig. 2) inside the
zone 1, at the centre of the packing. A 50 mm macro lens has been used, which
gave a magnification of 0.475 and a distance of 23.5 cm from the lens to the
best focus zone, with a depth of field of about 5 cm. About 500 drops have
been classified and counted for each flow configuration, in order to evaluate
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statistically representative parameters of drop size distribution.
Four commercial nozzles were tested. Table I reports the main

characteristics of the nozzles. In small-scale experiments the adjustable head
(Fig.l) was chosen in order to provide the pilot-tower nominal loading for
each nozzle (1.77 Kg/s) Nozzle D was tested, in the single configuration, with
an half of the nominal flowrate, since it needed a hydraulic head not feasible
in the small-scale loop.

TABLE I

Single nozzle characteristics

! NOZZLE CHARACTERISTICS
! NOZZLE

!

I
DIAMETER!

! (cm) 1

STANDARD
HEAD !

(cm)

SPECIFIC MASS!
FLOWRATE

!

(kg/s)
!

1 A plate cone with
carves

! 3 !
50

I
1.77

!

! B three cones Y T. 2 1

"'50
1

iVe ^

! c plate with
edges

1 2.6 I 100
!

1.72
!

! D elicoydal
structure

! 4.8
! 100 1 0.75

!

RESULTS AND DISCUSSION

Small scale experiments
Visual and photographic observation of the jet, as well as the

measurement of the specific mass flow rate, allow the complete
characterization of the jet from a macroscopic point of view. It is possible
to evaluate:
- size of the umbrella produced by the nozzle;
- the wetted zone under the nozzle at a certain distance from the nozzle (in
this case 1.8 m);
- the zones of the jet formed by coherent liquid (as ligaments or sheets), the
breakup zone and the spray zone.

Figure 3 shows some ensemble photographs of the jets produced, while Fig.

4

shows the results of the macroscopic characterization for nozzles A and B.

Nozzle A produces single cylindrical jets with different initial angle respect
to the horizontal. These jets are produced by carves of different geometry in

the nozzle plate. The jet breakup takes place in the initial zone, due to the
initial perturbations produced by nozzle vibrations. The specific flowrate
changes with 0 (see Fig. 4).

Nozzle B produces three paraboloidal umbrellas of different size. The size of
each sheet decreases as the umbrella enlarges, forming ligaments and then
drops, of size of the same order of magnitude of the ligament size (6), as

shown in Fig. 5. Figure 4 shows the geometry of the jet and the specific
flowrate q at 1,3 m as a function of the distance from the nozzle axis
Nozzle C produces single jets, but narrower than those produced by nozzle A.

Nozzle D forms a swirling paraboloidal sheet, breaking up immediately outside
the nozzle ( fig. 3)

.

As already pointed out, two different breakup mechanisms are recognizable for

the jets investigated. Nozzles A and C present cylindrical jets which produces
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Fig. 4: Results of the macroscopic characterization for nozzles A and B
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I—I 50 mm I—
I 5 mm

Fig. 5: Example of breakup of a paraboloidal sheet (nozzle B): the sheet;
ligament produced by the sheet breakup; drops produced by the ligament breakup

drops of range dependent on the breakup regime (7). For nozzle B and D breakup
takes place by means of the growing disturbances on the sheet, coupled with
the reduction of sheet size.

From the photographic analysis of the spray zone it is possible to
evaluate the drop size distribution and drop concentration for the spray zone
produced by each nozzle. Table II reports, together with other parameters that
will be defined later on, the diameter of the wetted zone at a distance 1.8 m
under the nozzle and two different mean drop sizes Dpq (8) for the four
nozzles.
It is worthwhile to note that this characterization is important either to
verify the goodness of nozzle installation pattern suggested by nozzle
manufacturers for cooling towers, or to measure quantities needed to evaluate
some nozzle performance parameters as described in the following section.

Definition and evaluation of performance parameters for water distribution
From the characterization on single nozzles, it is interesting to define

and to evaluate some parameters related to the behavior of water distribution
system in cooling towers. In particular, these parameters should provide a
first estimate of the heat transfer and pressure drops in the spray zone, as
well as on the uniformity of water distribution on the tower packing.
As "performance" parameters, one might define:

1) the ratio Sb between the surface of the drops and their volume, which
is related to the heat transfer in the spray zone.

Sb = 6 ^ N.j(d.i)2 = 6/ D32 * [1]

XN.i(d.i)3

2) the ratio between the wetted surface at z=z* and the total surface
under the nozzle.

3) the uniformity of liquid distribution cr„, defined as

aw =
[ I(qi - q)2/ (n-l)]i/2 [2]

where qi is the local flowrate and q^ is the mean liquid flowrate.
Parameters 2) and 3) give a first idea on the efficiency and uniformity of the
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water distribution produced by each nozzle. However, many nozzles operate in
practical systems so that these parameters may not be directly extrapolated to
battery configuration, but they suggest the optimum configuration to be used
in practical systems.

4) the mean liquid hold-up in the spray zone. This parameter gives indication
on the reduction of the net section for air flow due to the presence of the
drops.

Hl = Nv (D3o)3 / 6 [3]

where Nv is the number of drops per unit volume and D30 the volume median
diameter

5) the velocity heads lost per unit length of spray zone. This parameter
is related to the air pressure drops in the spray zone and can be evaluated by
means of the relation (9):

N/Ls = (2g/vo) (qL/q«) / Vo (vr-Vo) [4]

where N is the number of velocity heads lost for a length Ls , ql and qR the
specific flow rates of the liquid and gas, respectively, Vo is the mean air
velocity and Vr the terminal velocity of the drops. Assuming Vo=3m/s as
reference air-side velocity, and evaluating Vr for drops of size D32, the
values of N/Ls reported in Table II are obtained. In the calculation it has
also been assumed that qi is equal to the mean specific flowrate of the liquid
phase and q« is given by the product of Vo and the air density.

Table II gives an interesting set of results on which it is possible to
make comparison among the behavior of the four nozzle in single configuration.

TABLE II

Single nozzle behaviour: performance parameters

! NOZZLE
DIAMETER OF
WETTED ZONE
at H = 1.8 B

the!

(m)!

1 1

D32 1

(mm)
1

D30

1 n

! Vy,

nr

q

. Kg/sm2
! Hl

i

!xl04!

Sb

m2 /m^

Vr

m/s
N/Ls 1

m-i
!

1 A 4 6.5
1
6.0 10.35 1.5 ; 0.14 !"6-"7

!
923 13 0.012!

! B 1.5 4.2
!
2.5 10.7 0.7

!
1.00 !4-5

!
1428 11.2 0.11!

! c 5 4 ! 2.7 !0.9 0.09! 0.093 ! .2 !
1500 11 0.01!

1 D 3 4.1
!
2.8 10.85 0.2 !

0.25 !2-6
!
1463 11.1 0.028!

Nozzle C and D present a good wetting uniformity and efficiency even in single
configuration, suggesting a slight dependence of these parameters on the
nozzle installation pattern in practical application. Nozzle A gives the worst
behavior, since it presents the largest mean drop size (that is to say the
lowest Sb ) , together with the lowest wetting efficiency coupled with a high 0^

As regards the air flow in the spray zone, the values of Hl are so low, as

expected, that the reduction of the net section for air flow is negligible. It

is more important to consider that the presence of a coherent paraboloidal
sheet (for nozzles B and D) produces a reduction ot the net section for air
flow up to a value of 7% (nozzle C). Finally,
the values of N/Ls indicates that the lowest air-side pressure drops are to be

expected for the nozzle producing the largest umbrella, being the mean
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specific liquid flowrate the minimum and the D32 quite similar for the four
nozzle in the single configuration.

Pilot-tower experiments
Figure 6 shows an example of the results on local flowrates measurements

for the four nozzles in the central zone, in a three-dimensional
representation. These figures, obtained by interpolation (spline smoothing) of
the measured values, give an idea on the uniformity of wdter distribution by
the different nozzles. Nozzle A presents the worst behaviour in these

conditions, since the local
flowrate is strongly
oscillating inside the
examined area. In order to
compare the behaviour in
single and battery
configurations, a
pilot-tower "ensemble"
standard deviation for the
liquid flowrate can be
evaluated by Eq.[2] by
using different weights for
the mean values obtained in

the three zones of Fig. 2.

Figure 7 reports the values
of as a function of
pilot-tower operating
conditions. The standard
deviations are generally
greater than those for the
single configuration, but
it should be noted that the
same nozzle spacing was
employed for the nozzles
(Fig. 2) and a different
geometrical arrangement for
each nozzle type should
probably result in a
smaller Oy,, However,
information about the

be obtained. The standard

100 nJyU - 3.5 Hz-S 100 nJ/H - 3.5 rvs

100 n3>fi" - 3.5 H/'S 100 nj'fi" - 3.5 rvs

Fig. 6: Three-dimensional representation of local
flowrate for the four nozzles ( liquid
flowrate 100 m^/hr, air velocity 3,5 m/s).

still
air velocity. The effect of liquid

influence of operating condition can
deviation does not seem to be affected by
flowrate is generally to enhance Oy, .

Table III shows the values of the Sauter mean diameter of the water drops
as a function of measurement position and air velocity. The position Pi

generally gives the greatest value of D32 and the smallest drop concentration
for nozzles A and B, because of the big drops produced by the dripping
immediately under the nozzle and the poor cooperative effect of the
overlapping ,iets for these nozzle configurations. The "mean" D32 on the whole
section has been calculated by weighing the measured values on the basis of
suitable geometric coefficients. The values are generally greater than those
measured in the single nozzle configuration. The nozzle D "single" D32 was
measured with a liquid flowrate about an half than the pilot tower case and it

is not directly comparable. This increase of mean drop diameter is the result
of the coalescence of small drops occurring when two or more .iets, produced by
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contiguous nozzles, impact during the fall. This fact is confirmed by the

mass flowrate 160 mc/hr

standard deviation

air velocity 2.5 m/s

standard deviation

o

o

H

NOZZLE

1
,

0 >

• 9

C

0

-0 i—_

liquid flow/rate 160 mc/lir

SMD (mm)

air velocity (m/s)

120 leO 200 240

liquid flowrate (mc/hr)

1 2 3

air velocity (m/s)

Fig. 7: Effect of operating conditions on the
uniformity parameter Ov

Fig. 8: Effect of air
velocity on SMD

increase of Da 2 values, shown in Fig. 8, for the nozzle for which is greater
the deformation of the umbrella with air velocity (nozzle B). In other words,
nozzle B produces a paraboloidal coherent sheet (Figs. 3,4) that is wider as
air velocity increases; thus the overlapping of two contiguous sheets is more
pronounced and the probability of drop collisions increases as well. The mean
drop size is also important for the amount of drifting.
These results suggest some concluding remarks about the behaviour of these
nozzles. The best performing nozzle should give the higher wetting efficiency
with the lowest standard deviation, and a relatively low Sauter mean diameter
in order to improve the heat transfer efficiency in the spray zone (3), and
these characteristics should be relatively insensitive to changes in operating
conditions. Among the four nozzles employed in this work, nozzle D seems to
present the most satisfactory behaviour.
As regards the air-side pressure drops, the calculated values of N/Ls are very
similar (-0.23), since the mean liquid specific flowrate and terminal velocity
of the drops are the same for the four nozzle ensembles.

TABLE III

Sauter mean diameter (mm) of the drops produced by the nozzles:
effect of position and operative conditions

WL(m3/h! 160 160 160
Va(m/s)! 0 1 2.5
1 NOZZLE D3 2 D32 1D32 D32 D32

! D3 2 ! D3 2
1
D3 2 D3 2 D3 2 !D3 2 D32 ;

Pi 1
P2 ! P3 mean Pi

!

P2 ! P3 1

1 1

mean Pi P2 ! P3 mean!

! A . 8.9 6.9! 5.3 6.93 9.1 7.2! 7.1j 7.43 9.2 6.61 6.7 7.01!

! B 7.9 3.31 6.4 5.19 8.0 5.3! 7.01 6.38 7.2 7.01 7.1 7.06!

! c 4.7 4.0! 6.0 4.89 4.6 5 • 3 1 5 • 9

1

5.43 4.3, 3.91 5.9 4.75!

! D 3.7 2.7! 3.9 3.31 , 4.0 3 • 2 1 3 • 3

1

3.35 4.7 3.713.75 3.86!
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CONCLUSIONS

Careful experimental characterization of water distribution nozzles is

needed in order to evaluate the performances of water distribution systems in
cooling towers. On the basis of the results, some performance parameters have
been defined and evaluated, which can be related to heat transfer and pressure
drops in the spray zone of a cooling tower.

Measurements in two configurations, pilot tower and small scale loop,
included the geometric characteristics of the jet umbrella by ensemble
photography, the wetted zone by measuring the specific flowrate, the drop-size
distribution and liquid concentration by high-speed photography. The results
show that correlations exist between the nozzle behaviour in single and pilot
tower configuration. The uniformity of water distribution in the pilot tower
is strongly related to the nozzle installation pattern and to the operative
conditions. Coalescence plays an important role on the drop size distribution
in the spray zone of the pilot-tower.
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ABSTRACT

Experimental investigation has been undertaken to study the efficiency of
precipitating smoke particles using electrically charged water spray . A
laser attenuation measurement system was employed to study the
precipitation rate of cigarette smoke particles using charged and uncharged
water spray . The negatively charged water spray cleared the test chamber
three times faster than the uncharged spray . Based on the test results , a
realistic time for complete clearance of the test chamber independent of
source was estimated to be 60 seconds .

INTRODUCTION

A spray of fine water droplets is a well known means of airborne dust
removal . Many of the commercially available fog devices for fugitive
emission control are not very efficient . One method of improving the
effectiveness of water spray is by applying electrical charge to the spray
that is opposite in polarity to the charge on the dust to be suppressed .

It has been found that most industrial pollutants and naturally occurring
fugitive dust acquire an electrostatic charge , well above the Boltzman
equilibrium , as they are dispersed in the air . If this charge of airborne
material is exposed to an oppositely charged water spray , contact between
the particulate matter and the water droplets is enhanced . After contact
is made , the wetted particulate matter agglomerates rapidly and falls out
of the atmosphere . The use of technology to suppress smoke particulates in
controlling indoor air quality has not been studied extensively.

There are mainly four methods that are commonly used to control the
effects of indoor smoke contamination . They are ventilation , filtration,
electrostatic precipitation and odour masking . In our study electrostatic
precipitation technique is the only method that was considered
Suppression of smoke particles by electrostatic precipitation involves
drawing smoke and air into an ionisation chamber in which the particles
acquire an electric charge . The mixture of air and smoke particles passes
through two or more plates between which electrical fields are maintained .

The charged particles accelerate in the field and are deposited onto the
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plates . Such devices can be even more effective by incorporating an
adsorptive filter , such as activated charcoal . A simpler device than an
electrostatic precipitator is an air ioniser , which generates an abundance
of small ions , which due to its high mobility , bombards onto the smoke
particles and accelerates their precipitation . Although there is no doubt
that these devices are efficient in removing particulate matter , several
studies have failed to show that the devices do alter the concentration of

the gas phase contciminants and therefore have limited value in removing the
odour .

There is at present no alternative technology available for
eliminating smoke or controlling it to acceptable limits , other than the
ventilation which must be adjusted to cope with any practical situation .

In many instances the volumes of ventilation required to control odour and
irritant effects are unrealistically high , it is therefore necessary to
investigate alternative methods of suppressing both smoke particulate
matter as well as the odour . In the work reported in the literature
regarding the use of charge and water sprays for the suppression of smoke
particles , there have been some limitations in achieving efficient
precipitation due to low specific charge levels and lack of understanding
of the optimxim droplet size required for such applications . It is believed
that the effectiveness of these charged sprays can be improved by
controlling the spray drop size distribution and specific charge .

In this paper a brief theoretical background and some results of the
preliminary empirical studies carried out will be presented .

THEORETICAL BACKGROUND.

The collection of an aerosol particle by charged droplet is the result of a
number of simultaneous mechanisms of interaction between them such as
inertial impaction , direct interception , Brownian diffusion and
electrostatic dif fusiophoretic and thermophoretic forces . The particle
collection efficiency of uncharged water sprays where inertial impaction is

the major collection mechanism is given by Cheng (1) as

3 LE=1-EXI1--*— (1)

where E is the overall collection efficiency , T| single droplet collection
efficiency , volumetric flowrate of water, volumetric flowrate of

air, L characteristic length of the total capture process , d mean droplet
diameter

.

When the droplets and particles are electrically charged, T| is given
by Prem et . al . (4)

Cqpq^
n -2

——2— (2)

en e^r^r^^U^

where qp is the charge on the particle., q^^ the charge on the droplet.

C the Cunningham slip correction factor, Eq permitivity of free space,

H viscosity of the liquid, droplet free stream velocity

For a given particle size distribution , electrostatic forces are
proportional to the magnitude of the charge and inversely proportional to
the droplet ' s size and its free stream velocity. When charged droplets are
sprayed into the air they will evaporate unless the air is saturated with
water vapour. The droplet lifetime determines the effective contact time
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between the droplet and particles and thus strongly influences the overall
particle control efficiency of the system . The lifetime of water droplets
depends upon the temperature and relative humidity of the medium into which
it is introduced . To obtain the best collection efficiency , the droplet
must be small enough to provide both an adequate spray rate per volume of
gas treated and sufficient contact time yet large enough so as not to
evaporate too quickly .

Equations (1) and (2) show that the addition of electrical charge onto
the droplets yields values of E which are 5 to 10 times higher in certain
ranges for uncharged spray , the overall collecting efficiency of an
operating system may not be that high. Pilat (3) observed that an increase
in collection efficiencies of about 15% for 1 (Xm particles to over 45% for
0.3 [MCI particles . Hoenig (2) reported values of 10 - 40% with charged
water droplets under controlled experimental conditions. He also
demonstrated that the greatest effectiveness is obtained when water
droplets are of a size similar to that of the particulates .

EXPERIMENTAL ARRANGEMENT

.

The experimental setup used in this study consisted of the three parts as
(a) the chamber (b) smoke generator (c) spray nozzle.

The Chambar

A cubical chamber (0.5 * 0.5 * 0.5 m ) was constructed of 5 mm thick
perspex (as shown in fig 1) . Two optical windows are incorporated on the
opposite sides of the chamber . A smoke generator and the spray nozzle are
mounted on top of the chamber . A recirculator fan mounted on the side near
the top provides a link between the top and bottom of the chamber to
achieve uniform density of smoke within the chamber . The chamber is fixed
on an optical bench along with a He-Ne (2 milliwatt) laser and a polariser
on one side and a pin photodiode detector on the other side of the chamber
A drain plug is also provided at the bottom of the chamber to empty the
contents after the experiment . The floor of the chamber is covered with
fine wire wool to eliminate the spray bounce back which tends to interfere
with the laser beam and give erroneous measurements during the experiment .

Two cases were considered in the series of experiments to be described here
One with insulating walls and the other with conducting walls to the
chamber . The latter was achieved by sticking aluminium foil on all sides
inside the chamber. This case is more representative of the real situation
since in a room the walls and the floor are always at or near ground
potential compared to the charged spray and ions . The photodiode detector
output was connected to a Keithley (610C) electrometer . The analogue
output of the electrometer was fed to a chart recorder via a 10 K resister.
After initial tests the charged spray in the chamber fouled the optical
windows inspite of using anti-fog spray, thus making measurements impossible
The problem was overcome by mounting two circular metallic ring electrodes
around the windows . These rings when maintained at potential of the same
polarity as the spray, repelled the charged spray away from the window.

The Smoke Generator .

The smoke generator consists of a bell shaped glass chamber with one inlet
and two outlets. A cigarette is held on a flat circular glass plate with a
hole in the centre . The main glass tube sits on this plate and a good seal
is obtained at the bottom . The air blown through the inlet is forced
through the cigarette, generating smoke into the test chamber by
controlling the outlets with an on-off solenoid to simulate human 2 -second
duration puffs.

799



Svrav Nozzle
The spray nozzle used in these experiments is the standard spraying systems
air atomising (1/4 JAU) nozzle . The metallic air cap has been replaced
by a PVC air cap incorporating an embedded ring electrode to charge the
spray by induction . When the nozzle is in operation a sheet of high
velocity air flows between the liquid film and the electrode so that the
gap between the electrode could be kept very small (1mm) without any
electrical breakdown . Moreover since this gap is small , hence high
charging efficiency is obtained with relatively low applied potential
(<1KV) . Both air supplies to the nozzle as well as to the piston were
controlled by two on - off solenoid valves so that the duration of the
spraying could be controlled precisely. The spray nozzle is characterised
in terms of the droplet size distribution and the charging efficiency . In
these tests the nozzle was operated at a liquid flow rate of 75ml/min. and
air pressure of 20 and 40 psi to the piston and to the nozzle respectively
giving a typical droplet size VMD (volume median diameter) of 20 JJm . The
spray size distribution was measured using a Malvern Particle Size Analyser
and typical results are shown in fig 2 . The corresponding charge to mass
ratio was found to be 2mC/Kg . Fig 3 shows the specific charge values (q/m)

obtained for different operating conditions of the nozzle .

Fig. 2 Droplet size distribution
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LASER MEASUREMENTS

Before each set of measurements the chamber , laser and the detection
system was properly aligned to get a maximum signal output . The chamber
was then filled with smoke through the smoke generator . In these
experiments only 1/4 of the Marlboro cigarette was used each time, to
simulate a realistic situation . The recirculating fan was kept on until a

uniform density of smoke was achieved throughout the chamber and then it

was switched off . The smoke was then exposed to an appropriate treatment
i.e. exposed to the ioniser, (positive or negative) charged spray or
uncharged spray . The treatment duration was fixed throughout these
experiments , to 3 0 seconds only and the signal output was recorded for
upto six minutes . Once the measurements were completed the chamber was
cleared of the residual smoke by starting the recirculating fan and by
disconnecting the bottom end of the link.

RESULTS AND DISCUSSIONS

From the experimental recordings , the signal was monitored upto 2 minutes
from the start of the treatment . In each case the signal was normalised to
the level of signal at the start of the treatment and then plotted against
time to get the rate of smoke clearance from the chamber . These results
are shown in Figures 4 and 5 for conducting and non - conducting walls of
the chamber respectively . From these results , the times for complete
clearance of the chamber could be easily projected and are given in table 1

The laser measurement system used in these experiments relies on the level
of attenuation of the beam intensity due to light scattering . When the
laser beam propagates through a cloud of smoke particles , light is

scattered by the particles , and therefore only the transmitted beam will
reach the detector . The intensity I of a plane electromagnetic wave of
wavelength I and intensity 1^ after traversing a distance L through the

smoke particles is given by Bouguer ' s ( Lambert -Beer ' s ) Law , namely

l(A,) = Io(X)ecp[-T(A.)] (3)

where the optical depth xiX) is given by '^^^^ = 4 Pext^^^^^
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= L'\Q (x,m) 7cr^n(r)drdl (4)

where ^^^^ (cm""'') is the volume extinction coefficient, Qext (x,m) the

extinction efficiency, ^~ 27Cr/A, ^-^e size parameter, m = m' - i m" the

aerosol complex refractive index, r-j^ and r2 are the upper and lower

limits of the aerosol radii.

If we assume that n ( r ) remains constant along the path of the laser

beam, then
r

x(X) = nhl 'q (x,m) r^n(r)dr. (5)
•'r ext

1

Hence the transmission coefficient can be written as :

-

T =
I, a)

= exp - 4-
f 'r^n (r)Q ^ (x,m)
'r ext

f 3

J r n(r)dr

(6)

where C is the volume concentration of the aerosol.

In practice , due to the detector's finite field of view , some
forward scattered light invariably enters into the detector's view cone
along with the direct beam . This effect can be minimised using a pin hole
appropriately placed in front of the detector and further correction
factors can be added to equation (6) . However , for this study , such
effects are assumed to be negligible .For a mono dispersed aerosol of mean
radius r:

T= exp - V Qext(^"^)

LU
(7)

The above equation indicates that the transmission coefficient is a

function of volume concentration and the size distribution of the aerosol
cloud. In our experiments , as indicated initially the attenuation of the
laser beam was due to the smoke particles . When the spray was introduced ,

the attenuation further increased as expected from equation (7) . This
lasted as long as the spray was in the field of view and therefore , when
the spraying ceased , it was possible to then relate the rate of clearance
of the chamber to the increase in detected signal . This way it was
possible to quantify and compare the operation of the system under
different conditions . These tests were repeated several times and the
repeatability was good .With ionisers , additional attenuation of the laser
light was not observed, because the small ions are submicron in size and
hence do not have any influence on the measurement system .

The results shown in table 1 clearly indicate that the suppression of
smoke particles with the conducting chamber , in general is better than the
non - conducting chamber . This is not surprising , as the conducting walls
are at ground potential , therefore the precipitating charge agglomerates
are strongly attracted to the ground surfaces . In the case of non -

conducting chamber , based on the level and nature of surface charge on the
surface of the walls , the precipitation rate varied . Although the net
charge on smoke particles appears to be neutral (equal amount of positive
and negative ) , the projected results for positive and negative ioniser
are significantly different . The mechanisms involved in suppressing smoke
particles appears to be complex and has not been studied in depth in this
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preliminary investigation . However , it is clear in both cases that the
presence of positive ions clears the chamber much faster than either
negative ions or negatively charged water spray . There is no doubt that
the negatively charged water spray clears the chamber three times fast^er

than the uncharged spray . With the conducting chamber , the clearance rate
of smoke particles with negatively charged spray is 1.5 times faster than
the presence of negative ions . These results clearly indicate that
negatively charged water spray significantly increases the suppression of
smoke particles . Another observation that was made was that the use of
positive spray did not significantly improve the precipitation rate
compared to the negative spray . This obviously contradicts the
observations made with positive ions , and therefore needs further
investigation .

Table 1 Projected Time for Complete Clearance of the Chzunber.

Source Non-conducting
Chamber

Conducting
Ch«unber

Negative Ioniser

Positive Ioniser

Uncharged Spray

Charged Spray (-ve)

6 . 5 minutes

1.4 minutes

6.4 minutes

2 . 1 minutes

2.2 minutes

0.61 minutes

4.5 minutes

1.5 minutes
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Fig. 5 Rate of smoke clearance In
non-conducting cheunber.
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CONCLUSION

Electrically charged water spray can be used successfully to suppress smoke
particles . Typical specific charge necessary for efficient precipitation
is about 2mC/Kg . The rate of precipitation of smoke particles by negative
ions is about 50% less than charged water spray of VMD 20|Jm. The realistic
time of complete clearance of an enclosed room is estimated to be three
times faster than an uncharged water spray.
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ABSTRACT

Detailed measurements by digital imaging techniques and phase Doppler
anemometry were performed to study the atomization and evolution of liquid
fuel electrostatic sprays. The electrospray was chosen to assess its potential
as a research tool for laboratory scale combustion experiments under
conditions much better defined than in practical sprays. Experiments were
carried out on heptane doped with an antistatic additive to enhance its
electric conductivity. Stable electrosprays with droplets characterized by a
remarkably quasi-monodisperse size distribution were generated over a wide
range of experimental conditions. Average droplet diameters anywhere from 1 to
over a 100 |Xm were obtained depending on liquid flow rate and electric field
intensity. A phenomenological picture of the atomization and dispersion
processes leading to these results is formulated. Images of the jet break-up
showed that, when narrow size distributions are generated, the spray is formed
from a thin, stable jet that breaks up into a stream of droplets. The
resulting size distribution is typically bimodal with two peaks corresponding
to primary droplets and satellite droplets, respectively. The smaller
droplets at the breakup are electrostatically/inertially separated from the
larger ones. Therefore, farther downstream, the size distributions is locally
quasi-monodisperse. Spray dispersion is determined by both coulombic repulsion
between droplets and diverging lines of field. No Coulomb explosion of the
droplets was observed in the region where the electrospray is formed.

INTRODUCTION

Fuel atomization processes typically involve a two-phase flow of a
polydisperse distribution of droplets in a turbulent gaseous environment : a
formidable challenge to both experimentalists and theoreticians. It would then
be extremely useful in sorting out the roles played by different aspects of
the process to use an experimental arrangement that allow a systematic study
of spray evolution and burning in configurations of gradually increasing
levels of complexity, in both laminar and fully turbulent flows. An
electrostatic spray of charged droplets seems to lend itself admirably to
combustion experiments under well-defined conditions. In its simplest
implementation, which is also the one we adopted in this study, a liquid is
fed into a small metal tube maintained at several kilovolts relative to a
ground electrode few centimeters away. If the liquid has sufficient electric
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conductivity, its meniscus at the outlet of the capillary takes a conical
shape under the action of the electric field, with a thin jet emerging from
the cone tip. This jet breaks up farther downstream into a fine spray of
charged droplets. Distinctive advantages of the electrospray over alternative
atomization techniques are: the self -dispersion property of the spray due to
coulombic repulsion; the absence of droplet coalescence; and the opportunity
of manipulating the trajectories of charged droplets by suitable disposition
of electrostatic fields. Furthermore, in contrast to aerodynamic atomization
processes, the electrospray relies on charging to atomize the liquid fuel, so
that atomization and gas flow processes are relatively uncoupled. This last
feature provides an additional degree of freedom and may in principle allow a
systematic study of the spray evolution and burning starting from laminar
sprays to fully turbulent ones.

A well-defined spray combustion experiment requires control on droplet
size distribution which should ideally be monodisperse to simplify the
experiment interpretation. The electrospray appears also promising in this
respect, on the basis of fragmentary data reported in the literature that
indicated the generation of narrow droplet size distribution under disparate
experimental conditions. Almost forty years ago some observations of High
Order Tyndall Spectra were reported in the scattering of white light by
"smokes" produced in electric dispersion of liquids (1,2). This optical
phenomenon is indicative of droplet formation of narrow size distribution in
the size range 0.1-2 (im (3) . At the other end of the size spectrum. Thong and
Weinberg (4) showed that a kerosene electrospray, in a very narrow range of
operating conditions, could generate monodisperse droplets varying in size
from 50 to 120 |im. These authors also demonstrated the feasibility of burning
the electrostatically atomized fuel.

The application of liquid fuel electrostatic spraying to more practical
situations, involving high flow rates, has been studied by Kelly (5) at
atmospheric pressure and, more recently, by Kwack et al . (6) at Diesel engine
pressures. Spraying involves a charge injection technique based on the use of
a patented "triode" (7). The distinctive advantages of handling large flow
rates is unfortunately partially offset by the polydispersion of the droplet
size distribution. We chose the simpler configuration described above,
which, even though limited to relatively small flow rates, appears more
promising for the controllability of spray combustion experiments.

Detailed studies, both experimental and theoretical, of the
electrohydrodynamic phenomena leading to the formation of the liquid conical
meniscus have been reported (8-12) . With regard to the details of the jet and
its break up, the most relevant contributions, from our perspective, are the
work of Thong and Weinberg (4), briefly discussed above, and the study of
Mutoh et al. (13) who investigated the break up of charged liquid jets of
xylene. Observations on the spray formation, including both jet break up and
droplet dispersion, are more difficult and information available is rather
scanty; it is therefore in this area that we have concentrated the initial
efforts discussed here. This experimental study focuses primarily on the
characterization of the atomization process and subsequent spray evolution in
heptane electrosprays , with the ultimate goal of identifying the mechanism
governing the generation of narrowly disperse particles over a wide size
range. A preliminary account of part of this work was presented elsewhere
(14) .

EXPERIMENTAL

Heptane, whose flow rate was controlled and metered by a syringe pump,
was fed into a stainless steel metal capillary (I.D.sO.20 mm) maintained at a
fixed voltage within the 3-5 kV range relative to a ground electrode
positioned 3 cm away. The spray break-up was observed by using an optical
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system consisting of: a (25 ns) pulsed flashlamp, as illumination source,
which was focused on the electrospray by a quartz lens; a stereozoom
microscope, positioned in a shadowgraph configuration; and a digital camera
mounted on the microscope. The camera signal was recorded by a VCR and
digitized, off-line, by a frame grabber installed on a personal computer. The
quantitative use of this optical arrangement was restricted to experimental
conditions yielding droplet diameters larger than 10 |im because of limitations
in the resolution of the microscope. The overall magnification on the
computer monitor was =800 X. Detailed single point measurements taken
throughout the spray by commercial Phase Doppler Anemometers (PDA) allowed
simultaneous inference of droplet size and axial velocity distribution, as
well as size-velocity correlation. In a typical experiment, for a given flow
rate, the voltage was operated in a range corresponding to the generation of a
narrow size distribution, as monitored on line by the PDA along the spray
axis. Heptane was doped with an antistatic additive (Stadus 450, Dupont; 0.3%
by weight) to enhance its electric conductivity. The total current collected
by the ground electrode was measured by an oscilloscope. All experiments were
performed at ambient temperature and atmospheric pressure.

RESULTS AND DISCUSSION

Stable jets with droplets characterized by a locally quasi -monodisperse
size distribution were generated over a broad range of experimental
conditions. Average droplet diameters anywhere from 1 to over a 10 0 |lm were
obtained depending on: liquid flow rate; shape and intensity of the electric
field; and, although not investigated in the present study, liquid physical
properties. Four sample distributions are shown in Fig. 1, corresponding to
the following flow rates: 0.0067 cc/min (Fig. la), 0.017 cc/min (Fig. lb),
0.17 cc/min (Fig. Ic) and 0.34 cc/min (Fig. Id), respectively. Size
distributions appear roughly symmetric, with a remarkably small ratio of
standard deviation over mean diameter of 0.10, 0.07, 0.04 and 0.06,
respectively. It should be particularly emphasized that narrowly dispersed
micron-size droplets where generated from a relatively large tube, thereby
circumventing all clogging problems that characteristically plague
alternative, monodisperse aerosol generators.

Figure 2 shows the dependence of droplet diameter on applied voltage,
for selected flow rates; all measurements were taken in conditions yielding
quasi-monodisperse size distributions. We observe that: i) droplet size is

primarily dependent on liquid flow rate and increases monotonically with it;

ii) at fixed flow rate, an increase in voltage, on the other hand, causes a

decrease in size anywhere between 10 and 30%; and iii) for each flow rate,
there is a fairly wide (1, 1.5 kV) range of voltages over which quasi-
monodispersity prevails.

In an effort to investigate the mechanism determining the quasi-
monodispersity of the generated sprays, details of the dynamics of the jet
break-up were examined in imaging experiments. Typically, a sequence of events
shown in Figure 3, in this particular case obtained for a 0.17 cc/min
heptane spray, was observed:
1) the liquid exits the cone formed at the outlet of the charged capillary as
a thin, stable, thread that persists for a short distance, here of roughly 2

mm (Fig . 3 a)

;

2) this ligament then breaks up into droplets, which typically, as in the
present case, exhibit a bimodal distribution (Fig . 3 b)

;

3) the smaller (satellite) droplets at the break up are rapidly displaced
radially with respect to the larger, primary particles generated (Fig. 3 c)

;

4) the primary droplets left behind are quasi-monodisperse. They move
downstream, are gradually displaced radially and leave a "wavy" signature
under instantaneous illumination (Fig. 3 d)

.
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Fig. 1: Droplet size distribution for sprays with different mean diameters.

It can be clearly seen from Fig. 3b that, before break-up occurs, varicose
waves propagate along the ligament. The ratio of primary droplet to ligament
diameter was measured at about 1.9, in good agreement with the classic theory
of Rayleigh on the stability of capillary jets (15). Extension of Rayleigh
theory to account for electrification effects, worked out by Schneider (16)

and corrected to second order terms by Neukermans (17), showed that, even at
relatively large charge levels, the predictions of Rayleigh theory, at least
in so far as dominant propagating wavelength is concerned, are not
significantly altered. Our findings are consistent with the theoretical
predictions. Experimental confirmation was also provided by a study on the
break up of charged xylene jets (13). We conclude that electrification is
controlling droplet size through electrohydrodynamic processes in the cone
determining the formation and diameter of the jet.

The satellite droplets generated at break up are first displaced
radially by a small disturbance and the Coulomb interaction with neighboring
droplets; subsequently, they tend to follow the diverging lines of field
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Fig. 2: Average droplet diameter versus applied voltage at different flow
rates

.

because of both relatively small
inertia and, possibly, higher charge
to mass (18). Thus, they are removed
from the core of the spray by
e lectros tat ic/ inert ial separat ion

.

The establishment of the sinuous
pattern in the array of primary
droplets in Fig. 3d can also be
attributed to the coulombic
interaction among droplets: it can be
readily shown that if a droplet in a
linear array is displaced radially by
a small disturbance, the vector
summation of the resulting
electrostatic repulsive forces
inevitably leads to the observed wavy
pattern. Notice that this is not to be
confused with a droplet trajectory.

Figure 4 shows the variation
of the droplet average diameter as a
function of radial coordinate, at
fixed axial position, for the same
0.17 cc/min heptane spray.
Superimposed on the plot are
histograms of the size distribution at

Fig. 3: Jet breakup images obtained
at increasing distance from the
capillary (a—>d) .
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Fig. 4: Average droplet diameter versus radial position at a fixed axial
coordinate

.

three radial positions. It is evident that the average droplet size
monotonically decreases as a function of the radial position. This is not a
consequence of different evaporation rates, which have negligible effects
under the present experimental conditions, but it is consistent with the
interpretation of Fig. 3c in terms of electrostatic/inertial separation. At
intermediate radial positions, we observe the existence of a bimodal size
distribution in correspondence with the region between the spray core,
characterized by the primary droplets, and the outer shroud of satellite
droplets formed at the jet break up.

We also looked for evidence of Coulomb explosion which occurs near the
so-called Rayleigh limit, when electrostatic repulsive forces overcome
surface tension forces and the droplet disrupt into smaller droplets. This
process inevitably occurs at some point during the droplet evaporation, since
there is experimental evidence that charge remains attached to the droplet
while it is evaporating (19) . The question is if it determines or, at least,
contributes to, the droplet dispersion and therefore the spray formation. A
detailed examination of the shape and evolution of the size distribution along
and around the axis of the 0.17 cc/min spray provided no evidence of the
occurrence of droplet disruption in the probed region.

We can now attempt to generalize these observations to other flow rates
or experimental conditions. At all flow rates, the break-up region showed a
stable ligament, as in Fig. 3a, which would disrupt into a stream of droplets
leaving the wavy "signature" as in Fig. 3d. However, for the smallest flow
rates, and correspondingly smallest average droplet diameter, no observation
of satellite droplets, nor bimodal size distribution, was possible, possibly
because the limits of resolution of both imaging system and PDA were reached.
Figure 5 shows the average charge to mass ratio (C/M) versus the applied
voltage for different flow rates for the same conditions as in Fig. 2; the
C/M's are normalized with respect to the Rayleigh limit calculated for the
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Fig. 5: Average charge to mass ratio, normalized with respect to the
Rayleigh limit, versus applied voltage.

average droplet size of each spray. Since the normalized C/M's of the other
two sprays tested are lower than the values of the 0.17 cc/min spray for which
Coulomb explosion was ruled out, we expect that no droplet disruption is
occurring in any of the sprays examined.

Our observations indicate that only when a stable, thin jet is formed
at the outlet of the metal capillary quasi-monodisperse size distribution are
generated. For a given flow rate, if the voltage was lowered below a lower
threshold the jet would be unsteady and pulsating; if, on the other hand, it
was raised above an upper threshold, whip-like lateral instabilities would
ensue, as also theoretically predicted in similar geometries and at high
charging levels (20) and experimentally verified by others (9,13). In this
case the break-up mechanism appears qualitatively unchanged in the imaging
experiments; however, the whipping of the ligament causes unsteadiness in the
local electric field and mixing of the droplets generated. Consequently, the
droplets are no longer spatially separated by electrostatic-inertial effects
and locally the size distribution is broadened to encompass the whole size
spectrum generated at break-up. Under this condition, monodispersity can
still prevail if utmost care is taken towards the elimination of satellite
droplets at break-up, as Thong and Weinberg (4) reported.

CONCLUSIONS

1) Stable electrosprays with droplets characterized by a locally quasi-
monodisperse size distribution can be generated over a wide range of
experimental conditions. Average droplet diameters anywhere from 1 to over a
100 lim were produced depending on liquid flow rate, shape and intensity of the
electric field. Size distribution is typically symmetric, with a ratio of
standard deviation over average diameter of approximately 0.1;

2) Liquid flow rate is the primary variable influencing droplet size, with
the average diameter increasing monotonically with it; at fixed flow rate, an
increase in voltage, on the other hand, causes a decrease in size anywhere
between 10 and 30%. For each flow rate, there is a fairly wide (1, 1.5 kV)

voltage range over which quasi-monodispersity prevails;
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3) Images of the jet break-up, showed that, when narrow size distributions
are generated, the spray is formed from a thin jet that breaks up into
droplets with a bimodal distribution. After break-up, electrostatic/inertia
separation of the smaller droplets from the larger ones yields locally
quasi-monodisperse droplet size distributions;
4) No Coulomb explosion was observed in the region where the electrospray
is formed. Coulombic repulsion between droplets and diverging line of fields
cause the spray dispersion.
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ABSTRACT

An experimental technique has been developed for evaluating
the influence of mixture preparation on the performance of a
spark-ignited engine. The preparation components studied were
fuel vapor, droplets, and liquid streams. These components were
created and physically measured in a specially designed mixture
preparation channel. Their effects on in-cylinder pressure
performance and exhaust gas concentrations were investigated for a
1.9 L Ford engine operating at a speed of 1500 rpm and an absolute
manifold pressure of 49.1 kPa (14.5 in Hg)

.

Results from this investigation showed that the performance
of the engine was, in general, diminished by increasing the amount
of fuel in liquid stream form. In addition, an "equivalent"
mixture resulting from the engine's conventional port injection
system was identified in relation to engine performance.

INTRODUCTION

The degree of fuel atomization and vaporization in the intake
port of a spark-ignited engine is generally thought to influence
engine performance. Many investigators have performed tests with
a variety of engines in the hopes of determining the effects of
air/fuel mixture preparation on engine performance [1-4] . In
almost all cases, however, no physical measurements of the degree
of fuel vaporization and atomization were made. Because of this,
the results of these studies tended to be qualitative in nature.
In general, the results of these studies showed an extension of
the lean limit, a reduction in hydrocarbon and carbon monoxide
emissions, an increase in nitrogen oxide emissions, and greater
stability with increased mixture homogeneity.

The purpose of our work is first to develop a testing
procedure for evaluating quantitatively the influence of mixture
preparation in the intake port on engine performance. Second, to
show how the results obtained can be used to evaluate the
operation of a conventional port injector.
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The fuel in the intake port appears in three distinct
physical forms. These are vapor, droplets, and streams. Figure 1

shows these fuel forms produced from the spray of a port injector.

Fuel Injector Intake Valve

Figure 1 : Mixture Components in the Intake Port

Droplets are formed from the atomization of the fuel spray.
Some of the droplets, especially the larger ones, impinge
on the passage walls and form liquid streams. Vaporization of the
droplets and streams occurs throughout the intake process and is
limited by the fuel's vapor pressure, time, and surface
temperatures. It is these components and their effects on engine
performance that is investigated in this study.

The engine performance parameters are obtained from
in-cylinder pressure and exhaust gas measurements. The
in-cylinder pressure parameters studied are the gross indicated
mean effective pressure (IMEP) , the coefficient of variation in
the IMEP (GOV), and the 10-90% burn time (BT) . The exhaust gas
parameters studied are the concentrations of carbon monoxide (CO)

,

carbon dioxide (CO2) , oxygen (O2) , hydrocarbons (HC) , nitric oxide
(NO) , and nitrogen oxides (NOx)

.

TEST EQUIPMENT

Engine
The engine used is a Ford 1.9 L EFI HO. The EGR system of

the engine is removed. In addition, the intake manifold is
modified such that one cylinder (the test cylinder) of the engine
receives air and fuel via a special mixture preparation channel.

Fuel Preparation Channel

The mixture preparation channel, shown in Figure 2, contains
devices for the creation and measurement of the different mixture
preparation components: fuel vapor, droplets, and liquid streams.

814



Figure 2: Mixture Preparation Channel

Atomizer

.

A pneumatic atomizer introduces fuel into the
preparation channel. The atomizer produces droplets small enough
so that some of droplets can traverse the channel length and avoid
impingment on the channel walls.

Psychrometer

.

A psychrometer is used in the preparation
channel to determine mixture equilibrium. Mixture equilibrium
insures that the vaporization is completed. The "wet-bulb" probe
consists of a thermocouple with its junction wrapped in a gauze
wick. This probe is wetted by the droplets of the mixture. The
"dry-bulb" probe consists of a thermocouple with its junction
coated in a non-wetting, teflon wax. A temperature difference
indicated between these probes is the result of evaporative
cooling. Hence, equilibrium is demonstrated by the same
temperature being indicated by both probes.

Stream Separator

.

The stream separator is a device used to
measure the liquid streams. When the separator is in the "open"
position, the streams are diverted to a buret for measurement.

Droplet Smasher. The droplet smasher is a device consisting
of fine-grade steel wool. When it is placed in the channel, the
fuel droplets collect on it and are converted to liquid streams.

Droplet Deflector

.

The droplet deflector is another device
consisting of fine-grade steel wool. When it is placed in the
channel (of which it occupies part of the cross-section) , some of
the droplets are converted to liquid streams.

Laser Droplet- si zer
A Malvern 2600 Particle-sizer is used to measure droplet

sizes and distributions in the preparation channel. This
instrument uses the principle of light diffraction in its
determination of droplet sizes and distributions.
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In-cylinder Pressure Measurement
The pressure in the test cylinder is measured through a

Kistler pressure transducer (type 6123) located in the head of the
engine. The signal from this transducer is recorded and analyzed
using Ford Motor Company's Combustion Pressure Analysis System
(COMPAS) . IMEP, COV, and BT are obtained directly from the COMPAS
program

.

Exhaust Gas Measurement
The exhaust gas is sampled from the exhaust pipe of the test

cylinder. CO and CO2 are measured by Beckman 315A infrared
analyzers. O2 is measured by a Beckman 715 O2 monitor. HC is
measured by the "flame ionization detection" method using a
Beckman 402 analyzer. NO and NOx are measured by the
"chemiluminescence" method using a Beckman 955 analyzer.

EXPERIMENTAL PROCEDURE

The engine is allowed sufficient time to reach a steady-state
operation. By changing the source air temperature, the
equilibrium mixture temperature is adjusted until it reaches a
prescribed value. The performance measurements are then taken.
After this, the streams are measured via the stream separator.

When the above is completed, the droplet deflector is
inserted into the preparation channel to convert some of the
droplets to liquid streams, and the above testing is repeated.
Next the droplet smasher is inserted into the channel to convert
all of the droplets to liquid streams, and the above testing is
again repeated. In this manner, various percentages of vapor,
droplets, and streams can be evaluated.

The air-to-fuel ratio (A/F) is determined from the measured
exhaust gas concentrations and from an oxygen senser located in
the test cylinder exhaust. Variations in A/F are kept within 3%
of the stoichiometric ratio. Although these variations may seem
small, the performance variables are quite sensitive to the
overall A/F. For this reason, the variation of the overall A/F
ratio is included in the analysis of results.

DROPLET SIZE

From experimentation, the droplet size at the outlet of the
preparation channel is found to be nearly constant under the
equilibrium temperature range studied. The Sauter mean diameter
was measured between 4 and 5 /jm with 10% of the droplets under
3.5 jirni and 90% under 8.0 jum. This is probably the result of the
smaller droplets being able to traverse the channel length, while
the larger ones impinge on the channel walls.

REGRESSION MODELING OF DATA

Variable Analysis
The performance values (IMEP, GOV, BT, CO, CO2, O2, HC, NO,

and NOx) obtained from the above procedure are treated as
functions of the percentage of fuel in two forms (vapor and
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streams) and the equivalence ratio ($) . Since the sum of the
percentages of fuel in vapor, droplet, and stream form must equal
100%, they are not independent of each other, and only two of the
three are required. The equivalence ratio is defined as the
actual A/F divided by the stoichiometric A/F.

Regression Analysis
The data obtained is fitted to a linear regression model

presented below. "Y" corresponds to the dependent variables (IMEP,

Y = A + B (vapor %) + C (streams %) + D ($)

GOV, ect.). "A", "B", "C", and "D" are constants determined
through a least-squares regression fit. With the regression
relations obtained, "performance maps" can be constructed for a
range of independent variables. This is done later on.

ENGINE PERFORMANGE WITH THE MIXTURE PREPARATION GHANNEL

The 1.9 L engine was operated at a speed of 1500 rpm and a
manifold absolute pressure (MAP) of 49.1 kPa (14.5 in Hg) . The
test fuel was Amoco Silver (93 octane, summer grade) . Table 1

presents regression results obtained using this procedure.

IMEP GOV BT ^°2 CO °2 HC NO NOx

psi kPa •/. deg 7. 7. •/. ppm ppm ppm

A 80. O 551 ^.92 -29.^ 19.3 -16.3 5.50 -255'tO -2'f2 -1 1 .0

B O.i^b 3.2 -0.021 0.'f63 -O . 037 -0 . 008 0.0^6 232 3.ao 5.28

C -0.13 -0.9 0.0't9 0.503 -0.052 -0 . 037 0.0'f3 285 -27.

0

-21.8

D -60.9 -^20 -1 . IB 13.5 -2.28 17.6 -9.03 5699 968 578

87. !•/, 93 . 9V. 77 . 27. 21 .77. 60.07. 88 . 07. 92 . 07, 76 . 37. 6'f . 57.

a 0.570 3.93 0.0<f7 0.^6 O. I'f 0.13 O.O'fa 127 39.6 «»5.9

Table 1: Results from Linear Regression Model for the 1.9 L
Engine Operating at 1500 rpm and 49.1 kPa (14.5 in Hg) (MAP)

Figures 3 and 4 show contour plots of the best correlated
performance parameters. The contour plots are presented on
triangular graphs with the investigated region outlined. The
results generally show that performance is significantly affected
by the mixture preparation.

By increasing the percentage of fuel in stream form; GO, NO,
and NOx are shown to be decreased, as indicated by the slopes in
Table 1. GOV, BT, O2, and HG are shown to be increased. These
trends are generally indicative of less desirable combustion.
This is probably the result of a less homogeneous mixture present
in the cylinder. NO, NOx, GO, and GOV seem more strongly

817



Figure 3: Performance Contours of GOV and O2

3400 3000 2600

Figure 4: Performance Contours of HC
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influenced by streams, as indicated by their greater slopes.
By increasing the percentage of fuel in vapor form; IMEP, NO,

and NOx are shown to be increased. GOV is shown to be reduced.
These trends are generally indicative of more desirable
combustion. This is probably the result of a more homogeneous
mixture present in the cylinder. IMEP seems to be more strongly
influenced by vapor.

By increasing the percentage of fuel in droplet form; BT, O2,
and HC are shown to be reduced. CO is shown to be increased.
These trends are generally indicative of desirable combustion.
BT, O2, and HC seem to be more strongly influenced by droplets.

EQUIVALENT PORT INJECTOR OPERATION

An equivalent fuel preparation (percentage of fuel in vapor,
droplet, and stream form) produced by the port injector can be
deduced from the above regression relations. In theory, all nine
regression relations may be used. Ideally, only three of the nine
relations are required for a solution. But because of the
existence of variation in data measurements, the solutions from
different combinations may not be the same. The accuracy of the
deduction depends upon the fit of the regression relations and
upon the magnitude of error in the data. The fit of the data with
the regression relations is indicated by the coefficients of
correlation (R ) . Large R values are indicative of a "good" fit.
Therefore when deducing an "equivalent" fuel form, regression
relations with relatively high R values should be used.

Figure 5 shows the "equivalent" fuel form produced from the
port injector. This deducted fuel form may not represent the
actual fuel form but the "equivalent" fuel form with respect to
engine performance. In other words, the fuel form produced by the
injector burns in the same manner as an "equivalent" fuel form
prepared in the channel. Figure 5 also shows the gradients
corresponding to the various performance parameters . The arrows
show the direction of maximum increase in performance. The length
of the arrows is proportional to the degree of performance change.
From Figure 5, the direction of improvement, in relation to
mixture preparation, in the existing port injection system can be
readily seen.

CONCLUSIONS

(1) The testing procedure can be used to evaluate the
relative effects of mixture preparation on engine performance.

(2) The testing procedure offers a means of evaluating an
equivalent mixture preparation introduced by a port fuel injector
with regards to engine performance.

The following conclusions are valid for the Ford 1.9 L EFI HO
engine operating at a speed of 1500 rpm and an absolute manifold
pressure of 49.1 kPa (14.5 in Hg)

:

(3) By increasing the amount of fuel in stream form; CO, NO,
and NOx are decreased. COV, BT, O2, and HC are increased. NO,
NOx, CO, and COV seem more strongly influenced by streams.
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BT
I
R| = 0.505

HC I
R| = 0.037

NOh I Rl = 0.002

NO I
R| = 0.003

GOV
R| = 0.053

Figure 5: "Equivalent" Fuel Form and Performance Gradients

(4) By increasing the amount of fuel in vapor form; IMEP,
O2, NO, and NOx are increased. GOV is decreased. IMEP seem
more strongly influenced by vapor.

(5) By increasing the amount of fuel in droplet form; BT,
O2, and HC are decreased. CO is increased. BT, O2, and HC
seem more strongly influenced by droplets.

(6) In general, engine performance is diminished by
increases in the amount of fuel in liquid stream form.
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ABSTRACT

The effect of flow rate and injector type on the spray characteristics of
impinging, turbulent, water jets for jet Reynold's number in the range of 3,000
< Re < 7,500 is investigated. These characteristics are obtained using a Phase
Doppler Particle Analyzer, and include diameter, velocity, number density and
volume flux. For two impinging jets at a 45° angle the shattering improves (i.e.

drop sizes reduce) as the jet velocities increase. For four impinging jets (two
45° jets with two straight jets in the middle) there exists a critical straight
jet velocity for any given 45° jet velocities. The shattering at the edges of
the spray improves above this critical condition and worsens below it. The
shattering in the center of the spray constantly worsens as the straight jets
are added.

1 . INTRODUCTION

The performance of liquid propellant rocket engines is intimately related
to the spray characteristics generated by the fuel injectors. In rocket engines
the fuel injectors are typically of impinging jet type. Two or more jets of
liquid fuel and oxidizer are impinged on each other at high velocities, the

outcome of which is shattering of the liquid into small drops and mixing of the

fuel and oxidizer. The spray characteristic of these injectors were extensively
studied in late 1950's and early 1960's [1], and some information their overall
behavior was obtained. The basic characters of these injectors are discussed
next.

When two liquid jets impinge, they form a liquid sheet (also called a fan)

perpendicular to the plane of the two jets. The liquid sheet disintegrates
intermittently to form groups of drops, which appear to propagate as waves from
the point of impingement. Heidmann and Humphrey [2] measured the frequency of
this wave formation using a photoelectric technique over a finite time interval
under constant operating conditions. Later, Heidmann, et al. [3] extended their
previous results to cover the effects of liquid viscosity and surface tension.
They discovered that the wavelike pattern was more pronounced with higher
viscosity liquids. Also, they identified four regimes of spray pattern as a

function of jet velocity: Closed rim. Periodic drop, Open rim, and Fully
developed impinging spray. Each of the aforementioned regimes is encountered in

the order shown as the velocity is increased. Continuing their investigations,
Heidmann and Foster [4] studied the effect of the impingement angle on drop size

distributions for a range of velocities. They obtained drop counts from
shadowgraphs using a particle analyzer, and concluded that all distributions
showed bimodal characteristics. Overall volume-number mean and mass median drop
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diameters were observed to increase with a decrease in velocity and a decrease
in impingement angle, with impingement angle having the most pronounced effect.

In all of the above studies, simple photographic techniques were used to

obtain drop sizes and liquid sampling technique was the main measuring method
for the distribution of the volumetric flow rate. Due to the recent advances in
the spray diagnostic systems it is now possible to obtain detailed information
throughout the whole spray. In this paper, the effect of flow rate on the spray
characteristics of a two-jet and four-jet rocket injector is described.

2. EXPERIMENTAL SET-UP

An actual rocket injector of a 22N thruster manufactured by Atlantic
Research Corporation is used in these studies. The injector contains four
orifices so that liquid fuel and liquid oxidizer may impinge on each other to

provide for the mixing necessary for the combustion process. The diameter of the
two fuel orifices are 0.3 mm, and are set to impinge at a 90° angle. The oxidizer
streams are 0.356 mm in diameter, 1.27 mm apart from each other, and emanate
straight down into the fuel streams, resulting in a 45° impact angle between each
fuel -oxidizer pair. Figure 1 shows a schematic diagram of the impingement.
Although water is used in place of fuel and oxidizer for testing purposes , we
will still refer to the liquid jets using the terms fuel and oxidizer to

distinguish between the two.

A Phase Doppler Particle Analyzer (PDPA)
,
designed and manufactured by

Aerometries Inc. [5-7] is used for simultaneous measurements of diameter,
velocity, number density, and volume flux throughout the complete spray field.

A 3-D traversing system is designed and built in order to map the spray field.

The injector is mounted on the traversing system, and the PDPA is kept
stationary. The traversing system is mounted on the top of a 90 cm x 90 cm x
152 cm stand. The traversing system moves by a leadscrew- stepping motor
arrangement on linear motion ball bushing bearings. The range of motion is

approximately 46 cm in each direction and the stepping motors provide accurate
steps for motion as small as 1 mm. A conical liquid catcher collects the spray
and channels it into a drain. Besides the traversing stand, another stand was
built to hold two 30 liter water storage tanks (one for the fuel line and the
other for the oxidizer line) , and to house the control valves and pressure gages
that were used to monitor the flow. The flow rate is measured by an orifice flow
meter.

3. VARIATION OF SPRAY PROPERTIES WITH FLOW RATE

For this particular injector the drops are not spherical up to 5 cm
downstream of the injector. At this location a 4 cm x 4 cm zone encompasses the
whole spray region. Therefore, detailed measurements of the spray character are
confined to this zone . The spray distribution throughout a 4 cm x 4 cm region
at an axial distance from the face of the injector of 5 cm is obtained for
several different flow rates and jet orientation. Figure 1 shows the reference
axes used throughout this report. For example, y = 0 corresponds to a centerline
perpendicular to the plane of the impinging jets, and x = 0 corresponds to a

centerline parallel to the plane of impinging jets. The z coordinate is kept
constant at 5 cm.

In order to see the effect of the flow rate on the spray character several
critical points in the spray are examined to determine how each spray parameter
changes with changing flow rate. These points are (0,0), (±2,0), and (0,±2). It
is observed that the results at (2,0) corresponded well with those at (-2,0) and
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the results at (0,-2) corresponded well with those at (0,2), indicating fair
symmetry. The results for (0,0), (0,-2) and (2,0) are shown in Figs. 2-4.

Figure 2 shows the variation in parameters as a function of flow rate at
the center of the spray (0,0). This figure is divided into two regions. In the
first region, only the fuel jets are flowing and the spray character of two
impinging jets are investigated. In the second region all four jets are flowing.
However, the flow rate of two fuel jets is kept constant at 3.18 ml/s, while the
oxidizer jet flow rate is changed. It can be seen that for fuel only injection,
the diameter decreases, the velocity increases, the number density increases,
and the volume flux decreases with increasing flow rate. The diameter decrease
and number density increase follow from increased shattering, and the velocity
increase follows from increased flow rate . The volume flux decreases because at
higher impingement velocities (higher flow rates) , flow deflects more to the
sides. As the oxidizer is added at a constant fuel flow rate of 3.18 ml/s, the
diameter and volume flux constantly increase. This is due to the added mass in
the center of the spray. At first the velocity feels little change, then it too
increases as the oxidizer is increased. Note that the oxidizer flow rate where
the velocity begins to increase is 2.72 ml/s. This implies below 2.72 ml/s, the
added oxidizer stream does not significantly effect the drop velocity in the
center, but after 2.72 ml/s it does. The number density is seen to constantly
decrease. The increase in drop size and decrease in number density indicates that
the efficiency of shattering at the center of the spray constantly reduces with
adding the oxidizer jets.

Figure 3 shows how diameter, velocity, number density and volume flux vary
as a function of flow rate at (0,-2). Again the diameter decreases, velocity
increases, number density increases as fuel flow rate increases. However, the
volume flux increases in this section of the spray with increasing flow rate
where in the center it decreases. This is due to the fact that the number density
increases at a faster rate at (0,-2) than it does at (0,0), since more flow is

deflected toward the sides. As the oxidizer streams are added to the nominal fuel
streams, an interesting pattern is observed. For oxidizer flow rates less than
2.72 ml/s, increasing oxidizer flow increases diameter and velocity while for

oxidizer flow rates greater than 2.72 ml/s, increasing oxidizer flow rate
decreases diameter and velocity. This implies a critical oxidizer flow rate
exists for a particular fuel flow rate. The reason such a critical value exists
is that at relatively low oxidizer flow rates the added oxidizer stream reduces
the effective impact velocity of the fuel jets, and also causes the impingement
angle to decrease. This results in an increase in diameter and a decrease in

number density due to less efficient shattering. This effect continues up to the

critical flow rate. As the oxidizer flow rate is increased further than critical,
the impingement angle decreases even further such that a smaller fraction of the

spray reaches (0, ±2). This small fraction contains small drops. The decrease
in impingement angle may be observed by comparing Fig. 5a, Fig. 6a, and Fig.

7a. Note that the point of impingement is pushed further downstream with higher
oxidizer flow, thereby decreasing the mass of fluid that travels to (0,-2). It

is also observed that both number density and volume flux constantly decrease.
Figure 4 shows variation in spray parameters at (2,0) as a function of flow

rate. As before, for fuel only injection, the diameter decreases, and velocity
and number density increases as fuel flow rate increases. However, the volume
flux is nearly constant indicating that the spray becomes more dispersed in the

vicinity of this point as the flow rate increases. As the oxidizer is added,

the critical peak at 2.72 ml/s is again observed. Here again, diameter and
velocity increase, with increase in oxidizer flow rate up to 2.72 ml/s. This
effect in the direction of y = 0 is due to the splitting of the relatively low
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speed oxidizer stream impacting the high velocity fuel jets. Figure 6b shows a
photograph of this case. As the oxidizer impinges on the fuel jet, it splits in
the X direction at an angle dependant on its flow rate. As the flow rate
increases, the split angle goes down. The split flow passes through point (2,0)
at the critical flow condition. Below the critical flow rate the split flow is

outside of point (2,0), therefore smaller mass of liquid reaches that point.

After the critical flow condition, the oxidizer -fuel jet impingement results in
a better shattering, reducing the splitting effect. This explains the observed
increase of the volume flux up to the critical point, and then its decrease,
along with diameter and velocity, after the critical value. Since the number
density increases in the primary shattering direction (fan direction) for fully
developed impingement it increases after the flow rate of 2.72 ml/s.

4. FULL SPRAY CHARACTERIZATION

Although the variation in spray parameters as a function of flow rate has
been discussed for several important points in the spray, it is difficult to gain
a global perspective without looking at entire spray cross section. In the next
section, the complete contours of the spray parameters for a four jet injector
is given. The flow rate of the fuel jets is set at 3.18 ml/s and the flow rate
of the oxidizer jets is set at 4.08 ml/s.

4.1 Four-Jet Injector

The spray contours of diameter, velocity, number density and volume flux
for the four -jet case are shown in Figs. 8-11, respectively. The diameter contour
of Fig. 8 shows that the largest diameters are bunched about the center of the
spray. This is a result of the addition of the heavy flow of oxidizer stream
straight down into the fuel jets. If the oxidizer jets were not flowing, the
diameters at the center of the spray would be among the smallest present, since
the fuel jets would be shattering with full impact at that location. Also, for
two -jet impingement, the magnitudes of the diameters in the fan direction (x-

direction) would be relatively the same, but for the four-jet injector, this is

no longer the case. In fact, the pattern that exists is for the diameter to

decrease in every direction away from the center.
The number density contour is shown in Fig. 9. As this figure shows, the

largest number density occurs in the area of (±2,0), a medium number density
occurs in the center, and the smallest nvunber density occurs in the area of
(0,±2). The reason the number density is highest at (±2,0) is that this is the
primary shattering direction for the fan which is formed by each pair of fuel-
oxidizer streams. The number density is lowest at (0,±2) because the oxidizer
stream issues straight down and tends to inhibit any spray from reaching the
edges in the y direction. There is no simple relationship between diameter and
number density, as there is for the two -jet case. There the number density is
seen to be inversely proportional to the diameter raised to a power, but here
the largest drops in the center have a higher number density than the smaller
drops in the region of (0,±2).

The volume flux is shown in Fig. 10. It is observed that a symmetric heavy
band of flux occurs about y = 0, and that the flux falls off sharply with
increasing y. The largest flux occurs in the center, and the flux decreases
slightly as the x position is increased. The heavy band of volume flux coincides
with the fan, which can be observed by referring to the pictures in Fig. 7, which
show perpendicular and parallel views of the four-jet case.

The velocity contour of Fig. 11 has a similar pattern to the diameter
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contour. This is a result of the general size -velocity correlation present in
sprays where the largest diameters also have the largest velocities. The reason
this correlation exists is that in the presence of air resistance, small drops
initially moving at the same velocity as large drops will lose their velocity
faster than the large drops. Thus, by the time the drops reach the z = 5

measurement plane, the smaller drops are moving slower than the larger drops.
It is seen in Figs. 8 and 11 that both diameter and velocity plots lose a portion
of their symmetry in the region near (-1,-1), and the magnitudes are both
slightly larger than would be expected for a perfectly symmetric case.

5. CONCLUSIONS

Spray characterization of two and four impinging water jets is undertaken
to investigate the effect of flow rate on different spray parameters. For 45°

impinging water jets (referred to as fuel jets) the flow rates in the range of
1.81 ml/s to 3.63 ml/s are examined. The x and y directions are defined as the
directions perpendicular and parallel to the impinging plane. In all spatial
positions, increasing flow rate decreases diameter, increases number density
and increases velocity. The volume flux decreases in the center, increases along

y, and remains relatively the same along x for increasing flow rate. A four
impinging jet injector composed of two jets at 45° with two straight jets in the

middle (referred to as oxidizer jets) is also investigated. The flow rates of
the straight jets are varied in the range of 1.81 ml/s to 4.08 ml/s, while the
45° jets are kept constant at 3.18 ml/s. For this type of injector, for any given
fuel flow rate, a critical oxidizer flow rate exists for which the shattering
behavior changes. Drop diameters and velocities increase as the oxidizer flow
rate increases up to the critical condition, after which they reduce (except at

the spray center) . This effect is shown to be a result of the splitting of the

fluid in the x direction, and the suppression of impact angle in the y direction.

At high flow rates for both the fuel (3.18 ml/s) and the oxidizer (4.08 ml/s)

jets it is obtained that the largest diameters are in the center, and that in

all directions from the center the diameter decreases. The number density is

largest at the edges of the x axis, medium in the center, and smallest at the

edges of the y axis. The volume flux is heavy about y = 0, decreasing
substantially as y increases. The velocity is largest in the center, and is

similar in pattern to the diameter contour.
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Ymax=15.987 m/s; Number Density (*) Ymin=780, Yinax=2800 /cc;
Volume Flux () Yinin=.36, Yniax=3.6 cc/sec/cm2; Diameter (•)
Ymin=23.377, Ymax=84.387 urn

Oxidizer flow Rate (ml/s)

0.0 0.0 0.0 2.27 3.18 4.08
1.0

0.75-

K 0.50-

0.25-

0.00
1.81 2.72 3.63 3.18 3.18 3.18

Fuel Flow Rate (ml/s)

Fig. 3 Parameter Variation at (0,2): Mean Velocity () Yinin=5.441,
Ymax=9.195 m/s; Number Density («) Yinin=5.7, Ymax=380 /cc;

Volume Flux («) Yinin=-0011, Yinax=-19 cc/sec/cm^; Diameter (•)

Ymin=36.489, Yinax=97.526 um

0.0 0.0 0.0 2.27 3.18 A. 08

c
E

I

1.0

0.75

0.50-

0.25

0.00

1.81 2.72 3.63 3.18 3.18

Fuel Flow Rate (ml/s)

3.18

Fig. 4 Parameter Variation at (2,0): Mean Velocity () Ymin=3.924,

Ymax=9.142 m/s; Number Density (*) Ymin^SSO, Yinax=2400 /cc;

Volume Flux (•) Yinin=-ll' Ymax=2.7 cc/sec/cm2; Diameter (•)
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Fig. 5 Parallel and Perpendicular Views of Two-Jet Impingement with
Fuel Flow = 3.18 ml/s; Oxidizer =0.0 ml/s

i

Fig. 6 Parallel and Perpendicular Views of Four-Jet Impingement with
Fuel Flow =3.18 ml/s; Oxidizer =2.72 ml/s

Fig. 7 Parallel and Perpendicular Views of Four-Jet Impingement with
Fuel Flow = 3.18 ml/s; Oxidizer =4.08 ml/s
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Diameter Contour (fxm) Number Density (j'/cc)

Fig. 8 Diameter Contour
Fuel=3.18 ml/s
Qxidizer=4.08 ml/s

Fig. 9 Number Density Contour
Fuel=3.18 ml/s
Oxidizer=4.08 ml/s
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Fig. 10 Volume Flux Contour
Fuel=3.18 ml/s
Oxidizer=4.08 ml/s

Fig. 11 Velocity Contour
Fuel=3.18 ml/s
Oxidizer=4.08 ml/s
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ABSTRACT

The objectives of the present investigation are to predict primary atomization of liquid jets

employing the jet embedding technique coupled with jet instability analysis, and to compare the

prediction with experimental measurements. A novel jet breakup model is proposed, which reduces the

computation time by an order of magnitude as compared to the previously reported breakup model.

Experiments were performed to measure liquid jet core intact length and droplet size distribution.

Results of the validation study show that the predictions agree favorably with the experimental

measurements on liquid jet intact length and drop sizes at different flow conditions.

INTRODUCTION

Gas-liquid two-phase flow is common to practical combustion systems [1]. Primary atomization of

liquid jets has been studied for over a century, which includes classical works such as Rayleigh [2] and
Weber [3], and recent studies such as Reitz and Bracco [4], Meyer and Weihs [5], Lefebvre [1] and Lee and
Chen [6]. It has been recognized that the relative velocity between the gas and liquid is the cause of

the primary atomization resulting in small droplets detaching from the liquid surfaces. The present

investigation focuses on the numerical prediction of atomization of liquid jets with high speed air

flows.

Przekwas, et al. [7] studied the primary breakup of liquid oxygen jets with high speed gaseous

hydrogen annular jets. Predicted results were in favorable agreement with Sutton, et al. [8] (CICM
formula) and Liang, et al. [9]. The frequency scanning approach used in the original atomization model

[7] required long computational time. In the present paper, instead of scanning the entire wavelength

spectrum, the maximum growth rate is computed by analytic differentiation of the dispersion equation.

The breakup mass and drop sizes are calculated based on the local wavelength. An order of magnitude
gain in computational time was achieved with minor change in accuracy of the results. The breakup of

the surface into small droplets is assumed to occur when the local amplitude of the disturbance exceeds

one half the wavelength of the disturbance at the maximum growth rate.

The results of the calculated jet intact length and droplet size are compared with the

complementary experimental measurements recently conducted by Chigier and Eroglu [10] for liquid jet

atomization under the influence of surrounding gas flows. Atomization characteristics such as liquid

core intact lengths and droplet sizes were measured. The core intact length was determined from

photographs, while drop size was measured using the Phase Doppler Particle Analyzer (PDPA).
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JET EMBEDDING TECHNIQUE

In the Jet Embedding (JE) technique, Przekwas [11], the liquid sheet is described in a one-

dimensional form with a computational grid conforming to the liquid jet shape. At present, the

gravitational force and internal viscous effects are neglected. The friction between the liquid and gas is

accounted for at the jet interface. The basic conservation equations of mass, axial- and cross-stream

momentum are expressed as follows:

aPf aPfUf

at
-^^="^6

t2

=
-^ai^

- (Uf - U^d) - ^s" Pf (Uf - Ug) 2 (2)

aPfVf aPfUfVf • o . « -7

+ y = - mB (Vf - V°d) - ^n" Pf (Vf - Vg) 2 (3)

where mg is the droplet breakup rate, Uf and Vf are liquid velocities, U d and V d are initial droplet

velocities leaving the jet surface, Pf is the liquid density, and ^"s and ^"n are the gas-liquid friction

coefficients for the coaxial and cross flow directions, respectively.

The three conservation equations are approximated by the finite volume method on a one-

dimensional adaptive, surface conforming grid (i.e., see Figure 1). A space marching technique is

employed to integrate the governing equations along the liquid surface trajectory from the nozzle exit

until the liquid jet mass is completely atomized. A schematic of an imbedded jet and its interaction

with the gas phase is shown in Figure 1.

Fig. 1 Schematic representation of the liquid jet breakup using an
Eulerian Computational grid for the gas phase equations.

LINEAR STABILITY ANALYSIS OF LIQUID JETS WITH HIGH SPEED AMBIENT GAS FLOWS

As a liquid jet issues from a nozzle, its surface is subjected to various disturbances, caused by
vibrations of the nozzle, shape of the jet, gas motion surrounding the jet, turbulence in the liquid, and
roughness of the wall surface. Disturbances can be represented by the superposition of Fourier

components. A Fourier component is expressed in the following form:

C = Co e ik2+at (4)
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where Co is the initial amplitude of an infinitesimal axisymmetric displacement (disturbance) at the

interface, k is the wave number, and a is the growth rate of disturbances.

After algebraic manipulation (e.g., Levich [12] and Chuech, et al. [13]), a governing wave
disf)ersion equation is obtained in the general form:

2 ,9 I'l(l^a) 2kl Ii(ka)ri(la)
" "^"f'' Wa) k2+l2lo(ka)Io(la)

gk ^ . l2-k2 Ii(ka) PgUr2k2 i2.k2 ii(ka) Ko(ka)

-Pfa2^ ^ ^S2+k2^l0(ka)-' S2+k2 ^IO(ka)Ki(ka)

where a is the jet radius, a is surface tension, pf is liquid density, Vf is liquid kinematic viscosity, 1^ = k^

+ a^, and InW and Kn(x) are Bessel functions of the first and second kinds of order n, respectively. The

two terms on the LHS represent liquid inertia and viscosity, while the two RHS terms represent the

surface tension and gas-liquid relative velocity effects. Numerical solutions of the full dispersion

equation were obtained by Chuech, et al. [13]. However, considerable useful information can also be
obtained by analyzing the solutions of the simplified limiting forms from the full dispersion equation.

In the following, two such limiting forms are discussed.

High-speed Ambient Gas lets With Long Wavelength Disturbances ( 2. > a or ka < 1)

Ko(ka) k a
For long wavelength disturbances,

^^^^^^^
= - ka In ( "2" )/ the dispersion equation can be

approximated as:

o o ok2 T ^ PaUr2k4a2 ka
a2 + Vf k2 a = (l-k2a2) - ^ In

(
y ) (6)

2 a Pf 2Pf

High-speed Ambient Gas Tets With Short Wavelength Disturbances ( ^ < a or ka > 1)

For short wavelength disturbances, Ii(ka) = lo(ka), Ii(la) == iQda), Ii'(ka) = Ii(ka), and Ko(ka) =

Ki(ka), the simplified equation is expressed as:

o . ak3 PgUr2k2
a2 + 2vfk2a = -— -^^-^ (7)

It is noted that for high-speed gas flows, for both cases, the dispersion equations reduced to quadratic

form which admits real and imaginary solutions. If the real part of the solution, ar > 0, the

disturbances grow exponentially in time, otherwise, the disturbances will be damped out.

MODEL OF PRIMARY ATOMIZATION

To improve the computational efficiency of the atomization model by Przekwas [7], an

alternative breakup model was postulated. In the original Jet Embedding model, the entire

wavelength spectrum, X, was employed. Here the wave dispersion equation is differentiated and the

maximum growth rate wave length, X^ax' is directly computed. Based on the local wave amplitude ^,

and the maximum wavelength Xmax, a surface breakup mechanism is invoked to calculate liquid

breakup rate. Since finding the wavelength at the maximum growth rate can be done much faster than

scanning the entire wave spectrum, much less time is required to obtain the results. Assuming Xmax as

the characteristic length of the atomization process, i.e., Xmax = 2Ddrop/ where D^rop 'S the diameter
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of the liquid droplets detaching from the liquid surface, the breakup rate per ur\it circumferential area

(mass leaving the liquid surface due to breakup) is therefore calculated as:

• „ n V n Xmax ^max
^"aST " 16 In (Xmax / 2^0) ^

^

A X
where n = r is the number of wavelets per unit length.

^max

V = 71 D (— ) is the volume of the liquid ring generated by a single wavelet, and

T=—-— In ( ^aH^^ ) is the characteristic time for a wavelet growing into a liquid ring,
"max 2^

COUPLING PROCEDURE

The main steps of the coupling procedure between the Jet Embedding technique and the proposed

primary breakup model in the present computation are sunnmarized below:

1 ) Calculate the jet velocity and diameter at a given axial location using the Jet Embedding technique

(see Figure 1).

2) Update the coefficients in the dispersion equation (7) and solve the equation for the wavelength

corresponding to the maximum growth rate.

3) Calculate the mass breakup rate (Eq. 8) and the droplet size at the same location.

4) Move to the next axial position along the jet axis, and go back to Step 1 with the updated mass

breakup rate.

EXPERIMENTAL TEST CONDITIONS

In order to validate the proposed atomization model, experimental measurements were
performed for the liquid jet atomization in coflowing air streams. Details of the experimental study

were reported by Chigier and Eroglu [10]. Two different nozzle geometries, namely, plane and round

jets, were investigated. For the round jet, two different central tube designs were tested to assess the

influence of nozzle geometry on the atomization process. The working fluids are air (in the annulus) and
water (in the central tube). Atomization characteristics such as liquid intact lengths and droplet sizes

were measured, the former was determined from photographs, while the latter was obtained using the

Phase Doppler Particle Analyzer (PDPA). Chigier and Eroglu [10] also reported the non-axisynunetric

breakup of liquid jet, and its theoretical analysis has been performed by Yang [14]. Since only the round

jet case is relevant to our study, the following discussion is limited to the round jet results. The
dimensions of the nozzle are given in Figure 3, and the test conditions are summarized in Table 1.

The following empirical correlation was formulated from the photographs by Chigier:

^=0.5We-0-4ReO-6 (9)

Py Do(uL-Ug)2 py ut Do
where L is jet intact length, Dq is the diameter of the central jet, We=— —— and Re= ^ ,

and a is surface tension, pg, ug and pL, ul are densities and velocities of air and water, respectively.

The correlation implies that the intact length is not only controlled by the relative velocity (i.e.,

Weber number), but also by the momentum of the liquid jet (i.e., Reynolds number). Experimental results

also show that intact lengths are independent of the nozzle shape, but it does have an impact on the

droplet sizes.
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Fig. 2 Nozzle geometry for coaxial atomizer (dimensions in mm), Chigier and Eroglu [10].

Table 1 Experimental conditions of air-water jets by Chigier [10].

Water Velocity (m/s) Reynolds Number Air Velocity (m/s) Weber Ntimber
1.51

4.52

9.65

1456

4370

9328

36.7 - 159.0

39.8 - 162.0

44.9 - 167.0

50 - 200

50 - 200

50-200

RESULTS AND COMPARISON

Computations were made by employing the Jet Embedding technique. Equation (7), (8), and the

coupling procedure. Air and water properties at standard conditions were used, and the test conditions

are given by Table 1. The calculated liquid jet lengths are shown in Figure 3 for Re=1456 and We=10-
200. It is obvious that the jet length is decreased as Weber number increases. Increase of Weber number
means increase of relative velocity between the air and liquid, assuming fluid properties remain

constant. A higher relative velocity results in a higher breakup rate, i.e., a shorter jet. It should be
noted that the steps on the jet surfaces in Figure 3 are due to the resolution of the graphics software. Jet

velocities as a function of axial distance are plotted in Figure 4, which shows that higher gas velocity

reduces jet lengths and results in a higher jet velocity as the jet diameter approaches zero. Figure 6

depicts the droplet size variation under the same flow conditions. It appears that the droplet size

decreases significantly as Weber number number increases, particularly when Weber number is changed

from 10 to 50. The droplet sizes are under 50 |jjn for Weber number =50 to 200. The size of the droplets at

the separation increases along the jet direction axial direction (Figure 5), as the relative velocity

between gas and liquid gradually diminished.

Calculations were also performed for Reynolds numbers 3270 and 9328, and Weber numbers ranging

from 10 to 200. Results with similar trends were obtained. Figure 6 shows the calculated jet intact

lengths under different flow conditions, including Reynolds numbers equal to 3270 and 9328. The
experimental observations of the jet intact length by Chigier are included for comparison. Comparison
shows good agreement at low Reynolds number, and is less satisfactory as Reynolds number is increased.

It is noted that the empirical correlation shown above for the measured breakup lengths was obtained

from the scattered experimental data (i.e., see Figure 6). Figure 7 shows the comparison between the

experimental correlation and the prediction from the CICM code [8]. It is seen that the present

prediction compares favorably with the jet intact length calculated from the CICM code for Reynolds

numbers 1456 and 3270. For Re=9328, the present prediction shows better prediction in the low Weber
number regime, and less satisfactory in the high Weber number regime than CICM prediction.

However, it is noted that an empirical constant has to be determined in the CICM mass breakup rate

correlation:

Mass breakup rate mg = Ca [" (9)

where Liang, et al. (1986) use Ca = 0.0378 in the injector element cup region, and 0.14 in the main

chamber. The constant has to be estimated from experimental measurements. The present CICM results

shown in Figure 8 use Ca = 014 in the mass breakup rate equation (9), and it is also noted that previous
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CICM results from the SSME LOX jet calculation (Chuech and Przekwas, 1988) used Ca = 0.0378. The

present prediction, however, using the proposed breakup model performs faster and without adjusting

the constants.

The predicted drop sizes and measured Sauter Mean Diameter (SMD) are presented in Figure 8. It

should be noted that the measured drop sizes are obtained approximately 2 mm downstream of the jet's

tip location, and SMD variation in the radial direction was recorded. Since the present numerical

analysis predicts droplet sizes leaving the liquid surface, but not beyond the jet tip, a direct comparison

is not possible. To circumvent the difficulty, we assume that all droplets leaving the jet surface reach

the downstream location with negligible coalescence. The predicted droplet size along the jet axis

remains relatively unchanged {e.g., see Figure 5), and only the averaged droplet sizes are plotted in

Figure 8. The measured droplet sizes show variation in the radial direction, and only the minimum and

maximum droplet sizes in the radial direction are shown in Figure 8. It appears that the present

prediction agrees reasonably well with the measured droplet size for low Weber numbers, and
underestimates the droplet size as Weber number increases.
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Fig, 7 Comparison of liquid jet intact lengths

between CICM prediction and

experiments by Chigier [10].

80

I
5 40
o.

20

- 1 • 1 r—, . 1 . 1 r—
• Present Prediction Chigier (1990)

A — 1 1 1A

•
Rc = 1349 -

O Re = 2502

-A a Rfi = 4370

-
-a

-A
•
•

• •

-—1—.—. 1 . 1 .__.—.

—

.—1 ....
0 50 100 150 200

Weber Number

Fig. 8 Comparison of predicted

and measured droplet sizes.

CONCLUSIONS

A novel breakup model is proposed and implemented in the present numerical analysis exploiting

the Jet Embedding technique. Complementary experimental measurements of water jet atomization

were performed. The comparison shows favorable agreement between numerical data and experimental

measurements of liquid jet intact lengths and droplet sizes for water jets with ambient air flows. The
computation time has been improved by an order of magnitude compared to the previous prediction

method by the authors. The model will be further validated for the SSME LOX jet flow conditions.
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ABSTRACT

The metalized slurry fuels are anticipated to enhance the combustion efficiency and the

specific thrust of a ramjet and a scramjet engine. The disintegration mechanism of slurry fuel

is expected to differ from that of single phase liquid, such as water. Because the slurry fuel is

generally non-Newtonian liquid and it has rheological nature. Consequently it is difficult to apply

the experimental results obtained for the single phase liquid to slurry fuels. This study aims to

clarify the disintegration mechanism and spray characteristics of slurry fuels in high speed air flow.

In this report, the empirical equations of the jet penetration and the jet width for water and slurry

fuels were deduced. Furthermore, break-up lengths of liquid jets and mass flux of water spray drops

were measured. And compared the experimental results of slurry fuels to those of water, it was
clarified that the measuring results of slurry fuels slightly diff^er from those of water.

INTRODUCTION

As the fuel of the air breathing engine such as ramjet and scramjet engine, metalized slurry

fuels have the advantages of high density and volumetric heating value, they contribute to the

compactness of the fuel storage [1]. Yatsuyanagi [2] showed experimentally that the kerosene fuel

including aluminum powder has a good combustion efficiency for a rocket engine. And highly

metalized slurry fuels are expected to enhance the combustion efficiency and the specific thrust of

the ramjet and scramjet engine.

In order to ignite the fuel spray stably, to hold the flame in a high speed air stream and to

complete the combustion in a combustion chamber, improvement of the spray characteristics and

the control of the mixing between fuel sprays and combustion air are required. To accomplish these

purposes, it is needed to clarify the disintegration mechanism of liquid jet and the behavior of the

fuel spray in a high speed air stream.

On the other hand, high metalized slurry fuel is generally non-Newtonian liquid. And its

disintegration mechanism seems to differ from that of single phase liquid fuel [3]. For example the

viscosity of slurry fuel depends on the shear velocity, this fact contributes to different disintegration

mechanism.
There are many studies on the disintegration of single phase liquid jet in high speed air

stream [4,5], however concerning to the slurry fuel jet there are few studies [6]. The present study

aims to clarify the disintegration mechanism of metalized slurry fuel jet in a high speed air stream,

the spray characteristics and the mixing characteristics between fuel sprays and air stream. In this

report the empirical equations of the jet penetration and the jet width for metalized slurry fuel and

water were deduced. Furthermore, jet breakup lengths of liquid jets and the mass flux of water

spray drops were measured.
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APPARATUS AND PROCEDURES

The subsonic air flow was selected in order to observe the disintegration mechanisms and to

measure the atomization characteristics easily. Liquid jet was injected transverse to a subsonic air

crossflow.

Water was used to simulate hydrocarbon fuels and a mixture of water and aluminum particles

was used as a slurry fuel. The aluminum particles have a density of 2.67 g/ml and of irregular shapes.

Their average diameter is 3.1 ^m, and the surfactant was included to prohibit the deposition of

aluminum particles.

Figure 1 shows the experimental apparatus. The air blown off from a blower 1 is supplied to

the test section 4 passed through a settling chamber 2 and a nozzle 3. The air/liquid two phase
flow is decelerated by diffusor and then exhausted. The slurry particles are eliminated by cyclone

separator 5, before they are exhausted. The blower is driven by a motor 6, and the rotational

speed of the motor is controlled by a inverter 7. The pressure vessel 8 for water supply and 9

for slurry supply are pressurized by the air from a screw compressor 10. The concentration of

the water/aluminum slurry was kept constant during the experiments by a stirrer in the pressure

vessel. The water is metered by orifice flow meter 11, and the metalized slurry is metered by
electro-magnetic flow meter 13 through a trap 12 for a verification of density.

The disintegration phenomena were observed by back-lighted instantaneous photograph. The
microflash 15, exposure time is less than 1 fis was used as a light source in this case. The jet

penetration and jet width were measured by side-lighted streak photograph, exposure time is 1/30
s to obtain the time-averaged contour of the unsteady spray flow.

Fig.l Experimental apparatus Fig. 2 Details of test section

Figure 2 shows the details of the test section. This is 40 x 40 mm subsonic blowdown wind
tunnel up to 140 m/s. Its length is 350 mm. The pressure taps are installed at the top wall of wind
tunnel every 30 mm to measure a static pressure on the wall surface. The Pyrex plates are attached

to both sides of wind tunnel to take a picture. The liquid injection nozzle, directed perpendicularly

to air stream is located at 82 mm downstream of the entrance of wind tunnel. And liquid nozzle

edge is in same plane with the bottom wall surface. Three sizes of liquid nozzle, inner diameter is

0.5, 1.0, 2.0 mm were used. Coordinate system is right-hand system. X coordinate is in a direction

of liquid jet at liquid nozzle exit, Y coordinate is in a direction of width of wind tunnel and Z
coordinate is in a direction of a air stream. And the origin of coordinate system is placed on the

upstream edge of liquid nozzle exit.

Figure 3 shows the contact needle probe to measure the breakup length of liquid jet by
the electrical resistance method. Needle probe is movable up and down and back and forth by
micrometer head 3 and precisely movable stage 4. A direct current voltage, which amplitude is 15

V was applied between the liquid nozzle and the needle probes. If the liquid jet contacts to the
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Fig. 3 Details of contact needle probe vicinity of liquid nozzle exit

needle probe, then circuit is closed and the output is obtained. The needle probe 1 was used to

measure the breakup length of downstream side of liquid jet, and the probe 2 upstream side.

The local mass flux of droplets was measured by the iso-kinetic sampling probe, which inner

diameter is 0.7 mm and outer diameter 2.5 mm.
Tap water and water/aluminum slurry fuels, 20 wt% and 40 wt% were used as a injectant.

The range of injection velocity of the injectant is 7 ~ 26 m/s and air velocity 55 ~ 140 m/s. The
viscosity of 20 wt% slurry at low shear velocity is 2.1 X 10~^ Pa-s. And the surface tension is

62.5 X 10-3 ^/j^

RESULTS AND DISCUSSIONS

Air Velocity Distribution

Figure 4 shows the air velocity profiles in the vicinity of the liquid nozzle exit measured by

hot wire anemometer. Boundary layer thickness is about 2 mm under these operating conditions.

The turbulent component of the air flow is less than 2 % of the average air velocity.

Disintegration Phenomena of Liquid Jet

Typical pictures of disintegration phenomena of water and slurry jet are shown in Fig. 5.

Figure 5(a) and 5(b) are the side view photographs and Fig. 5(c) is the top view photograph. In

the case of water jet (Fig. 5(a)), near the bottom wall liquid jet moves perpendicularly and then

is bent downstream rapidly. The cross section of liquid jet is circular at the nozzle exit, then it

is transformed into kidney shape and the drag by the air stream increases rapidly. This increase

of the drag results in the rapid downstream bend of liquid jet. On the upstream surface of liquid

column, the wave originated at liquid nozzle exit grows rapidly and the small particles are produced

from the side surface and downstream surface of liquid column. On the other hand, the large liquid

lump detaches at the trough of surface wave from the liquid column. Then it is atomized into finer

particles further downstream. The location where the liquid lump detaches from the liquid column
is about three times of nozzle diameter downstream of the origin of the coordinate system. At this

location the fine spray particles are torn off by the shear force of air stream at the surface wave

crest.

In the case of slurry jet(Fig.5(b)), the disintegration phenomena are almost similar to those

of water jet. But the surface waves are slightly smaller than those of water jet. This seems to be

due to the viscosity increase of the slurry or the rheological nature of slurry jet.
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(c) Top view, Water

Vj=11.0m/s,Va=96m/s

Fig. 5 Disintegration phenomena

mm
(a) Water (b) Slurry (20 wt%)

Vj=7.5m/s,Va=100m/s Vj=7.0m/s,Va=100m/s

Fig. 6 Magnified picture of disintegration phenomena

For both of liquid jets the penetrations of the spray increase as the liquid injection velocity

increases, as the air velocity decreases and as the the nozzle diameter increases. And under same

liquid injection velocity, the penetrations increase with increasing the loading of aluminum particles,

that is the increase in the liquid density.

To take the top view photograph(Fig.5(c)) the bottom wall of test section was changed to the

grass plate and the picture was taken back-lighted by the microflash. This picture is in the case of

large injection velocity of the liquid jet. The large liquid lumps detach alternatively from the both

sides of liquid column such as Karman's vortex streets.

Figure 6(a) shows the magnified picture of water jet at nozzle exit. Taking notice of the surface

waves, near the nozzle exit the waves incline downstream. And then they incline upstream. These
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phenomena mean that the relative velocity of liquid surface to surrounding air directs downstream
first and then it directs upstream. This point where the shapes of surface waves change leaves from
the nozzle exit with increasing injection velocity.

Figure 6(b) shows the magnified picture of slurry jet. The surface waves are obviously smaller

than those of water jet (Fig. 6(a)). This is caused by the stability of the slurry jet due to high

viscosity [6].

Jet Penetration

The jet penetration and the jet width are very important for the design of combustor. The
combustor dimensions are also affected by the jet penetration and the jet width. Furthermore,
combustion characteristics are affected by those.

In this report the jet penetration and jet width were measured by side-lighted streak pho-

tographs and the empirical equations of those were deduced.

The jet penetration and jet width were defined as shown in Fig. 7. The jet penetration was
defined as the length from the spray axis to the contour of side view photograph of spray(Fig.7(a)).

And the jet width was defined as that of top view photograph(Fig.7(b)).

( a ) Penetration ( Side view ) ( b ) Jet width ( Top view

)

Fig.7 Definitions of the jet penetration and the jet width

By the observations of streak photographs the jet penetration increases with increasing the

injection velocity of liquid jet and with decreasing air velocity. And the penetration increases as

liquid density increases due to the momentum increase of liquid jet. Therefore the jet penetration

seems to be the function of momentum ratio, nozzle diameter and the streamwise distance from the

liquid nozzle [7]. From these considerations and the preparatory experiments the jet penetration

was assumed as follows:

X,out

d
= ^(d)rin{l+5(d)|} (1)

where a is constant and A{d), B{d) are function of liquid nozzle diameter, d.

a, A{d) and B{d) were determined by least square method as follows:

for water jet;

^out _
d

for both of slurry jets

^out

(1.18 -F- 0.24 d)f -^^ In |l -H (1.56 + 0.48 d) ^| (2)

(1.17 + 0.16 d) " In |l + (0.75 + 0.95 d) ^| (3)

Figure 8 shows the variation of the jet penetration curve with liquid nozzle diameters. Under

same momentum ratio the larger the nozzle diameter the larger the jet penetration is. Figure

9 shows the variation of the jet penetration curve with various kinds of liquids. Under large
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Fig.8 Variation of jet penetration curve with Fig. 9 Variation of jet penetration curve with
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momentum ratio (g = 10.0), the jet penetration of slurry jet is larger than that of water. This

trend is different from the results obtained by Less and Schetz [6]. They observed the phase

separation, and they concluded that the separation of the phases results in reduced penetration of

liquid portion of the injectant as the loading is increased. However, in our studies phase separation

was never observed. This is due to the differences of air velocity. They used the supersonic air flow,

and in our case the subsonic air flow was used. In our case the large jet penetration of slurry jet is

caused by the stability of slurry jet due to high viscosity.

Jet Width
The empirical equation of the jet width was assumed as follows from the preparatory exper-

iments.

Yrout

where C, 7 is constant.

C, 7 were determined by least square method as follows:

for water jet (for all nozzle diameters);

(4)

f)

0.49

(5)

for slurry jet (for 20 wt %, d=1.0 mm);

^out r, -, -0.06—— = 0.1 q (6)

For the water jet, the nozzle diameters donot influence on the jet width, and this trend is

contrastive with that of the jet penetration (Fig.8).

Break-up Location of Liquid Jet

The examples of break-up length of liquid jets measured by the contact needle probes are

shown in Fig. 10. The values in percent in the figure indicate the rate of the period in which the

probe detaches from the liquid column. Here 5% break-up location is defined as the break-up

location of liquid jet.

The break-up location in X-direction moves downstream as the momentum ratio increases,

whereas that in Z-direction is almost constant in spite of the momentum ratios and Zjd = 3 ~ 3.5.

This break-up location is almost coincident with the point at which the large liquid lumps detach

from the liquid column.
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Fig. 11 Mass flux of spray drops

In the figure the break-up location of slurry jet is shown compared to that of water jet. And
the momentum ratio of water jet and slurry jet is kept constant. The break-up location of slurry jet

slightly moves downstream compared to that of water in the case of same momentum ratio. This
seems to be caused by the stability due to the viscosity increase of slurry jet and further researches

on the disintegration mechanism of slurry jets are required.

Mass Flux of Spray Drops
Figure 11 shows the mass flux of spray drops measured by the iso-kinetic sampling probe at

Z/d = 30. Defining the contour of spray as the location of 0.001 g/s-mm^, Xout/d is equal to 20

and Yout/d is equal to 12. Compared this values to the values measured by the photograph, the

penetration measured by the photographs is underestimated about 20 %. And the width measured
by the photographs is underestimated about 5 %.

In the region of X/d = 5 ~ 14 and Y/d = 0 ^ 3, the mass flux is almost constant and
this region is seemed to form the core region of the spray. Furthermore by the measurements of

the mass flux variation in Z-direction, the contour line of 0.001 g/s-mm^ spreads and that of 0.1

g/s mm^ narrows further downstream. By the comparison of the mass flux measurements to the

break-up location measurements, the large liquid lumps detached from the liquid column form the

core region of the spray after those are atomized into spray drops, whereas the fine drops atomized

from the spray lumps in the core region and torn off from the liquid surface by the shear force of

air stream form the surrounding of the core region. Consequently mean diameter of spray drops in

the core region seems to be larger than that in the surrounding of the spray.

CONCLUSIONS

In order to clarify the disintegration mechanism of metalized slurry fuel jet in a high speed

air stream, the jet penetration and the jet width of metalized slurry fuel and water are measured
and the break-up location of liquid jets and the mass flux of water spray drops were measured.

Consequently the following results were obtained.

1. The waves on the liquid surface are amplified rapidly as they move downstream and the large

liquid lumps detach from the liquid jet at the trough of surface wave. These liquid lumps
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are atomized again into further fine spray and then form the core region of the spray further

downstream.

2. The jet penetration and the jet width can be represented by the empirical equations (2), '(3)

and (5), (6) respectively.

3. The slurry jets are more stable than the water jet, and it results in larger penetrations and

longer break-up lengths.

4. The distance from the liquid nozzle exit to the point where the liquid lumps detach from

liquid jet in a direction of the air stream is almost constant over the whole momentum ratios

for both of slurry jets and water jet.

5. The spray consists of core region in which mass flux of spray drops is constant and the

surrounding region in which the mass flux is smaller than that in core region. The core region

becomes small and the surrounding region becomes large as one moves downstream.

NOMENCLATURE
d liquid nozzle inner diameter

q momentum ratio(= Pj^] /Pa^a)

V velocity

X,Y,Z coordinates

jet penetration

V̂
out jet width

p density

Subscripts

a : air

j : liquid
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ABSTRACT

The final state of the interaction of a compressible flow with a spray (or solid particle dispersion)

is analyzed, using elementary fluid mechanics and a control-volume approach, in order to detect

variations of the flow Mach niunber at low values of the liquid volume fraction. It was found that the

flow can be choked by effect of the spray in a way analogous to that of a heat addition into the flow.

The effects of downstream pressure changes are discussed. Two applications are presented: as a flow

control device, and as the basis of a ramjet engine.

INTRODUCTION

It is well known that the addition of a solid or liquid phase to a gas can lower the speed of sound

of the resulting two-phase mixture to very low values [1]. This phenomenon has been used to generate

underexpanded air-Uquid jets which diverge on contact with the lower ambient presswe, and cause the

liquid phase to be finely atomized [2]. Critical flow effects are also encountered in flash-boiling

systems, where the separation of vapor bubbles from a Uquid flow can lead to choking of the flow [1].

Ramjet engines rely on the injection of a liquid fuel into a high subsonic or supersonic flow. In the

latter ciise, imlike the others, the volimie occupied by the liquid is negligible (although its mass is not)

compared with that of the gas phase. In most cases analyzed in the literature, however, the liquid

volume fraction is considered to be significantly larger than that of the gas. This paper intends to

present an analysis for the opposite case, where the liquid volume fraction is much smaller than that of

the gas, which is the situation encountered in spray systems. We will see how a spray interacting with a

high speed flow can change its Mach number, and open the possibiUty of some interesting appUcations.

DISPERSION OFA SPRAY INA COMPRESSIBLE STREAM

A gas flows at an initial velocity Vj (and Mach number Mj) through a constant-area duct. From

the initial section (section 1) to the final section 2, liquid particles are added to the flow, so that at

section 2 both phaises have reached the same velocity Fj. Solid particles would have the same effect;

the name "spray" used throughout the paper is imderstood to mean also a dispersion of solid particles.

Now, the addition of pzirticles to the gas alters the speed of soimd, since the particles add to the inertia

of the two-phase mixture, but leave its compressibihty imtouched, if the hquid volume fraction is much
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smaller than that of the gas. For this limit, and assuming that the particles are small enough to instantly

follow the velocity variations of the gas flow, Wallis [1] gives the following expression for the speed of

soxmd of the two-phase mixture:

where Rg is the original ideal gas const£mt and ms is the liquid mass flow rate divided by the gas mass

flow rate. Equation (1) is based on the assumption that the only effect of the liquid particles is to

increment the inertia of the mixture.

When the injecting liquid velocity, Vj^, is other than Vj, there will be momentum transfer between

the phases, and perhaps some mass and heat transfer. To simplify the problem, it will be assumed that

there is no mass nor heat transfer between the phases, no heat nor momentum transfer with the duct

walls. If a solution involving these processes is desired, it can be obtained by adding them at a section

after section 2, using the classical control volume solutions [3]. In other words, it will be assumed that

the two-phase liquid addition and momentum transfer between the phaises proceeds at a much faster

rate than the other processes. The final pressure, velocity, and temperature must be determined by the

conservation laws between sections 1 and 2:

Continuity in the gas phase:

(1)

(2)

Momentum, with friction allowed only between phases:

(Pl-P2)A=ml(V2-ViJ+piAVi(V2-Vi) (3)

Energy, assuming no heat transfer between phases:

PiAVi(CpT2 + ^V^-CpTj.^V]2).,^1(^Vl2.^V^)=0 (4)

Equations (2) to (4) can be put in dimensionless terms using the Mach numbers A/^ and Mj, and

the relative temperature t, defined by:

(5)

^2
(6)

T =
(7)
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The equations, in dimensionless terms, and substituting continuity into the other equations,

become:

Momentimi:

T(kM2 + Tr)^{l + = (kMi^ms + kMj + j-)^ (8)

Energy:

'•r]^ + A//; =^ + + Mj}ms (9)

These equations are of second degree in ms and Mj^ (Mj is a fixed parameter, in all that follows).

For each value ofms andM2 there will be two (or none) values of A/^. The same can be said of ms.

Let us first determine the conditions that lead to a final sonic state (M2 = 1). Substituting into

equations (8) and (9) the following relationship is obtained:

(1+k) (2 + (k-1) {Mf^ Ml} ms)) (1 + ms) = (k Mi^ms + k Mj + (10)

Equation (10) is plotted in Fig. 1 for Mj = 0.8 and physically meaningful values of ms (ms > 0).

There is no solution for an injection Mach number Mj^ between Mj and another high value of Mj^,

normally in the hypersonic region. It seems paradoxical that it is possible to reach sonic conditions by

injecting liquid at a velocity Vj (and rate ms = - i or less), but not at a higher speed (which

would tend to increase the final velocity ^2), nor at a higher rate (which would tend to lower the speed

of sound to an even lower value). For these values of Af^, the increase of the speed of sound caused by

the heat generated by friction between the phases is larger than the drop due to the increased inertia of

the mixture (eq. (1)). The paradox can be better understood by replacing M2 in the equations. Given

certain values of ms and A/^, the final Mach number A/2 is given by the following equation (from eqs.

(5) and (6)):

^^^2 +
ir]^ i^^L ms^kMi^

^ + M2^ (1 + ms) + A// + Mi^^^s)

(11)

Equation (11) is of fourth degree in M2; for each pair of values of ms and A/£ there are two real

values of A/2 (one subsonic and one supersonic, the other two solutions are not real) or none. Regions

II and rv in Fig. 1 allow two values of A/2, while regions I and III do not allow any real solution. The

two solutions in regions II and IV, A/2 and A/2', are related by:
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1 + 1 +

yielding:

which binds the different values of the Mach number across a normal shock wave. If one solution is

subsonic, then the other is supersonic. Normally the only physically possible solution is the subsonic

one, because the supersonic solution would involve a spontaneous decrease of entropy, against the

second law, as we shall see later.

In regions I and III there is no solution for It seems, however, that since ms and Mj^ are

independent variables, there should be at least one value of M2, if there is any flow at all. The problem

is similar to that of arbitrary heat addition or flow contraction: a point is reached in which any further

variation in a certain direction does not change the Mach nimiber, which continues at its sonic value,

but will cause the initial conditions to be changed. In the case of this study, any attempt to inject a

Uquid with a combination of the parameters ms and Mj^ within regions I and III will result in a choked

exit flow, with M2 = 1, and a decrease of Mj below the original value, if Mj was subsonic, or the

upstream propagation of a shock wave that brings Mj to a subsonic value, if it was originally

supersonic.

It is interesting to see how the choking state will evolve as mj is increased, at a constant Af^ < A/j

(Mj subsonic). First M2 will increase with ms, until M2 = 1 is reached (point "a" in Fig. 2). A further

increase of ms will continue choking the flow and Mj will be decreased. Physically, this represents a

sonic compression wave travelling upstream. The change in Mj will continue xmtil the higher choking

point ("b" in Fig. 2) is reached and Mj = M^. Another increase of ms will maintain Mj = A/^, but the

final state will be supersonic, and the phase interaction fiictionless (point "c" in the figure). The final

pressure will be adjusted by an expansion wave or a system of obhque shock waves, like in a supersonic

nozzle.

If Mj is subsonic and Mj^ > Mj, the exit Mach number will never reach imity: it will start

decreasing d& ms increases, after an initial increase. If Mj is supersonic and Af^ > Mj>, the exit Mach

number will stay supersonic, as long as the outside pressure is low enough to prevent the formation of a

normal shock wave.

ENTROPY VARIATION IN ADIABATIC SPRAY MIXING

Another way to look at the choking problem is to consider the change in entropy of the air,

before and after it interacts with the spray, and acquires the same velocity. The variation of entropy of

the gas (the thermodynamic state of the liquid does not change) from 1 to 2, after substituting the
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appropriate equations, is given by:

^2-^1 k+1 ^2 Mj J

2(k-l) Tj M2 2 ' (14)

Substituting sample values for ms, Mj^, and the two corresponding solutions of A/2, one can see

that the subsonicM2 normeilly corresponds to a positive A5, while the supersonic M2 solution normedly

gives a negative A5 and is, therefore, impossible by the second law of thermodynamics. Obviously,

when Mj^ = A/^, the phase interaction is frictionless and we obtain, from equations (8) and (9):

M2 = Mj(l + ms)^/2 (15)

T2=Tj (16)

and, therefore:

AS
Rg

= 0 (17)

Thus, it is physically understandable how the flow will be able to pass from subsonic to supersonic

by adding spray droplets, if these are injected at the same speed as that of the gas flow.

Following a constant M2 line, the entropy variation looks as shown in Fig. 3. For a subsonic M2

value, the entropy change has a zero and a local minimum at = Mj, on the left side of the higher

choking point ("b" in Fig. 2). The conjugated supersonic Mach number, A/2', which gives the same line

in the ms-Mj^ plane, gives a local maximum of the entropy at the crossing with A/^ = Mj, this time on

the right side of the higher choking point. Both curves are separated by a constant offset of value:

^sub '^super

k-1

i + ^A/^^ \] + j,M2^

1 + kM2^
1 . '4^2^

-hi
1 + kM2^

1 + kM2^
(18)

which is the entropy generated by a normal shock wave, lowering the Mach number from an initied A/2'

> i, to its conjugated A/2 < i, given by eq. (13). It appears, thus, that the solutions in the subsonic

sheet are equivalent to those in the supersonic sheet, followed by a normal shock wave. It makes sense,

since the eissimiptions made for the phase interaction process (adiabatic, conservation of mass and

momentum) can also give a normal shock wave as a possible solution. The subsonic solutions physically

correspond to a supersonic solution followed by a shock wave, but with both processes (mixing and

entropy generation) occurring simultaneously.

Many supersonic A/2 cases would yield AS < 0,'m violation of the second law of thermodynamics.

If the second law is to be preserved, then AS will need to be greater or equal than zero: A/2 > 1 can

only be possible on the line AS = 0 when Mj < 1. For this to occur (given that A/^ and ms are

arbitrarily chosen, and the downstream pressure can be lowered to whatever value is required) the
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upstream conditions must change, as in the cases of choking. In other words, Mj will remain locked to

the value M^.

Which solution for M2 appears in a real case will be determmed by the downstream pressure. If

the pressure is high enough to support a normal shock wave, then the exit flow will be subsonic. If, on

the contrary, the downstream pressure is low enough, then the shock cannot be supported, and M2 will

be larger than one. Between these, other cases can appear in which the mixing is followed by an

obhque shock wave. In the subsonic M2 cases, a variation in the exit pressiu-e will automatically induce

a change in Mjy whether < Mj or not. When A/2 reaches unity, variations in the exit pressure vwll

still be transmitted upstream, so that the choking condition is maintained. Only when Mj has reached

the value Mj = Mj^ will M2 become supersonic. Physically, this can be viewed as the separation of the

shock component of the two-phase interaction, which is decomposed into an isentropic spray

dispersion, followed by a normal shock wave. If the exit pressiue falls below the value required for a

normal shock, the isentropic interaction with Mj = Mj^ will be maintained, but followed by a system of

obhque shock or expansion waves, to reach the appropriate external pressure.

In the supersonic Mj and M2 cases, the two-phase interaction will be fully supersonic, followed by

obhque shock or expemsion waves. If the downstream presstu^e reaches the level that would produce a

normal shock wave, this shock wave will propagate upstrejun imtil the whole flow is subsonic. A further

increase in the downstream pressure will lower Mi accordingly.

The temperature-entropy locus (t, ^/Rg) of the final state of the interaction, as the relative

hqtiid flow, ms, is increased from zero, for constant values ofM^, is plotted in Fig. 4, for Mj = 0.8, and

Mj^ = 0.5, 0.6, and 0.7. The exit Mach number, M2, is subsonic in the upper branches of the curves, and

supersonic in the lower branches. The analogy with the Fanno line (of flow with friction) or the

Rayleigh hne (of flow with heat addition) can be seen easily [3]. The choking condition corresponds to

the maximimi of the entropy generation. Unlike in those classic cases, however, choking is not always

reached as ms increases. For a subsonic Mj^ sUghtly larger than Mj, the flow will always remain

subsonic, M2 reaching a maximum for a certain value of ms and decreasing as ms increzises beyond this

vjdue. For Mj^ = Mj, the flow will be able to pass from subsonic to supersonic, as ms increases, since

the interaction would be isentropic.

APPLICATIONS

The choking effect can be used for flow control in exhaust ducts. Water (or other fluid) can be

injected at low speed (A/^ ~ 0) into the duct. The relative flow of water, ms, necessary to choke the

flow of gas is given by:

ms =
(19)

(l+k)(2+(k-l)Mf)

The liquid flow can control a much larger gas flow (given by Mj) with great accuracy. The relative

spray flow required to control a given gas flow is represented m Fig. 5. This device could by particularly
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suitable for discharge of hot gases, which could damage other control systems, such as dampers,

Venturis, or critical flow orifices.

Another practical application results from this jmalysis. A spray-driven ramjet engine would be

composed of a diffuser, a spray-mixing area, and a nozzle (optional) as represented in Fig. 6. The

increment of the flow Mach nimiber caused by the spray would be equivalent to that caused by

combustion, which is the method universally applied to generate thrust in ramjet engines. If the Mach
nimiber is increased between the diffuser and the nozzle (not necessarily by heat addition), the engine

will deliver a thrust. An analysis has been performed which shows that the thrust comes from the

kinetic energy of the hquid stored in the structiu-e, with energy conversion efficiencies potentially

higher than 60%. This kind of engine would be advantageous in those situations where a cool exhaust,

without any infrared emissions, would be desirable.

CONCLUSIONS

1. There is an analogy between the interaction of a spray with a compressible gas flow, and heat

addition into a gcis flow: Mach number changes leading to eventual choking are predicted.

2. Unlike in the case of heat addition, a point will be reached where the interaction would be

isentropic, leading to a continuous change of the Mach number from subsonic to supersonic.

3. Applications of this phenomenon to control a subsonic or supersonic exhaust flow and as the

basis of a spray-driven ramjet engine are envisioned.
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NOMENCLATURE

A local section area T gas temperature

C speed of soimd V velocity

Cp specific heat at constant pressure P density

k adiabatic exponent T temperature ratio T2/T1

M Mach number

M' conjugated Mach number subscripts:

ms relative hquid/air flow ratio 1 before phase interaction

m mass flow rate 2 after complete phase interaction

P pressure g of the gas

Rg ideal gas constant L of the liquid

S gas entropy
> conjugated (across a shock wave)
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Fig. 4 Lines of constant M in the T-S diagram
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ABSTRACT

The purposes of this study are to clarify the atoraization mechanism of
the spray injected into low-pressure field through a pintle type electronic
control injector, especially the change in spray characteristics dependent on
the surrounding back pressure. In the experiments, the fuel oil is injected
with the relative low-pressure into the quiescent gaseous atmosphere under
the atmospheric pressure. The spray is observed by taking photographs at an
arbitrary time varying the back pressure, using 35mm camera and CCD camera
system. The results show that the back pressure has a great influence on the
spray characteristics. In particular, the saturated vapor pressure of the
fuel oil is the most significant factor. Spray pattern such as the spray
angle, and the atomization characteristics such as Sauter mean diameter of

breakup droplets are almost constant in the range of back pressure from
atmospheric pressure to the vapor pressure. As the back pressure reaches to

the vapor pressure, the vapor bubbles start to grow due to flash boiling.
Further decreasing the back pressure below the vapor pressure results in an
increase in the spray angle and in a decrease in Sauter mean diameter
markedly, since rapid expansion of the vapor phase may them atomize the fuel
jet. Consequently, in the case of back pressure below the vapor pressure,
the characteristics can be explained in terms of the growth rate of vapor
bubbles corresponding with the pressure difference between the back pressure
and the vapor pressure.

INTRODUCTION

In SI Engines, a multi-point injection system, which is controlled
electrically, is predominant at present, owing to high responsibility and
high control quality of fuel flow. However, in some operating conditions, a

great deal of unburnt hydrocarbon is emitted, because of low quality of the
spray atomization. Therefore, it is necessary to reveal spray formation and
atomization processes . Particularly, spray characteristics under the low-
pressure field is attractive with reference to the reduced pressure state in

an actual suction manifold.
Conventional studies on fuel injection system for gasoline engines have

dealt with the mixture formation process considering the droplet deposition

857



against the wall in order to improve fuel economy and emission
characteristics [1], And in some cases, fuel flow analysis and the droplet
size distribution for the spray have been reported [2] as to engine
performance. However, no investigations have been attempted to clarify the

characteristics of the spray, injected into lower ambient pressure field than

the saturated vapor pressure of the fuel, where it is necessary to consider
the effect of flash boiling.

When liquid fuel is injected into an ambient pressure lower than the
equilibrium pressure, so-called vapor pressure for the liquid temperature,
the liquid spray disintegrates into fine droplets by partial evolution of
vapor. This flash boiling phenomena occurs when a liquid is rapidly
depressed to a pressure below saturated vapor pressure to initiate a rapid
boiling process. And then, in connection with flash boiling fuel injection,
superheated liquid jets generally have been researched. Brown et al. [3]
have described the relation between the droplet mean size and the growth rate
constant of the bubbles, and Lienhard et al. [4] have presented the breakup
length of the flashing superheated liquid jet. Further, the effects of the
nuclei number and the idle time of bubble growth rate on the atomization
process [5], and research on analytical bubble growth rate for practical
injectors [6] have been reported also.

EXPERIMENTAL APPARATUS AND PROCEDURE

Figure 1 shows a schematic diagram of experimental apparatus. A constant
volume vessel(T)( 170mm x 210mm x 350mm width ) has reinforced glass windows
(2) on both sides to photograph the spray by transmitted light. Fuel was
injected vertically through an electromagnetic pintle type injector(3)(
0.798mm in pintle diameter and 0.931mm in inside diameter of a hole )

installed in the top of the vessel. A pressure inside the vessel, that is
an ambient back pressure P^, could be regulated arbitrarily reducing the
pressure by using a vacuum pump(3« This back pressure was measured by a

vacuum pressure sensor(3). Pressure was applied to a fuel tank(6)by an air
bomb(7)) and this fuel injection pressure P^ was picked up with a pressure
gage(§). And fuel was injected through the injector, operated with a control
circuit(9), during valve opening period t^= 4

ms. at constant.
The photographs of the spray were taken by

CCD Camera system (id) using the transmitted
light of a micro-flash (ij). Thereafter, images
obtained withCCD Camera were recorded on a
image memory Q^, and the spray characteristics,
that is spray pattern and droplet mean diameter
and so on, were analyzed with an image analyzer
equipment (O) via a micro-computer (I3).

In this study, a pressure drop for
injection AP ( AP=P£-Pj^ ) was held constant at
250 kPa. And we introduce a new parameter
defined by the pressure difference APi^^ between
back pressure P^^ and saturated vapor pressure
P^ ( APj^y=P|^-P^ ) to express the intensity of
flash boiling phenomena. Experiments were
conducted at room temperature under the back
pressure P|^ ranged from atmospheric pressure to
the pressure less 'than the vapor pressure P^.
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Shell-LAWS, n-pentane and n-hexane were used for test fuel at room tem-
perature, T£=20 °C. Fuel properties for each oil were shown in Table 1,

respectively.

Table 1 Fuel properties

Shell-LAWS n-pentane n-hexane

Specific gravity p-^ ( kg/m^ ) 793 626 662

Surface tension 0 x 10^ ( N/m ) 25.1 16.05 18.4

Viscosity y x 10^ ( Pa s ) 121 236 320

Saturated vapor pressure ( kPa ) 62.5 20.5

RESULTS AND CONSIDERATION

![

Fig. 2 Atomization process for Shell-LAWS spray

( AP=150kPa, Pf^=101kPa, t=2.0ms. )

Spray Pattern
Injected fuel from

an injector appears in
the form of a liquid
film with conical shape
near the injector and
the breakup of the film
flow into droplets is
not completed
immediately. In fact,

aerodynamic forces and
the instability of fuel
film cause unstable
wave growth leading to
the disruption of the
film flow, resulting
to liquid ligaments and
to droplets.

Figure 2 shows a unique atomization process for Shell-LAWS spray, under
the conditions of AP=150 kPa, Pjj=101 kPa and t=2.0 ms. Injected fuel forms a

conical shaped liquid film, and thereafter they contract gradually in
progress. Then, the wavy hollow cone jet is formed by the collision of the
film, and it eventually breaks up into relative large droplets from the
circumference of the wavy jet. Finally, in the down stream region, the wavy
flow disrupts leading to large droplets near the spray axis with increasing
disturbance as time passes. In this case, the atomization is suppressed by
the spray contraction.

Figure 3 shows the change in spray pattern with the back pressure Pj^ for
n-pentane, at the time from injection t=3.0 ms. In n-pentane spray,
distinct changes in spray patterns are not observed in the back pressure
range 101 to 61 kPa. At P5=48 kPa, which is below the vapor pressure P^, the
spray atomization is little promoted with contracting spray expanse slightly.
Also, the vapor bubbles start to grow due to the flash boiling inside the
liquid film, and this film length becomes longer a little. On the contrary,
as the back pressure is reduced to 35 kPa, the spray starts to expand in
radial direction again markedly and high atomization quality is revealed,
activated by flash boiling. In this condition, a large number of bubbles are
observed inside the liquid film near the injector. With a further decrease in
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Fig. 3 Spray patterns with a change in back
pressure ( n-pentane, t=3.0ms. )

the back pressure, the spray angle increases to a greater extent, and it is
found that the liquid spray breaks up promptly into small droplets since the
fuel is flash boiled vigorously at the hole exit of the injector. And then,

the spray vanishes near the injector because of an rapid evaporation of the

small droplets and the film. Thus, it seems to suggest that the spray
characteristics may be assessed in relation to the bubble growth rate, due to

flash boiling, corresponding with the pressure difference AP^^ in the case
of the back pressure below the vapor pressure P^.

In n-hexane spray, spray patterns are almost similar in its properties
to the n-pentane spray, considering the pressure difference AP|^^.

Accordingly, flash boiling phenomena has a remarkable effect on the spray
pattern and the atomization mechanism such as the spray injected into low-
pressure field nearby the vapor pressure.

In Shell-LAWS spray, with decreasing the back pressure P^^, the liquid
film length along the spray axis increases and the atomization becomes low
quality. This result appears to be due to the decrease in ambient density.
The film intact length is longer apparently than that of the sprays of n-
pentane over the range of the back pressure independent of the flash boiling.

Spray Angle and Breakup Length
In the following, spray characteristics is described for n-pentane and

n-hexane. In this study, a spray angle 6 and a breakup length 1^ are defined
as shown in Fig. A. The spray angle 0 indicates the cone angle of the liquid
film at the edge of the pintle, and the breakup length 1|^ presents the
distance of the film intact length from the injector.

Figure 5 shows the dependence of spray angle 6 and the breakup length 1^
on pressure difference AP|^y under the condition of AP=250 kPa and t=3.0 ms.
For each fuel, 0 becomes almost constant in the region of tsF^^>0, and has a

minimum value near AP|jy=0, then 6 increases markedly with a further decrease
in AP|j attributed to violent flash boiling in the spray, also shown in
Fig. 3. Here, the minimum value of 6 near APl^=0 appears to be a transitional
region with the spray contraction owing to the bubble initiation in the film.
Therefore, it seems that the atomization mechanism transits from the process
corresponding to aerodynamical instability to the process controlled by flash
boiling in the case of AP|^^=0. And the value of 0 over the range of AP^^ is
depend on the fuel own properties.

The breakup length 1^^ shows a symmetrical tendency with the spray angle
0 against APj^^. Accordingly, in the region of APjj^<0, Ij^ decreases promptly
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Fig. 4 Measuring region of fuel spray
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pressure difference APj^^ ( kPa )

Fig, 5 Dependence of spray angle 6 and

breakup length lu on pressure

. ( t=3.

by the effect of flash boiling,
corresponding with an increase in the
spray angle 6. And then it appears
that the bubble growth rate exerts a

great influence on the rapid decrease
in 6 in the APt^ range of less than 0
kPa.

Atomization Characteristics
Here, as the atomization

characteristics, droplet size
distribution and the meandiameter
of breakup droplets are took up for
n-pentane and n-hexane sprays.
Figure 4 illustrates the measuring
region of fuel droplets.

Figure 6 shows the dependence of

Sauter mean diameter 6.-^2 of breakup
droplets on the pressure difference
AP|^^ under the condition of AP=250
kPa and t=3.0 ms. In this figure,
the region drawn with hatched line
indicates the range of impossible
measurement of mean droplet diameter
in presence of very large liquid with
irregular massive state for n-pentane
spray. The results of Sauter mean
diameter d 32 are similar in its
properties to the breakup length 1^
over the range of AP^^.
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Fig. 6 Dependence of Sauter mean droplet
diameter d-^o on pressure
difference APj^^ ( t=3.0ms. )
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The variation in droplet size distribution for n-pentane spray with
pressure difference AP^^ is revealed in Fig. 7. The results indicated that the

distribution was relatively non-uniform having large droplets up to 200 um in

diameter in AP^^^ range from 38.5 to -1.5 kPa. With a decrease in AP^^, the
large droplets reduced gradually the number. Further, in the case of -48.5

kPa in APj^^, it became uniform obviously due to flash boiling, showing the

shape of high frequency of small droplets less than 80 ym in diameter and the

narrow range of the distribution.
Thus, with a further decrease in back pressure P^^ less than the vapor

pressure P^, rapid flashing of grown up cavitation bubbles provides the
uniform droplet size distribution as shown in Fig. 7 and the uniform
distribution of d22 in radial direction in the spray.

100^ ^//^////y/////////////////

Ca 50

>,
o
c
0)

cr

u 0

38.5 11.5 1.5 -1,5 -19.5 -27.5 -41.5 -48.5

pressure difference APf^^ ( kPa )

Fig. 7 Variation in droplet size distribution
for n-pentane spray with
pressure difference APj^^

Fig. 8 Spray outside shape
near the pintle for
n-pentane spray

( t=3.0ms. )

Effect of Flash Boiling
The outline of spray outside near the pintle obtained by the micrographs

illustrated in Fig. 8 for n-pentane spray. In the pressure difference AP^^
range above 0 kPa, the disturbance in liquid film, which is produced at the
pintle edge, has a marked influence in the spray atomization since the
outline of spray outside flows along the pintle shape. With a decrease in
AP|j^ in the range of APjjy<0, the spray expansion, that is the spray angle 6,

decreases gradually due to the spray contraction, not along the pintle edge.
With further decreasing AP|^^, the spray angle 0 markedly increases and the
start point of spray expansion approaches gradually to the injector. From
these results, it seems that the spray atomization is attributed to the
intensity of flash boiling, that is the bubble growth rate and so on, not to
the shape of injector outlet in the range of AP|^y<0 kPa.

Therefore, the behavior of a cavitation bubble growth due to flash
boiling was investigated in this section. The bubble is assumed to grow
spherically, and the Rayleigh-Plesset equation [7] is used to indicate the
growth process. The growth rate of cavitation bubbles is controlled by the
hydrodynamic forces as shown following equation.

RR + -|r'=-^(Pw -Pr ) ( 1 )
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where, R is the bubble radius, p-|^ the liquid density, the pressure in
liquid at the bubble wall and Pj. is the pressure of liquid surrounding the
bubble. The pressure P^ is defined by the following equation in this study.

Fw -1 V +Pj,„(— ) ^ 4u-^ ( 2 )

where, P^ is the saturated vapor pressure, P the initial pressure of
noncondensable gas inside the bubble, R^ the initial radius of bubble, K the
ratio of specific heat of gas, O the surface tension and ]A is the liquid
viscosity

.

For applying the bubble growth analysis to flash boiling injection, it
is necessary to estimate the pressure profile inside the injector. In this
study, pressures and velocities in steady state were assessed using the
Bernoulli equation with loss terms, considering the cross sectional area at
each point inside the injector.

Figure 9 shows the temporal change in the bubble radius R with each
pressure difference APl^ calculated from equations (1) and (2) for n-pentane
spray, in the case of Rq=15 ym. The bubble radius R increases abruptly with
decreasing AP^^. In particular, in the conditions of AP^y=-41.5 and -48.5

kPa, the bubble nuclei starts to grow inside the orifice of the injector. In

this calculation, we can obtain the bubble growth rate R which appears to be
controlling the spray atomization. Here, the growth rate Rj-^t^) at the
breakup time t^ corresponding with the breakup length 1^ was considered as a

typical rate.
Figure 10 shows the relation between the bubble growth rate Rj-_^^) at t^^

and the pressure difference AP^^ assessed with bubble growth analysis. The
bubble grow rate R^-^^k increases gradually with decreasing the pressure
difference AP|^^. Therefore it is found that vigorous flash boiling phenomena
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occurs with a decrease in APj^^ from this

bubble growth analysis. And we could
convert the experimental parameter such

as the pressure difference AP|^^ into the

physical quantities such as the growth
rate R in connection with a description
of spray characteristics with flash
boiling.

Finally, several spray character-
istics mentioned above are arranged
qualitatively with the bubble growth
rate. Thus, spray characteristics, such
as the spray angle 6, the breakup
length 1^ and the droplets mean diameter

^32' were plotted against the growth
rate as shown in Fig. 11. With increasing
the rate ^t = tb' spray angle
increases rapidly, and the breakup
length 1^ and Sauter mean diameter d22
decrease rapidly, respectively.
Therefore, it seems to suggest that the
spray characteristics in the back
pressure range of less than the vapor
pressure can be described
qualitatively by the bubble growth rate
in terms of flash boiling phenomena.
However, it is necessary to consider the
distribution of the bubble nuclei and
the nucleation process to perform
quantitatively this flash boiling
analysis.
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