COVER: Relaxor ferroelectrics are highly enhanced piezoelectrics: substances which provide an electrical signal when strained. Among many applications, a piezoelectric provides the spark that lights a stove burner, drives quartz watches and microphones, and is the heart of the transducer producing ultrasound images. The image shown on the cover is taken from Fig. 1 of the article on pp. 22-23 highlighting relaxor ferroelectric research.
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Foreword

I am delighted to present you with yet another summary of the strong research accomplishments and productivity that have taken place at the NIST Center for Neutron Research during the past year. Our 2007 annual report focuses on research highlights that have been selected from many different areas to illustrate the large body of exciting science being conducted at the NCNR. While these highlights serve to demonstrate the substantial breadth and quality of the research done this past year, I feel they also reflect the enjoyment and dedication of researchers themselves. To learn more about the numerous NCNR activities I encourage you to visit our website at www.ncnr.nist.gov, where you can get additional information on the many other projects that the limited space here does not allow us to include.

The past year has been an especially exciting one for the facility. The fiscal year 2007 budget included the full funding requested to begin the planned expansion of the NCNR. The first year of this five year effort includes activities in instrumentation design, cold source development, guide system design, civil construction, and a project to modernize the reactor control room. While this is a huge challenge, by all reports the effort is off to a great start. Further details are included in this report, and updates will be made available on the NCNR web site.

In what has now become routine performance by our hardworking and talented staff, the past 12 months have seen 256 beam days of highly reliable operations of the reactor, cold source, and instruments; the importance of this record cannot be overstated because it enables the enormous amount of research performed at the NCNR year in and year out. Our Reactor Operations and Engineering staff has also made great progress on a number of long-standing upgrade projects and has continued its work in support of our application for a renewal of the operating license. Both efforts are critical to our continued success and several pertinent highlights are included in this report. The development of new instruments and new sample environment capabilities remains a high priority in spite of the increased demands associated with the NCNR expansion. This year the new thermal, triple-axis spectrometer located at BT-7 was commissioned and began to accept beam time requests and proposals through our user program. To date our most advanced and versatile triple-axis instrument, the major gains in performance on BT-7 have already generated considerable enthusiasm by its users.

This year also saw important changes in the leadership of the NCNR. Charlie Glinka retired as leader of the Research Facility Operations (RFO) Group in January after 32 years at NIST. Charlie will always be synonymous with small angle neutron scattering at NIST, but his talent, energy, and enthusiasm contributed to the success of the NCNR in many ways. Rob Dimeo returned from a detail at the White House Office of Science and Technology Policy to assume responsibility for the RFO group, and to take the new position of Deputy Director of the NCNR.

One particularly enjoyable part of my job as Director is to see the hard work and dedication of the NCNR staff and users acknowledged through awards and other forms of external recognition. The past year has provided us with a remarkable list of impressive achievements, and a summary of awards is included in this report. I wish to include my sincere congratulations to the awardees! This report too is a celebration of the work and dedication of all those that work and use the NCNR - so let me take this opportunity to express my warm thanks to everyone for another great year.
Neutrons are superb probes of the structure and dynamics of materials ranging from water penetrating the crevices of proteins to atomic magnets ordering in computer hard-drive materials. The properties of neutrons (outlined below) can be exploited using a variety of measurement techniques to provide information not otherwise available. Atomic motion can be directly measured and monitored. Neutrons are especially sensitive to hydrogen, so that its motion can be followed in prototype storage materials, in unfolding proteins, or in the incorporation of water during the setting of cement. Residual stresses such as those deep within natural gas pipeline welds or in highway trusses can be mapped. Neutron-based measurements contribute to a broad spectrum of activities including in engineering, materials development, polymer dynamics, chemical technology, biological studies, and physics.

The NCNR’s neutron source provides the intense, conditioned beams of neutrons required for these types of measurements. In addition to the thermal neutron beams from the heavy water or graphite moderators, the NCNR has a large area liquid hydrogen moderator, or cold source, that provides long wavelength guided neutron beams for the major cold neutron facility in the U.S.

There are currently 29 experiment stations: four provide high neutron flux positions for irradiation, and 25 are beam facilities most of which are used for neutron scattering research. The subsequent pages provide a schematic description of our instruments. More complete descriptions can be found at www.ncnr.nist.gov/instruments/. The NCNR is currently adding a second guide hall with five new instruments in a major expansion (see pp. 4–5).

**Why Neutrons?**

Since neutrons are charge-neutral and easily penetrate matter, they can reveal properties that electrons and photons cannot. They can behave like microscopic magnets, they can propagate like waves, they can set particles into motion losing or gaining energy and momentum in the process, and they can be absorbed with subsequent emission of characteristic radiation.

**WAVELENGTHS**—in practice range from \( \approx 0.01 \text{ nm (thermal)} \) to \( \approx 1.5 \text{ nm (cold)} \) (1 nm = 10 Å), allowing neutron waves to form observable ripple patterns from structures as small as atoms to as large as cells.

**ENERGIES**—of meV, the same order as those of motions of atoms in solids or liquids, waves in magnetic materials, and vibrations in molecules. Exchanges of energy between neutrons and matter as small as neV and as large as tenths of eV can be detected.

**SELECTIVITY**—in scattering power varies from nucleus to nucleus somewhat randomly. Specific isotopes can stand out from other isotopes of the same kind of atom. Specific light atoms, difficult to observe with x-rays, are revealed by neutrons. Hydrogen, especially, can be distinguished from chemically equivalent deuterium, allowing a variety of powerful contrast techniques.

**MAGNETISM**—makes the neutron sensitive to the magnetic spins of both nuclei and electrons, allowing the behavior of ordinary and exotic magnets to be detailed precisely.

**NEUTRALITY**—of the uncharged neutrons allows them to penetrate deeply without destroying samples, and pass through walls conditioning a sample’s environment, allowing measurements under extreme conditions of temperature and pressure.

**CAPTURE**—characteristic radiation emanating from specific nuclei capturing incident neutrons can be used to identify and quantify minute amounts of materials in ancient pottery shards or lake water pollutants.
NIST Center for Neutron Research Instruments

[1] BT-5 Perfect Crystal Ultra-Small Angle Neutron Scattering (USANS) Diffractometer for microstructure up to $10^4$ nm, part of CHRNS.


[3] BT-2 Neutron Imaging Facility for imaging hydrogenous matter in large components such as water in fuel cells and lubricants in engines, in partnership with General Motors.

[4] BT-1 Powder Diffractometer with 32 detectors; incident wavelengths of 0.208 nm, 0.154 nm, and 0.159 nm, with highest resolution of $\delta d/d = 8 \times 10^{-4}$.


The Center for High Resolution Neutron Scattering (CHRNS) is a partnership between NIST and the National Science Foundation that develops and operates neutron scattering instrumentation for use by the scientific community. The following instruments are part of the Center: 1 (USANS), 13 (HFBS), 14 (NG-3 SANS), 15 (DCS), 22 (NSE), and 23 (SPINS).
VT-5 Thermal Neutron Capture Prompt Gamma-ray Activation Analysis Instrument with a neutron fluence rate of \(3 \times 10^8\) cm\(^{-2}\)/s used for quantitative elemental analysis of bulk materials. Generally used for the analysis of highly hydrogenous materials (\(\approx 1\%\) H) such as foods, oils, and biological materials.

BT-7 Thermal Triple Axis Spectrometer with large double focusing monochromator, and interchangeable analyzer/detectors systems.

NG-0 MACS a cold neutron triple axis crystal spectrometer (under construction) with double focusing monochromator and multiple crystal analyzer/detectors that can be flexibly configured for several energies simultaneously or for high throughput at one energy.

NG-1 Advanced Neutron Diffractometer/Reflectometer (AND/R) a vertical sample reflectometer with polarization analysis and off-specular reflection capabilities for measuring reflectivities down to \(10^{-8}\).

NG-1 Vertical Sample Reflectometer instrument with polarization analysis capability for measuring reflectivities down to \(10^{-8}\) to determine subsurface structure.

NG-1 Cold Neutron Depth Profiling instrument for quantitative profiling of subsurface impurities.

NG-2 Backscattering Spectrometer (HFBS) high intensity inelastic scattering instrument with energy resolution \(< 1\) µeV, for studies of motion in molecular and biological systems, part of CHRNS.

NG-3 30 m SANS for microstructure measurements, part of CHRNS.

NG-4 Disk Chopper TOF Spectrometer for studies of diffusive motions and low energy dynamics of materials. Wavelengths from \(\approx 0.18\) nm to 2.0 nm give corresponding energy resolutions from \(\approx 2\) meV to \(< 10\) µeV, part of CHRNS.

NG-5 Spin-Echo Spectrometer (NSE) for measuring dynamics from 100 ns to 10 ps, in partnership with ExxonMobil, part of CHRNS.

NG-5 Spin-Polarized Triple Axis Spectrometer (SPINS) using cold neutrons with position sensitive detector capability for high-resolution studies, part of CHRNS.

NG-6 Neutron Physics Station offering three cold neutron beams having wavelengths of 0.5 nm, 0.9 nm, and “white” that are available for fundamental neutron physics experiments.

NG-6 Neutron Physics Test Bed for developing measurement techniques of the neutron magnetic dipole and electric dipole moments.

NG-7 Prompt Gamma Activation Analysis with sufficient cold neutron flu to allow detection of H of 1 µg to 10 µg, depending on the matrix. Focused beams are available for profiling.

NG-7 30 m SANS for microstructure measurements, in partnership with NIST and ExxonMobil.

NG-7 Neutron Interferometry and Optics Station with perfect crystal silicon interferometer. A vibration isolation system provides exceptional phase stability and fringe visibility.

NG-7 Horizontal Sample Reflectometer allows reflectivity measurements of free surfaces, liquid/vapor interfaces, as well as polymer coatings.
NCNR Expansion 2007 Activities

CANDOR: chromatic analysis of reflections at multiple specular angles allows both increased pattern resolution and rapid data acquisition.

MAGIK: multiple angle grazing incidence reflectometer using tagged beams permits off-specular data collection to probe in-plane structure.

New cold source at BT-9 provides neutrons for the Multiple Analyzer Crystal Spectrometer (MACS).

New guides coming from the present liquid H₂ cold source provide neutrons to instruments in new guide hall.
See www.ncnr.nist.gov/expansion/ for details

Physics Facility: 1) neutron imaging: phase modulated, coded source, and multiple grating. 2) high intensity beam for precision neutron measurements.

40 m very small angle SANS (vSANS), q = 10^{-4} \text{A}^{-1} to 10^{-3} \text{A}^{-1}, using multiple pinholes, prisms and lenses to improve intensity and resolution.

Materials Diffractometer: low resolution, high intensity for in situ studies of structural changes with pressure, temperature, kinetics, etc.
The New BT-7 Thermal Triple Axis Spectrometer

J. W. Lynn, Y. Chen, M. Murbach, C. Wrenn, C. Brocker, N. Maliszewskij, J. Ziegler

A major milestone was achieved in the modernization of the NCNR’s thermal neutron instruments with the installation and commissioning of the new multi-mode analyzer system on the thermal triple-axis spectrometer (TAS) at the BT-7 beam port. The installation of the new analyzer system completes the basic construction of the new instrument, which is shown in operation in Fig. 1.

The white drum is the new analyzer, which is shown schematically in Fig. 2. The pyrolitic graphite (PG) crystal (002) analyzer array consists of 13 individual blades that can be used in flat or horizontally focusing configurations in combination with a linear position sensitive detector or conventional Söller collimators. An array of 11 detectors embedded in the door behind the analyzer continuously monitors the neutron flux entering the analyzer to check for intense scattering from the sample that might give rise to a spurious count rate in the detector.

The analyzer system has five basic modes of operation that are computer-controlled and can be selected and interchanged by the experimenter without requiring any mechanical reconfiguration or hands-on user intervention inside the analyzer housing. The simplest mode places a separate diffraction detector in front of the crystal analyzer, to align the scattering angle or to make conventional Bragg peak intensity measurements.

A second mode is the “standard” triple-axis configuration in which the analyzer is used in the flat configuration with Söller collimators before and after the analyzer. One additional feature is that the door detectors can then

FIGURE 1: Picture of the BT-7 thermal triple axis instrument in operation.

FIGURE 2: Schematic diagram of the new analyzer system for the BT-7 thermal triple axis spectrometer.
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be used to simultaneously determine the instantaneous correlation function. A third mode (manually) places a radial collimator in the sample-to-analyzer (S-A) position and the position-sensitive detector (PSD) in the straight-through position to provide a simultaneous measurement of the scattering along an arc in reciprocal space for single crystal specimens, which will greatly accelerate making maps of diffuse scattering, for example, or may be used to monitor the intensity and position of a Bragg peak associated with a magnetic or structural phase transition.

Alternatively, for a powder specimen a measurement of the diffraction pattern over a range of angles can be obtained simultaneously. This will greatly reduce the time to obtain a (coarse resolution) diffraction pattern, or can be used to quickly measure the integrated intensity of a Bragg peak associated with a magnetic or structural phase transition.

A fourth option is to use a radial S-A collimator and the PG array in horizontal energy focusing mode with either the single detector or PSD depending of the measurement needs. For problems where the analyzer resolution can be relaxed this can more than triple the signal. Analyzer configurations other then energy focusing are also possible.

The fifth mode is to use open S-A collimation, a flat PG array, radial collimator after the crystal analyzer and the PSD to measure a range of $(Q, E)$ simultaneously. These five measurement capabilities provided by the new analyzer system greatly increase flexibility for the experimenter.

Finally, we note that all these configurations can be utilized with $^3$He polarizers before and after the sample, along with computer controlled polarization direction at the sample, to enable measurements of all eight of the conventional polarized neutron cross sections.

The electronic systems for the new instrument are distributed among its components. Controls for the primary spectrometer (beam conditioning, sample table, monochromator drum, double focusing monochromator, scattering angle) reside atop the monochromator drum. All controls for the secondary spectrometer (analyzer motors, detector electronics, airpad controls), on the other hand, are housed in an enclosure on the analyzer itself. The only physical connections of the analyzer system to the rest of the instrument are a mechanical coupling, compressed air (for the air-pad system), electrical power, and ethernet communications. The distributed nature of the electronics and the simple linkage of the analyzer to the primary spectrometer are designed to both alleviate heavy cabling burdens and to facilitate interchangeability of the analyzer. In particular, if a different type of analyzer capability is required, such as a double focusing array with a detector buried in shielding, an analyzer with a different crystal choice, or a multi-crystal/multi-detector array, then the separate analyzer can be installed by floating it in on air pads, attaching it to the scattering angle arm, and simply connecting power, air, and communications. The future development of additional types of analyzers will add important measurement capabilities both for the thermal as well as for the cold triple axis instruments.

Because of the high demand for thermal TAS measurement capability in the U.S. combined with the dearth of available instruments both in the U.S. as well as Europe during the last few years, the new instrument was pushed into service early by installing a conventional analyzer system to make the instrument operational as a triple-axis spectrometer in the interim. This affords a ready comparison to the dramatic improvement in performance with the new analyzer, as shown in Fig. 3.

With conventional Söller collimators before and after the analyzer, the improvement in performance is $≈2.4$, which comes primarily from the increased analyzer/detector height. Relaxing the angular divergence by employing horizontal focusing mode provides a factor of 6.2 gain in signal. Overall improvement in performance of the entire instrument is one to two orders-of-magnitude in signal compared with traditional thermal triple axis spectrometers, depending on the type of measurement being performed. In addition, the fast-neutron background for the new instrument has been substantially improved compared to traditional TAS instruments. The new instrument provides a signal that is comparable to the best TAS instruments in the world, and a measurement flexibility that is unparalleled.
The Density Minimum in Deeply Supercooled Confined Water

D. Liu, Y. Zhang, S.-H. Chen; C.-C. Chen, C.-Y. Mou; P. H. Poole

In this article we highlight a report of the first experimental evidence of the existence of the density minimum in supercooled water [1]. Using the NG-7 small angle neutron scattering (SANS) instrument at the NCNR, we measured the density of heavy water contained in 1-D cylindrical pores of mesoporous silica material MCM-41-S-15 having pores of diameter of (15 ± 1) Å. In these pores the homogenous nucleation process of bulk water at 235 K does not occur and the liquid can be supercooled down to at least 160 K. The analysis of SANS data allows us to determine the absolute value of the density of D$_2$O as a function of temperature. We observe a density minimum at (210 ± 5) K with a value of (1.041 ± 0.003) g/cm$^3$. We show that the results are consistent with the predictions of molecular dynamics simulations of supercooled bulk water.

The 17th century discovery of the density maximum in water at 4 °C demonstrates the long history of water science [2]. Incredibly, it took another 320 years to observe that water has a density minimum at an even lower temperature [1]. The reason may be that bulk

FIGURE 1: SANS intensity distribution as a function of $Q$ and $T$. The peak in $I$-$Q$ plane is due to Bragg diffraction of the 2-D hexagonal lattice in grains of the silica crystallites (right inset). The height of the diffraction peak is a quadratic function of the density of D$_2$O inside the cylindrical pore. The saddle point indicates the density minimum point of supercooled confined heavy water. The left inset shows a contour of the intensity surface.

FIGURE 2: Model analysis of SANS intensity distribution. (A) The blue circles show the SANS data (at 250 K) with the contribution of the interfacial (surfaces of the grains) scattering subtracted. The red solid line represents the fitted curve using the model given in Ref. 1. The black line represents the structure factor $S(Q)$ of the 2-D hexagonal lattice. The green line represents the form factor $F(Q)$ of the cylindrical column tube of D$_2$O. (To make the figure clearer, the magnitude of $S(Q)$ is multiplied by a factor $3 \times 10^{-4}$). (B) SANS data and their fitted curves (solid lines) for different temperatures. Four curves are selected to show the good agreement between the model analyses and the experimental data.
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water inevitably crystallizes into hexagonal ice below its melting point (at 0 °C) and so far it has not been possible to measure the density of bulk liquid water at the low temperature where the density minimum occurs. We have been able to bypass this difficulty by confining water and have demonstrated that if it is kept from freezing at this temperature there is a well-defined density minimum at 210 K in D₂O.

Our sample was a MCM-41-S-15 powder which is made of a micellar templated mesoporous silica matrix and has 1-D cylindrical pores arranged in a 2-D hexagonal lattice [3]. The sample was fully hydrated with D₂O for the measurement. In this experiment, we chose the material with a pore diameter of (15 ± 1) Å because differential scanning calorimetry data showed no freezing peak down to 160 K for the fully hydrated sample. Based on a detailed analysis of the SANS data, we find that the height of the Bragg peak of the hexagonal lattice is related to the scattering length density (SLD) of D₂O inside the silica pores. The SLD of D₂O is proportional to its mass density $\rho_n$D₂O. Hence, we are able to determine the density of water (D₂O) by measuring the temperature-dependent neutron scattering intensity $I(Q)$ (see Fig. 1). Detailed analysis is illustrated in Fig. 2.

Consistent with these experimental results, a number of recent molecular dynamics (MD) computer simulation studies predict that a density minimum occurs in water (H₂O) (see Fig. 3) [4,5]. Compared to experiments on bulk water, these computer simulation studies achieve deep supercooling without crystal nucleation due to the small system size and short observation time explored.

The finding of a density minimum also has significant implications for the proposal that a liquid-liquid phase transition occurs in supercooled water [6]. These implications arise because a formal relationship exists between density anomalies and response functions, such as the isothermal compressibility $K_T$ and the isobaric specific heat $C_p$. Our finding reinforces the plausibility that there is a Widom line emanating from the liquid-liquid critical point in supercooled water passing between $T_{min}$ and $T_{max}$, as was indicated in our previous experiment [3] which detected the dynamic crossover phenomenon at 225 K at ambient pressure.
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Hydrogen Absorption Properties of Metal-Ethylene Complexes

W. Zhou¹,²; T. Yildirim¹,²; E. Durgun³; S. Ciraci³

The success of future hydrogen and fuel-cell technologies is critically dependent upon the discovery of new materials that can store a large amount of hydrogen at ambient conditions. The current obstacles in hydrogen storage are slow kinetics, poor reversibility and high dehydrogenation temperatures for the chemical hydrides, and very low desorption temperatures or energies for the physisorption materials. Recently, we have suggested a novel concept to overcome these obstacles [1-2]. We predicted that a single Ti atom affixed to carbon nanostructures (Fig. 1), such as C₆₀ or nanotubes, strongly adsorbs up to four hydrogen molecules with a binding energy of 0.4 eV compatible with room temperature desorption/absorption. Unfortunately, synthesizing the predicted structures of Ti decorated nanotubes/C₆₀ was proven to be very difficult. In searching for a more efficient and feasible high capacity hydrogen-storage medium, we found that the C=C double bond of an ethylene molecule C₂H₄ mimics double bonds of C₆₀ that strongly binds the transition metal (TM) atom (see Fig. 1) and therefore it is expected to support TM atoms strongly to provide a basis for high-capacity hydrogen storage via the Dewar-Kubas mechanism. In this article, we highlight our exploration of this idea [3, 4].

Our results are obtained from first-principles plane wave calculations within density functional theory using Vanderbilt-type ultrasoft pseudopotentials with Perdew-Burke-Ernzerhof exchange correlation. Single molecules have been treated in a supercell of (20 × 20 × 20) Å³ with Γ k-point and a cutoff energy of 408 eV.

We first studied the bonding of a single Ti-atom to an ethylene molecule to form C₂H₄Ti. We found no energy barrier for this reaction. The Ti atom forms a symmetric bridge bond with the C=C bond of ethylene with E_b = 1.45 eV. Interestingly, it is also possible to attach a second Ti atom to the C₂H₄Ti to form C₂H₂Ti₂ (Fig. 2) without any potential barrier and about the same binding energy as the first Ti atom. Figure 2 shows that the bonding orbital for the Ti atoms and C₂H₄ results from the hybridization of the lowest-unoccupied molecular orbital (LUMO) of the ethylene molecule and the Ti-d orbitals, in accord with Dewar coordination.

We next studied the H₂ storage capacity of the Ti ethylene complex by calculating the interaction between C₂H₂Ti₂ and a different number of H₂ molecules and configurations. The first H₂ molecule is absorbed dissociatively to form C₂H₂(TiH₂)₂ as shown in Fig. 3(a) with a binding energy of 1.18 eV/H₂. The additional hydrogen molecules do not dissociate and molecularly absorbed around the Ti atom. Two of these configurations are shown in Figs. 3(b) and 3(c). In the C₂H₄(TiH₂)₂H₂ configuration, two H₂ are molecularly bonded from the left and right side of the TiH₂ group with a binding energy of 0.38 eV/H₂ and significantly elongated H-H bond length of 0.81 Å. It is also energetically favorable to add a third H₂ molecule from the top of the TiH₂ group, with a binding energy of 0.4 eV and bond length of 0.82 Å. The resulting structure, C₂H₄(TiH₂)·3H₂, is shown in Fig. 3(c). We note that these binding energies have the right order of magnitude for room temperature storage. Since the hydrogens
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FIGURE 1: (a) One of the most stable structures of the Ti-C₆₀ complex, where the Ti atom (dark blue) is bonded to a C-C double bond with four hydrogen molecules attached (red). (b) The local structure of the Ti-C₆₀ double bond. (c) Replacing the end carbon atoms shown in (b) by H results in an ethylene molecule. This suggests that we may simply use the ethylene molecule to hold Ti atoms, which then binds multiple hydrogen molecules.

FIGURE 2: Optimized structure of an ethylene-Ti complex, C₂H₄Ti₄, showing that Ti-C₂H₂ bonding orbital results from the hybridization of the LUMO of the C₂H₄ and the Ti-d orbital, in accord with Dewar coordination.
<table>
<thead>
<tr>
<th>Metal</th>
<th>( E_n(M) )</th>
<th>( E_n(\text{per } H_2) )</th>
<th>( \max H_2/M )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li</td>
<td>0.70</td>
<td>0.28</td>
<td>2</td>
</tr>
<tr>
<td>Sc</td>
<td>1.39</td>
<td>0.28</td>
<td>5</td>
</tr>
<tr>
<td>Ti</td>
<td>1.45</td>
<td>0.46</td>
<td>5</td>
</tr>
<tr>
<td>V</td>
<td>0.94</td>
<td>0.53</td>
<td>5</td>
</tr>
<tr>
<td>Cr</td>
<td>0.18</td>
<td>0.21</td>
<td>5</td>
</tr>
<tr>
<td>Mn</td>
<td>0.51</td>
<td>0.18</td>
<td>5</td>
</tr>
<tr>
<td>Fe</td>
<td>0.92</td>
<td>0.34</td>
<td>5</td>
</tr>
<tr>
<td>Co</td>
<td>1.39</td>
<td>0.28</td>
<td>3</td>
</tr>
<tr>
<td>Ni</td>
<td>0.91</td>
<td>0.42</td>
<td>2</td>
</tr>
<tr>
<td>Cu</td>
<td>0.80</td>
<td>0.33</td>
<td>2</td>
</tr>
<tr>
<td>Zn</td>
<td>–</td>
<td>0.54</td>
<td>5</td>
</tr>
<tr>
<td>Zr</td>
<td>1.91</td>
<td>0.27</td>
<td>2</td>
</tr>
<tr>
<td>Pd</td>
<td>1.95</td>
<td>0.25</td>
<td>2</td>
</tr>
<tr>
<td>Pt</td>
<td>2.52</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 1. The metal-C\(_2\)H\(_4\) binding energies (\(E_n\) in eV/M atom) with respect to atomic energies of various metals, and the average \(H_2\) binding energies (in eV/\(H_2\)) on \(C_2H_4M\) for maximum number of \(H_2\) molecules bonded to each metal.

The stability of the proposed metal-ethylene complexes was tested by extensive calculations such as normal-mode analysis, finite temperature first-principles molecular dynamics simulations, and reaction path calculations [3, 4]. These calculations indicate that the proposed structures are stable up to 500 K. Among many vibrational modes, we note that the \(H_2\) stretching mode is around 330 meV to 420 meV for the absorbed \(H_2\) molecules, significantly lower than \(\approx 540\) meV for the free \(H_2\) molecule. Such a shift in the mode frequency would be the key feature that can be probed by inelastic neutron scattering measurement to confirm a successful synthesis of the structures predicted here.

In conclusion, we showed that an individual ethylene molecule functionalized by metal atoms can bind up to several hydrogen molecules via the Dewar-Kubas interaction, reaching a mass fraction gravimetric density as high as 16%. These results suggest that co-deposition of transition/lithium metals with small organic molecules into nanopores of low-density materials could be a very promising direction for discovering new materials with better storage properties.
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Exceptionally Stable Organic Glasses

S. F. Swallen\textsuperscript{1}; K. L. Kearns\textsuperscript{1}; M. K. Mapes\textsuperscript{1}; Y. S. Kim\textsuperscript{1}; R. J. McMahon\textsuperscript{1}; M. D. Ediger\textsuperscript{1}; T. Wu, L. Yu\textsuperscript{1}; S. K. Satija\textsuperscript{2}

Glasses made from small organic molecules (organic glasses) have potential applications in many areas as diverse as amorphous pharmaceuticals, optoelectronic, photochromic and photovoltaic devices. In all of these applications thermal and kinetic stability of the glass are important criteria. Stability can be a problem for amorphous pharmaceuticals in particular: if the internal structure changes during storage, properties such as solubility also will change, potentially undermining the effectiveness of the drug. Conventional organic glasses produced by cooling liquids at experimentally accessible rates often show poor stability. Herein we show that vapor deposition of organic molecules can create high density glassy materials with extraordinary thermodynamic and kinetic stability. We attribute this substantial improvement in thermodynamic and kinetic stability to enhanced molecular mobility within a few nanometers of the glass surface during deposition.

Glassy materials combine the disordered structure of a liquid with the mechanical properties of a solid. Glasses are usually prepared by cooling a liquid, but accessing low energy states by this route is impractically slow [1]. If a liquid avoids crystallization as it is cooled, molecular motion eventually becomes too slow to allow the molecules to find equilibrium configurations. This transition to a nonequilibrium state defines the glass transition temperature $T_g$. Glasses are “stuck” in local minima on the potential energy landscape [2,3]. Since glasses are thermodynamically unstable, lower energies in the landscape are eventually achieved through molecular rearrangements. However, this process is so slow that it is generally impossible to reach states deep in the landscape by this route.

We have discovered that vapor deposition can bypass these kinetic restrictions and produce glassy materials that have extraordinary energetic and kinetic stabilities, and unusually high densities. We demonstrate this for two molecular glass formers: 1,3-bis-(1-naphthyl)-5-(2-naphthyl)benzene (TNB, $T_g = 347$ K) and indomethacin (IMC, $T_g = 315$ K). For these systems, the most stable glasses are obtained when vapor deposition occurs onto a substrate controlled near $T_g - 50$ K, where $T_g$ is the bulk value.

Differential scanning calorimetry (DSC) was used to examine the kinetics and thermodynamics of vapor-deposited samples created by heating crystalline TNB or IMC in a vacuum. Figure 1 shows DSC data for TNB vapor-deposited (blue) onto a substrate held at 296 K. This scan was continued to above the melting point, after which the sample was cooled into the glass and then scanned again to yield the black curve. This latter curve represents the behavior of an ordinary glass of TNB, with $T_g = 347$ K, as defined by the onsets temperature; it is consistent with previously reported results for TNB [4]. Remarkably, the vapor deposited sample has a significantly higher onset temperature of 365 K. This indicates that the vapor-deposited material is kinetically much more stable, since higher temperatures are required to dislodge the molecules from their glassy configurations. For comparison, we isothermally annealed the ordinary glass for 6 months at 296 K and up to 15 days at 328 K (equilibrium was reached at 328 K). Vapor-deposited samples created in only a few hours have much greater kinetic stability than ordinary glasses aged for many days or months below $T_g$.

We have used neutron reflectivity to characterize diffusion in ordinary and stable glasses of TNB. As schematically shown in the inset of Fig. 2, 300 nm films were prepared by alternately vapor-depositing layers of protonated TNB (h-TNB) and deuterated TNB (d-TNB). The specular reflectivity, $R_s$, was measured as a function of beam angle relative to the sample surface, and is plotted as a function of the wavevector $q$.

Reflectivity curves for TNB samples vapor-deposited at different temperatures are presented in the main part of Fig. 2. The peaks represent diffraction: only odd diffraction
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orders are present, as expected for our symmetric multilayer samples. For samples deposited at low temperature, diffraction can be observed up to 13th order, indicating very sharp h-TNB/d-TNB interfaces.

Figure 2 shows a time series of neutron reflectivity curves obtained for two vapor-deposited samples during annealing at 342 K. The sample in panel A was deposited at 330K. During 8 hours of annealing, all diffraction peaks (except the first order peak) decay to zero, indicating that substantial interfacial broadening has occurred due to interdiffusion of h-TNB/d-TNB. The sample in panel B was deposited at 296 K. During the 16 hours of annealing at 342 K, no detectable interdiffusion has occurred, even on the single nanometer length scale. We emphasize that the only difference between these two samples was the temperature at which the substrate was held during deposition. Figure 2A illustrates the behavior of an ordinary glass annealed near $T_g$, as published earlier [5]. Interdiffusion in this sample is characteristic of the equilibrium liquid. In contrast, the sample deposited near $T_g - 50$ K (Fig. 2B) is kinetically much more stable, in qualitative agreement with the high onset temperature shown for the vapor-deposited sample in Fig. 1. Consistent with this result, we have observed in preliminary experiments that crystal growth rates in stable TNB glasses are slower than in ordinary glasses, although vapor-deposited samples may contain crystal nuclei.

We attribute the enhanced stability and high density of vapor deposited glasses to enhanced mobility within a few nanometers of the surface of a TNB glass. Such mobility would explain both the broad interfaces observed in the as-deposited samples and the unusually stable glasses formed by vapor-deposition. The surface-mobility mechanism for the creation of unusually stable glasses is supported by an order-of-magnitude calculation. TNB samples vapor-deposited at 296 K have interface widths of 2.5 nm, somewhat in excess of the width associated with surface roughness. We attribute 1 nm of interface width to surface mobility, and given a deposition rate of 0.1 nm/sec, the molecules are within the mobile surface layer for 10 s. Combining this length and time yields an estimate for the surface diffusion coefficient of $5 \times 10^{-16}$ cm$^2$/sec. For bulk TNB, this diffusion coefficient is found near $T_g$, where the structural relaxation time $\tau_s$ is a few seconds. Thus surface molecules plausibly remain mobile for several structural relaxation times before becoming buried, arguably long enough to find near-equilibrium configurations at 296 K. Recent experiments also show that the optimum temperature for making most stable glasses is near 0.85 $T_g$. Deposition below this temperature does not produce stable glasses because at low deposition temperatures the molecules do not have enough time to relax into low energy configurations, i.e., there is a deposition temperature window for achieving glass stability.

In summary we have shown that vapor deposited glasses of TNB can be made unusually stable by depositing the glass at lower temperatures of the order of 0.85 $T_g$. We speculate that unusually stable glasses can be prepared for many systems that can be vapor-deposited, if surface mobility is enhanced and the substrate temperature is appropriately controlled. Stable glasses could also impact technologies such as amorphous pharmaceuticals, where stability against crystallization is required in order to retain the enhanced bioavailability of amorphous preparation. For more detailed information on this system the reader is referred to our recent article [6].
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Hydrogen Storage in a Prototypical Zeolitic Imidazolate Framework-8

H. Wu\(^1, 2\); W. Zhou\(^1, 3\); T. Yildirim\(^1, 3\)

Crystalline porous compounds with well-defined nanopores and gas-entrapment materials. Intense interest currently surrounds their potential to store hydrogen for next generation transportation applications. Zeolitic imidazolate frameworks (ZIFs) are a new class of nanoporous compounds which consist of tetrahedral clusters of \(M\) \(\text{N}_4\) \((M = \text{Co, Cu, Zn, etc.})\) linked by simple imidazolate ligands \([1, 2]\). As a subfamily of metal-organic frameworks (MOFs), ZIFs exhibit the tunable pore size and chemical functionality of classic MOFs. At the same time, they possess the exceptional chemical stability and rich structural diversity of zeolites \([2]\). Because of these combined features, ZIFs show great promise for hydrogen storage applications. However, in contrast to a large number of extensive studies of other MOFs, no experimental work concerning the nature of \(\text{H}_2\)-ZIF interactions and the manner in which hydrogen molecules are adsorbed has yet been reported. Such fundamental studies hold the key to optimizing this new class of ZIF materials for practical hydrogen storage applications.

ZIF8 is a prototypical ZIF compound \((\text{Zn(MeIM)}_2, \text{MeIM} = 2\text{-methylimidazolate})\) with a sodalite (SOD) zeolite-type structure, exhibiting an interesting nanopore topology formed by 4-ring and 6-ring \(\text{ZnN}_4\) clusters, as shown in Fig. 1. Since the nanopores are only accessible through narrow 6-ring funnel-like channels (Fig. 1a), one wonders how \(\text{H}_2\) molecules are adsorbed, where the major binding sites are and what the binding energies are. This article highlights our work using the Fourier difference analysis of neutron powder diffraction data along with first-principles calculations to provide answers to these questions for the first time \([3]\).

ZIF8 was synthesized using a solvothermal method as described in Ref. 2. Neutron powder diffraction data were collected on the BT-1 diffractometer. Because of the large incoherent cross section of \(\text{H}_2\), adsorption was studied as a function of \(D_2\) concentration per ZIF8 molecular formula \((\text{Zn}_6\text{N}_{24}\text{C}_4\text{H}_{24})\). Target amounts of \(D_2\), i.e., \(3D_2\), \(16D_2\), and \(28D_2\) per 6Zn, were loaded into the ZIF8 sample at 70 K. One \(\text{H}_2/6\text{Zn}\) corresponds to \(\approx 0.15\%\) mass fraction hydrogen uptake. The sample was then cooled to 30 K at which point the \(D_2\) was completely adsorbed. Once the system was equilibrated at 30 K, the sample was further cooled to 3.5 K before the diffraction measurement.

The top panel of Fig. 2 shows the neutron diffraction data from the ZIF8 bare material measured at 3.5 K. The refined lattice parameters and atomic positions of Zn, N and C agree well with previously reported room temperature x-ray diffraction result. The high resolution neutron diffraction data also enabled us to unambiguously determine the orientation (i.e., the hydrogen positions) of the methyl group, which was not possible in the x-ray measurement.

\(^1\)NIST Center for Neutron Research, National Institute of Standards and Technology, Gaithersburg, MD 20899
\(^2\)University of Maryland, College Park, MD 20742
\(^3\)University of Pennsylvania, Philadelphia, PA 19104
For comparison, the neutron diffraction patterns from ZIF8 with the following $D_2$ concentrations: $nD_2 = 3, 16, 28$ per $6Zn$ are also shown in Fig. 2 (also see Ref. 3). Using the model of the refined ZIF8 host structure, we performed Rietveld structure refinements on the $D_2$ adsorbed samples. The Fourier difference method was used to find the scattering-length density distribution for $D$ atoms based on the refinements ignoring the adsorbed $D_2$ molecules. Fig. 1b is an example of such a Fourier-difference plot, which clearly shows that the initial adsorption site (i.e., D1) is on top of the MeIM organic linker and close to the C=C bond, thus termed the “IM site”.

Upon $D_2$ loading, the order of site filling in ZIF8 was determined to be sequential from D1 to D6, shown in Fig. 3. The already mentioned D1 site and the second site (D2) are both determined from the initial loading of 3$D_2$/6Zn. The latter site is located at the center of the channel of the 6-ring opening (termed “channel site I”). For 16$D_2$/6Zn loading, the D1 and D2 sites are nearly fully occupied, and the third adsorption site (D3) starts to populate. The third site is also at the center of 6-ring opening but located on the other side of the complex, so we termed it “D3: channel site II”. This site is less favorable than the D2 channel site I due to the presence of the methyl group, mainly a geometry effect. Interestingly, the first three adsorption sites discussed above form a pseudo-cubic “nanocage” with the edges slightly bent toward the ZIF8 framework, as shown in Fig. 3c. We also observed a small amount ($\approx 5\%$) of $D_2$ adsorbed at a fourth site (D4) located at the face center of the H$_2$-nanocage.

With further $D_2$ loading, the first three adsorption sites were almost completely occupied. For the maximal loading of 28$D_2$/Zn, the fourth site discussed above as well as two additional sites (D5 and D6) close to the center of the void in ZIF8 (inside the nanocage formed by the first three sites), are progressively occupied. The nearest neighbor distances between these adsorption sites are about 3.04 Å, significantly shorter than 3.6 Å found in solid H$_2$. Self-assembled 3D interlinked hydrogen nanostructures with short intermolecular distances were previously observed in MOF5 [4] and seem to be a common novel feature of these nanoporous metal-hybrid systems.

To understand the hydrogen host-lattice interactions further, we also performed total-energy calculations from density functional theory (DFT) using the plane-wave implementation of the local-density approximation to DFT. Consistent with experimental observation, our calculations suggested that the IM and channel site I are the most energetically stable adsorption centers. The calculated H$_2$ binding energies for these two sites are 170 meV and 147 meV, respectively, in agreement with the larger population of the IM site at low $D_2$ loading.

In conclusion, we obtained detailed structural information such as the orientation of the methyl groups, H$_2$ adsorption sites and binding energies in the ZIF8 structure for the first time. The imidazolate organic linker is primarily responsible for adsorption, in contrast to metal oxide-based MOFs.

This suggests that modification of the linkers rather than metal types in ZIFs is more important to optimize these materials for higher storage capacity. At high concentration of hydrogen loading, ZIF8 is able to hold hydrogen molecules up to a mass fraction of 4.2 % as self-assembled nanostructures with relatively short intermolecular distances compared to solid hydrogen. This suggests that ZIFs can also be used as an ideal template host-material to generate molecular nanostructures with interesting properties.
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Bose-Einstein Condensate of Magnons in Coupled Spin Ladders

V. O. Garlea, A. Zheludev1; T. Masuda2; H. Manaka3; L.-P. Regnault, E. Ressouche, B. Grenier4; J.-H. Chung, Y. Qiu5; K. Habicht, K. Kiefer6; M. Boehm7

Field-induced transitions in quantum magnets can often be interpreted in terms of Bose-Einstein condensation (BEC) of magnons [1, 2]. Such transitions are fully equivalent to BEC of atoms in liquid 4He, laser-cooled gases in magnetic traps. An interesting conundrum is presented by BEC of magnons in weakly interacting gapped quantum spin chains or ladders [2]. Here the disordered spin liquid normal state is a unique property of 1-dimensional (1D) topology. In contrast, the stability of the magnon condensate at high fields is necessarily a 3D effect, and relies on residual inter-chain interactions. The phenomenon is therefore one of the more striking examples of dimensional crossover in many-body quantum mechanics. Do the topology and one-dimensionality of the normal state influence the properties of the condensate? We addressed this question experimentally by a neutron scattering study of the field-induced BEC in a prototypical spin ladder material, (CH3)2CHNH2CuCl3 (IPA-CuCl3) [3,4].

Both an isotropic spin Hamiltonian and some 3D magnetic interactions are prerequisites of true BEC in magnetic systems. At high fields the magnon condensate is then a commensurate, gapless, 3D-ordered phase [2]. To date, such transitions were detected experimentally in only a handful of model compounds and, for mostly technical reasons, the excitation spectrum at high fields could only be studied in sufficient detail in the 3D system TiCuCl4 [5]. In this material the disorder and spin gap in zero field are due to local singlet ground states of structural spin dimers. Our prototype compound IPA-CuCl3 is in fact a uniform S = ½ ladder system. It undergoes a magnetic BEC transition in accessible fields and has energy scales ideally suited for inelastic neutron scattering (INS) studies of the excitation spectrum. The spin ladders in IPA-CuCl3 are built of S = ½ Cu2+ ions and run parallel to the a axis of the triclinic P1 crystal structure (Fig. 1).

Excitations from this quantum-disordered ground state are revealed in INS experiments that directly probe the pair spin correlation function S(q,0). Fig. 2a shows a time-of-flight (TOF) spectrum collected on an IPA-CuCl3 single crystal sample at T = 100 mK in zero magnetic field using the Disk Chopper Spectrometer (DCS) at the NCNR. The magnon, with a steep parabolic dispersion along the a axis and a gap at the 1D antiferromagnetic (AF) zone-center h = 0.5, is clearly visible. The energy gap (Δ ≈ 1.2 meV) is small compared to the chain-axis magnon bandwidth, but is considerably larger than inter-chain interactions along the c and b axes. The corresponding bandwidths are 0.4 meV and < 0.1 meV, respectively, and thus not potent enough to disrupt the 1D spin liquid.

Figure 3 shows INS spectra collected at the 1D AF zone-center h = 0.5 in several fields using the SPINS 3-axis spectrometer at the NCNR with 3.7 meV fixed incident energy neutrons, horizontally focusing pyrolitic graphite analyzer, and a BeO filter after the sample. As the field is turned on, the single peak at q.H = 0 becomes divided into three equidistant components. As the gap softens, commensurate long-range AF order sets in and gives rise to new magnetic Bragg reflections of type (h+½, k, l). h, k and l integer. The measured field dependence of the (0.5, -1, 0) peak is consistent with a mean field critical exponent β = 0.5, expected for a 3D BEC transition [3,4].

A key result of this work is a direct measurement of excitations of the magnetic Bose-Einstein condensate in IPA-CuCl3. Data collected above the critical field are shown in Fig. 2b. Three distinct excitation branches, two gapped and one gapless, are clearly visible, though the overall inelastic intensity is reduced compared to lower fields. The gapless mode is fully analogous to the phonon in a conventional BEC, being the Goldstone mode associated with the spontaneous breaking of O(2) symmetry. It is a collective excitation of the magnon condensate and has a linear dispersion relation. At H > Hc,
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stands for reciprocal lattice units. The linearly dispersive gapless Goldstone mode. The abbreviation r.l.u.

FIGURE 2: TOF neutron spectra measured in IPA-CuCl in the 1D Haldane-gap spin liquid phase (a) and the 3D ordered BEC phase (b), at $\mu_1 H = 0$ and $\mu_1 H = 11.5 \text{ T}$, respectively. Solid white arrows indicate the linearly dispersive gapless Goldstone mode. The abbreviation r.l.u. stands for reciprocal lattice units.

While the critical behavior and long-wavelength spectral features in IPA-CuCl$_2$ are very similar to those in spin-dimer systems, the short-wavelength spin dynamics at the zone boundary is strikingly different. We find that the two massive excitations in IPA-CuCl$_2$ undergo a qualitative change upon the BEC transition. As seen in Fig. 2b, at $\mu_1 H = 11.5 \text{ T}$, only 20% above $H_c$, their bandwidths are suppressed by over a factor of two. At $H > H_c$, the emergence of long-range AF order breaks an additional discrete symmetry operation, namely a translation by the structural period of the ladder. The spontaneous doubling of the period implies that at $H > H_c$, the wave vectors $h = 0$, $h = 0.5$ and $h = 1$ become equivalent magnetic zone centers. At the same time, $h = 0.25$ and $h = 0.75$ emerge as the new boundaries of the Brillouin zone. The result is a formation of anticrossing gaps for all magnons at these wave vectors, which translates into a reduction of the zone-boundary energy of the two gapped magnons in IPA-CuCl$_2$.

Our experiments illustrate that any long-wavelength characteristics of the field-induced magnetic BEC transition and the magnon condensate, such as critical indexes, emergence of the Goldstone mode and behavior of gap energies, are universal. They are not affected by the 1D topological nature of the normal state in spin chains and ladders, and are very similar to those in local cluster spin systems. In contrast, the short-wavelength properties can be significantly different in these two classes of materials. In coupled AF spin chains or ladders, unlike in many couple dimer systems, and unlike in conventional BEC, the transition breaks an additional discrete symmetry. The result is a radical modification of the excitation spectrum.

FIGURE 3: SPINS spectra and the measured gap energies at the 1D AF zone center $h = 0.5$ as a function of applied magnetic field, at $T = 100 \text{ mK}$. The magnetic field drives the energy of low-lying magnons to zero by virtue of the Zeeman effect, prompting them to condense at a critical field $\mu_1 H_c = 9.6 \text{ T}$.
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Magnetic Resonance Mode and the Superconducting Condensate in a High-$T_c$ Cuprate

S. D. Wilson, P. Dai, S. Li, J. Zhao; J. W. Lynn; G. Mu, H.-H. Wen; P. G. Freeman, L.-P. Regnault; K. Habicht

Although the precise mechanism responsible for the formation of the superconducting condensate in the high-transition-temperature (high-$T_c$) copper oxides remains an area of ongoing research, vast experimental efforts over the past two decades have shown conclusively that magnetism plays an important role within the physics of high-$T_c$ superconductivity. One key challenge remaining however is to experimentally identify the nature and extent through which magnetism in these high-$T_c$ cuprates couples to the electronic charge carriers. Specifically, the fundamental mode of coupling between magnetic order (either static or fluctuating) and the quasiparticles responsible for Cooper pair formation remains a pivotal focus of research in the high-$T_c$ community. In the work highlighted here, we have performed studies on the BT-9 triple axis spectrometer at the NCNR using high magnetic fields to explore the relationship between the well-studied magnetic resonance mode in high-$T_c$ cuprates and the corresponding condensation energy of the superconducting phase in an electron-doped cuprate, Pr$_{2-δ}$LaCe$_{δ}$CuO$_{4+δ}$ (PLCCO, $T_c = 24$ K) [1]. Additionally, by capitalizing on the relatively low field necessary to completely suppress superconductivity in the n-type cuprates, we have measured the detailed changes in the static and dynamic spin behavior in a high-$T_c$ cuprate as it is driven into its field-suppressed, nonsuperconducting ground state.

In searching for magnetic properties that demonstrate a clear coupling to the superconducting phase in the high-$T_c$ cuprates, one particular feature—the magnetic resonance mode—has been promising. The resonance mode itself is a collective spin excitation within the CuO$_2$ planes of the cuprates and is observed along the commensurate antiferromagnetic (AF) ordering wave vector at $Q = (0.5, 0.5)$ in the $ab$-plane. Direct coupling between the superconducting phase and the resonance excitation has been observed through the mode’s complete disappearance above $T_c$ in optimally doped-cuprate systems and through the characteristic frequency of the resonance mode being directly proportional to $T_c$. This intimate link between the energy scale of the superconducting phase and that of the resonance mode, $E_R = 5.8 k_B T_c$, along with the resonance mode’s universal presence in all classes of high-$T_c$ cuprates, has led to speculation that the resonance is intimately related to electron pairing and superconductivity.

To demonstrate that the resonance mode is indeed related to the electron-electron pairing process in the high-$T_c$ cuprates, an experimental signature must be established that shows a definitive coupling between the resonance mode and the quasiparticle behavior within the superconducting phase. At moderate field strengths, an $c$-axis aligned magnetic field introduces vortices into the CuO$_2$ planes of the cuprates and weakens the superconducting state. Once the field strength reaches above the upper critical field ($H_{c2}$) of the system, the nonsuperconducting vortex regions prevent the establishment of a coherent superconducting phase. Thus, through comparison of the magnetic field behavior of the quasiparticle excitations observed via heat capacity measurements with inelastic neutron measurements of the resonance mode, possible links between quasiparticle behavior and the resonance can be investigated. In fact, previous measurements on the hole-doped YBa$_2$Cu$_3$O$_{6.6}$ (YBCO$_{6.6}$) system have attempted such a study by demonstrating that the resonance mode is partially suppressed under the application of a $c$-axis aligned magnetic field in a fashion similar to the measured condensation energy [2]. While these results suggest a

![Image](https://example.com/image.png)

**FIGURE 1:** a) BT-9 momentum scans through the $Q = (0.5, 0.5)$ in-plane AF ordering wave vector at the resonance energy in PLCCO, $\Delta E = 10$ meV. The enhancement observed upon cooling into the superconducting phase (yellow shaded region) at $(0.5, 0.5)$ is indicative of the resonance mode. b) $7$ T ($= \mu_B H_{c2}$) momentum scans through $Q = (0.5, 0.5)$ at the resonance energy. The resonance mode has completely vanished under this field strength. c) Schematic of $\mathcal{S}(Q, \omega)$ versus energy at $T = 2$ K at the AF ordering wave vector for PLCCO under both $0$ T and $7$ T. Upon the application of a superconductivity-suppressing field, quasi-2D AF order is stabilized, and the resonance mode is completely suppressed.
link between the resonance mode and the quasiparticle excitations measured through specific heat, the experiments were unable to completely suppress $T_c$ and the corresponding condensation energy due to the extremely high $H_{c2}$’s manifested by all of the hole-doped cuprates.

Fortunately, for the electron-doped cuprates the upper critical fields are substantially lower than their hole-doped counterparts, and the magnetic resonance mode has very recently been observed in these systems [3]. This discovery, along with the advantageous feature of an experimentally accessible $H_{c2}$, now enables a study of the detailed evolution of the resonance mode as superconductivity is driven into its field suppressed ground state. Specifically, we have chosen to study the c-axis aligned magnetic field dependence of the resonance in the optimally-doped Pr$_{33}$LaCe$_{16}$CuO$_{4.6}$ (PLCCO $T_c = 24$ K) cuprate system.

Our results are shown in Fig. 1 a-b, where for fields greater than $H_{c2}$ we find that the resonance excitation completely vanishes. The upper critical field in this geometry was determined to be $\approx 7$ T through heat capacity measurements of the superconducting phase transition.

These heat capacity measurements, conducted in parallel to our neutron efforts, were also able to extract the field dependence of the superconducting condensation energy, $U_c$ (Fig. 2b). Overplotting the relative field dependence of $U_c$ and the resonance mode in Fig. 2a reveals that the resonance mode’s rapid suppression as a function of field closely follows the suppression of $U_c$ in PLCCO. The relative spectral weight of the resonance is therefore directly related to the quasiparticles participating in the superconducting condensate.

Our magnetic field experiments have also revealed the emergence of a competing AF phase with the suppression of superconductivity. Previous experiments on underdoped PLCCO concentrations ($T_c < 23$ K) have already demonstrated that a quasi-two dimensional AF state coexists with superconductivity, whereas for optimally doped PLCCO ($T_c > 23$ K) concentrations no zero field static magnetic order exists [4]. A direct competition between this quasi-2D AF phase in underdoped samples and superconductivity was shown through an enhancement in the coexisting AF phase upon the application of a c-axis aligned magnetic field. This competition, however, was only observed in underdoped systems in which the AF phase already coexisted with SC under zero field. Indeed, previous studies on optimally doped PLCCO concentrations were unable to resolve the appearance of any field-induced competing AF phase in samples which initially possessed no AF order (perhaps due to small signal or insufficient sample mass). Our neutron studies of the present optimally doped system have now shown the clear appearance of a field-induced quasi-two dimensional AF phase. The induced AF magnetic signal exhibits an anisotropic response with respect the applied field direction with no observable order induced under the application of a magnetic field parallel to CuO$_2$ planes. This is a clear indication that the induced AF signal arises through a direct competition with the SC phase (which is strongly suppressed when the field is oriented parallel to c-axis while only slightly affected when the field is parallel to the ab-plane). This behavior is strikingly similar to the competition between the SC phase and the incommensurate spin density wave state in the La$_{2-x}$Sr$_x$CuO$_4$ (LSCO) hole-doped system, thereby suggesting that the presence of a competing magnetic phase coexisting with SC is a common feature of the cuprates.

Through our high-field neutron studies of the static order, low energy excitations, and resonance mode in the PLCCO, we have mapped out a comprehensive picture of the modification of the spin behavior in a cuprate superconductor as it is driven into its field suppressed, non-superconducting groundstate (Fig. 1c). Our results show that the spectral weight of the resonance in PLCCO is directly connected to the system’s condensation energy, with the resonance mode vanishing entirely with the field-suppression of the superconducting phase. Even more intriguing is the apparent observation of the transfer of spectral weight from the suppressed resonance mode into a newly stabilized AF phase under field. However, future experiments are required to quantitatively test this. The picture through which the spin excitations and static magnetic order in the cuprates evolve as these systems are driven to be nonsuperconducting provides invaluable insight into the detailed nature of the ground state from which high-$T_c$ manifests itself. The present work has taken a fundamental step toward forming this picture by providing a comprehensive study of the magnetism in the field suppressed ground state of PLCCO.
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Interfacial Domain Walls in Perpendicular Magnetic-Media Prototypes

S. M. Watson, J. A. Borchers¹; T. Hauet²; S. Mangin, F. Montaigne³; E. E. Fullerton⁴

The advancement of computer technology and handheld digital devices has created a continuous demand for increased magnetic storage capacity. Traditional storage media has magnetic moments oriented in the film plane while in the newest “perpendicular” media information is stored in bits with magnetic moments oriented out of the plane. These multilayer films consist of a magnetically anisotropic (“硬”) top layer over a more isotropic structured “soft” underlayer that returns the flux, but also plays several important roles in the design of the write head and read head. These innovations have led to a large increase in the density of stored bits to \( \approx 40 \) Gbit/cm\(^2\) (250 Gbit/in\(^2\)) with a limit projected eventually to reach 1000 Gbit/in\(^2\). Perpendicular media, in which a single bit is comprised of a single domain, may allow for the lateral size constraints necessary to achieve this long term goal.

Studies of exchange-spring systems have shown that the exchange coupling between the hard and soft magnetic layers leads to the formation of a magnetic spiral during field reversal [1,2]. The system’s transport properties depend upon the characteristics of these spiral domain walls, as demonstrated by magnetoresistance measurements (i.e., field-dependent resistance) that show pronounced features varying with the width of the spiral domain wall [3]. While depth-dependence of spirals can be directly probed using polarized neutron reflectivity in systems having in-plane moments, the out-of-plane moments can be probed only indirectly, since the scattering vector and the measurement direction are parallel in that case. Here we highlight our reflectivity studies that utilize a novel scattering geometry in order to extract the magnetic moment component in the film plane as a function of depth. This method obtains information on the field-dependent evolution of the in-plane domain wall.

To probe the field dependence of the magnetic moment reversal, we have used Polarized Neutron Reflectometry (PNR) with the incident neutron polarization perpendicular to the sample surface. This arrangement permits investigation of magnetic properties of an exchange-coupled bilayer system with out-of-plane magnetization. Using \( \text{Tb}_{0.5}\text{Fe}_{14.2}\text{Co}_{0.7} \) (25 nm)/[\( \text{Co} \) (0.42 nm)/\( \text{Pd} \) (x)]\(_{15} \) (x = 0.5, 0.7 nm) structures grown at room temperature on Si wafers by dc magnetron sputtering, we were able to study the evolution of the domain wall as a function of the Pd thickness. In this system, the moment configuration results from the competition among the applied magnetic field, short-range ferromagnetic (FM) exchange coupling between the Co layers, antiferromagnetic (AF) exchange coupling between the TbFeCo and neighboring Co layer, and long-range dipolar interactions. In addition, both the [\( \text{Co}/\text{Pd} \)] bilayers and TbFeCo exhibit strong out-of-plane anisotropy.

As a preliminary investigation, we measured the magnetic hysteresis curves of two films having different Pd thicknesses (Fig. 1). After saturation of all the layer moments in a high field, the first reversal occurs before reaching negative fields because of the strong AF coupling of the CoPd layers to the TbFeCo base. Note that the thinner Pd-separator sample (x = 0.5 nm) flips before the thicker one: as expected, the exchange coupling between Co layers is larger for a thinner Pd separator, and the AF coupling to the layer near the base dominates. Thus the magnitude of the exchange coupling between the Co layers may be tuned by changing the Pd thickness. Also note the gradual decrease in magnetization before the flip, which suggests that a gradual moment reversal, a domain wall, is developing through the layers.
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To reproduce the conditions for the magnetization measurements (Fig. 1), PNR data were obtained at a series of fields at room temperature. For the PNR experiments, both the neutron polarization and the external field were oriented perpendicular to the sample plane, parallel to the direction of the scattering vector $\mathbf{Q}$. There are four reflectivity cross-sections: $R^+$ and $R^-$ labeled non-spin flip (NSF) as the neutron retains its original polarization, and $R^+$ and $R^-$, labeled spin flip (SF), where the neutron spin rotates $180^\circ$. In the new geometry, NSF reflectivity is sensitive to the chemical composition of the film, such as layer thicknesses and interfacial roughnesses. SF reflectivity is sensitive only to the component of the magnetization projected in the sample plane, i.e., perpendicular to the field direction. To obtain the chemical and magnetic profile as a function of depth, the PNR data were fitted using at least squares optimization. To reduce the number of free parameters, fits of the structural parameters from x-ray reflectivity data were applied to the neutron data and held constant while select neutron parameters were allowed to vary restrictively.

The field dependence of the spin-flip reflectivity data for films with Pd thicknesses of 0.5 nm and 0.7 nm is shown in Fig. 2. Qualitatively, an increase in spin-flip reflectivity magnitude is observed with decreasing field and shows a dependence overall on Pd thickness. As the field decreases from 0.7 T (near saturation), the observed increase in the gradually tipping away from the field. At this interface (i.e., Co layer number 15), the in-plane moment component changes abruptly, presumably due to the competition between the field and the strong, local AF coupling between the Co and TbFeCo base. The figure also illustrates that the in-plane projection of the moment increases in magnitude with decreasing field as expected because the AF coupling should gradually overcome the torque of the applied field.

In conclusion, PNR results confirm the formation of an in-plane domain wall as indicated by the magnetization and magnetoresistance measurements. The extent and depth of the domain wall vary with the exchange stiffness of the Co-Co interaction of the Co/Pd bilayers and with the applied field. Further, we were able to isolate the field-dependence of the domain wall spiral using a novel measurement geometry. Though neutron reflectivity measurements are not directly sensitive to moments perpendicular to the sample plane, this new configuration provides a means to indirectly gather information on the out-of-plane moment component. Our results thus open the door for future investigations of the depth-dependent magnetic structure in perpendicular recording media.

FIGURE 2: Comparison of the average spin-flip reflectivity data for films with Pd thicknesses of 0.5 nm (left) and 0.7 nm (right). The increase in SF reflectivity at intermediate fields corresponds to in-plane moments, consistent with domain wall formation.

FIGURE 3: Moment angle vs Co/Pd layer number for various applied fields. At lower fields, the moment projects more into the plane. The magnetic behavior in layer 15 is uncertain, presumably due to inhomogeneity of the magnetization across the sample plane. The green line indicates a 1.4 nm layer at the TbFeCo/Co interface in which the moment reverses direction to line up with the net moment in the TbFeCo (grey) region which is aligned with the applied field.
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Piezoelectrics are solids that have the ability to convert mechanical energy into electrical energy and vice-versa. When a piezoelectric crystal is squeezed, a voltage is generated across the opposite faces of the crystal. When an external voltage is applied, the crystal dimensions distort. This effect is extremely important, finding use in sonar, ultrasound imaging, microphones, and computer hard drives. The lead oxide perovskites Pb(Mg_{1/3}Nb_{2/3})O_3 (PMN) and Pb(Zn_{1/3}Nb_{2/3})O_3 (PZN) belong to a novel class of materials known as “relaxors” that possess ultrahigh piezoelectric properties that far surpass those of PbZr_{1/3}Ti_{2/3}O_3 (PZT) ceramics, which have long been the material of choice for use in commercial devices. When either PMN or PZN is combined with small amounts of PbTiO_3, which is a conventional ferroelectric, the piezoelectric properties are enhanced to record-setting levels, making these materials enormously attractive for industrial, medical, and military applications. But beyond a certain level of PbTiO_3, the piezoelectric properties drop precipitously [1]. While different ideas have been proposed to explain these anomalous relaxor properties, no consensus exists.

Pure PMN and PbTiO_3 share many static and dynamic features. Of particular note is the fact that both exhibit a low-frequency, transverse optic (TO) soft phonon at the zone center [2], which in the case of PbTiO_3 drives the cubic-to-tetragonal ferroelectric transition at 763 K. While the TO mode in PbTiO_3 never softens completely because the transition is first order, PMN exhibits no such transition, retaining an average cubic unit cell down to 4 K; instead, the TO phonon in PMN becomes extremely broad in energy on cooling from 900 K. A simultaneous broadening of the transverse acoustic (TA) phonon in PMN that tracks that of the TO phonon is also observed upon cooling. Intriguingly, the damping of both phonons vanishes near the nominal Vogel-Fulcher freezing temperature $T_f = 220$ K. Also intriguing is the fact that the TO phonon frequency in PMN increases with cooling below $T_f$ in a manner consistent with that expected for a conventional ferroelectric.

To further our understanding of the complex lattice dynamics of relaxor materials, measurements were made on a large (8 cm$^3$) single crystal specimen of the prototypical relaxor PMN at 300 K and 600 K over a broad region of reciprocal space using the neutron time-of-flight scattering technique. The PMN crystal was oriented in the [HHHL] zone and mounted inside a closed-cycle $^4$He refrigerator with access to temperatures from 30 K to 650 K. The neutron scattering measurements were performed on the NCNR Disk Chopper Spectrometer to characterize the low-frequency lattice dynamics along the major symmetry directions $\Gamma - \Delta - R$, $\Gamma - \Sigma - M$, and $\Gamma - \Delta - X$ (see the inset of Fig. 1).

Fig. 1 shows an intensity map of the neutron inelastic scattering measured at 300 K along the reciprocal lattice direction [1.5 1.5 L], corresponding to a scan along the transect M-T-R of the Brillouin zone. These data reveal a truly remarkable feature that is indicated by the strong “column” of inelastic scattering located at the M-point zone boundary at (1.5 1.5 1), which extends all the way from -5 meV to the elastic line. Similar, but weaker, columns of inelastic scattering are visible at R-point zone boundary locations as well, such as (1.5 1.5 -0.5). The excitations at both the R and M-points are well defined in momentum, but also extremely broad in energy, indicating a highly periodic form of disorder. At 600 K the intensities of all columns weaken considerably; this behavior strongly implies the presence of soft zone boundary modes that are most likely the origin of the temperature-dependent superlattice peaks.

**FIGURE 1**: Neutron scattering intensity map measured on DCS at 300 K on a single crystal of PMN. The figure is a slice along [1.5 1.5 L] and shows a continuous dispersion between the M and R-points along T. Note the strong continua of inelastic scattering that extend to the elastic position from the M-point modes and the weaker continua located at the R-points. The curve is a guide to the eye. Inset: Brillouin zone (BZ) of the primitive cubic form of the perovskite PMN, along with some high-symmetry points and lines. The one symmetrically-distinct edge along M-T-R is shown in red.
that have been observed in both x-ray [3] and neutron measurements, as shown in Fig. 2 [4]. Such zone boundary soft modes have never been reported in any relaxor material before.

The data in Fig. 1 demonstrate continuity along the line M-T-R thus implying that the scattering intensities visible at the M and R-point zone boundaries have a common origin. The fact that the modes at M and R appear to be zone boundary acoustical ones would seem to indicate that these are the well-known oxygen octahedral tilt modes. However, preliminary neutron structure factor calculations suggest that the corresponding ionic displacements instead involve the Mg/Nb and Pb atoms. This picture is consistent with prior x-ray studies according to which the superlattice peaks are created by anti-parallel Pb displacements correlated along <110> cubic directions [3]; moreover, neutron data show that in-phase oxygen octahedra rotations, to which x-rays are much less sensitive, do not contribute to the intensities of peaks of the form $\frac{1}{2}(h\,h\,0)$. Further analysis is being done to identify the eigenvectors associated with these modes.

Based on the ionic displacements and the broad linewidths, the superlattice peaks are believed to represent antiferrodistortive nanoregions roughly 3 nm in size. X-ray measurements have also demonstrated that the onset of the superlattice peak intensity occurs at the Vogel-Fulcher freezing temperature $T_f$ [3]. This establishes a direct connection between the macroscopic dielectric properties and local crystal structure of PMN. The potential relationship between the columns of inelastic scattering and the superlattice peaks in PMN is therefore intriguing because the temperature dependence of the M-point superlattice peak shown in Fig. 2 nearly tracks that of the zone center soft optic mode [2], which is associated with the development of short-range ferroelectric correlations at low temperatures. PMN is also well-known to develop local regions of ferroelectric order known as polar nanoregions at high temperature that give rise to strong diffuse scattering around various Bragg peaks. The presence of both ferroelectric and antiferrodistortive nanoregions, both of which exhibit correlations of roughly 3 nm to 5 nm, suggests a complex interplay between these competing orders that may explain the unusual relaxor properties of PMN.

The discovery of strong columns of inelastic scattering located at the M and R-point zone boundaries in PMN is significant because it implies a dynamical origin to the superlattice peaks, which exhibit a temperature dependence consistent with macroscopic dielectric properties. Of equal significance is the fact that these columns of inelastic scattering are not observed in either PbTiO$_3$ or in PMN doped with a mole fraction of 60% PbTiO$_3$, both of which possess tetragonal, ferroelectric ground states with markedly smaller piezoelectric properties. While not well understood, the relaxor properties of PMN are believed to stem from random fields associated with the structural disorder of the perovskite B-site that is shared by the heterovalent ions Mg$^{2+}$ and Nb$^{5+}$. Quenched random fields likely give rise to an unusually anharmonic free energy surface for which higher order expansion terms are significant, thereby admitting many different polar phases. If the free energy surface is sufficiently flat along directions that connect these phases, then the huge piezoelectric properties can be understood by the case with which the system can be switched between states of different polar order. The neutron data support such a picture inasmuch as the coexistence of soft modes at multiple zone boundaries and the zone center, and the coexistence of short-range ordered regions of ferroelectric and antiferrodistortive character, imply that PMN lies energetically close to states with competing polar order such that the application of a small external voltage could produce the observed ultrahigh piezoelectric response.
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Hidden Order in URu$_2$Si$_2$


The unique properties of correlated electron materials, such as high-temperature superconductors, geometrically frustrated magnetic oxides and low dimensional magnets, arise from many-body effects which are poorly understood. Heavy-fermion metals – materials that have high effective electron masses due to these effects – display a variety of exotic properties ranging from unusual magnetism, unconventional superconductivity and ‘hidden’ order parameters. The heavy-fermion URu$_2$Si$_2$, which becomes superconducting at $T_c = 1.3$ K at ambient pressure and zero magnetic field, exhibits a ‘hidden-order’ (HO) phase starting well above this at an ordering temperature $T_0 = 17.5$ K, but well below the ‘coherence temperature’ ($\approx 70$ K) for the formation of heavy-fermion excitations. The central issue in URu$_2$Si$_2$ concerns the identification of the order parameter that explains the reduction in the specific heat coefficient, $\gamma = C/T$, and thus the drop in entropy through the transition at $T_0$. Earlier neutron scattering measurements indicated that the ordered moment is $0.03 \mu_B$, much too small to account for this change. Here we highlight NCNR Disk Chopper Spectrometer measurements uncovering a new piece of this puzzle that accounts for a significant portion of the entropy change.

We carried out experiments above and below the ordering temperature to measure how the spin excitations evolve. Figure 1 shows the excitation spectrum in the [H 0 0] plane of URu$_2$Si$_2$ at 1.5 K, well below $T_0$. Note the characteristic gaps of 2 meV at the AF zone center [1 0 0] and 4 meV at the incommensurate wavevectors [0.6 0 0] and [1.4 0 0]. The incommensurate wavevector corresponds to a displacement of $0.4a^*$ from the AF zone centers (that is, where $(H + K + L)$ is an odd integer, and is thus forbidden in the body-centered cubic chemical structure.) It is clear from our data (shown in Fig. 2) that above $T_0$ the spectrum is dominated by fast, itinerant-like spin excitations emanating from these incommensurate wavevectors. From the group velocity and temperature dependence of these modes, we surmise that these are heavy-quasiparticle excitations that form below the coherence temperature and play a crucial role in the formation of the heavy-fermion and HO states.

These excitations have a structure in reciprocal space such that they occur at several symmetry-related wavevectors within the first Brillouin zone. The amount of phase space occupied by these excitations is greater than those at the [1 0 0] AF zone center. Figure 2 shows constant energy cuts of the excitations in the [H 0 L] plane to emphasize this. At $T = 20$ K note the weak AF fluctuations at [1 0 0] and [2 0 1] in comparison with the excitations at the incommensurate positions. Also, note how the cone of scattering develops at the incommensurate positions, whereas the AF zone center simply decreases in intensity as energy transfer is increased. The results at 20 K suggest a continuum of excitations within a cone of scattering (as expected for low-lying excitations at the Fermi surface), as opposed to the sharp excitations that are gapped below 17.5 K, shown for comparison in Fig. 2a at 1.5 K.

It is the opening of an energy gap in these incommensurate heavy-quasiparticle excitations as they fall into a condensate below $T_0$ which makes them less accessible to thermal fluctuations. This accounts for a significant portion of the reduction in entropy below the specific heat jump-like anomaly at 17.5 K, as described in Fig. 3.
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The implications of our work are as follows: (1) the incommensurate excitations have a well-defined structure as a function of $Q$, and thus the electrons are highly correlated above 17.5 K. This is completely unexpected for a system of localized moments in a paramagnetic state, but is similar to dynamics above the Néel temperature, $T_N$, that have been observed with neutron scattering in other itinerant electron systems such as chromium and $\text{V}_2\text{O}_3$. (2) The dispersion is such that the maximum group velocity is at least a factor of two larger than the maximum group velocity of the excitations in the HO state. A significant restructuring of the Fermi surface must be responsible for the HO state. (3) The energy gap in these strong spin fluctuations opening up below 17.5 K must provide a considerable portion of the entropy removal at the transition.

Our findings place constraints on all new theories of HO in $\text{URu}_2\text{Si}_2$. A minimum theory must account for (1) incommensurate itinerant spin excitations and (2) the lack of crystalline electric fields up to 10 meV. The HO transition seems to be a rearrangement of electrons at the Fermi surface in an itinerant rather than localized electron picture. Excitations out of this state at these incommensurate wavevectors show a mode-softening that is reminiscent of another dynamic ground state that has no translational order but a prominent specific-heat anomaly—the superfluid liquid helium transition.

Correlations between the heavy quasiparticles in $\text{URu}_2\text{Si}_2$ build up below 100 K, and at 17.5 K, there is a transition to a new condensate that remains unidentified. The true order parameter for this system has yet to be determined.
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Quantum Coherence in a Spin Chain

G. Xu\textsuperscript{1,2}; C. Broholm, Y. Chen, M. Kenzelmann\textsuperscript{1,3}; Y.-A. Soh\textsuperscript{4}; G. Aeppli\textsuperscript{5}; J. F. DiTusa\textsuperscript{6}; C. D. Frost\textsuperscript{7}; T. Ito, K. Oka\textsuperscript{8}; H. Takagi\textsuperscript{9}

Superconductivity spectacularly displays quantum phase coherence on a macroscopic length scale. Quantum effects are more usually associated with physics on the atomic scale. Here we report quantum coherence among the magnetic dipoles of Ni\textsuperscript{2+} in crystalline Y\textsubscript{2}BaNiO\textsubscript{5} at a length scale (hundreds of atoms) being approached in integrated circuit devices. Using neutrons, we also demonstrate that the coherence length can be modified by static and thermally activated defects in a quantitatively predictable manner. The observation of quantum coherence beyond the atomic scale in a magnetic material exhibiting no classical long range order is a surprising first, and better prospects for applications in quantum computing.

A perfectly coherent wave is one in which the wave fronts lie on planes and appear periodically in time. In more complex waves, coherence is measured over the finite distance (or time) over which correlations in phase are more or less well-defined. Quantum phase coherence describes the coherence properties of the wave-function. With quantum coherence comes all the beauty and mystery of quantum mechanics, including interference, uncertainty and especially entanglement, a property central to the development of quantum computation. Typically, interaction with the environment limits quantum coherence. The experimental conditions under which quantum coherence can transcend the atomic scale and acquire technological importance remain a major pursuit of applied physics.

Fig. 1A provides experimental evidence that this does occur in the one dimensional antiferromagnet Y\textsubscript{2}BaNiO\textsubscript{5}. The sharp intensity ridge is the experimental signature of coherence: a well defined relationship between the spatial periodicity (horizontal axis) and temporal periodicity (vertical axis) in the excited state wave function. To quantify the degree of coherence, we focus on the lowest energy excitation marked by an intense red peak in the data. It corresponds to the creation of a magnon with crystal momentum $q = \pi$ through interaction with a neutron. Fig. 2B shows an energy-cut through the peak obtained with high resolution on the SPINS spectrometer. The sharp initial onset sets a limit of 0.1 meV on the relaxation rate indicating that the wave function remains coherent through 100 periods of its temporal oscillation. The three peaks result from crystalline anisotropy and finite resolution yields the high energy tail. The solid symbols in Fig. 2D show the corresponding fixed energy cut versus $q$. After accounting for resolution, the intrinsic peak width is just 0.02 π and this indicates quantum coherence encompassing up to 100 nickel...
atoms. Also shown is the equal time correlation length: the classical distance over which probing one spin also reveals neighboring spin states.

To employ quantum coherence we must understand its practical limits, so we examined the effects of thermal and chemical defects. Fig. 2C shows that the coherence length decreases precipitously upon heating until it becomes indistinguishable from the classical correlation length when the thermal energy matches the gap energy. The solid line shows the calculated temperature \((T)\) dependent distance from a random location along the chain to the nearest thermal or chemical defect, assuming a chemical defect density consistent with low temperature susceptibility data and a semi-classical description of magnons. Encouraged by the excellent agreement, Figs. 1 B-F illustrate the corresponding interpretation of coherence and its limitations in \(Y\),BaNiO\(_4\). A measurement of the projection of the Ni\(^{2+}\) dipole moment along any chosen direction has three possible outcomes. Select a specific direction and indicate by red white and blue which of the three states is assumed by each spin. Theory indicates that the ground state of an antiferromagnetic spin-1 chain consists of alternating red and blue spheres with white spheres inter-dispersed at random. The classical correlation length can be considered a measure of the average spacing between white spheres. Though such a state appears disordered to the classical observer (Fig. 1 B), it is in fact a perfectly coherent quantum state as indicated by our observation of coherent excitations (Fig. 1A). Fig. 1C indicates the nucleus of an excitation in the form of a pair of red spheres that propagate coherently. The finite \(T\) and doping experiments indicate that coherence is limited by scattering from thermally (Fig. 1D) or chemically (Fig. 1E-F) induced defects.

The experiments described thus far show that heating and doping limit quantum coherence. Particular to one dimension is the confining effect of chemical impurities which according to Heisenberg uncertainty principle \((\Delta p \cdot \Delta x \geq \hbar/2)\) should increase kinetic energy \((\hbar^2/2m)\). Might the analogy between thermal and chemical impurities extend to this fundamental quantum effect? Figure 2A shows the \(T\) dependence of the energy, \(\Delta\), associated with creating a \(q = \pi\) magnon. It is indeed found to increase with \(T\), which is qualitatively consistent with confinement by thermally generated defects (Fig. 1D). Moreover, the red points in Fig. 2A show the corresponding excitation energy in chemically impure samples at \(T = 10\) K with defect density given by the upper axis. This axis was chosen in accordance with the solid line in Fig. 2C so the chemical defect density matches the thermal defect density corresponding to the lower axis. Data points from chemically and thermally doped samples fall on the same line which in turn was obtained from exact diagonalization of finite length spin chains. We have thus established that chemically and thermally induced defects lead to blue shift through confinement.

While quantum spin chains with a gap have a finite classical correlation length, our experiments show that the coherence of excited states is limited only by thermal and chemical disorder. Both effects are accounted for by a semi-classical theory of magnons scattering from each other and from chemical defects. The experiments demonstrate that quantum phase coherence can be achieved in a solid state magnet at length scales that approach feature sizes in modern integrated circuits, thus removing one of many barriers towards applications in quantum computing.
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Concrete, the most widely used manufactured material, has moved one step closer to joining the nano revolution that is reshaping the use of many materials. The most important binding phase in cement paste, calcium silicate hydrate (C-S-H), has a structure at the nanometer scale that is directly related to concrete properties, but the structure of this phase, and in particular the composition and density, have proven remarkably difficult to determine. By combining small angle neutron and x-ray scattering data, and by exploiting the hydrogen/deuterium neutron isotope effect with both water and methanol, we have established the mean formula and mass density of the nanoscale C-S-H gel particles [1].

The disordered and complex structure of C-S-H, which includes a nanometer-scale pore system that normally is filled with water, changes significantly on drying, rendering the results of most modern techniques the subject of extensive interpretation. During the last decade the results from a variety of neutron scattering experiments have shed light on several characteristics of C-S-H in its normal, water-saturated state. In particular, small-angle neutron scattering (SANS) measurements on cement paste indicate that the nanometer-scale structure consists of solid particles or “globules” of C-S-H that are packed randomly to form a continuous phase through the paste, binding the cement particles together. The globules and associated water are shown schematically in Fig. 1a (striped images). Much has been learned [2-4], including the characteristic size of the globules (4 nm to 5 nm), their fractal arrangement and packing density, and the specific surface area of the paste. In addition, quasi-elastic neutron scattering (QENS) measurements have determined the relative amounts of chemically bound, adsorbed, and liquid water within hydrated cement paste [5]. What was not known until quite recently [1] is the water content and mass density of the solid C-S-H globules, the basic building blocks of the hydrated microstructure.

SANS is ideal for investigating the nanostructure of disordered wet materials such as cement paste. The intensity of the scattering at a given scattering vector, Q, depends on the amount of structure in the associated size range, but is also directly proportional to the square of the difference in the neutron scattering length densities (SLD) of the scattering phases, a factor called the scattering contrast. If the chemical composition and mass density of both phases are known, the contrast can be calculated precisely. This is not the case for the C-S-H phase in cement, however: the unknown water content and density of solid C-S-H is a longstanding issue of importance in cement science that also hinders a full interpretation of scattering data. The problem of an unknown solid phase can often be solved by varying the SLD of the liquid phase by replacing it with a deuterated fluid, in this case by exchanging the pore H₂O with varying amounts of D₂O (heavy water), which has a much higher SLD. By noting the matchpoint where the contrast drops to zero, the solid SLD and solid-H₂O contrast can in principle be calculated directly.

Two problems with this approach arise for cement-based materials. The presence of a small amount of nanoscale Ca(OH)₂ intermixed with C-S-H means that a zero-intensity contrast matchpoint does not exist, since Ca(OH)₂ has a matchpoint quite different from that of C-S-H. More important, solid C-S-H undergoes full H/D exchange to become C-S-D (see Fig. 1b), adding an additional level of complexity. The volume fraction of Ca(OH)₂ in various types of cement paste can be determined by analyzing the contrast variation parabolas (plotted as curves of scattered intensity versus D₂O fraction). The scattering contribution from Ca(OH)₂ can then be subtracted, leaving a self-consistent C-S-H contrast curve for H₂O/D₂O contrast experiments. The problem now is that this curve is actually for C-S-H/D as D exchanges for H, where both the solid and liquid SLD are changing, and
no unique solution is possible if both the composition and density of C-S-H are unknown.

Providing constraints that define and refine the scattering length density of C-S-H solves this problem. Important information is obtained from SANS contrast data using CH$_2$OH/CD$_2$OH exchange: since CD$_2$OH does not contain OD groups, the OH groups in solid C-S-H remain OH, and only the fluid phase exchanges (see Fig. 1c). Thus, the SLD for the combined C-S-H/Ca(OH)$_2$ nanostructure can be calculated from the ratio of the SANS intensities in CH$_2$OH and in CD$_2$OH [1]. Another constraint comes from comparing SANS and small-angle x-ray scattering (SAXS) data from identical pastes on an absolute-calibrated intensity scale. Careful experiments of this nature have provided new and precise information about the important C-S-H phase in cement. While the calcium/silicon (C/S) molar ratio can vary over a wide range, it is well established at about C/S = 1.7 for C-S-H formed in normal cement paste. With this ratio held fixed, the combined SANS contrast and SAXS data provide an over-determination of the two remaining unknowns to give a water-to-silicon molar ratio, H/S = 1.80 ± 0.03, and a physical density of (2.604 ± 0.022) × 10$^3$ kg m$^{-3}$ [1]. The H/S ratio of 1.80 represents the water content of the C-S-H particles themselves, and does not include any adsorbed water outside the particles. This interpretation provides a framework for reconciling C-S-H water contents obtained by a variety of different measurements, some of which are quite different from the value reported here.

In a system with a liquid phase and two solid phases, adjusting the liquid SLD to match that of one solid phase, a process known as contrast matching, causes the scattering from the matched phase to disappear, such that the measured scattering arises only from the other solid phase. Such experiments, which also incorporate data from ultrasmall-angle neutron scattering (USANS), have enabled the Ca(OH)$_2$ component in cement paste to be distinguished from the rest of the microstructure, both in its nanoscale form and in its better-known form as micrometer-scale crystallites. Applying all of the constraints allows the SANS (or SAXS) scattering curves for cement to be decomposed into the constituent components associated with the C-S-H and Ca(OH)$_2$ microstructures over the nanometer-to-micrometer scale range, as shown in Fig. 2A, and then reassembled to predict the overall scattering curves obtained for different H$_2$O/D$_2$O mixes.

While the SANS and USANS data have been quantitatively interpreted using multi-component fractal models previously, the new information provides a much firmer basis for the absolute calibration of the microstructural information obtained. However, the USANS data extends such a calibration up to the tens of micrometer length-scale. This has been sufficient to apply more conventional particle size measurement to the Ca(OH)$_2$ component, and determine, for the first time, the micrometer scale Ca(OH)$_2$ size distribution, within set cement, on the same absolute scale as the fractal information obtained at finer length-scales, as indicated in Fig. 2B.

The nanometer-scale globules of C-S-H are the basic building blocks of all cementitious materials. Having established their composition and density in normal cement paste, the door is now open to modeling changes that occur under a host of environmental and mechanical influences. This is particularly important because new demands are being placed on this ancient yet irreplaceable material at an accelerating rate. For examples, one can look to well-publicized difficulties with the recent massive tunnel project in Boston, the unique engineering demands associated with new high-rise buildings with powerful architectural statements in New York and Chicago, and the rapidly increasing demand for concrete in Asia caused by rapid economic growth in those countries. One dark cloud on the otherwise sunny horizon for concrete is the problem of CO$_2$ generation during the manufacture of cement. The carbon footprint of concrete can be lowered significantly by incorporating industrial byproduct materials such as slag and fly ash into concrete. Under some conditions this can be beneficial but it also can cause durability problems. These materials are known to change the structure, and therefore the properties, of C-S-H. Here again, building on these recent results, SANS and other neutron methods can be used to measure the structure and provide a basis for a new generation of models.
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Biaxial Fatigue Failure in Gas Pipelines

T. Gnäupel-Herold1,2; D. Liu1, H. Prask1,2

Fatigue has not traditionally been a primary concern in the design of oil or gas pipelines. However, investigations of recent oil pipeline ruptures [1, 2] have shown that fatigue was either the primary or a contributing cause, resulting in spills > 10^3 m^3 of crude oil. The huge costs associated with loss and cleanup warrant a more detailed investigation of material properties and behavior contributing to this type of failure.

For oil pipelines, vibrations and pressure changes are among the sources of stress cycling which lead to the high-cycle type of fatigue at moderate stress amplitudes. Other external influences that induce fatigue include bending/unbending during transportation of the pipe sections—identified as the primary cause for the fatigue rupture of the Enfield Pipeline [1], wave-action on offshore pipelines, and daily or seasonally changing soil conditions affecting ground-laid pipelines. The results are high axial stress amplitudes at relatively few accumulated cycles.

In pressurized gas pipelines the stresses are always biaxial with a ratio of hoop to axial stress of 2:1. External forces on floating structures or from shifting soil will primarily affect the axial stresses while hoop stresses remain static at a level determined by the gas pressure. Typical operating pressures result in hoop stresses of ≈ 70 % of the minimum specified yield strength (YS), which implies axial stresses of 0.35 × YS. Thus, infrequent but potentially high amplitude external stresses add to the already high operating stresses. Such external stresses are most damaging on pre-existing flaws or heterogeneities having detrimental properties, such as residual stress fields at or above the yield strength level.

Residual stress fields of this magnitude occur around girth welds [3] which are laid in the field during pipeline installation. This complex “stress environment” exists in the pipe steel microstructure which is anisotropic (in the axial, hoop and radial directions) and inhomogeneous (weld vs. base metal, base metal through thickness), due to the various stages of rolling, sizing and bending during pipe manufacture. Neutron diffraction appears uniquely suited to elucidate this complexity at all points in the pipeline lifecycle, i.e., after welding, to applied biaxial stress, to fatigue, and to failure, as well as being able to differentiate inside/outside and weld/base materials.

The specimens used, provided by Dr. Michael Law of the Australian Nuclear Science and Technology Organization, were cut from X70 grade steel pipe with a specified minimum yield strength of 483 MPa and an actual yield strength of between 543 MPa and 575 MPa. The pipe section used for electro-discharge-machine cutting cruciform and tensile specimens was 274 mm in diameter and 120 mm long. The cruciform gage sections were located such that they contained two parts: a portion of the weld containing the root and the heat-affected zone, and a region of high magnitude residual stress that was located approximately 8 mm to 12 mm away from the weld center line towards the axial direction. The cruciform specimens were both loaded statically with 340 MPa in the hoop direction, which loading was kept constant throughout the experiment. The axial load was increased until yielding was found using the d-spacings as a measure, then dropped to 240 MPa and then increased again which completed one cycle.

Specimen (I) failed in the first cycle at a load of 550 MPa, well outside the biaxial gage section. The circumstances of the failure (plastic collapse) and its location at the high magnitude stress field approximately 10 mm from the weld (see Fig. 1) prompted a second test with the gage section to include the location of the fracture of the first specimen. Specimen (II) had a reduced gage cross section to ensure the concentration of applied stresses within the gage section. It accumulated fewer than 50 cycles before failing by brittle fracture near the edge of the gage section in the heat-affected zone. Figure 2 shows the lattice-spacings in the center of the gage section near the outer and the inner pipe surfaces vs. applied axial stress for specimen (II). At the beginning of the loading the d-spacings are well distinguished and they
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maintain that difference up to the minimum specified yield strength. Higher stresses cause the d-spacings near the outside to saturate while the d-spacings near the inner surface continue to rise in proportion to the applied stress. This is a clear indication of an earlier onset of yielding near the outer surface, which was also the region of high tensile residual stress in the intact pipe (Fig. 1). The yield stress near the outside of the pipe is estimated to be approximately 50 MPa smaller than near the inside.

The comparison of measurements on this biaxially loaded sample with a uniaxially loaded (in the axial direction) tensile specimen reveals the difference between the strength of the weld and the base materials. The uniaxial specimen measurement is shown in Fig. 3. Due to the proximity to the fracture site with its stress concentration in the necking region, the lattice spacings in the weld continue to climb because the local stress (> 600 MPa at peak) field is higher than in the base material. Note that the largest d-spacings actually occur below the yield region, which is caused by the experimental regimen of increasing strain rather than stress. Thus, after the onset of necking, strain is still accumulated while the applied stress drops. Similar to the cruciform specimen but at noticeably lower stress levels, the lattice spacings in the base material saturate (i.e., no longer increase with stress) first near the outside, while the d-spacings near the inside continue to climb. This confirms different yield stresses of the inside/outside locations.

The results presented here reveal that X70 pipe steel performs well up to the actual yield strength but, as expected, accumulates a very limited number of cycles at this stress level. More investigations are needed for cycling at lower stress amplitudes and especially for axial tension/compression cycles. The yield stress under biaxial loading appears to be higher than under uniaxial loading. However, a more detailed investigation of the transfer of applied biaxial load into the gage section needs to be conducted. Different yielding behavior is indicated in the base material near the inner and outer pipe surface, which is at least a contributing cause for the failure of cruciform specimen (I). This finding provides evidence that through-thickness anisotropy may have to be included in material models for pipeline simulation. The current practice of using through-thickness average YS results in a slightly overestimated YS for the region near the outside of the pipe. While these variations in strength occur well above the minimum specified YS they may affect the definition of the pipe safety margins.
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Lateral Roughness Measurements of Buried Interfaces in Extreme Ultraviolet Lithography Photoresists

K. A. Lavery; V. M. Prabhu; E. K. Lin; W.-L. Wu; K. W. Choi; M. Wormington; S. K. Satija

Continual advances in the semiconductor industry have been driven by the consistent decrease in the lithographic feature size. As the critical size scale decreases to the sub-32 nm regime, the presence of roughness along the feature edge will be a major detriment to quality, reliability, and the potential for high device performance.

The origins of line edge roughness are not fully understood, but are rooted in the interdependent exposure, reaction, and development steps of the photolithographic process. In particular, the reaction step, in which activated photoacid molecules catalyze reactions in the exposed regions of the photoresist, has been linked to roughness formation through diffusion of acid molecules into unexposed areas. Here we present the first direct measurement of the complete photoacid reaction-diffusion front profile in a photoresist film, combining diffusion length measurements with examination of the lateral inhomogeneity of the diffusion front. This measurement was accomplished using specular and off-specular neutron reflectometry on the Advanced Neutron Diffractometer/Reflectometer (AND/R) beam line at the NCNR.

In this work, we used a representative extreme ultraviolet lithography (EUVL) photoresist copolymer, polyhydroxystyrene-co-poly(d9-t-butyl acrylate) (PHOST-co-d9-TBA) where the hydrogens of the t-butyl protecting group are replaced with deuterium [1]. This substitution enhances the neutron contrast between the protected and deprotected regions of the resist, as the protecting group is volatile and leaves the film completely upon deprotection. The experimental geometry was a polymer-polymer bilayer [2] supported on a float glass substrate (Fig. 1A), where the bottom layer was a polymer containing 6 % by mass of the photoacid generator triphenylsulfonium perfluorobutane sulfonate (TPS-PFBS) and the top layer was the PHOST-co-d9-TBA resist copolymer. This configuration mimics an ideal, perfectly sharp exposure line edge, with the bottom layer representing the exposed regions.

The reaction front was measured using specular neutron reflectometry (C). Specular neutron reflectometry was used to determine the extent of reaction and the diffusion front shape, allowing insight into the line broadening occurring during the lithographic process (Fig. 1B). The reflectometry data were converted into the extent of deprotection as a function of depth, as shown in Fig. 1C. While these measurements give the reaction-diffusion front depth profile with nanometer resolution, specular reflectometry gives no information on the lateral structure of the reaction front. For instance, one cannot differentiate a smooth, gradual decay in the deprotection profile from an undulating, inhomogeneous reaction front. The ability to discern between these two scenarios is of critical importance to determining whether the reaction process is responsible for roughness formation in lithographic features.

Off-specular neutron reflectometry was used to measure the buried in-plane structure of the reaction front [3]. Measurements were performed at multiple angles, thus giving sensitivity to lateral length scales ranging from 90 nm up to several microns. Off-specular reflectometry offers the additional advantage of being able to discriminate between interfacial roughness and material gradients [4]; something

FIGURE 1: A polymer-polymer bilayer is used to model the line edge between the exposed and unexposed regions of a photoresist film (A). This geometry is used to follow the acid reaction-diffusion front in a model resist system, mimicking the diffusion at an exposure line edge (B).
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that specular measurements are unable to provide. Figure 2 shows an off-specular curve taken at a \( Q_z \) value of 0.022 Å\(^{-1} \) which illustrates the sensitivity of the scattering intensity to the lateral form of the reaction front. From specular measurements, the width of the reaction front is 79 Å. If we assume that this width is completely due to undulations with amplitude 79 Å, the calculations overestimate the diffuse scattering intensity (green curve). On the other hand, if we assume the reaction front is perfectly smooth and the reaction front width is due solely to a gradient in the extent of deprotection, the calculations underestimate the diffuse scattering (blue curve).

The best fit to the data was obtained when combining these effects. Assuming the gradient (\( \sigma_G \)) and roughness (\( \sigma_R \)) terms are not coupled, we can constrain the fit using the interfacial width obtained from specular measurements (\( \sigma_{spec} \)) such that \( \sigma_{spec}^2 = \sigma_G^2 + \sigma_R^2 \). Using this constraint, we find the first 75 Å of the reaction front shows a smooth decrease in the deprotection extent. Over the last 25 Å there are lateral inhomogeneities at the wave front, modeled as roughness at the interface. This structure is illustrated in the red curve in Fig. 2, which provides the best description of the off-specular data. In addition to separating the contributions of gradient and roughness, the characteristic lateral length scale of roughness was found to be on the order of 800 Å. The amplitude and lateral length scale of the roughness of the reaction front is very smooth with a very low frequency, characteristics that are acceptable for next-generation lithography. Any significant roughness formation is likely to arise from subsequent processing steps such as the swelling and deswelling that may occur during the development process. Extending neutron reflectivity to probe the solid/liquid interface during development represents the next major step in understanding the materials limits of chemically amplified photolithography.
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Nanostructured Liquids From Disordered Surfactant Melts Blended With Functional Homopolymers

V. R. Tirumala\textsuperscript{1,2}; E. K. Lin\textsuperscript{2}; J. J. Watkins\textsuperscript{1}

Block copolymers are immiscible macromolecules joined together by covalent bonding which form microscopically segregated phases. These phases readily form periodic morphologies that can be controlled by tailoring the molecular parameters [1]. Recent advances have shown that amphiphilic (i.e., having water-soluble and water-insoluble ends) block copolymers can be used in the templated fabrication of nanostructured inorganic materials that find a variety of applications in electronic, magnetic, and photonic devices. However, microphase segregated amphiphilic block copolymers are currently unavailable in bulk quantity, limiting their utility in the fabrication of nanostructured inorganic materials at a commercial scale. On the other hand, low molar mass amphiphilic surfactants based on poly (oxygenethylene-oxypropylene-oxygenethylene) (PEO-PPO-PEO; Pluronics or Poloxamers) are widely available, inexpensive and are used in many detergent, cosmetic, pharmaceutical, and biomedical applications. While the systems may be well suited for the fabrication of nanostructured materials, their melts are highly disordered and do not form periodic morphologies due to their low segregation strength.

The strength of phase segregation is determined by the product of the Flory-Huggins interaction parameter ($\chi$) between the two constituents and the total molecular weight or chain length ($N$) of the block copolymer. Therefore, microphase segregated block copolymers typically have either large $\chi$, which is a measure of repulsion between the segments, or a large molar mass. Commercially available Pluronic copolymers have a low molecular weight and a low interaction parameter, the product of which dictates them to be phase-mixed and highly disordered. Here, we show from small-angle neutron scattering measurements that the disordered Pluronic copolymer melts form ordered morphologies when blended with a widely available homopolymer such as poly (acrylic acid) (PAA) or poly (4-vinyl phenol). In other words, Pluronic copolymer melts undergo a disorder-to-order transition with the addition of a homopolymer that can selectively associate with the polyoxyethylene segments through hydrogen bonding. The results suggest a low cost, high volume approach to the generation of ordered polymeric liquids for commercial use [2]. The measurements were performed using the SANS diffractometers at NG-3 and NG-7 at the NCNR.

We first focus on Pluronic copolymers blended with PAA. Although PAA is known to associate with homopolymer PEO through hydrogen bonding, its selectivity between PEO and PPO is unknown. Differential scanning calorimetry and infrared spectroscopy measurements on mixtures of low molar mass homopolymers have shown that PAA interacts with the ether oxygen in both PEO and PPO. Therefore, we determined the selective miscibility of PAA from neutron scattering measurements by employing a deuterium labeled Pluronic-like copolymer ($dF68$; PEO-$d_1$PPO-PEO). Figure 2 shows the change in absolute neutron scattering intensity, full-width at half-maximum, and the position of the primary neutron scattering peak from deuterium Pluronic-like copolymer blended with hydrogenous PAA, collected as a function of homopolymer concentration at 80 °C. The neat copolymer comprises PEO at 80 % mass fraction which pertains to body-centered cubic morphology when microphase segregated. Above the melting point of PEO,
The selective PAA/PEO association may increase the effective PEO-PPO segregation strength in Pluronic copolymers. An increase in segregation strength should directly correspond to an increase in the order-disorder transition temperature. Figure 3 shows the change in SANS spectra from PAA/\(dF68\) blends at 0% and 40% homopolymer mass fractions, measured over the temperature range 80°C to 175°C. While the neat copolymer clearly gets more disordered with an increase in temperature, its blend with PAA remains highly ordered without a change in morphology until 175°C.

The effective \(\chi_N\) in PAA/\(dF68\) copolymer blends is much higher than that in the neat copolymer due probably to the selective hydrogen bonding between PAA and EO segments. The selective AA/EO hydrogen bonding could increase the repulsion between EO-PO thus improving the effective segregation strength of the copolymer. This approach can be further generalized to any homopolymer with strong intermolecular association such as poly (4-vinylphenol), poly (styrenesulfonic acid), etc. The difference in selectivity affinity (for EO) and the strength of hydrogen bonding of the homopolymer can be used as additional variables to tune the melt phase morphology of Pluronic and Pluronic-like unsegregated and weakly segregated amphiphilic block copolymers. When applied to commercially available amphiphilic surfactants of low molecular weight and low segregation strength such as Pluronic copolymers, this simple and inexpensive approach can generate well-ordered polymeric liquids of cubic, cylindrical, and lamellar morphologies in commercially relevant quantities. Such systems find many applications in the industrial fabrication of nanostructured inorganic materials with improved functionalities. For example, mesoporous silica films synthesized from PAA/Pluronic F127 blends exhibit exceptional order compared to those prepared from the neat Pluronic F127 template [3].

The increase in scattering intensity from PAA/\(dF68\) blends also suggests that the homopolymer is selectively miscible with PEO segments.

Figure 2: Change in (a) absolute intensity, (b) full-width at half-maximum, and (c) interdomain spacing calculated from the primary neutron scattering peak in deuterated Pluronic-like copolymer (\(dF68\)) thin film as a function of PAA concentration, \(\phi_{AA}\), at 80°C. Concentration fluctuations in the disordered \(dF68\) melt at 80°C become strongly correlated with the addition of PAA between 10% and 20% mass fractions. The \(dF68\) copolymer corresponds to the case, \(m > n\), described in Fig. 1.

Figure 3: SANS profiles from (a) neat \(dF68\) copolymer and (b) its PAA blend thin film at 40% mass fraction as a function of temperature. The neat copolymer is highly disordered in the range 25°C to 150°C, whereas the temperature stability peak near \(q = 0.6\) nm\(^{-1}\) shows that the blend remains highly ordered even up to 175°C. Data in (a) are in absolute units at 25°C but are offset in intensity by factors (100, 200, and 300) cm\(^{-1}\) at higher temperatures.
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A Class of Micellar Solutions with Viscosity Tunable by Light

Aimee M. Ketner and Srinivasa R. Raghavan

Imagine a fluid that can be switched from a thick gel to a flowing liquid upon application of an external field. Such tunable fluids do exist; indeed, switching viscosity by application of an electric or a magnetic field has been known for more than 50 years [1]. A third class of switchable fluids using light as the external field has also been envisioned [1-4]; however, such light-tunable or “photorheological” (PR) fluids have remained of academic interest only—the limiting factor has been the need for complex photosensitive molecules that require tedious synthesis [3,4]. Here, we highlight our recent work [1] on developing a simple class of PR fluids based on inexpensive chemicals that are readily available from commercial manufacturers. These PR fluids can thus be easily replicated in any industrial or academic laboratory, and we hope this will spur on eventual applications for such fluids, possibly to construct microvalves, dampers or sensors.

The scientific basis behind our PR fluids is depicted in Fig. 1, with the essential principle being the propensity of amphiphilic molecules (containing both hydrophilic and hydrophobic ends) to self-assemble in water to form nanoscale assemblies. Importantly, the size and shape of these assemblies depends on the geometry of the amphiphiles. The assemblies that we are primarily concerned with are called “wormlike micelles”: these are long, flexible cylindrical chains with diameters around 5 nm and lengths that can extend up to a few microns. It is known that wormlike micelles can be formed in water by combining the well-known cationic surfactant, cetyl trimethylammonium bromide (CTAB) with a range of organic additives. To make our system light-sensitive, we use a cinnamic acid derivative as our additive. This molecule, ortho-methoxy cinnamic acid (OMCA), is typically found with its C-C double bond in a trans configuration, as shown in the top portion of Fig. 1.

However, when OMCA is irradiated with UV light, the molecule photoisomerizes from trans to a cis configuration: as shown in Fig. 1, the cis isomer has a bend or kink at the double bond, giving the molecule a different geometry. The effect of this photoisomerization on the sample viscosity is illustrated visually in the bottom panel. Note that the original CTAB + trans-OMCA sample is highly viscous and almost gel-like in its appearance and it does not pour out of the tilted vial. On the other hand, upon UV irradiation, the sample (which is now composed of CTAB + cis-OMCA) has a low viscosity, akin to water, allowing the sample to be poured easily out of its vial. This visual difference in flow properties can be quantified by rheological measurements: it corresponds to a decrease in the zero-shear viscosity ($\eta_0$) of the sample by a factor of about 10 000 [1].

Why does the photoisomerization of OMCA induce such a dramatic drop in viscosity? The likely mechanism for this effect is shown in Fig. 1, and it has two distinct aspects: one at the molecular, and the other at the microstructural level [1]. At the molecular level, we believe that the geometry of trans-OMCA allows the molecule to adsorb onto the cationic micelles. Such adsorption occurs due to a combination of hydrophobic and electrostatic interactions, with the aromatic ring partially submerged into the hydrophobic core of the micelle. As a result of this adsorption, the trans-OMCA counterions reduce the effective charge on the cationic headgroups of CTAB and the lower headgroup charge, in turn, allows the self-assembly of very
long wormlike micelles that entangle to produce a viscous fluid. However, when OMCA is isomerized, the cis-OMCA isomer has a much weaker tendency to adsorb onto the micelles because its hydrophobic and hydrophilic regions are not well separated. Thus cis-OMCA will tend to desorb from the micelles, increasing the effective charge on the surfactant headgroups. The increase in charge translates into an increase in headgroup area, and the resulting change in amphiphile geometry is reflected as a transition to much shorter micelles (short cylinders or ellipsoids or spheres). The shorter structures, in turn, impart a much lower viscosity to the sample.

The microstructural basis for our PR fluids is thus a light-induced transformation of long, wormlike micelles to much shorter micelles (Fig. 1). To verify such a change, we turned to small-angle neutron scattering (SANS) [1]. Samples for SANS were made in D₂O and measurements were conducted on the NG-7 beamline at the NCNR. SANS spectra for intensity $I$ vs wave-vector $q$ are shown in Fig. 2 for two samples with CTAB/OMCA concentrations of 20/20, and 5/5 mmol/L, respectively. (We studied samples at low concentrations to minimize intermicellar interactions). For both samples, UV irradiation causes a significant drop in the intensity at low $q$, which is a direct, qualitative indication of a decrease in micelle size. To be more quantitative, we modeled the SANS data from the 5/5 sample. Here, the intensity asymptotes at low $q$ to a slope of about $-1$ prior to irradiation, which is indicative of long, cylindrical structures. We therefore modeled the micelles as rigid cylinders, and the fit yielded a micellar radius of 22 Å and a length of ca. 3000 Å. The same sample after irradiation shows a plateau in SANS intensity at low $q$, which suggests the presence of smaller and more globular structures. Accordingly, we modeled the micelles in this case as ellipsoids of revolution, and the best fit was obtained for prolate ellipsoids with radii of 22 Å and 40 Å, respectively, for their major and minor axes. Thus, SANS confirmed that there is indeed a dramatic reduction in the largest dimension of the micelles (a factor of about 100) due to UV irradiation.

Finally, it is worth clarifying several aspects and limitations of the PR fluids highlighted here. As indicated by the arrow in Fig. 1, the light-induced transition in the CTAB/OMCA system is a one-way effect, i.e., it is not reversible. The reason for the irreversibility lies in the nature of the absorption spectra of the trans and cis isomers of OMCA. Nevertheless, we emphasize that the concept illustrated by Fig. 1 is general and should apply to other organic derivatives where photoisomerizations are actually reversible. Indeed, work is ongoing in our own laboratory to find such derivatives.

A second issue that arises with any type of PR fluid is one of timescale. In our experiments, we used a 200 W mercury arc lamp and our sample size was 5 mL. Under these conditions, samples typically required about 30 min of irradiation to achieve their full reduction in viscosity. The limitation is one of path length and sample volume, i.e., faster effects can be obtained with smaller samples.

In conclusion, we have demonstrated a UV-induced drop in viscosity by more than four orders of magnitude in CTAB/OMCA mixtures. Although this effect is not reversible, the notable point is that it has been achieved in a simple system that can be replicated in any laboratory by mixing two common chemicals. The microstructural basis for this effect, which has been verified by SANS, is that UV light induces a transition from long, wormlike micelles to much shorter micelles. In turn, the microstructural changes are predicated upon a trans to cis photoisomerization at the molecular level.
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Glass Transition Behavior of Thin Film Miscible Binary Polymer-Polymer Blends

P. F. Green1; B. M. Besancon2; C. L. Soles3

Nanotechnology is the discovery and application of novel, inherently size-dependent properties of materials confined to the nanomter scale. It is generally difficult to predict property deviations at this scale because they manifest the influence of two factors: confinement and interfacial interactions between the material (chemical) constituents and the external interfaces [1]. The length-scales over which the size-dependence is observed depend not only on the class of material, e.g., atomic or long-chain polymer, but also on the property observed.

One physical property of thin polymer films that is of practical interest is the glass transition temperature, \( T_g \), below which a polymer becomes brittle. It is known that the average \( T_g \) of homopolymer films thinner than \( h \approx 40 \) nm may increase or decrease with decreasing \( h \). This \( h \)-dependence appears to be associated with the relative monomer-substrate, monomer-monomer and monomer-free surface interactions. Most applications of polymers, however, involve mixtures of polymers. What, then, influences the \( T_g \) of a thin film homopolymer/homopolymer mixture?

Spectroscopic ellipsometry (SE) measurements of the average \( T_g \) of mixtures not only reveal thickness-dependent changes in \( T_g \) with decreasing film thickness but further indicate that the magnitudes of the changes are similar to those in pure polymers. A combination of SE and incoherent elastic neutron scattering (IENS) measurement [2] reveal the influence of locally heterogeneous dynamics on the average \( T_g \) of mixtures, leading to a completely new mechanism by which the glass transition can be understood in thin films.

We performed IENS studies on a completely miscible binary polymer-polymer blend of deuterated polystyrene (dPS) and tetramethyl bisphenol-A polycarbonate (TMPC), supported by SiO\(_x\)/Si substrates (oxidized silicon wafers). The thermodynamics of this system are well understood. The properties of particular interest with regard to understanding the \( T_g \) of thin films are: (1) the \( T_g \) of PS is 100 °C lower than that of TMPC; (2) the segmental dynamics of PS are fast compared to TMPC at any given temperature; (3) PS enriches the free surface (lower surface energy) whereas TMPC preferentially enriches the oxide layer of the substrate; (4) \( T_g \) decreases with decreasing \( h \) in the PS/SiO\(_x\)/Si system, whereas the opposite is true in the TMPC/SiO\(_x\)/Si system. It could be argued, therefore, that since the dynamics at the interfaces of these thin film samples are significantly different, the \( T_g \) dependencies should differ significantly from the pure homopolymer. However, SE measurements show remarkably similar \( h \)-dependent behavior. At high TMPC concentrations, greater than a mass fraction of 90 %, \( T_g \) increases with decreasing film thickness, whereas for smaller TMPC mass fractions \( T_g \) decreases with decreasing \( h \) [2].

Our INS measurements reveal evidence of a separate glass transition of the TMPC component, distinct from the average \( T_g \) of the film measured by spectroscopic ellipsometry. The incoherent scattering intensity is heavily dominated by the hydrogenous moieties in the TMPC whereas deuterium labeling greatly reduces the incoherent scattering cross section of the PS. The elastic scattered intensity, \( I(Q) \), is plotted in Fig. 1 as a function of temperature for three samples containing 50 % mass fraction of TMPC. At temperatures \( T < 200 \) K, the intensity of the elastic peak is well approximated by the expression \( I_{\text{elastic}}(Q) \propto \exp(-Q^2 \langle u^2 \rangle /3) \). In this expression, \( Q \) is the scattering vector, and \( \langle u^2 \rangle \) is the mean square atomic displacement. The deviation from linearity of the data near \( T \approx 200 \) K for each curve in Fig. 1 is interpreted as a sub-\( T_g \).

\[ \text{FIGURE 1: The neutron elastic scattering intensity vs temperature for the 50 % mass fraction TMPC/dPS samples is dominated by the (hydrogen-bearing) TMPC component. The TMPC effective glass transition temperature, identified with the crossing of the fitting lines, is } T_g = 445 \text{ K} \ (172 \text{ °C}). \]
relaxation, primarily reflecting methyl group rotations. The glass transition temperature of the mixture, located where the fit lines cross, as shown in Fig. 1, occurs at \( T_g \approx 445 \text{ K} \) (172 \(^\circ\text{C}\)) for both bulk and thin film samples. The values of \( T_g \) determined using INS and ellipsometry (or differential scanning calorimetry (DSC)) for the bulk samples [3] are plotted as a function of composition for the 30 nm films in Fig. 2a and for the bulk samples in Fig. 2b. The values of \( T_g \) determined using these techniques are different: SE and DSC measure essentially the same average values of \( T_g \), whereas the \( T_g \) of the TMPC component is found to be systematically higher in the INS measurements.

The different \( T_g \) values measured by the INS and SE techniques in these miscible blends might be rationalized as follows. Studies of binary miscible polymer-polymer blends that show a single average \( T_g \) can nonetheless show, at a local level, evidence of the distinctly different \( T_g \) values and relaxation times associated with each component in the blend; i.e., locally the dynamics can still be heterogeneous. The underlying reason for this dynamic heterogeneity is discussed in terms of the chain connectivity, which necessitates that a monomer on the A-chain (B-chain) will have an intrinsically higher than average concentration of A-monomers (B-monomers), locally as its nearest neighbors. This is often referred to as a self-concentration, \( \phi \). The effective local concentration, \( \phi_{\text{eff}} \), based on the Lodge-McLeish model [4], is determined by \( \phi \), such that \( \phi_{\text{eff}} = \phi + (1-\phi)\phi \), where \( \phi \) is the bulk concentration. The model assumes that the length scale of the local region of enriched concentration around a given monomer is of order nanometers and is independent of temperature. In light of this, the component A of the mixture can sense a different effective \( T_g \) determined by \( \phi_{\text{eff}} \) than the average. It is probable that this notion is relevant here given that the INS measurements are predominantly sensitive to the methyl rotors on the TMPC, i.e., to the dynamics on the time scale of a single monomer. This is in contrast to SE (film) and DSC (bulk) measurements, which are sensitive to the average \( T_g \). The \( T_g \) concentration dependencies of the different samples shown in Fig. 2 were fitted by a virial equation from which the self concentrations \( \phi \) were determined [2]. The values of \( \phi \) extracted from the fits to data using all three techniques are comparable.

The implication here is that in thin films the self-concentration concept appears to account for the systematically higher values of \( T_g \) determined by INS compared with those from SE. The fact that the TMPC concentration is enriched at the wafer interface, which would also lead to a local increase in the \( T_g \) near the interface, does not seem to be dominant, since this kind of interfacial segregation cannot occur in the bulk samples where INS values are also found to be systematically higher. Nevertheless, the \( T_g \) in these thin film polymer blends will depend in a complicated manner on the relative monomer-substrate, monomer-monomer and monomer-free surface interactions that determine the average \( T_g \) of homopolymer films. The thickness-dependent average values of \( T_g \) of polymer thin films reflect deeper underlying physics than was originally thought to be important. We are continuing these measurements using dielectric spectroscopy to examine further details of the component dynamics.
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Alzheimer’s Disease: Effects of β-Amyloid Oligomers on Cell Membranes

F. Heinrich, M. Lösche1; G. Valincius, I. Ignatjev2; Y. Sokolov, J. E. Hall3

Alzheimer’s disease (AD) is a debilitating neurodegeneration that affects millions of elderly patients, particularly in the aging populations of developing countries around the globe. The amyloidβ (Aβ) peptide, a cleavage product of the membrane protein amyloid precursor protein (APP), has long been implicated in causing AD. Enzymatic cleavage of APP liberates Aβ monomers into the intercellular space of the central nervous system (CNS) where the peptide may adopt a misfolded conformation that is amenable to aggregation. Eventually, large insoluble amyloid fibrils are formed which constitute the hallmark feature found between destroyed nerve cells in affected brains of diseased patients. Indirect evidence has recently accrued that toxicity in the pathogenesis of AD may primarily reside with a specific soluble oligomeric form of Aβ rather than monomers or mature fibrils [1, 2]. These findings are starting to impact the search for promising novel therapeutic approaches [3, 4]. It is therefore timely to concentrate on molecular biophysical studies of the properties of Aβ oligomer particles [5]. We initiated such studies aiming to reveal structure-function relations that govern the association of prefibrillar Aβ oligomers with membranes, thus beginning a new direction in the century-old research on the origin of Alzheimer’s disease.

Cell membranes are a complex blend of a large number of distinct lipids that form a two-dimensional matrix into which membrane proteins are incorporated or with which they are peripherally associated. One critically important function of cell membranes in the CNS is to maintain a cation gradient, and thereby a resting potential, between a cell’s interior and external space.

The Hall lab at the University of California at Irvine has monitored the conductivity of free-standing model membranes, so-called black lipid membranes composed of just a single lipid or binary lipid mixtures, in response to incubation with soluble prefibrillar Aβ oligomers. They found a reduction of the insulating properties of the membrane that depends on its composition [6, 7]. In contrast to the currently prevailing hypothesis which suggests that Aβ oligomers form distinct membrane channels that interfere with ionic dynamic balance, it was suggested that the oligomers locally reduce the barrier to ion flow but do not open water-filled channel structures. Subsequently, in studies which invoked surface-stabilized, “sparsely tethered” bilayer lipid membranes (stBLMs) [8], we determined the structural impact of Aβ oligomers on membranes using neutron reflectometry (NR) and correlated changes in function, as observed with electrochemical impedance spectroscopy (EIS), with these structural effects. This work sets the scene for a broader research program on the molecular-scale aspects of AD.

NR measurements were performed on NCNR’s AND/R spectrometer [9]. stBLMs composed of fully hydrogenated phospholipids showed reversible changes of the membrane upon incubation with soluble Aβ oligomers. Results were interpreted as a thinning of the hydrophobic bilayer core.

![Figure 1](image-url)  
**FIGURE 1:** (a) NR and model reflectivities (lines) of an as-prepared stBLM and the same bilayer under the influence of Aβ oligomers. The lower inset shows residuals of the same data normalized to the NR of the neat bilayer, as well as the normalized residuals of a data set (not shown) of the bilayer after rinsing with protein-free buffer. The upper panel shows the nSLD models corresponding to the NR in the lower panel. (b) Changes of selected parameters that describe the stBLM models in (a). Upper panel: Development of the nSLD in the two distinct bilayer leaflets. Middle panel: Development of the thickness of the two leaflets (assumed to be equal). Lower panel: Development of the neutron scattering length per unit area in the two distinct leaflets. The models rely on measurements of multiple solvent contrasts that are not all shown in panel (a). Similarly a number of results at various peptide concentrations are included in panel (b) for which the original data are omitted from panel (a) for clarity.
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which depends in its extent on the nature of the lipid and the peptide concentration. However, these NR results on the interaction of (hydrogenated) Aβ oligomers with fully hydrogenated stBLMs were limited in their predictive power since it was impossible to locate the peptide particles with respect to the membrane structure. NR experiments that employed chain-perdeuterated DMPC—a saturated phospholipid that is often used in model studies—were much more revealing in that respect.

Figure 1a shows NR results in H2O-based buffer, as well as the respective model fits, for an as-prepared stBLM formed from chain-perdeuterated DMPC-d14, and the same stBLM incubated with soluble Aβ oligomers at a peptide concentration, c_p = 12 µmol/L. Because the inner hydrophobic sheath of the bilayer contains a fully hydrogenated surface anchor [8] together with the deuterated lipid, both leaflets show different neutron scattering length densities (nSLD), ρ_n, and are distinguishable in the nSLD profile shown in the top left panel in Fig. 1. These profiles indicate that oligomer incubation increases the nSLD in the hydrophobic slab and shifts the peak closer toward the substrate surface. As shown in Fig. 1b, this experiment determines the structural impact of the Aβ oligomers on the membrane: The peptide interpenetrates the core of the membrane and affects both leaflets of the stBLM equally, as observed in the changes of the scattering length area density, Δρ_n×d, broken down into the values observed for the two bilayer leaflets (lower panel in Fig. 1b). The bilayer thickness, d, decreases upon increasing c_p while Δρ_n×d goes through a maximum. This suggests that peptide may incorporate massively into the membrane, where it induces a compaction of the lipid chains, followed by a lateral relaxation of the membrane structure at high c_p presumably through the reorganization of membrane material locally into the three-dimensional defects. It is estimated that at c_p > 10 µmol/L as much as 10 % volume fraction of the membrane may be composed of the peptide.

Complementing EIS investigations (see the Bode plot, inset in Fig. 2) confirm a dramatic decrease in membrane resistance to ion conduction at low frequencies of the driving voltage. While NR results which indicate that Aβ oligomers penetrate the entire membrane might be consistent with the assumption of channel formation, temperature-dependent EIS shows that the activation energy, E_a, for ion transport across the membrane is much larger than expected for water-filled channels (lower panel of Fig. 2). This provides clear evidence that the Aβ-mediated conduction mechanism is distinct from membrane poration.

While providing the closest view to date on the molecular-scale aspects of the interaction of Aβ with membranes, these results are still preliminary in character. A more rigorous analysis and deeper understanding of the molecular-scale aspects of membrane-toxicity of Aβ oligomers will require more neutron scattering experiments with deuterated peptide, which has not yet been available to us. Furthermore, we aim at an in-depth comparison of the membrane effects of other peptides (Aβ occurs in different lengths in vivo) and different aggregation states (peptide monomers, larger oligomeric association products, and fibrils). Deeper insight into the molecular aspects is also expected from coupling the results of scattering experiments with molecular dynamic computer simulations. These efforts, required to make serious progress toward an unraveling of the century-old puzzles posed by Alzheimer’s disease, are currently underway.
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Protein Structure and Hydration Probed by SANS

C. B. Stanley, S. Krueger1; V. A. Parsegian, D. C. Rau2

Proper protein function relies on interactions that create correctly folded and assembled structures still maintaining the flexibility required for specific activity. Since these interactions are mediated by hydration, the energetics of protein function are necessarily coupled to water activity. Modulating biomolecular systems through the addition of solutes that vary in chemistry and size can provide a better understanding of the interactions including the role of water. Nature utilizes a variety of small solutes, called osmolytes, to protect proteins against thermal and chemical denaturation. Often osmolytes act indirectly through an exclusion from water hydrating biomolecular surfaces or from water sequestered in cavities. For similar reasons, stabilizing agents are added to protein solutions used in biotechnology and pharmaceutical applications. Here, we use small-angle neutron scattering (SANS) coupled with osmotic stress to investigate the hydration of guanylate kinase in the presence of solutes [1]. By taking advantage of the neutron contrast variation that occurs upon solute addition, the number of protein-associated (solute-excluded) water molecules can be estimated. These results provide a framework for studying similar biomolecular systems using neutron scattering.

An instructive way to view solute effects on biological systems is through the osmotic stress method [2]. This approach considers the various interactions from an added solute while also affording the measurement of forces between biopolymers and hydration changes accompanying biomolecular reactions. The solute size and chemical nature determines its exclusion from biomolecular surfaces, thereby acting osmotically on these regions and favoring more dehydrated states. Importantly, since osmotic stress mimics the influence of macromolecular crowding characteristic of the cell, its perturbing effects can teach us about molecular function in vivo.

Guanylate kinase (GK) is a 20.5 ku (20.5 kDa) protein that performs phosphoryl transfer from adenosine triphosphate (ATP) to guanosine monophosphate (GMP). We chose to study this protein because its structure contains a deep cavity for ligand binding, and it also undergoes large-scale conformational changes upon binding ligands. Conformational changes can be followed using SANS (Fig. 1) where Guinier fits indicate the protein radius of gyration, \( R_g \), decreases from \( (17.2 \pm 0.1) \) Å to \( (16.4 \pm 0.1) \) Å upon binding GMP. The ATP-binding site also can be closed by addition of magnesium adenosine triphosphate (MgADP) resulting in \( R_g = (16.2 \pm 0.1) \) Å. Calculated SANS profiles (Fig. 1, solid lines) made from the corresponding crystal structures using Xtal2sas program [3] and references therein, demonstrate good agreement with the experimental data.

When solutes are introduced, any exclusion of solute away from the protein results in a preferential hydration. In the context of osmotic stress, these protein-associated water molecules that are thermodynamically important based on their exclusion from the bulk solute are what we term protein hydration. By considering the protein and protein-associated water as a composite particle, and accounting for the change in bulk solution scattering length density with solute volume fraction, Fig. 2 shows that solutes in the series: glycerol, triethylene glycol (TEG), and poly(ethylene glycol) (PEG) of molecular weight (MW) 400 and 1000 induce an additional scattering contribution above what is obtained from protein in H2O/D2O solvent alone. This excess contribution is attributed to protein-associated water [4]. Protein hydration can be expressed in terms of the number of water molecules associated with the protein, \( N_w \) (values given in Fig. 2). Glycerol is the least excluded solute, likely due to both its size

![FIGURE 1: SANS of guanylate kinase (GK) conformations at 5 mg/mL in D2O (data points) and SANS profiles calculated from the corresponding crystal structures using Xtal2sas (solid lines). Curves are shifted for clarity. Inset: Corresponding GK structures from x-ray crystallography: 1, GK (1EX6); 2, GK/GMP (1EX7); and 3, GK/GMP/MgADP (1LVG).](image-url)
provide assurance that there are no structural changes for an added solute or be purposely used at high concentration to induce structural changes and measure the osmotic work. We hope this study forms the basis for such promising future research so that structural information about biological systems can be directly connected with their corresponding thermodynamics. SANS experiments were performed on the NG3 and NG7 30 m SANS instruments at the NIST Center for Neutron Research.
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Melting in Dehydrated Lipid Bilayers

M. Doxastakis¹, S. Ohtake¹; V. Garcia Sakai²; J. K. Maranas³; J. J. de Pablo⁴

Lipid bilayers are ordered structures that assemble in water as a result of the connection of hydrophilic head groups to hydrophobic tail regions. They form the biological membrane enclosing cells, as well as simplified enclosures, termed liposomes, used for drug delivery, gene therapy and immunization. Bilayers in biological functions and other applications are normally hydrated, and as a result the properties of hydrated bilayers are well studied and understood. This includes one of the most important physical properties of membranes: the melting transition that differentiates a solid-like state (gel phase) from the liquid state (liquid crystalline phase) [1]. The importance of this transition derives from the fact that cells and other enclosures leak their contents as it is crossed, which causes cell death or failure of liposomes as carriers. Although they have received less attention, dehydrated lipid bilayers are important both biologically, where certain organisms modify their cell membranes to survive desiccation [2], and in application as liposomes, where preparation of liposomal carriers requires drying and rehydration. In the former case, protection against dehydration is linked to changes in melting transition temperatures of hydrated and dehydrated membranes when additives are present. The work described in this highlight targets the melting transition in dehydrated lipid bilayers, filling the gap in our understanding of these systems.

Our approach uses a combination of quasi-elastic neutron scattering (QENS) experiments and molecular simulations to characterize mobility above and below the transition. We perform investigations on freeze-dried model liposomes, comprised of a single type of lipid molecule: dipalmitoyl-phosphatidylcholine (DPPC). These liposomes are a realistic representative of those used in applications, and they approximate biological cell membranes. We exploit the ability of neutrons to preferentially probe the motion of specific protons in the sample: by considering DPPC with deuterated head-groups (dhDPPC), we probe tail mobility; and by deuterating the tails (hdDPPC), we probe head-group mobility. In all of these dehydrated samples, the melting transition occurs near 370 K. As with any melting transition, the gel to liquid crystalline transition in a lipid bilayer involves a rapid rise in molecular mobility with temperature, easily observed using calorimetry. The analog to calorimetry in QENS is the fixed window scan, in which the elastic intensity, representing motion slower than the instrumental resolution, is monitored as a function of temperature. Fixed window scans on dhDPPC show that when dehydration is achieved via freeze-drying, the melting feature arises from the lipid tails. By comparison, scans on hdDPPC show a more gradual change [3].

We may regard mobility as rattling within a local cage superimposed with translation of the cage center of mass. Below the melting temperature, translation is minimal and it is possible to derive the local cage size from fixed window scans. The behavior of the local cage size with temperature is illustrated in Fig. 1. Below 220 K, only vibration occurs, as evidenced by the linear relation of mean squared displacement and temperature. Differences between head and tail proton motions are also small. Above this temperature, localized motion distinct from vibration appears with obvious differences in head and tail mobility. Above the highest temperature on the plot, 340 K, motion is no longer localized and thus its spatial extent may not be extracted. The appearance of non-localized motion, particularly in the lipid tails, is a hallmark of the liquid crystalline state. The mean squared displacements in Fig. 1 are averages over all tail or head group protons. Because these regions of the lipid molecules are connected, the difference in local cage sizes implies that cage size varies with the location of tail protons: those immediately near the head group region must explore smaller cage regions than those at the tail ends. This suggestion is validated with the simulation image provided in the figure inset. The image represents
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FIGURE 1: The local cage size in tail labeled (dhDPPC, red circles) and head labeled (hdDPPC, blue diamonds) samples referenced to 70 K, the lowest measured temperature. The inset image presents simulation coordinates of a single lipid molecule at 310 K, plotted every 400 ps over a time period of 4 ns.
a time progression of a single lipid molecule over an interval approximately equivalent to the instrumental resolution, and demonstrates a variation in spatial exploration with tail position.

The localized motion characterized in Fig. 1 describes states below the melting transition. Since the rapid change in mobility at this transition appears in the tail protons, we focus on the dDPPC sample, and investigate the associated change in dynamics. This requires characterization of neutron energy changes during scattering, rather than merely the elastic fraction. Because these measurements are more time consuming, only two temperatures, bracketing the transition, are presented in Fig. 2. These spectra consist of two parts which roughly correspond to localized motion observed for times less than 50 ps, and larger scale motion for times greater than 200 ps. Localized motion, the spatial extent of which was characterized above, exists both above and below the melting transition. Larger scale motion only occurs above the melting transition, as indicated by the absence of decay from 200 ps to 4 ns at 330 K. Although the experimental data do not decay enough to clearly identify the nature of this motion, the simulation snapshots suggest that larger scale motion of lipid tails originates from the onset of conformational changes in the head-group regions, and may be rotational in nature.

We focus on localized motion occurring both above and below the melting transition described by data at times less than 50 ps to extract information about the nature and timescale of the motion. Based on analysis of the fixed window scans and simulation snapshots, we expect that motion occurs by exploration of local regions, the size of which varies with location along the lipid tail. Our fitting procedure yields the elastic incoherent structure factor (EISF) of the localized process as a fit parameter, and examination of this variable in comparison to model functions can both confirm localized motion and provide information on its geometry. We choose a model describing motion as diffusion within impenetrable spheres [4]. As confirmed by the comparison in Fig. 2, a single sphere size is insufficient to describe the experimental data. If the sphere radius is allowed to vary with tail position, the same model provides an excellent description of the data. Rather than impose a linear variation of sphere size with tail position, we obtain the variation from our molecular dynamics simulations, where mobility at individual locations may be easily isolated.

Our investigation identifies several important characteristics on a molecular level. Below the melting transition, significant localized mobility is present in the lipid tails, with the spatial extent of this motion growing with temperature well before the transition occurs. The size of the region within which localized motion takes place is not homogeneous, but rather varies with location along the lipid tail. The rapid gain in mobility over the transition from the gel to liquid crystalline phase is observed in the lipid tails, and involves the onset of non-localized motion. This tail motion appears to be enabled by conformational transitions of the head groups at higher temperatures. This molecular picture of melting in dehydrated lipid bilayers provides a baseline against which the behavior of additive modified systems may be compared to determine the mechanism.
Revealing Light-Enhanced Protein Activity with Neutrons

C. T. Lee, Jr., A. C. Hamill, S. C. Wang1; A. Faraone2

Of all the molecules found in living organisms, proteins are the most important. Enzymes act as catalysts; rhodopsin aids vision and G-protein-coupled-receptors mediate smell and taste. To a large extent, protein function is determined by protein conformation, particularly in the case of enzymes where folding results in an active site that allows for selective binding of substrates. However, the static “lock and key” mechanism has been replaced in modern enzymology with the form-dynamics-function relationship and the view that enzyme dynamics can have an equally important role in catalysis. To directly examine this relationship, the interaction of a photoresponsive surfactant with lysozyme has been investigated as a means to control the enzyme structure, flexibility, and activity with light illumination. Conformational changes as a function of photoresponsive surfactant concentration and light illumination were measured through shape-reconstruction analysis of small-angle neutron scattering (SANS) data. The SANS-based in vitro structures indicate that lysozyme adopts a partially-unfolded conformation in the presence of the photosurfactant under visible illumination, while UV illumination causes the protein to refold to a near-native structure. Protein swelling occurs principally away from the active site near the hinge region connecting the α and β domains, leading to enhanced domain motions that we directly measured with neutron spin echo (NSE). This enhanced enzyme flexibility is accompanied by an 8-fold increase in enzymatic activity relative to the native state, leading to complete photo reversible control of the structure, dynamics, and function of lysozyme.

Azobenzene-based photoresponsive surfactants (“azoTAB”, see Fig. 1) have recently been utilized to induce reversible changes in protein conformation with light illumination, with relatively high resolution in vitro protein structures determined with small-angle neutron scattering (SANS) [1-4]. A photoisomerization between the visible-light trans (relatively hydrophobic) and UV-light cis (relatively hydrophilic) forms of the azobenzene moiety allows photocontrol of surfactant interactions with various proteins. With bovine serum albumin, the initial unfolding was localized to the hydrophobic α-helical segments in the C-terminal portion of the protein [1, 3]. In contrast, for α-chymotrypsin consisting primarily of β structures, only small changes in the overall size of the protein were observed (~7% increase in the radius of gyration), however, this subtle structural rearrangement was sufficient to convert intramolecular β structures into intermolecular β sheets and lead to eventual amyloid fibril formation [4].

For lysozyme containing both α and β domains, the SANS data in Fig. 1 indicate that the photosurfactant swells lysozyme under visible light (photosurfactant switched "on"), while the protein refolds to a native-like conformation under UV illumination (photosurfactant switched "off"). As previously described [2], shape reconstruction of the SANS data involves approximating the protein as a collection of scattering centers whose positions are adjusted to fit the experimental scattering curve. The resulting conformations of lysozyme are shown in Fig. 1 along with the x-ray crystallographic structure (PDB code 6LYZ). While at low azoTAB concentrations the SANS-based structures are similar to the crystal structure of pure lysozyme, the true utility of SANS is seen at elevated azoTAB concentrations where the degree and location, of protein swelling can be determined. Lysozyme is observed to swell primarily in the lower portion of the molecule away from the active site in the so-called hinge region, which gives rise to a progressively more open active-site cleft.

From these SANS-based in vitro conformations, lysozyme activity against glycolchitin was determined as a function of
azoTAB concentration and light conditions, revealing an 8-fold increase in activity (i.e., “superactivity”) with lysozyme in the swollen form. In order to form the enzyme-substrate complex, it has been reported that the active-site cleft of lysozyme has to first open (to allow the substrate to enter the active site) and then close (to return the enzyme to a state similar to the native conformation) through hinge-bending motions of the α and β domains. Thus, it may be expected that domain motions play an important role in the catalytic process.

The rates of enzymatic reactions are controlled by the height of the activation energy barrier. Thus, to induce superactivity requires that enzyme flexibility be increased in such a way that transition-state structures are preferentially sampled. With this in mind, the superactivity observed in the presence of azoTAB under visible light could be a result of the higher degree of swelling of the hinge region, which would be expected to lead to enhanced hinge-bending motions. At the ensemble level as in Fig. 1, this is manifested by an overall broadening of the active-site cleft, analogous to regions with high temperature factors (B factors) in x-ray crystallographic structures that are often associated with regions undergoing large thermal motions.

To directly measure protein domain motions, neutron spin echo (NSE) experiments were performed at NIST on lysozyme-photosurfactant systems. While SANS is the neutron analogue of static light scattering with both measuring scattering intensity, NSE is analogous to dynamic light scattering, since both measure a diffusion coefficient. In contrast to translational diffusion determined from DLS, however, NSE can further access motions over time scales from 0.01 ns to 100 ns and length scales from 10 Å to 150 Å. As seen in Fig. 2, NSE reveals a deviation in the effective diffusion coefficient from that expected for purely rigid-body motions (i.e., translation plus rotation [5]) in the presence of surfactant activated under visible light, while converting the surfactant to the passive form with UV light results in a “dormant” protein in the nanosecond/nanometer regime, similar to native lysozyme. This deviation is observed as the length scale $L = 2\pi / Q$ decreases to values approaching the protein diameter. Thus, NSE is detecting nanosecond domain motions within the protein. Interestingly, these internal motions occur with the aforementioned 8-fold enhanced “superactivity” of the enzyme versus the native state. Thus, Fig. 2 provides a direct measure of photo-induced protein internal motions leading to enhancements in enzyme activity.

Through combined SANS and NSE measurements, unique insight is obtained into the mechanisms by which photoreversible control of protein structure/flexibility lead to enhanced enzyme activity. The in vitro enzyme conformations from SANS reveal that lysozyme swells primarily in the hinge region connecting the α and β domains. This in turn leads to nanosecond/nanometer domain motions within the protein, directly measured with NSE experiments, as well as to an 8-fold increase in enzymatic activity relative to the native state. By examining the complete form-dynamics-function triad of lysozyme, these results suggest a general procedure by which enzymatic activity could be increased through enhancements in enzyme flexibility.
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**FIGURE 2:** NSE measurements of the effective diffusion coefficient of 10 mg/mL lysozyme solutions in the presence of the azoTAB photosurfactant that is active under visible illumination and passive under UV illumination. Solid lines account for rigid-body motions (translation/rotation).
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Extending Neutron Activation Analysis Capabilities

B. E. Tomlin, R. Zeisler, R. M. Lindstrom

Trace elements play an important role in everyday life. Many of the high-tech devices that modern society relies upon require high-purity raw materials for their manufacture, and the content of trace elements in these materials can have a significant effect on their properties. In biological systems, trace elements play two roles—as essential nutrients for an organism’s survival and as toxic substances that can cause disease and death at extremely low concentrations. Given the critical role of trace elements, the characterization of trace element compositions in a wide variety of materials is crucial for advancements in science, industry and medicine.

Neutron activation analysis (NAA) is a powerful method for the determination of a wide variety of trace elements, independent of the chemical environment of those elements. NAA is based on the measurement of nuclear gamma radiations. The technique of gamma-gamma ($\gamma\gamma$) coincidence spectrometry is a means of counting $\gamma$ rays with a much higher level of discrimination by distinguishing radioactive decay events with unique signatures from the much larger number of all other decay events. Nuclear spectroscopists commonly employ $\gamma\gamma$ coincidence techniques, but this technique is not widely used within the nuclear analytical community. Early work on the use of $\gamma\gamma$ coincidence measurements as a means of improving the sensitivity of NAA for rare earth elements was reported in the literature almost forty years ago [1]; however, little development of the technique has occurred since then.

New trends in instrumentation, however, promise greater improvements than have been achieved in the past. In order to fully explore the use of $\gamma\gamma$ coincidence NAA in characterizing standard reference materials (SRM), a prototype $\gamma\gamma$ coincidence spectrometer, as shown in the inset of Fig. 1b, has been constructed at the NIST Center for Neutron Research using high-purity germanium $\gamma$-ray detectors and state-of-the-art digital instrumentation. This system will extend to quantitative analyses the general approaches used by nuclear spectroscopists employing state-of-the-art signal processing procedures.

Gamma-ray spectra with significant reductions in background components have been attained with the coincidence spectrometer at NIST. Figure 1 illustrates the effect of coincidence gating on a $\gamma$-ray spectrum. Figure 1a shows a portion of an ungated, conventional singles $\gamma$-ray spectrum for SRM 1598a Animal Serum, with the Cs-134 605-keV peak labeled. In contrast, Fig. 1b shows a coincidence $\gamma$-ray spectrum, gated on the Cs-134 796-keV transition, over the same energy range as Fig. 1a.

The coincidence spectrum demonstrates both a reduction in the overall spectral background, as well as, the elimination of the overlapping Sb-124 $\gamma$-ray peak which causes the distorted peak shape in Fig. 1a.

The application of $\gamma\gamma$ coincidence spectrometry to NAA here at NIST will extend our capabilities for quantifying trace elements in a broad array of reference materials and other critical samples. The newly constructed prototype $\gamma\gamma$ coincidence spectrometer has been found to provide significant enhancements in $\gamma$-ray counting sensitivity and selectivity. Based on these positive results, it is fully expected that $\gamma\gamma$ coincidence NAA will make a considerable contribution to the Analytical Chemistry Division’s SRM program. Work is presently underway employing the coincidence spectrometer to characterize a number of trace elements in a new bovine liver SRM.
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Here we describe an interferometric method for coherent, reciprocal space neutron imaging which overcomes the spatial resolution limitations of existing neutron imaging methods based on position sensitive detectors. The method implements a spatial encoding of the neutron phase similar to that used in nuclear magnetic resonance imaging. By moving neutron imaging from real to reciprocal space we avoid the need for position sensitive detectors and improve the potential image resolution. Neutron imaging is complementary to other noninvasive imaging methods, such as x-ray imaging and magnetic resonance imaging. Neutrons are transparent to many high Z-number materials and are scattered by many light elements, primarily hydrogen. Examples of neutron imaging include density fluctuations of hydrogen in metals, density of polymeric overlayers, formation of water in hydrogen fuel cells, crystallography for structural biology, and magnetic domain distributions.

The essence of the reciprocal space measurement is to create in one leg of the interferometer a spatial linear phase grating with a controllable wave-number. Such a grating in the neutron phase over the neutron beam can be created by placing a prism in one leg of the interferometer as shown in Fig. 1. If a sample is placed in the second leg of the interferometer then the observed contrast will be dependent on the Fourier coefficient of the spatial distribution of the coherent cross-section of the sample at the wave-number selected by the grating. Since the grating wave-number is experimentally controllable we can map out the full reciprocal space description of the sample.

To achieve 5 µm resolution we need to use a maximum gradient of the order of 6.3 x 10^{5} rad m^{-1} or a fused silica wedge with an 81° wedge angle. In our case the maximum gradient (2 x 10^{4} rad m^{-1}) was produced by two 6° wedges corresponds to a resolution of 160 µm.

Figure 2 shows an example 1-D image of a step-like sample that reveals the resolving power of the method. The sample partially covers the top of the beam. On the left (a) we show raw data with the sample (open red circles) and without the sample (filled blue circles). Reconstructed images are shown on the right (b). Open blue circles represent the reconstructed image of the step-like sample, the purple line is the 1D image of the sample obtained with a position sensitive detector, and the green dashed line is the beam profile on the position sensitive detector without a sample.
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**FIGURE 1:** Schematic diagram of imaging experiment at NIST.

A neutron beam, coming from the left, is coherently divided via Bragg diffraction in the first blade of the neutron interferometer into two beams. These beams travel along paths I and II. The phases which the neutron accumulates over each path are experimentally controlled by rotating the phase flag, which changes the optical path length due to the flag. After diffraction at the second blade these beams coherently recombine at the third blade and proceed to the O- or H-detector. In insets a, b and c are shown the wedges used to create a phase grating across the neutron beam and the corresponding images from a position sensitive detector. Each wedge is positioned perpendicular to the beam and produces gradients: 
\[ \mathbf{\Delta} r = 2 \mathbf{k}_3 \cos \alpha_3 + \mathbf{r} \mathbf{e}_3 \sin \alpha_3, \]
where \( \mathbf{k}_3 \) is the maximal gradient which each wedge can produce in the vertical direction and \( \alpha_3 \) - angles of rotation of the wedge around the neutron beam path. To create only vertical gradients we counter-rotate these two wedges: 
\[ \mathbf{\Delta} r = \mathbf{k}_3 + \mathbf{k}_4 = 2 \mathbf{k}_3 \cos \alpha_3 = \mathbf{e}_3, \]
so the realizable vertical gradients vary from \( -2\mathbf{k}_3 \) to \( 2\mathbf{k}_3 \). For imaging, the position sensitive detector is replaced by more sensitive He detectors.

**FIGURE 2:** Step-like sample data. The sample is a thin (25 µm) fused silica slab that covers only part of the neutron beam. On the left (a) we show raw data with the sample (open red circles) and without the sample (filled blue circles). Reconstructed images are shown on the right (b). Open blue circles represent the reconstructed image of the step-like sample, the purple line is the 1D image of the sample obtained with a position sensitive detector, and the green dashed line is the beam profile on the position sensitive detector without a sample.
Polarized neutron scattering is a powerful probe for a wide range of research fields from physics to biology. Many of the newest neutron scattering spectrometers have increased beam angular divergences or wavelength bandwidths in the interest of larger on-sample neutron fluxes and increased detectable signal, but this has made it difficult to apply the standard techniques for polarized beam production and analysis using reflecting Heusler crystals or super-mirrors. This problem is now being solved using $^3$He neutron spin filters (NSFs). These filters employ nuclear-spin-polarized $^3$He gas, produced by optical pumping, and can be used to polarize or analyze neutron beams because of the strong spin dependence of the absorption cross section for neutrons by $^3$He. Due to significant improvement in their performance during the last several years, including initial $^3$He polarizations exceeding 70%, the use of NSFs has grown in the neutron scattering community worldwide. Compared to commonly used polarizers such as supermirrors and Heusler crystals, NSFs have these advantages: 1) they can polarize a broad wavelength band of neutrons effectively; 2) they can polarize large area and widely divergent neutron beams; 3) they are in-line add-on devices and 4) they can efficiently flip the neutron polarization by reversing the $^3$He nuclear polarization [1]. This last capability allows integrating polarizer and flipper into a single device.

Building upon several years of research and development in the Physics Laboratory at NIST together with outside collaborations, the NCNR initiated a program in 2006 to support polarized neutron beam experiments using $^3$He neutron spin filters. The goal of the program is to polarize and/or analyze beams for neutron scattering instruments where other neutron-polarizing techniques are inadequate. This goal has been met by applying polarized $^3$He NSF devices to diffuse reflectometry [2], small-angle neutron scattering (SANS) [3], and thermal triple-axis spectrometry (TAS) [4].

For thermal TAS, $^3$He spin filters in conjunction with a double focusing monochromator and analyzer can provide significantly better neutronic performance and greater versatility in the selection of energy and polarization compared to Heusler crystals. We have successfully performed several polarized beam experiments on the state-of-the-art BT-7 TAS using $^3$He NSFs to polarize and analyze a 10 cm tall neutron beam. The general case involves measuring eight cross sections, four with incoming neutron polarization perpendicular to the momentum transfer wave vector Q and four parallel.

Figure 1 shows a result just obtained on this instrument for a multiferroic system—a material that is both magnetically ordered and ferroelectric. A recent important discovery in condensed matter physics is that magnetic ordering can actually induce ferroelectricity, for example when the magnetic order parameter breaks polar inversion symmetry. In such magnetoelectric materials it is anticipated that there are two distinct domains of magnetic order, each carrying opposite ferroelectric polarization. But how is one to distinguish these magnetic domains, which should be mirror images of one another?

Polarized neutrons are the answer. Each magnetic domain should have a definite handedness and this implies that diffraction from a single domain should polarize the neutron beam. Figure 1 shows that this is indeed the case for the magnetoelectric material Ni$_2$V$_2$O$_8$. Upon applying electric fields in opposite directions, opposite polarization conditions were indeed associated with the corresponding magnetic diffraction. This essential information about an important class of materials could only be obtained through the use of polarized neutrons.

For these experiments, the $^3$He nuclear polarization is initially above 70% and is stored in a very homogeneous field provided by a magnetically shielded solenoid. The decay time constant for an isolated cell is typically 300 h, which was the case for the analyzer, but due to stray magnetic field gradients the time constant at the polarizer was 140 h. We typically refresh polarized $^3$He gas after 1 or 2 days on the beam line.

For polarization analysis in diffuse reflectometry, the $^3$He spin filter allows much more efficient collection of off-specular scattering for a broad range of reciprocal space. The use of a $^3$He spin filter makes polarization analysis practical in SANS. A recent experiment on a magnetic nanoparticle system showed full polarization analysis in SANS can be done using a $^3$He spin filter as both spin analyzer and spin flipper. User-friendly data reduction software is also under development to interface with these $^3$He NSFs.
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Detecting clandestine fissile material like U-235 and Pu-239 is technically challenging in the lab or in the field because it emits little radiation, and that radiation is energetically weak. Shipments are easily concealed and very difficult to detect by conventional methods. However, when these materials are handled or transported, traces of uranium or plutonium in the form of particles smaller than grains of pollen can be left behind. Inspectors for the International Atomic Energy Agency (IAEA) have used wipe-cloth collection techniques to search for such evidence of handling and transport of clandestine treaty-monitored fissile materials. One of the most sensitive forensic techniques used to detect and measure the minute remnants of fissionable uranium and plutonium on these wipes is delayed neutron activation analysis (DNAA) (see cartoon above). DNAA works with excellent speed, sensitivity, and specificity, but few such systems exist worldwide. Overall, DNAA is well-tested, rapid, specific, matrix-independent, nondestructive, and sensitive. The technique is sensitive solely to nuclides that fission with delayed emission of neutrons to give an unambiguous indication of controlled material, e.g., 235U, 233U, 239U, 241Pu, 240Pu, 241Am, 243Cm, 244Cm, 246Cf.

The Nuclear Methods Team in the Analytical Chemistry Division (ACD) recently installed a DNAA system at the NCNR. NCNR is an excellent facility to take advantage of this analytical method because of the intense thermal flux available with a minimal proportion of fast neutrons. These highly desirable characteristics mean that interference from fast-neutron reactions produced from the ubiquitous presence of thorium and oxygen are negligible. Consequently, the analysis process is greatly simplified and detection limits enhanced. At the NIST DNAA facility, less than one nanogram of fissile species can be detected, and the analysis requires less than 3 min. Furthermore the system can process a great variety of sample types that might host the fissionable particles hidden in volumes as large as 40 mL.

In the last year researchers from Oak Ridge National Laboratory (ORNL) and our team successfully demonstrated that the newly installed DNAA system response is strictly linear over at least a 25-fold concentration range of 235U (Fig. 1). This demonstrated ability enabled the system to immediately be used for the analyses of samples from ORNL. Just recently, the sample transfer system was automated, leading to increased sample throughput and improved sensitivity. As the technique is further developed it will be used to certify the trace uranium for reference materials and standard reference materials. With the completion and verification of the DNAA system, NIST has a readily accessible, rapid means of measuring traces of fissionable U and Pu in samples of forensic interest for homeland security and producing standard reference materials.

FIGURE 1: Plot of neutrons detected in the DNAA counter following 1 min irradiations as a function of uranium content in the standards.
Direct Measurement of the Vertical Coherence Length of Neutron Waves

D. A. Pushin and D. G. Cory¹; M. Arif, D. L. Jacobson and D. S. Hussey²; M. G. Huber³

The coherence length in a neutron interferometer system describes the spatial extent over which quantum interference may be preserved for the interfering neutron beams. Increases in the coherence length improve the fringe visibility (contrast), thus increasing the precision of a measurement. In addition, longer vertical coherence lengths in neutron interferometry may allow useful implementations of Fourier Spectroscopy and reflectivity, with applications in condensed matter and biology [1].

In a neutron interferometer the measured coherence length is affected by the quality of the single crystal, the momentum distribution of the incoming neutron beam, and a variety of environmental contributions such as temperature gradients and vibrations. In this experiment we have explored the vertical coherence length in a system that is primarily determined by the incoming beam’s transverse momentum spread. When this is the case, the coherence length ($\ell_v$)

$$\ell_v = \frac{1}{2\delta k},$$

is limited by Heisenberg’s uncertainty relation $\ell_v = 1/(2\delta k)$, where $\delta k$ is momentum spread. To understand this limit, we study the contrast associated with a wave-packet composed of incident plane waves corresponding to a distribution of neutron transverse momentum components varied by selecting monochromator blades. The coherence length is a direct measurement of the transverse spatial extent of this wave-packet.

Measurements for the nine, five, and only the central blade configurations give us 0.70 nm, 1.2 nm, and 65 nm vertical coherence lengths, respectively, that are related to the vertical components of the momentum distributions of the incoming beams. In our measurement the coherence length is directly obtained by a simple projection and does not require any post-selection analysis used in earlier measurements done elsewhere [2].
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FIGURE 1: (a) A neutron beam, entering at left, is coherently divided via Bragg diffraction on the 1st blade of the neutron interferometer into paths I and II. The phases which the neutron accumulates over each path are experimentally controlled by rotating the phase flag. (b) In one of the paths we install two 45° prisms which form a cube when unseparated. By horizontally separating the prisms by $L$ we shift the neutron beams in paths I and II vertically ($\Delta z$) with respect to each other. We observe a loss in contrast with displacement, which we measure with the help of phase shifter (shown in (a)). (c) Enlarged view of the neutron beam as it exits the prism.

FIGURE 2: (a) the contrast with all nine Bragg reflecting pyrolitic graphite crystal blades of a focusing monochromator (not shown) contributing to the incident beam; (b) the contrast for the central five blades; and (c) the contrast for the central blade. The contrast length increases as we narrow the momentum distribution of the incoming neutron beam by reducing the number of blades. Notice that in the narrowest case the contrast remains up to 100 nm vertical separation of the beam paths. The solid lines are contrast curves obtained by approximating the wave-function of the neutrons as a plane wave and integrating over the vertical momentum distribution.
Neutron Source Operations

The NIST reactor (NBSR) operated for 256 full power (20 MW) days or 99 % of the scheduled time during FY2007. A typical operating year consists of seven cycles. A cycle has 38 d of continuous full power operation, followed by 11 d of shutdown for maintenance, refueling, and startup preparations. The cold source reliability continues to be remarkable—failing to be ready to operate for only 2 h out of 256 operating days. This represents an availability of over 99.99 %. The strong performance of the neutron scattering program owes much to this outstanding record of safe and reliable performance of the reactor and cold source.

A major focus for the Reactor Operations and Engineering Group is recruiting and training new staff as we face an increased rate of turnover due to retirements. This year, our recruiting focused on senior reactor operators, a nuclear engineer, and an electrical engineer. A senior reactor operator was hired and licensed.

Facility Improvements

Another major activity of the Reactor Operations and Engineering Group is to continuously improve the plant in order to sustain operational efficiency and maintain high reliability. This year saw a tremendous amount of work accomplished in this area—a remarkable achievement given the heavy demands on the staff from the full operating schedule. Highlights include:

- Upgrade of the RT-2 in-core pneumatic experimental facility. The new system includes a replacement of its control circuit to accommodate the addition of an anticipated local detector to which samples can automatically be routed.
- A redesigned and rebuilt drive assembly for the regulating rod (reactor automatic fine control rod) to improve performance.
- Improvements to the fuel head assemblies and their handling procedures. We developed new, titanium fuel heads to avoid aluminum galling problems, and fuel manipulation device handling protocols have been physically reorganized to protect delicate tools.
- Continuation of a major program of upgrades to the reactor building ventilation system.
- Continuation of modernization of key components in the electrical systems, with replacement of the secondary cooling system switchboards.
- A test setup designed and built that allows simulating alternative modes of pumping coolant through a single isolated thermal shield cooling loop. This setup will be deployed to investigate whether coolant can be pumped though a cooling loop surrounded by vacuum. Such an approach would allow rapid detection of flow problems. The setup is designed to monitor temperature differences, volumetric flow, pressure drop, dissolved oxygen, pH, and radiation dose. Furthermore, a variety of flow/pressure conditions can be created using a combination of outputs from vacuum and pressure pumps.
- An update and re-organization of the training program for reactor operators in anticipation of new challenges to NCNR recruitment, licensing, and retention of reactor operators.

Control Room Upgrade

The NCNR Expansion Project, which began this year, includes several projects aimed at upgrading or replacing specific plant systems to improve operational efficiency and reliability. As part of this effort, and in collaboration with engineers at Brookhaven National Laboratory, we began an upgrade project to modernize the reactor control room. This complex project is beginning with a system-by-system analysis of the NCNR control systems so that an efficient design, testing, and installation plan can be developed. A major focus of the effort will be to enhance the interface between the control systems and the reactor operations staff, and to minimize disruption of the NCNR operational schedule. The new system should also improve maintenance and troubleshooting activities.

Relicensing

The operating license for the NBSR expired on May 16, 2004 and U.S. Nuclear Regulatory Commission (NRC) regulations allow for continued operation after submittal of a timely application for license renewal, which was done on April 9, 2004. Ongoing work continues within the group in support of completing the license renewal as the application is actively processed by the NRC.
Engineering Developments and Performance of the MACS

The Multi-Axis Crystal Spectrometer (MACS) is a high intensity cold neutron spectrometer that will greatly expand access to atomic scale dynamic processes in condensed matter. The fabrication and installation of this instrument has progressed to the point where the accomplishment of design goals can be assessed and reported here.

The incident beam line was installed with a provisional fixed cooled beryllium filter. The monochromatic beam focusing mechanism, which involves 27 stepping motors, performed as intended. Indeed, the very first remote command to focus the neutron beam on the sample was successful, and Fig. 1 shows the energy-dependent flux on the sample. The conservative project goal of \(10^8\) neutrons/cm\(^2\)/s was easily surpassed. However, there is no magic: The measured flux numbers are fully consistent with the detailed Monte Carlo simulation (shown as a solid line in Fig. 1). Comparisons of these results with recent flux measurements for the SPINS cold neutron triple axis spectrometer show that the incident beam flux on MACS is more than a factor of 40 greater than that of the older instrument, an observation attributed largely to the greater active area of the monochromator (1428 cm\(^2\) on MACS as compared to 75 cm\(^2\) on SPINS).

To maximize its efficiency, MACS is geometrically compact, making for tight quarters around the sample. However, user safety and user access, particularly to the most advanced features of MACS, were also essential design criteria. Figure 2 shows the design for a slit and automatic attenuator exchange system for the incident beam. Through a combination of piezoelectric and pneumatic drive mechanisms, this device reconciles the conflicting demands of fully automated access to apertures and attenuation close to a high field magnet in a package only 52 mm thick.

The MACS detector system consists of 20 channels, each of which subtends a solid angle of 0.1 sr at the sample. Figure 3 shows the stainless steel base of the detector system. The plate will carry 4500 kg (10 000 lb) of polyethylene and boron carbide loaded with polyurethane to create a quiet environment for the forty \(^3\)He neutron detectors. To simplify the interface to this mobile detector system, compartments below the plate accommodate the wide range of electronic support systems needed for operation. Also visible on the figure is the sample positioning system which provides full gimballing capabilities for a 400 kg sample environment system. By placing the actuating stepping motors more than 750 mm below the beam position these can remain in place and even operate while the sample is subjected to a high magnetic field.

The central functional element in each channel of the detector system is the double crystal analyzer (DXAL). A single stepping motor positions the device for scattered beam energy analysis in the range from 2.5 meV to 15 meV. Transmission through the DXAL is improved through the use of 84° graphite, 40 % coarser than the 60° graphite on the monochromator. This choice ensures similar elastic energy resolution before and after the sample despite the different geometries. A direct comparison to the SPINS 25° analyzer shows identical integrated transmission at a somewhat coarser energy resolution (\(\delta E = 0.42\) meV for the DXAL compared to 0.28 meV for the SPINS analyzer at a fixed final energy of 5 meV and without collimation).

**FIGURE 1:** MACS flux on sample versus energy. The sample cross section was a rectangle 2 cm wide and 4 cm tall. The neutron flux for \(E < 5\) meV were measured with a Be filter placed after the source. Measurements for \(E > 5\) meV were taken without the Be filter and were corrected for \(\lambda/2\) contamination. The solid lines are Monte Carlo Simulations. All beam line components from source to the sample position were simulated, excluding the filters. The error bars represent a conservative estimate of systematic errors.

**FIGURE 2:** CAD Representation of the design for the MACS Pre-Sample Optics system to be installed between the Supermirror Guide and the Sample Position. The Pre-Sample Optics system will provide the capability to monitor the neutron flux exiting the supermirror guide, insert attenuators in the incident beam, and define the size of the beam to better match the size of the sample. The selection of attenuator and size of the aperture are remotely controlled by computer.
With over 28 Physical Review Letters and 5 articles in Science and Nature to its name since 2000, the scientific productivity of SPINS has been remarkable. Combining forty times more flux on sample and four times greater detector system solid angle, MACS promises to improve upon that record to usher in an exciting new era for cold neutron spectroscopy. In particular, the new instrument will allow scientists to tackle the many important problems in modern condensed matter physics in which only small samples are available or in which extreme sample environment conditions that limit sample size are required.

**Instrument Control Software**

The instrument control software team is deploying a modernized data acquisition and instrument control system featuring a common command set and an easy-to-use graphical user interface (GUI). Its purpose is to provide NCNR users and staff with state-of-the-art in instrument control having a standardized look and feel. The Instrument Control Environment (ICE) system also features real-time updates of motor positions, instrument status, and data visualization. Over the past year the team has started the process of changing all of NCNR’s neutron scattering instruments from the older instrument control/data acquisition platforms to the modern Instrument Control Environment (ICE).

![Figure 3: Mechanical Engineers Zheng Huang (University of Maryland) and Jim Moyer (NCNR) perform a dimensional check during assembly of the 6-axis sample positioning stage and 20-channel crystal analyzer/detector system for the MACS Spectrometer.](image)

Designed for adaptability, flexibility, and extensibility, ICE consists of a modular code base forming a common core and instrument-specific extensions meant to serve both current and future needs. These software characteristics are intended to allow rapid modernization and standardization of controls of all NCNR instruments.

The new BT-7 triple-axis spectrometer is the first instrument to be controlled with ICE. The development for BT-7 is nearly complete and the graphical user interface exposes nearly all of the functionality of the instrument control software. The next step is to deploy ICE on the MACS and SPINS instruments to achieve the goal of standardizing controls across triple-axis spectrometers.

**Data Visualization and Analysis**

DAVE 2, a major re-design of DAVE, has now been deployed in an experimental version. The purpose of this release is to enable users to try out the new capabilities and provide feedback. This version of DAVE contains many new features such as session management, better support for handling multiple datasets, improved document/view architecture (multiple ways to view a document), widespread messaging (allowing seamless updating of graphs as data is changed, for example), and enhanced usability with multiple levels of undo/redo functionality. DAVE 2 is publicly available from the web at http://www.ncnr.nist.gov/dave/download.html.

We are also developing the next generation of reflectometry analysis software. Now available is a parallel global search application which can simultaneously fit x-ray, neutron, and polarized neutron reflectometry data. Our reflectometry models allow a combination of uniform and free form density profiles at different depths in the sample, with constraints on the range of possible profile values. While not yet ready for general release, early versions are available on site at the NCNR (http://www.ncnr.nist.gov/dva) and at the Spallation Neutron Source. The underlying search framework is not specific to reflectometry, and will eventually support diffraction, small angle neutron scattering, and inelastic scattering models. This work is funded in part by the DANSE project (NSF DMR-0520547).

![Figure 4: Freeform fits to the subsurface magnetic structure of a spin valve. Since the reflectometry inverse problem is not uniquely solvable, it is important to see the variety of solutions which fit the data. That these profiles are consistent gives us confidence that we have found the best solution within the constraints of the model.](image)
Serving the Science and Technology Community

The mission of the NIST Center for Neutron Research is to assure the availability of neutron measurement capabilities to meet the needs of U.S. researchers from industry, academia and from other U.S. government agencies. To carry out this mission, the NCNR uses several different mechanisms to work with participants from outside NIST, including a competitive proposal process, instrument partnerships, and collaborative research with NIST.

Proposal System

Most of the time on NCNR instruments is made available through a competitive, peer-review proposal process. The NCNR issues calls for proposals approximately twice a year. Proposals are reviewed at several different levels. First, expert external referees evaluate each proposal on merit and provide us with written comments and ratings. This is a very thorough process where several different referees review each proposal. Second, the proposals are evaluated on technical feasibility and safety by NCNR staff. Third, we convene our Beam Time Allocation Committee (BTAC) to assess the reviews and to allocate the available instrument time. Using the results of the external peer review and their own judgment, the BTAC makes recommendations to the NCNR Director on the amount of beam time to allocate to each approved experiment. Approved experiments are scheduled by NCNR staff members in consultation with the experimenters.

The current BTAC members are:
- Ramanan Krishnamoorti (chair, University of Houston)
- Andrew Allen (NIST Ceramics Division)
- Collin Broholm (Johns Hopkins University)
- Ken Chen (Sandia National Laboratories)
- Mark Foster (University of Akron)
- Michael Kent (Sandia National Laboratories)
- Joanna Krueger (University of North Carolina at Charlotte)
- Young Lee (Massachusetts Institute of Technology)
- Raul Lobo (University of Delaware)
- Robert Leheny (Johns Hopkins University)
- Lee Magid (University of Tennessee, Knoxville)
- Janna Maranas (The Pennsylvania State University)
- Stephan Rosenkranz (Argonne National Laboratory)
- Dawn Sumner (University of California Davis)
- Michael Toney (Stanford Synchrotron Radiation Laboratory)

Partnerships

The NCNR may form partnerships with other institutions to fund the development and operation of selected instruments. These partnerships, or “Participating Research Teams,” may have access to as much as 75% of the available beam time on the instrument depending on the share of total costs born by the team. A minimum of 25% of the available beam time is always made available through the NCNR proposal program to all users. Partnerships are negotiated for a fixed period (usually three years) and may be renewed if there is mutual interest and a continued need.

These partnerships have proven to be an important and effective way to expand the research community’s access to NCNR capabilities and have been very successful in developing new instruments.

Collaboration with NIST

Some time on all instruments is available to NIST staff in support of our mission. This time is used to work on NIST research needs, instrument development, and promoting the widespread use of neutron measurements in important research areas, particularly by new users. As a result of these objectives, a significant fraction of the time available to NIST staff is used collaboratively by external users, who often take the lead in the research. Access through such collaborations is managed through written beam time requests. In contrast to proposals, beam time requests are reviewed and approved internally by NCNR staff. We encourage users interested in exploring collaborative research opportunities to contact an appropriate NCNR staff member.

Research Participation at the NCNR

The NCNR continued its strong record of serving the U.S. research community this year. Over the 2007 fiscal year, 2,258 research participants benefited from use of the NCNR. (Research participants include users who come to the NCNR to use the facility as well as active collaborators, including co-proposers of approved experiments, and coauthors of publications resulting from work performed at the NCNR.) Research participants represented 236 external institutions, including 137 U.S. universities, 40 U.S. national laboratories, and 59 U.S. industries. The NCNR is a national facility, with participants from 40 states, DC, and Puerto Rico.

2007 NCNR Proposal Program

Two calls in the past year resulted in the submission of 629 proposals, a record number, of which 373 were approved and received beam time. The oversubscription, i.e., the ratio of days requested on all proposals to the days available, was 2.2 on the average, but as high as 2.9 for specific instruments in one call. Proposal demand has grown constantly since the NCNR first began accepting proposals in 1991, and has doubled in the past six years. The following table shows the data for several instrument classes.
### Instrument class | Proposals | Days requested | Days allocated
--- | --- | --- | ---
SANS and USANS | 288 | 1038 | 448
Reflectometers | 87 | 707 | 382
Spectrometers | 221 | 1560 | 661
Diffraction | 11 | 35 | 24
Imaging | 22 | 108 | 70
Total | 629 | 3448 | 1585

### User Group Conducts Survey
The NCNR Users Group (NUG) provides an independent forum for all facility users to raise issues to NCNR management, working through its executive officers to carry out this function. During 2007, it conducted a comprehensive online survey of user satisfaction and concerns, eliciting 260 responses with many useful comments on areas such as instrument quality and problems, sample environment, data analysis software, and user laboratories. The survey input will guide the NCNR to make some significant improvements to user support. In late 2007, the NUG will conduct its second online election of officers. The current Executive Committee consists of Nitash Balsara (University of California, Berkeley, chair), Kalina Hristova (Johns Hopkins University), Tonya Kuhl (University of California, Davis), Robert Leheny (Johns Hopkins University), and Stephan Rosenkranz (Argonne National Laboratory).

### Panel of Assessment
The major organizational components of NIST are evaluated periodically for quality and effectiveness by the National Research Council (NRC), the principal operating agency of both the National Academy of Sciences and the National Academy of Engineering. A panel appointed by the NRC reported on the NIST Center of Neutron Research in early 2007. Their findings are summarized in a document that may be viewed online at http://books.nap.edu/openbook.php?record_id=12010&page=R1

The panel members included Philip Pincus of the University of California, Santa Barbara (chair), Tonya Kuhl, University of California, Davis, Herbert Mook, Oak Ridge National Laboratory, V. Adrian Parsegian, National Institute of Child Health and Development, R. G. Hamish Robertson, University of Washington, Kenneth C. Rogers, Nuclear Regulatory Commission (retired), and Barbara Wyslouzil, the Ohio State University.

### The Center for High Resolution Neutron Scattering (CHRNS)
The CHRNS is a national user facility that is jointly funded by the National Science Foundation and the NCNR. Its primary goal is to maximize access to state-of-the-art neutron scattering instrumentation for the research community. It operates six neutron spectrometers and diffractometers at the NCNR, enabling users from around the nation and the world to observe dynamical phenomena involving energies from approximately 30 meV to approximately 100 meV, and to obtain structural information on length scales from 1 nm to approximately 10 μm. A more detailed account of CHRNS activities may be found in another section of this report.

### Partnerships for Specific Instruments
#### NG-7 SANS Consortium
A consortium that includes NIST, the Industrial Partnership for Research in Interfacial and Materials Engineering (IPRIME) led by the University of Minnesota, and the ExxonMobil Research and Engineering Company, operates, maintains, and conducts research at the NG-7 30 m SANS instrument. The consortium uses 65% of the beam time on this instrument, with the remaining 35% allocated to the general scientific community through the NCNR’s proposal system. Consortium members conduct independent research programs primarily in the area of large-scale structure in soft matter. For example, ExxonMobil has used this instrument to deepen their understanding of the underlying nature of their products and processes, especially in the fields of polymers, complex fluids, and petroleum mixtures.

### NIST / General Motors – Neutron Imaging
An ongoing partnership between General Motors and NIST has resulted in an exciting collaboration employing neutron imaging to visualize the operation of fuel cells for automotive vehicle applications. Neutron imaging is an ideal method for observing the movement and behavior of water in proton exchange membrane fuel cells, a key to developing hydrogen-powered cars that employ such cells instead of internal combustion engines as their central power source. In the past year, the spatial resolution of the technique has been improved tenfold. Experiments were performed to simulate the operation of stacks of cells, a necessary advance towards development of practical fuel cell vehicles.

### Interagency Collaborations
The Smithsonian Institution’s Nuclear Laboratory for Archeological Research is part of the Anthropology Department at the National Museum of Natural History. It has had a productive 30 year partnership with the NCNR, during which time it has chemically analyzed over 35,000 archaeological artifacts by Instrumental Neutron Activation Analysis (INAA), drawing extensively on the collections of the Smithsonian, as well as on those of many other institutions in this country and abroad. Such chemical analyses provide a means of linking these diverse collections together in order to study continuity and change involved in the production of ceramic and other artifacts.

The Center for Food Safety and Applied Nutrition, U.S. Food and Drug Administration (FDA), directs and maintains a facility at the NCNR that provides agency-wide analytical support for food safety and food defense programs. Neutron activation (instrumental, neutron-capture prompt-gamma, and radiochemical), x-ray fluorescence spectrometry, and low-level gamma-ray detection techniques provide diverse multi-element and radiological information about foods and related materials. Ongoing studies include cryogenic homogenization of foods, preparation of an in-house reference material, improved detection capabilities for iodine, mercury, and other toxic and nutritional elements in foods, and rapid screening of food products for dangerous levels of cadmium, lead, mercury, and other toxic elements.
The Center for High Resolution Neutron Scattering (CHRNS)

CHRNS is a national user facility that is jointly funded by the National Science Foundation, through its Division of Materials Research, and by the NCNR. The primary purpose of this partnership is to maximize access to state-of-the-art neutron scattering instrumentation for the research community through the NCNR’s proposal system. Proposals to use the CHRNS facilities are critically reviewed on the basis of scientific merit and/or technological importance.

The core mission of CHRNS is fourfold: (i) to develop and operate neutron scattering instrumentation, with broad application in materials research, for use by the general scientific community; (ii) to promote the effective use of the CHRNS instruments by having an identifiable staff whose primary function is to assist users; (iii) to conduct research that advances the capabilities and utilization of CHRNS facilities; and (iv) to contribute to the development of human resources through educational and outreach efforts.

Scattering Instruments and Research

CHRNS currently operates:

1. the 30-meter Small Angle Neutron Scattering (SANS) instrument at NG-3,
2. the Ultra-Small Angle Neutron Scattering (USANS) instrument at BT-5,
3. the Spin-Polarized Inelastic Neutron Scattering (SPINS) spectrometer at NG-5,
4. the Disk Chopper Spectrometer (DCS) at NG-4,
5. the High Flux Backscattering Spectrometer (HFBS) at NG-2, and
6. the Neutron Spin-Echo (NSE) spectrometer at NG-5.

The small angle scattering instruments supported by CHRNS provide structural information over length scales from ≈ 1 nm to ≈ 10 µm. The spectrometers collectively yield dynamical information over time scales from ≈ 3×10⁻¹⁴ s to ≈ 10⁻⁷ s (energy scales from ≈ 100 meV to ≈ 30 neV). These wide ranges of accessible distances and times support a very diverse scientific program, allowing researchers in materials science, chemistry, biology, and condensed matter physics to investigate materials such as polymers, metals, ceramics, magnetic materials, porous media, fluids and gels, and biological molecules.

In the February 2007 Call for Proposals, 224 were received for the six CHRNS-operated instruments, and 123 were awarded beam time. Of the 1214 days requested, the Beam Time Allocation Committee approved 551. Roughly half of the users of neutron-scattering techniques at the NCNR use CHRNS-funded instruments, and about one third of NCNR publications (see the “Publications” section on p. 64) over the current one-year period are based on research performed using these instruments. In 2006 more than 25 Master’s and Ph.D. theses were completed using results from CHRNS-sponsored instruments.

Scientific Support Services

An important ingredient of the CHRNS operation is its support of staff members whose primary responsibilities are to provide users with services that are frequently essential to the success of neutron scattering investigations. One such service is the provision and operation of an expanding range of sample environment equipment. The sample environment team also assists users through the production of web-based videos that serve to instruct new users in the proper procedures for handling various types of equipment. The team is responsible for all aspects of production thereof, including writing, filming, and editing. This past year they produced a new video on measuring the cryogen levels in a variety of cryostats.

Other services provided are the maintenance of several well-equipped user laboratories, and the development, documentation and maintenance of data reduction, visualization, and analysis software through the DAVE project. DAVE is a suite of programs that gives users the ability to rapidly reduce, examine and display their experimental data in order to better understand it (http://www.ncnr.nist.gov/dave/).

DAVE may be downloaded free of charge from the website either as a binary executable with an embedded runtime license or as the complete source code. The DAVE project has lately been expanded to include support for spectrometers at the Paul Scherrer Institute (Switzerland). A major redesign, known as DAVE 2, is currently under development.
Education and Outreach

CHRNS supports education and outreach programs whose purpose is to strengthen and expand the United States’ neutron community. In particular, CHRNS sponsors a variety of activities designed to help train the next generation of neutron scientists. Every year since 1995 the NCNR has hosted a week-long summer school that has proven to be a very effective way of introducing graduate students and postdoctoral researchers to neutron scattering. The material covered at the summer school alternates between small angle scattering and reflectometry in even-numbered years and spectroscopy in odd-numbered years.

The 2007 Summer School on Methods and Applications of Neutron Spectroscopy, fully supported by CHRNS, attracted 83 applicants for the 32 available places. The students who attended the school came from 27 different North American institutions. They came from diverse backgrounds ranging from chemistry, physics, and materials science, to polymer science, complex fluids, and biology. Most of them were graduate students; there were several postdocs and one assistant professor.

Following introductory lectures, the students were separated into four groups to be guided by staff through a series of experiments using different instruments. They studied quantum rotations in methyl iodide using backscattering and neutron vibrational spectroscopy; the magnetic phase transition and spin fluctuations in the geometrically frustrated spinel CdCr₂O₄ using triple-axis spectrometry; gas adsorption in a metal-organic framework using time-of-flight spectroscopy; and shape fluctuations of surfactant shells in a microemulsion with neutron spin-echo spectroscopy. On the final day of the school the student groups gave short presentations describing the results of their experiments.

CHRNS staff members participated in the NIST Summer Undergraduate Research Fellowship (SURF) program. This year, the 14th year of the program, we hosted nine undergraduate students each of whom had the opportunity to work directly with scientific staff members. Areas of research ranged from biophysics and green chemistry to computer science. Typically the students prepared samples, performed neutron scattering experiments, and developed computer programs for data analysis. The students expressed how important their experiences had been in helping them understand the nature of research and the way scientists approach problems.

This year NIST hosted the first NIST-Montgomery County (MD) Public School Summer Institute for Middle School Science Teachers, a new program that brings teachers to NIST for two weeks in order to gain a better understanding of the scientific process. Twelve science teachers from Montgomery and Howard Counties took part. At the NCNR, the teachers learned how neutrons are produced and used to investigate the structures of materials. They were also shown how to grow crystals of alum, a crystal-growing project suitable for middle school students. The day concluded with a tour of the facility and a discussion of the structure and expected powder diffraction pattern of alum. CHRNS Director Dan Neumann frequently leads tours of the NCNR facility for undergraduate and graduate students. We also design and present segments of the “Adventures in Science” program for middle school students, which occurs at NIST on Saturday mornings between October and March. CHRNS staff members also serve as judges at local science fairs.
Awards 2007

John J. Rush of the NCNR has been appointed Fellow of the Neutron Scattering Society of America. His citation reads: “For a career of visionary scientific leadership in promoting the field of neutron science in the U.S.”

Peter Gehring of the NCNR has been appointed Fellow in the American Physical Society: “For major contributions to our understanding of the lattice dynamics of relaxor ferroelectrics, and elucidating the nature of the spin dynamics of cuprate oxides by means of neutron scattering.”

The PNAS Cozzarelli 2006 paper-of-the-year award in the category of Engineering and Applied Sciences was announced at the Proceedings of the National Academy of Sciences Editorial Board Meeting in April 2007 to be The violation of the Stokes–Einstein relation in Supercooled Water by Sow-Hsin Chen, Francesco Mallamace, Chung-Yuan Mallamace, Carmen Corsaro, Antonio Faraone, and Li Liu. Faraone is an instrument-responsible for the neutron spin-echo spectrometer at the NCNR.

Shannon Watson of the NCNR was awarded the 2007 Best Dissertation Award by the National Society of Black Physicists for her dissertation from the College of William and Mary entitled: "Impact of Large-Scale Substrate Roughness on Giant Magnetoresistive Thin Films." The award recognizes research conducted as part of a dissertation and includes a certificate and $500.

Hui Wu of the NCNR was selected for the NIST chapter of Sigma Xi's 2007 outstanding poster award for her presentation: "Investigation of Novel Systems for Hydrogen Storage: Synthesis, Neutron Scattering, and First-principles Calculations."

David L. Jacobson, of the Ionizing Radiation Division, Physics Laboratory has received the (Washington, D.C.) Downtown Jaycees 2007 Arthur S. Flemming Award. The Flemming Awards honor outstanding federal employees with three to 15 years of public service experience.

Muhammad Arif of the Ionizing Radiation Division of the Physics Laboratory received the 2007 DOE Hydrogen Program R&D Award in Recognition of Outstanding Achievement in Fuel Cell R&D at the DOE Hydrogen Program Annual Merit Review. The award recognizes the major contributions Dr. Arif and his colleagues have made in applying neutron imaging to operating fuel-cells, and for developing a dedicated facility at the NCNR available to the entire U.S. fuel-cell industry.

NIST Standards Alumni Association Portrait Gallery of Distinguished Alumni in 2007 added NCNR's J. Michael Rowe: For outstanding research accomplishments and for visionary leadership transforming the NIST Center for Neutron Research into the foremost neutron research facility in the United States.

and John J. Rush: For outstanding scientific achievements and for vision and leadership in developing the NIST Center for Neutron Research.

James McIver of the NCNR, a recent graduate of Johns Hopkins University and past president of the Johns Hopkins University Society of Physics Students, was recognized as an outstanding undergraduate student majoring in Physics by the Donald E. Kerr Memorial Award in May 2007.

Eric Lin

Chris Soles

Wen-Li Wu

A DOC Silver Medal in the Scientific and Engineering Achievement Category was awarded in 2007 to the team of Barry J. Bauer, Research Chemist, MSEL; Ronald L. Jones, Materials Research Engineer, MSEL; Eric K. Lin, Supervisory Chemical Engineer, MSEL; Da-Wei Liu, Research Chemist, MSEL; Christopher L. Soles, Materials Research Engineer, MSEL; Wen-Li Wu, NIST Fellow, MSEL. The team is recognized for development of innovative, powerful methods to measure the structure and properties of nanoporous low dielectric constant thin films essential for next-generation electronics.
James S. Clark, Health Physicist, office of the Chief Human Capital Officer/Office of the Director, was awarded a DOC Bronze Medal in 2007. Mr. Clark’s commitment to excellence and his 22 year management of the NIST Radioactive Waste Program have earned him great respect and appreciation among his NIST colleagues. He is recognized in the Health Physics industry as an expert resource in the field of radioactive waste management, handling and disposition.

Yamali Hernandez, Physical Scientist, NCNR, was awarded a DOC Bronze Medal in 2007. Hernandez is recognized for her leadership in modernizing and expanding the NIST Center for Neutron Research (NCNR) user laboratories, which now set the standard for user service both nationally and internationally.

David L. Jacobson, Physicist, Physics Laboratory, was awarded a DOC Bronze Medal in 2007. Jacobson has taken a lead role in the development of the world’s most advanced neutron imaging station to study water transport in fuel cells.

Darrin J. Pochan of the University of Delaware’s Materials Science Department has been named the 2007 recipient of the American Physical Society’s John H. Dillon Medal “For advancing our understanding of the physics of assembly and chain conformation of synthetic polypeptides.” The prize bestows a certificate, a bronze medal, a $2000 award, and travel expenses to attend the APS meeting for the presentation. Darrin often uses the NCNR facility for his work.

A. Brooks Harris of the University of Pennsylvania has been named the 2007 recipient of the American Physical Society’s Lars Onsager Prize “For his many contributions to the statistical physics of random systems, including the formulation of the Harris criterion, which has led to numerous insights into a variety of disordered systems.” The prize bestows a certificate and a $15,000 award. Brooks often visits the NCNR to collaborate with Taner Yildirim.

Wen-li Wu, NIST fellow and member of the Polymers division of MSEL, has been appointed Fellow by the American Chemical Society Division of Polymeric Materials: Science and Engineering at their 2007 March meeting. Wu was awarded a DOC Gold Medal (1992), the Samuel Wesley Stratton Award in 1997 and William P. Slichter Award in 2001. He became a fellow of the American Physical Society in 1992.

Megan Robertson (previously Ruegg), recent Ph.D. recipient at UC Berkeley from Nitash Balsara’s group, is the winner of the 2007 ICI Student Award in Applied Polymer Science given by the American Chemical Society. Megan has done much of her work at the NCNR. The award is sponsored by the Polymer Education Committee of the ACS and the Divisions of Polymeric Materials: Science and Engineering and Polymer Chemistry.

Stephanie Moyerman, a recent graduate of Harvey Mudd College and 2005 recipient of a NIST SURF award, was presented with the LeRoy Apker Award for Undergraduate Physics Achievement by the American Physical Society at its 2007 March Meeting. She was cited for “her research on the mechanisms governing the magnetic field response of spin valves” some of which was done using neutron reflectometry at the NCNR. Stephanie is beginning graduate work in physics at UC Berkeley as a Bell Labs Graduate Research Fellow and NSF Fellow.

Stephen Wilson was awarded the Fowler-Marion Outstanding Graduate Student Award by the University of Tennessee Physics Department for outstanding Ph. D thesis work and citizenship. Wilson performed measurements used in his dissertation at the NCNR. Stephen also won the the American Physical Society Topical Group on Magnetism and its Applications (GMAG) Student Dissertation Award which entitled him to present an invited talk at APS March meeting in Denver, receive a $500 prize and $250 in travel expenses to attend the meeting.
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Instruments and Contacts

Instruments and Contacts: (name, tel. 301-975-xxxx, email)

High Resolution Powder Diffractometer (BT-1):
- Judy Stalick, 6225, judith.stalick@nist.gov
- Qing Huang, 6164, qing.huang@nist.gov
- Mark Green, 4297, mark.green@nist.gov
- Sarah Poulton, 8491, sarah.poulton@nist.gov

Residual Stress Diffractometer (BT-8):
- Thomas Gnacupel-Herold, 5380, thomas.gnacupel-herold@nist.gov

30-m SANS Instrument (NG-7):
- Lionel Porcar, 5049, lionel.porcar@nist.gov
- Mark Laver, 2000, mark.laver@nist.gov
- Paul Butler, 2028, paul.butler@nist.gov
- Jeff Kryzvon, 6650, jkryzvon@nist.gov
- John Barker, 6732, barker@nist.gov

30-m SANS Instrument (NG-3) (CHRNS):
- Boualem Hammouda, 3961, hammouda@nist.gov
- Steve Kline, 6243, steven.kline@nist.gov
- Susan Krueger, 6734, susan.krueger@nist.gov
- Cedric Gagnon, 2020, cedric.gagnon@nist.gov
- John Barker, 6732, barker@nist.gov

USANS, Perfect Crystal SANS (BT-5) (CHRNS):
- Andrew Jackson, 3146, andrew.jackson@nist.gov
- Paul Butler, 2028, paul.butler@nist.gov
- John Barker, 6732, barker@nist.gov

Reflectometer, Vertical Sample, Polarized Beam Option (NG-1):
- Brian Kirby, 8395, brian.kirby@nist.gov
- Julie Borchers, 6597, julie.borchers@nist.gov
- Chuck Majkrzak, 5251, cmajkrzak@nist.gov

AND/R, Advanced Neutron Diffractometer/Reflectometer (NG-1):
- Ella Mihaiescu, 8327, ella.mihaiescu@nist.gov
- Joe Dura, 6251, joseph.dura@nist.gov

Reflectometer, Horizontal Sample (NG-7):
- Sushil Satija, 5250, satija@nist.gov
- Bulent Akgun, 6496, bulent.akgun@nist.gov

Double-focusing Triple Axis Spectrometer (BT-7)
- Ying Chen, 6442, ying.chen@nist.gov
- Jiyong Li, 4570, jiyongli@nist.gov
- Jeff Lynn, 6246, jeff.lynn@nist.gov

Triple-axis Spectrometer (BT-9):
- William Ratcliff, 4316, william.ratcliff@nist.gov
- Ross Erwin, 6245, rerwin@nist.gov
- Jeff Lynn, 6246, jeff.lynn@nist.gov

SPINS, Spin-polarized Triple-axis Spectrometer (NG-5) (CHRNS):
- Hye-Jung Kang, 4863, hye.kang@nist.gov

FANS, Filter-analyzer Neutron Spectrometer (BT-4):
- Terry Udovic, 6241, udovic@nist.gov
- Juscelino Leao, 8867, juscelino.leao@nist.gov

DCS, Disk-chopper Time-of-flight Spectrometer (NG-4) (CHRNS):
- John Copley, 5133, jcopley@nist.gov
- Yiming Qiu, 3274, yiming.qiu@nist.gov
- Craig Brown, 5134, craig.brown@nist.gov

HFBS, High-flux Backscattering Spectrometer (NG-2) (CHRNS):
- Antonio Faraone, 5254, antonio.faraone@nist.gov
- Tim Jenkins, 8396, timothy.jenkins@nist.gov

NSE, Neutron Spin Echo Spectrometer (NG-5) (CHRNS):
- Antonio Faraone, 5254, antonio.faraone@nist.gov
- Jason Gardner, 8391, jason.gardner@nist.gov
- Michi Nagao, 5505, michihiro.nagao@nist.gov

Cold Prompt-gamma Neutron Activation Analysis (NG-7):
- Rick Paul, 6287, rpaul@nist.gov

Thermal Prompt-gamma Neutron Activation Analysis (VT-5):
- Liz Mackey, 5149, liz.mackey@nist.gov

Other Activation Analysis Facilities:
- Greg Downing, 3782, gregory.downing@nist.gov

Cold Neutron Depth Profiling (NG-1):
- Greg Downing, 3782, gregory.downing@nist.gov

Neutron Imaging Station (BT-2):
- Dave Jacobson, 6207, d.w.jacobson@nist.gov
- Dan Hussey, 6465, daniel.hussey@nist.gov
- Muhammad Arif, 6503, muhammad.arif@nist.gov

Neutron Interferometer (NG-7):
- Muhammad Arif, 6503, muhammad.arif@nist.gov
- Dave Jacobson, 6207, d.w.jacobson@nist.gov
- Dan Hussey, 6465, daniel.hussey@nist.gov

Fundamental Neutron Physics Station (NG-6):
- NG-6M: Scott Dewey, 4843, mdewey@nist.gov
- NG-6U: Pieter Mumm, 8355, pieter.mumm@nist.gov
- NG-6: Jeff Nico, 4663, nico@nist.gov

Theory and Modeling:
- Norm Berk, 6224, nfb@nist.gov
- Joseph Curtis, 3959, joseph.curtis@nist.gov
- Taner Yildirim, 6228, taner@nist.gov

Sample Environment:
- Juscelino Leao, 8867, juscelino.leao@nist.gov
- Dan Dender, 6225, dender@nist.gov
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User Office:
Mary Ann Fitzgerald
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Bill Kamitakahara
301-975-6878
william.kamitakahara@nist.gov
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National Institute of Standards and Technology
100 Bureau Drive, Mail Stop 6100
Gaithersburg, MD 20899-6100
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