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Tm he National Bureau of Standards' was established by an act of Congress on March 3, 1901. The

M Bureau's overall goal is to strengthen and advance the nation's science and technology and facilitate

their effective application for public benefit. To this end, the Bureau conducts research and provides: (1) a

basis for the nation's physical measurement system, (2) scientific and technological services for industry and

government, (3) a technical basis for equity in trade, and (4) technical services to promote public safety.

The Bureau's technical work is performed by the National Measurement Laboratory, the National

Engineering Laboratory, the institute for Computer Sciences and Technology, and the Institute for Materials

Science and Engineering

.

The National Measurement Laboratory

Provides the national system of physical and chemical measurement;

coordinates the system with measurement systems of other nations and

furnishes essential services leading to accurate and uniform physical and

chemical measurement throughout the Nation's scientific community, in-

dustry, and commerce; provides advisory and research services to other

Government agencies; conducts physical and chemical research; develops,

produces, and distributes Standard Reference Materials; and provides

calibration services. The Laboratory consists of the following centers:

• Basic Standards
2

• Radiation Research
• Chemical Physics
• Analytical Chemistry

The National Engineering Laboratory

Provides technology and technical services to the public and private sectors to

address national needs and to solve national problems; conducts research in

engineering and applied science in support of these efforts; builds and main-

tains competence in the necessary disciplines required to carry out this

research and technical service; develops engineering data and measurement

capabilities; provides engineering measurement traceability services; develops

test methods and proposes engineering standards and code changes; develops

and proposes new engineering practices; and develops and improves

mechanisms to transfer results of its research to the ultimate user. The
Laboratory consists of the following centers:

Applied Mathematics
Electronics and Electrical

Engineering 2

Manufacturing Engineering

Building Technology
Fire Research

Chemical Engineering
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The Institute for Computer Sciences and Technology

Conducts research and provides scientific and technical services to aid

Federal agencies in the selection, acquisition, application, and use of com-
puter technology to improve effectiveness and economy in Government
operations in accordance with Public Law 89-306 (40 U.S.C. 759), relevant

Executive Orders, and other directives; carries out this mission by managing
the Federal Information Processing Standards Program, developing Federal

ADP standards guidelines, and managing Federal participation in ADP
voluntary standardization activities; provides scientific and technological ad-
visory services and assistance to Federal agencies; and provides the technical

foundation for computer-related policies of the Federal Government. The In-

stitute consists of the following centers:

Programming Science and
Technology
Computer Systems

Engineering

The Institute for Materials Science and Engineering

Conducts research and provides measurements, data, standards, reference

materials, quantitative understanding and other technical information funda-
mental to the processing, structure, properties and performance of materials;

addresses the scientific basis for new advanced materials technologies; plans

research around cross-country scientific themes such as nondestructive

evaluation and phase diagram development; oversees Bureau-wide technical

programs in nuclear reactor radiation research and nondestructive evalua-

tion; and broadly disseminates generic technical information resulting from
its programs. The Institute consists of the following Divisions:

Ceramics
Fracture and Deformation 3

Polymers
Metallurgy

Reactor Radiation

'Headquarters and Laboratories at Gaithersburg, MD, unless otherwise noted; mailing address

Gaithersburg, MD 20899.
2Some divisions within the center are located at Boulder, CO 80303.

^Located at Boulder, CO, with some elements at Gaithersburg, MD.



Laser Induced Damage
In Optical Materials: 1983

Proceedings of a Symposium Sponsored by:

National Bureau of Standards

American Society for Testing and Materials

Office of Naval Research

Department of Energy

Defense Advanced Research Project Agency

Air Force Office of Scientific Research

November 14-16, 1983

NBS, Boulder, Colorado 80303

Edited by:

Harold E. Bennett
Naval Weapons Center

China Lake, California 93555

Arthur H. Guenther
Air Force Weapons Laboratory

Kirtland Air Force Base, New Mexico 87117

NBS

RESEARCH

INFORMATION

CENTER

David Milam
Lawrence Livermore National Laboratory

Livermore, California 94550

Brian E. Newnam
Los Alamos National Laboratory

Los Alamos, New Mexico 87545

BOULDER DAMAGE SYMPOSIUM

U.S. DEPARTMENT OF COMMERCE, Malcolm Baldrige, Secretary

NATIONAL BUREAU OF STANDARDS, Ernest Ambler, Director

Issued November 1985



Library of Congress Catalog Card Number: 85:600630

National Bureau of Standards Special Publication 688
Natl. Bur. Stand. (U.S.), Spec. Publ. 688, 581 pages (Nov. 1985)

CODEN: XNBSAV

U.S. Government Printing Office

Washington: 1985

For sale by the Superintendent of Documents, U.S. Government Printing Office, Washington, DC 20402



FOREWORD

The Proceedings contain the papers presented at the Fifteenth Symposium on Optical
Materials for High Power Lasers held at the National Bureau of Standards (NBS) in Boulder,
Colorado, on November 14-16, 1983. The Symposium was jointly sponsored by the National Bureau
of Standards, the American Society for Testing and Materials, the Office of Naval Research, the
Defense Advanced Research Projects Agency, the Department of Energy, and the Air Force Office of
Scientific Research. The Symposium was attended by approximately 200 scientists from the United
States, the United Kingdom, Israel, France, and West Germany. It was divided into sessions
devoted to the following topics: Materials and Measurements, Mirrors and Surfaces, Thin Films,

and finally Fundamental Mechanisms. The Symposium Co-Chairmen were Dr. Harold E. Bennett of the

Naval Weapons Center, Dr. Arthur H. Guenther of the Air Force Weapons Laboratory, Dr. David
Milam of the Lawrence Livermore National Laboratory, and Dr. Brian E. Newnam of the Los Alamos
National Laboratory. They also served as editors of this report. Dr. Alexander J. Glass of KMS
Fusion acts as Conference Treasurer with Aaron A. Sanders of the National Bureau of Standards as

the Conference Coordinator.

The editors assume full responsibility for the summary, conclusions, and recommendations
contained in the report, and for the summaries of discussion found at the end of each paper.

The manuscripts of the papers presented at the Symposium have been prepared by the designated
authors, and questions pertaining to their content should be addressed to those authors. The
interested reader is referred to the bibliography at the end of the summary article for general
references to the literature of laser damage studies. The Sixteenth Annual Symposium on this
topic will be held in Boulder, Colorado, from October 15-17, 1984. A concerted effort will be

made to ensure closer liaison between the practitioners of high-peak power and the high-average
power community.

The principal topics to be considered as contributed papers in 1984 do not differ
drastically from those enumerated above. We expect to hear more about improved scaling
relations as a function of pulse duration, area, and wavelength, and to see a continuing
transfer of information from research activities to industrial practice. New sources at shorter
wavelengths continue to be developed, and a corresponding shift in emphasis to short wavelength
and repetitively pulsed damage problems is anticipated. Fabrication and test procedures will
continue to be developed, particularly in the diamond-turned optics and thin-film areas.
Comprehensive modeling studies are, as well, anticipated.

The purpose of these symposia is to exchange information about optical materials for high
power lasers. The editors will welcome comment and criticism from all interested readers
relevant to this purpose, and particularly relative to our plans for the Sixteenth Annual
Symposium.

H. E. Bennett, A. H. Guenther,
D. Milam, and B. E. Newnam
Co-Chairmen

DISCLAIMER

Certain papers contributed to this publication have been prepared by non NBS authors.
These papers have not been reviewed or edited by NBS; therefore, the National Bureau of

Standards accepts no responsibility for comments or recommendations contained therein.

Certain commercial equipment, instruments, and materials are identified in this publication
in order to explain the experimental procedure adequately. Such identification in no way implies
approval, recommendation, or endorsement by the National Bureau of Standards, nor does it imply
that the equipment, instruments, or materials identified are necessarily the best available for
the purpose.
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I

Ann T. Glassman

1947 - 1983

How many of us will miss the smiling' face, interactive personality } and professional

commitment of Ann Glassman. Her untimely departure has left a void in the lives of the

individuals with whom she came in contact. Nowhere will she be missed more than by those

of us in the ASTM and related laser damage community

.

Ann had graduated magna cum laude in physics from the University of Massachusetts , was

elected Phi Beta Kappa, and received a M.S. degree in optics from the University of Rochester,

to name but a few of her achievements . She had worked at the University of Dayton Research

Institute and Lawrence Livermore National Laboratory before going to the Electro-optic branch

of the U.S. Air Force Avionics Laboratory, Wright Patterson AFB, in 1980. But to those who

read these proceedings, she will best be remembered for her tireless and often thankless

efforts in developing laser standards and advancing our understanding of laser induced damage

in optical materials.

We all will miss you, Ann
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WELCOME TO THE 15TH ANNUAL SYMPOSIUM

ON OPTICAL MATERIALS FOR HIGH POWER LASERS

Dr Arthur H. Guenther

Air Force Weapons Laboratory

Kirtland Air Force Base, New Mexico

On behalf of my Co-Chairmen, Hal Bennett, Naval Weapons Center; Dave Milam, Lawrence Livermore

National Laboratory; and Brian Newnam, Los Alamos National Laboratory , I would like to welcome you

to the 15th Symposium on Optical Materials for High Power Lasers, our formal title. At our first

meeting in 1969 it was called the Symposium on Damage in Laser Glass, the following year in 1970 it

became Damage in Laser Materials and in 1972 Laser Induced Damage in Optical Materials. We had

suggestions from Martin Stickley in 1974 to project a more positive image by introducing the

concepts of optics reliability . In 1978 we had two suggestions , one by Harry Winsor to refer to

the meeting as one on power optics while Alex Glass proposed damage avoidance. All suggestions

reflect to some degree our interests , but as Hal Bennett said a few years ago, I suspect we will

forever be known simply as the Boulder Damage Symposium, certainly as long as we continue to meet

in Boulder, which I hope will be for a long time.

It might be of interest to pause at this 15th symposium to briefly note where we have been and

speculate to some degree about where we are going. It would be imposs ible to do that and not

recall some of the earlier stalwarts and luminaries of the meeting like Martin Stickley , already

mentioned , as one of the early organizers , Johnny Myers and Haynes Lee, predecessors to John Detrio

of the ASTM. And can we ever forget our frequent "words of wisdom from Winsor" (I, like more of

you, feel comfortable with his already mentioned power optics to describe the general scope of this

symposium) . There are other individuals who have gone on to other endeavors after making their

initial contributions here—Hellwarth, Marburger, Boiling, DeShazer, Guiliano, Kerr, Parks, Austin,

McMahon, Bliss, Braustein, Fradin, to name but a few. There are those who are still with us from

the early days—Milam, Bennett, Sparks, Bass, Edwards, and Feldman. We, of course, shouldn't

overlook our frequent foreign participants who have added much in stimulating our discuss ions—
Woods and Manenkov , to mention just two. These names and their principal interests also reflect

the thrusts of our meeting over the years, e.g., let's just look at the index from the first

meeting in Table I. It's refreshing to note that in the summary of that first meeting in 1969 the

review started out with the following , "in a comprehens ive survey of the bulk damage problem in

laser glass Earlan Bliss of the Air Force Cambridge Research Laboratory stressed the importance of

studying the dependence of damage thresholds on several critical parameters such as pulse duration,

temperature , wavelength, and focusing configuration as a means of identifying which of several

competing processes were respons ible for the observed damage." There was much discuss ion on self-

focusing with presentations from CGE (John Davit), a leader in glass laser technology at that

time. While Swain talked of surface treatment by etching or repolishing , Young of American Optical

talked of microinhomogenieties such as platinum and dielectric inclusions, as well as entrapped
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bubbles, and their relation to the intrinsic damage level for homogeneous glasses. Some of their

comments and concerns are as applicable today while in another regard we have laid to rest and

passed on to other issues. In our conclusions that year we stated, "it was the goal of the

symposium to review the present status of damage in laser glass. Those people most knowledgeable

in the field representing government laboratories , the glass industry , laser manufacturers , and

university research scientists stated their individual points of view regarding this complex and

multi-faceted problem" (how many times have we used that adjective—multi-faceted ) . I would be

remiss if I did not read the last comment by Alex Glass and myself. "In view of the number of

problems remaining to be solved it is suggested that another symposium on laser damage be held in

1970. Hopefully , at that time a better understanding of the nature of damage in laser glass will

be obtained . Higher threshold values will have been reproducibly achieved and some agreement can

be arrived at using useful and real istic standards ." Some of those desires we have achieved in an

admirable manner, on others we have failed to succeed, such as in damage standards , but we are

making progress as you will hear later during this meeting. The next two tables show the index

from 1973, our 5th meeting. Glance at the topics and authors. As we move on to the 10th symposium

shown in Tables III and Ilia you will see a continuation of the changing trends of the conference' s

interest as well as in its size (that was the year Jerry Bettis won our logo contest). Alex Glass,

in that symposium welcome said that "it is still his annual hope that each year's symposium will be

the last, not because he disliked the subject or because he found Boulder inhospitable , but that he

would like to think that we could solve the problem of laser damage and move on to new challenges

.

At this our 15th meeting, I appreciate Alex's earlier comments , but perhaps because of the

flexibility of this meeting in moving to new problem areas as old ones are solved, I believe this

meeting will die only when there is no longer a need or artereoscleros is sets in. Initially , the

push was supplied by inertial confinement fusion and generally commercial applications while today

we appreciate an added impetus from the defense community as evidence by President Reagan's speech

calling for revolutionary defensive systems earlier this year.

It was said five years ago that the failure of optical materials either trans ient or permanent

remains the major limit to the performance of high power laser systems. "Although there have been

great advances it remains as one of the highest leverage areas for improvement" and it still is.

We must not forget that one of the purposes of these symposia and proceedings comes under the

heading of consciousness raising. There is no question that this symposium series has always been

willing to address new challenges and take advantage of new opportunities and certainly the

proceedings have made it easy to advance the field. De Vignaud once said, "nothing holds up the

progress of science so much as the right idea at the wrong time." But, I may add to that, if the

work is documented properly one can go back and in many cases use those ideas when the right time

does come along. After all, much of what we have recorded has been the result of a hueristic

process, that is, rule of thumb which is used to guide a problem's solution, like getting the dirt

out, use wide band gap materials with high melting points that are phys ically strong. These

empirical rules are now being placed on firm quantitative footing. Furthermore , based on our

improved physical understanding, sometimes we can use design tricks to get around problems . It is

interesting to note that in the early days we were talking mostly about the problems associated
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with easily observable catastrophic laser damage, then we concentrated on threshold conditions

requiring a microscope to note the first observable pinhole and now we search for precatastrophic

indicators using more sensitive approaches such as particle emission.

Over this period we have seen the growth of research groups, well regarded in the damage field such

as the Naval Weapons Center, University of Southern California , Lawrence Livermore National

Laboratory , Los Alamos National Laboratory , the Air Force Weapons Laboratory, and now North Texas

State, together with groups outside the United States, such as G.E. Hirst, the Lebedev and the

Univers ity of Hanover to name but a few. To these we could add industrial organizations

,

government laboratories and universities in the applied materials area as well.

The next figure attempts to show how the focus of the meeting has changed from the early emphasis

on glass and the original "cry for help" which gave us the impetus to start this series of

meetings . Most old issues were bulk related with self-focusing drawing the attention of

experimentalists and theoreticians alike for 5 or 6 years. These interests stemmed from systems

experience and much work was done in analyzing high power and high energy systems from a

diffraction standpoint to avoid the failure problems . These early years were more descriptive of

the interaction process address ing , among other subjects , probability and statistical issues. Then

careful experimental data arrived, together with new materials , figures of merit and scaling

relationships , problems principally relating to windows, and once their limits were sufficiently

defined; onto surfaces and mirrors with new process ing techniques such as single point diamond

micromachining developed to advance their utility. The explosion of surface characterization

instrumentation brought reams of revealing information to bear on our problems , too much perhaps.

Finally, we could not escape thin films and recognition of them as a rat's nest of problems that

must be, somehow, unwoven. Fundamental mechanisms continued at a relatively steady pace but with

changes in emphasis from self-focus ing to avalanches, statistics , scaling, accumulation of damage,

nonlinear processes and now precatastrophic indicators and detailed thermomechanical failure

analysis

.

Let me now dwell a moment on thin films, the major remaining problem area when it comes to the

various classes of optical materials . As many of you know, I have been concentrating my work in

the thin film area for the last several years. As a result I will limit my remarks about the

future to that field. I believe we are now on the verge of major improvements in the damage

resistance of optical thin films. I say this for several reasons. First, I have already alluded

to the improved characterization instrumentation that is available, a similar s ituation certainly

preceded improvements in bulk and surface damage levels. Secondly, an improved and perhaps, more

importantly , a great acceptance of our understanding of key issues relating to impurity initiated

damage through the absorption of CW or pulsed laser radiation as a function of spot size and other

parameters has evolved. And finally, through several most interesting advances in the areas of

thin film deposition technology . We have as well made major improvements from a design standpoint

and these tricks, if you will allow me, have worked well. The magnitude of under and over barrier

layers and of nonquarterwave stacks, to name the more obvious. But we do not anticipate further

major advances along those lines. The most important area, of course, is the area of deposition

for its through this process that we produce useful coated optical elements . We see synergistic
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relationships developing between the subjects of laser induced desorption and ion assisted

depos ition and what they mean in cleaning, activating , or otherwise preparing the surface for

deposition. The use of the Kaufman type ion gun, a development of the National Aeronautics and

Space Adminstration program in ion assisted depos ition, leading to films or better micros tructure

,

i.e., film with a structure which is on the order of 40 nanometers, random in nature, and

noncolumnar and thus, less susceptible to water infiltration. Ion deposition techniques are

leading to films of greater packing density, closer to bulk values with less volume for voids or

impurities . Both features we feel will lead to high damage res istant films. Another emerging

technique is atomic layer epitaxy (ALE) which offers films of still higher packing density and of

more uniform structure. Normally the growth of films starts at random sites which then

coalesces . Under these conditions it is very difficult to escape entrapped voids. ALE on the

other hand deposits an atomic layer at a time, with some anneal ing and recrystalization of the

material which apparently forms films closer to the parent materials bulk density and noncolumnar

in nature. The extent to which deposition techniques such as these together with MBE , etc., will

advance our ability to handle high energy and high power levels remains to be seen, but I

anticipate them to be great. There is of course work underway on the laser annealing of thin films

in the hopes of realizing some of the improvement noted in fused silica using a similar approach by

workers at the Naval Weapons Center and Lawrence Livermore National Laboratory. Hopefully we will

hear more of this work in the next few years. These impending improvements in thin film properties

should also make them more stable over longer periods and more environmentally durable.

We are in good position to make use of our knowledge of the interrelationship between chemical and

physical properties (structural , optical, and thermal) as regards selection of materials and

predicting their performance . Laser activity in the damage area will certainly concentrate at

shorter wavelengths and emphasize rep rate testing, damage accumulation, lifetime, etc., as a

function of our operating parameter experience . This will come as a result of the interest in

systems such as excimer and free electron lasers, etc., and will be based upon quality experimental

data and computer modeling

.

For several reasons we had a greater influx of papers than we expected this year, as seen in the

last figure. It may be due in part to the lack of a components meeting normally held in

conjunction with this sympos ium. We have had to do two things. Extend the meeting to 2 1/2

days. Second, we had to increase the number of poster papers from 10 to 12 each day. We are going

to try something new and ask each author to give a 1 1/2 minute summary of the key aspect of his

presentation. Through this we hope to accomplish many things, highlight the feature of the

research, which might go unnoticed if recourse is given only to reading an abstract , written months

ago, (2) let one see who the authors are (i.e., give them exposure) and (3) help them to know what

some of the other poster presentations are about, which they themselves may wish to see. As usual

the posters will be available in both the morning and afternoon of the first two days.

We are glad that you all have finally received your copy of the 1981 proceedings which, as you

note, contained 63 papers. You will be glad to know that the 82 proceedings have gone to the

printers as well and they should be in your hands shortly. The delay in the 81 proceedings in part

came from accepting papers, primarily from the Soviet Union, even though they were not presented at

xii



the meeting. They added cons iderably to our book's size. I guess people just want their damage

related work published in these volumes. We will be looking more closely at that policy since it

does add measurably to the work of the co-chairmen. The lateness of the 82 proceedings is

primarily from late manuscript arrival. In this case you can help us by getting your manuscripts

in on time. It has been suggested we date the manuscripts as they are received so you will all

know who the good and bad guys are.

Finally, we would like to thank Bob Kamper, Aaron Sanders, Susie Rivera, Shelley Etzel , Kathy

Sherlock, and Pattie Mannos . I would like to add a personal thank you to Pat Whited, my secretary

,

for her most welcome and profess ional help. We couldn't run this meeting in the style,

particularly this year, without the support of our sponsors . We are thankful to the National

Bureau of Standards, DARPA, ONR, DOE, AFOSR, and of course the ASTM. To all of you and especially

our foreign visitors, a warm welcome to this, our 15th Boulder Damage Symposium.
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ASTM WELCOME

John A. Detrio
University of Dayton Research Institute

Chairman, ASTM Subcommittee FT .02 on Lasers

It is my pleasure to welcome you to the 1983 Boulder Damage Symposium. It is difficult to think
of this as the 15th annual meeting; the field of laser damage seems as lively as ever. However, there
has been a trend toward shedding more light than heat on the subject during this symposium. The early
days were filled with pointed comments and controversies. Lately we have been a little more civil.
Possibly another sign of maturity with the laser damage field is the convergence of experiment and
theory in certain areas and greater attention to details in studying components for use in "techno-
logical" applications of laser science. Coating damage may represent the last real challenge to the
systematic understanding of materials damage issues for practical components. The bulk of this year's
papers concern coating damage.

I would like to share a few comments about the participation and role of the American Society
for Testing and Materials. ASTM committees attempt to fulfill two purposes:

The development of standards
The dissemination of knowledge

The Boulder Damage Symposium has always been considered as addressing the secondary mission. We have
hoped that at an appropriate time in the development of laser science and technology the need for

standards would arise and we would be in a position to respond to the needs of the laser community.

The most significant paper with respect to justifying ASTM participation in the damage confer-
ence is the reporting of an interlaboratory comparison of 1.06 pm damage to thin films. The impetus
for this round robin comes from Europe. Don't be surprised to find DIN coating damage specifications
required on optics sold abroad. America's voluntary consensus standards system rarely rises to the
challenge of standards development unless a clear economic threat is perceived. We in the U.S. have
been invited to participate in the ISO deliberations on coating specifications but it is impractical

to respond without a working organization of volunteers to support that participation. Expertise is

needed to draft standards documents and to provide technical commentary on proposed standards.

If you sense the need for representing the interests of American organizations in the development
of international standards, several things must be done. First, a consensus U.S. position (set of

standards documents) must be developed and the U.S. must have formal representation at the Technical
Group Meetings to work toward an international consensus on standards. This process can ensure that
all countries receive equitable treatment but only if they invest in that participation.

I would like to thank those who provide the financial support for the Symposium including AFOSR,
DARPA, DOD, ONR, and our hosts, NBS, especially Aaron Sandars and his assistants.

Once more, welcome to the Boulder Damage Symposium. Enjoy an interesting and stimulating pro-

gram and an equally interesting and stimulating group of attendees.
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Laser Induced Damage in Optical Materials

Fifteenth ASTM Symposium

November 14-16, 1983

The Fifteenth Annual Symposium on Optical Materials for High Power Lasers
(Boulder Damage Symposium) was held at the National Bureau of Standards in
Boulder, Colorado, November 14-16, 1983. The Symposium was held under the auspices
of ASTM Committee F-l, Subcommittee on Laser Standards, with the joint sponsorship
of NBS, the Defense Advanced Research Project Agency, the Department of Energy, The

Office of Naval Research, and the Air Force Office of Scientific Research.
Approximately 200 scientists attended the Symposium, including representatives of
the United Kingdom, France, Israel, and West Germany. The Symposium was divided
into sessions concerning Materials and Measurements, Mirrors and Surfaces, Thin
Films, and finally Fundamental Mechanisms. As in previous years, the emphasis of
the papers presented at the Symposium was directed toward new frontiers and new
developments. Particular emphasis was given to materials for high power apparatus.
The wavelength range of prime interest was from 10.6 pm to the uv region.
Highlights included surface characterization, thin film-substrate boundaries, and
advances in fundamental laser-matter threshold interactions and mechanisms. The
scaling of damage thresholds with pulse duration, focal area, and wavelength was
discussed in detail. Harold E. Bennett of the Naval Weapons Center, Arthur H.

Guenther of the Air Force Weapons Laboratory, David Milam of the Lawrence Livermore
National Laboratory, and Brian E. Newnam of the Los Alamos National Laboratory were
co-chairmen of the Symposium. The Sixteenth Annual Symposium is scheduled for
October 15-17, 1984, at the National Bureau of Standards, Boulder, Colorado.

Key words: Laser damage; laser interaction; optical components; optical
fabrication; optical materials and properties; thin film coatings.

1.0 Introduction

The Fifteenth Annual Symposium on Optical Materials for High Power Lasers (Boulder Damage

Symposium) was held, as in previous years, at the National Bureau of Standards in Boulder,

Colorado, November 14-16, 1983- The Symposium was held under the auspices of the ASTM Committee

F-l, Subcommittee on Laser Standards, with the joint sponsorship of NBS, the Defense Advanced

Research Projects Agency, the Department of Energy, the Office of Naval Research, and the Air

Force Office of Scientific Research. Working sessions of the Committee F-l Subcommittee on

Lasers were held on Wednesday, November 16. Approximately 200 scientists attended the

Symposium, including representatives of the United Kingdon, France, Israel, and West Germany.

The Symposium was divided into sessions concerning Materials and Measurements, Mirrors and

Surfaces, Thin Films and finally Fundamental Mechanisms. In all, approximately 60 technical

presentations were made. Harold E. Bennett of the Naval Weapons Center, Arthur H. Guenther of

the Air Force Weapons Laboratory, Dave Milam of the Lawrence Livermore National Laboratory and

Brian E. Newnam of the Los Alamos National Laboratory, were co-chairmen of the Symposium.

Alexander J. Glass of KMS Fusion is Conference Treasurer and Aaron A. Sanders of the National

Bureau of Standards acts as Conference Coordinator.

The purpose of these symposia is to exchange information about optical materials for high

power lasers. The authors will welcome comments and criticism from all interested readers

relevant to this purpose and particularly relative to our plans for the Sixteenth Annual

Symposium, scheduled for October 15-17, 1984, at the National Bureau of Standards, Boulder,

Colorado.
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2.0 Principal Conclusions

One would tend to assume that after fifteen years of focused attention and hard-wrought

experience on laser-induced damage to optical materials that the subject would, in general, have

been laid to rest. In point of fact, we do not even have a comprehensive or coherent exposition

on the subject. The best source of data and information continues to be the recorded accounts

from this series of meetings, together with the attempt on the part ot the cochairman to draw

conclusions, gain insight, and make recommendations as contained therein as an integral part of

the proceedings. This state of affairs doesn't indicate that progress both in our understanding

of the damage process and the performance of optical elements hasn't been made. They indeed

have! The improvements result from a number of factors such as improved processing and

manufacturing (now to "laser grade" specifications), new materials and measurements of their

properties, new materials or classes of materials primarily suggested by modeling and property

analysis, as well as new understanding of the basic mechanisms of damage, benchmarked by quality

and sufficiently unambiguous experimental data.

The classification of the meeting into sections on Materials and Measurements, Surfaces and

Mirrors, Thin Films, and Fundamental Mechanisms was appropriate for this year's symposium. But

the emphasis as to operating experience, e.g., systems considerations and laser operating

parameters, has changed. This especially concerns the laser wavelength and duty cycle.

Emphasis has moved from the infrared through the visible to the ultraviolet. In the not too

distant future we suspect that high-power laser optics for the XUV and even the x-ray regions

will become of concern. The duty cycle of interest has shifted from CW through single pulse

(1-on-1) to multipulse (N-on-1 ) to repetitive operations in the 1 to 1 00 pps regimes. Our

expectations are that the future will demand optics for kpps to Mpps for devices like free-

electron lasers. These trends will certainly place more stringent requirements on materials and

their purity, growth or deposition, and fabrication to fully realize the lasers' full potential.

2.1 Materials and Measurements

This meeting continues to address the importance of careful measurements of optical and

thermo-mechanical properties of optical materials. It has long been recognized that it is the

absorption level and mechanical response or strength which govern failure in most instances. We

have reached that stage of material quality where knowledge of the contribution of bulk and

surface absorption is important. As such, new techniques are always sought which not only can

measure absorption accurately but can separate the surface and bulk values. A promising

technique proposed this year employs a prism-shaped sample (normal incidence at the front or

entrant surface and Brewster angle at the exit surface). This sample configuration together

with a polarized laser beam allows for convenient calorimetric measurement and separation of

bulk and surface absorption. This adiabatic technique (uniform sample temperature with the

laser off) is limited to materials with large thermal diffusivity, e.g., crystals. This year,

surveys of the properties of import for infrared transmitting and heavy metal-fluoride glasses

were heard together with those for water-clear ZnS. In the later material a correlation between



scattered light level and the short wavelength cutoff frequency was quite evident. The

correlation between scatter and absorption level was not as evident, however.

The damage level exhibited by materials can be an indication of their intrinsic optical

strength, but most assuredly it is an indication of their state of development as modified by

any remaining extrinsic factors. Much data was reported this year on polymeric optical

materials, both undoped and doped versions. Dye-impregnated polymers such as cellulose acetate

are finding some use in range finders. Polymethylmethacrylate is currently the best condidate

for plastic optics. Further efforts to remove absorbing impurities will probably increase the

damage resistance of all plastics. A new technique for detecting damage was demonstrated in

plexiglass G where the concurrent measurement of the Strehl ratio of a He-Ne laser beam

collinear with a high-power pulsed laser was used to detect distortion of optical components

within the laser beam. This technique was adequately analyzed using thermal modeling.

In another survey of damage sensitivity, it was observed that the polishing process limits

the damage threshold of fused silica surfaces for 355-nm, 0.6-nsec pulses. Several types of

silica all exhibited the same threshold. It was suggested that CeO polishing compound was the

initiating absorbing site. Subthreshold laser preirradiation of KDP was effective in raising

2
the median damage threshold at 355 nm from 2.3 to 4.2 J/cm . Crystals with the lowest 1-on-1

damage threshold benefited the most from this procedure, while those with the highest threshold

did not seem to improve very much. As to polymers, plastic sheets had large enough damage

thresholds at 0.35, 0.53, and 1.06 pm to have potential application as shields against target

debris in laser fusion experiments. In contrast, (CH) plastic films employed as antireflection

coatings on fused silica had low thresholds, discouraging further work along this avenue.

Realizing the importance of increasing the mechanical strength in transparent optics and

the need to reduce fabrication costs, several approaches to these problems have been tried, from

alloying (the mixing of two crustalline materials), to press forging to produce strong, low-cost

polycrystalline materials primarily for use in the infrared. Heretofore, the material of choice

has been CaF,,. This technique has now been extended to Csl which has been successfully press

forged to obtain a 1000 psi yield strength, contrasted to 100 psi for single crystals, with no

more than a \% decrease in IR (2-40 pm) transmission.

As indicated earlier, considerable attention is being given to repetitive testing and this

year two very interesting pieces of work were displayed. The first was a compilation of a

variety of properties and damage test data on nineteen materials for use at 1.06 pm with 20-nsec

pulses at 50 Hz. Depending on selectable operating conditions (e.g., pressure differential) and

intended use, different materials were optimum. An important ancillary study addressed the

wavelength (355, 532, and 1064 nm) dependence together with repetition frequency of either 1 or

10 Hz for fused silica and crystalline quartz. The damage thresholds at 355 nm were

considerably lower relative to the other frequencies. It appeared that transient color centers

may have been accumulating to reduce the damage thresholds. An interesting trend between

3



Corning 7940, Suprasil I and Sawyer crystalline quartz was observed while for multiple pulse

irradiation crystalline quartz was superior.

2.2 Surfaces and Mirrors

Surface topics still reflect a preponderance of three main issues: 1) surface preparation

procedures with interest both on new techniques such as float polishing and refinement of older

techniques with an eye on economical, high quality and volume production such as might be

achieved through single-point micro machining and forging; 2) surface properties from both a

topographical and optical sense; and 3) damage testing and correlation with preparation or

property differences in a generally parametric manner greatly aided by surface-analysis

diagnostic instrumentation.

This year, additional insight into the surface and near-surface region of diamond machined

Cu was reported through careful analysis by TEM, SEM, and STEM. As might be expected, these

regions were heavily modified by the machining process resulting in correlatable optical

properties. Increased IR absorption resulting from machining-induced dislocations is an

example.

We are still searching for a better understanding and utilization of optical scattering.

Each year we seem to make progress which, unfortunately, frequently raises more questions than

it answers. One example will suffice. It was reported this year that there exists a log

inverse-log relationship between minimum laser-induced damage threshold and scratch width, which

was not explained. In another report on metal optics, the effects of baking on reflectivity

were reported. Here, for Cu, Mo, Ag, alloys of Al, and films of various metals, reflectivity

decreased typically at 0.8 pm and 9.7 um, while surprisingly some decreased at one wavelength

and were stable at another. However, for OFHC Cu and Mo reflectance generally remained stable

or increased. This behavior was associated with decreased defects and improved crystallinity

.

Scattering topics drew the main attention of the sessions on optical surfaces with detailed

reports of round-robin testing of laser scatter optics. However, it was evident that there

still is a need for inter-lab comparisons and improved diagnostics, since in many cases the

roughness inferred depended on the instrument used. One might conclude that component roughness

specifications require measurement procedures to be adequately stated. It is obvious that the

laser has brought out the best and worst of optical surfaces from a scattering standpoint.

2.3 Thin Films

Fully forty percent of the papers presented at the conference were specific to optical thin

films, a continuing indication not only of interest and attention but of hope and anticipated

improvement. In fact, thin films are probably the highest leveraged area of concern to the

symposium participants. Their use is pervasive and there appears to be plenty of room for

advancement in performance.
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As might be the case for an area of import at an ASTM meeting, several papers dealt with

round-robin testing and reviews. As regards the round-robin testing of thin film damage, it was

gratifying to note that in spite of gross differences in testing protocol, tested samples fit in

a common rank order and differences in absolute damage threshold generally could be ascribed to

testing differences, e.g., spot size, pulse length, 1-on-1, N-on-1 , cleaning procedure, or

damage definition based on scaling relations and data generated at this series of meetings.

Other reviews evaluated damage thresholds in a parametric manner for both AR and HR film stacks

particularly at shorter wavelengths.

A great preponderance of the papers on thin film related to deposition processes, either

novel techniques, or improvements of older methods. Emphasis was on RF sputtering, molecular

beam epitaxy, plasma deposition and ion-beam sputtered films. Many of these techniques lead to

films of greater packing density at lower substrate temperature - a goal considered worthy by

many. While damage results are not spectacular nor have the techniques been proven for a wide

variety of coating materials, impressive strides have taken place in a short period of time.

These hi-tech approaches are benefitting from greater use of in situ diagnostics and controlled

atmospheres and are resulting in lower absorption levels. This is particularly true of the ZnSe

films grown by MBE. Improved stability to water attack of refractory-oxide coatings of ZrO,,,

SiO^, and Al^O^. deposited by reactive rf sputtering, was noted. Of particular interest was the

resulting stability of thin film polarizers, while studies evaluated e-beam deposition in UHV,

sol-gel processes, photochemical deposition of organometallics, etc. in a comparative manner.

Only e-beam deposited films yielded stoichiometic films of TiO,,. Other processes, such as dual-

beam reactive-ion deposition, yielded low absorption values. Other films deposited by plasma-

etched CVD techniques afforded Si^N^ films of almost imperceptible roughness while Si0
2

deposited in a similar manner only resulted in a value o = 2.8 A.
rms

What was particularly gratifying this year was the improved correlation between deposition

parameters and film structure/property. Such was the correlation of the complex refractive

indices with porosity and grain size resulting from variations in background gas and ionic

state.

As has been predicted for many years, the majority of thin film work is moving to shorter

wavelengths. New preferred materials are surfacing such as scandia (Sc^O^) and magnesium

2
fluoride (MgF^) , with which AR coatings exhibited typical thresholds of 2-3 J/cm for 0.6

2
ns/355-nm pulses to > 5 J/cm for HR coatings of the same materials tested under similar

2
conditions. Yet thresholds as high as 9 J/cm for porous-silica AR coatings have been realized,

pointing to the potential of this approach where applicable. Other thin film work at 248 and 35

2
nm afforded 6 and 12 J/cm threshold at these wavelengths for 12-15 nsec multishot irradiation,

2
indicating a A dependence on damage sensitivity. Continued progress is noted in photo-emissive

and photo thermal mapping of absorbing defects in thin films.
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No section cn thin films would be complete without a discussion of defects which are

already the favorite initiators of thin film damage. We have heard and will hear more of the

continuing search for spatially resolved defect identification. We are making improvements,

although it is not easily stated whether this is due to improvements in approach, technique,

instrumentation or that the films themselves are getting better. However, the occurrence of

damage at identifiable defect sites has not yet been well correlated.

2.4 Fundamental Mechanisms

The subject of Fundamental Mechanisms has progressed greatly from the predominately

esoteric subjects of the interaction of coherent radiation with intrinsic materials through

multiphoton absorption and other non-linear behavior to avalanches, to impurity dominated

thermal analysis, each step of the way becoming more complicated, more real world related in

leading the way for practical application such as precatastrophic damage indication and other

experimentally correlatable observables and more importantly, data analysis procedures based

upon our growing understanding, a most egalitarian and utilitarian state of affairs.

As was foreseen, over the past several years precatastrophic damage indication was being

sought on a broad front of diverse technical approaches. In the past it was photoacoustic or

photothermal , scattering, microscopic investigation to name but a few of the dominant ones.

They were all a mixed bag of success in that each technique located sites that were damage prone

but unfortunately they also identified similar sites that didn't damage while other sites

damaged that were undetected. This year two improvements were seen— the first related to

floating a sample with IR light and immediately looking for visible wavelength emission from

component surfaces. For coatings a strong correlation was evident between identified sites and

damage sensitivity. One could only imagine that were the damage test wavelength used on the

pretest irradiation even better correlation would have been achieved.

The other test involved precatastrophic particle emission from surfaces— ion, electrons,

neutrals, etc. While this work is just beginning there appears to be information not only

relating to damage sensitivity but a whole plethora of other benefits relating to conditioning,

hardening, laser induced desorption as well as different behavior for different classes of

materials, e.g., oxides vs fluorides which may eventually shed important insight into the

physio-chemical nature of the damage process. Existing results are expected from this work in

the future.

Continued progress was made this year in the modelling of impurity dominated pulsed laser

induced damage to thin films. It was shown that the shape of the impurity, i.e., spherical

3
columnar, etc., was not important as long as the volume scaled as a where "a" is a linear or

radial dimension, and the absorption scaled as "a" as long as irradiation is short in terms of

2
diffusivity in cm /sec. Furthermore, as the impurity radius approaches zero the exponent "a"

a 2
proceeds from 0.5 to 1.0 in the damage relation E a(K

h
t
g

) where E = damage level in J/cm ;

is the thermal conductivity of the film material in J/cm'S'K and t is the laser pulse length in
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seconds. Additional thermal analysis was presented relating to the cooling of laser components

by flowing gas across the surface, a subject of considerable interest to those proposing high

average power solid state crystalline or glassy laser systems. Other analytical prsentations

evaluated temperature rises for metals irradiated either in the CW or pulsed mode.

Two important papers treated, from a fundamental standpoint, distinctions between

microscopic and catastrophic damage and accuracy improvements resulting from the onset method

vis a vis normal definitions where damage is frequently defined as midway between least fluence

damage and maximum fluence no-damage values. There is no question but that we must standardize

on the best damage definition and data analysis procedure. Maybe after fifteen years, the long

hoped for standard damage test and agreed upon definitions are taking shape. Let's hope so!

There is often great value in returning to review results relating to a specific phenomenon

to see if it all fits our understanding. From a particularly eloquent review of the effects of

self focusing on laser induced breakdown, we now seem to have in hand a unified theory tying

together variations between linear and circularly polarized light, wavelength, critical power

and spot size. Perhaps we now can determine not only the limits imposed by selffocusing but

approaches to minimize it and to understand the beam distortion resulting from it. It is not

surprising that this same group identified a simple and direct method of determinig the non-

linear index of paramount importance when dealing with self focusing. The rather elegant

approach involves measuring the far-field pattern of a laser beam which has been focused gently

through a highly transparent material, such that the deviation from a gaussian in the far field

is proportional to an induced phase distortion in the medium.

Additional data indicating the level of understanding of the linear and nonlinear index of

refraction was given by comparing the experimental index values to ternary and quaternary

compound semiconductors below the fundamental absorption edge as calculated from first

principles. Agreement to within an order of magnitude is presently obtained.

3.0 Summary of Papers

The subject matters of the Fifteenth Annual Symposium covered four, broad areas of interest

to the high-power laser community: (1) Materials and Measurements, (2) Materials and Surfaces,

(3) Thin Films, and finally, (4) Fundamental Mechanisms. These conference proceedings are

organized accordingly. In this section, a concise summary of each paper is provided. Closely

related papers are discussed together, whenever possible. The interested reader is referred to

the complete manuscript of any paper for further details. Our intention here is to provide the

reader with an overview of the Symposium and to identify the topics of current interest, the

authors, and their organizations. To highlight this year's presented papers, each topical area

is discussed with a brief statement of the underlying problems and the status of understanding

within the area of interest.
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3.1 Materials and Measurements

Optical material properties and the measurement thereof are continuing interests of the

meeting along with the other historical topics such as bulk damage and fabrication. This year

several papers dealt with both new mater ials and reviews of more classical ones.

The reporting of properties of new materials has become an important aspect of the Boulder

Damage Symposium. This year was no exception. B. Bendow of the BDM Corporation, D. Burge and

H. Bennett of the U. S. Naval Weapons Center, L. Johnston of the University of Idaho, and

J. Mecholsky of the Sandia National Laboratory delved into the optical and mechanical properties

of heavy-metal flouride (HMF) glasses for use in numerous applications, particularly those of

high energy laser and electro-optic IR scenarios. The types of glasses studied included

various fluoro-ziconates , rare-earth fluorides and transition-metal fluorides. Properties

measured included IR absorption and emittance, total integrated scatter, fracture resistance,

-3 -i
and thermal stress resistance, among others. Absorption co-efficients as low as 4 x 1 0 cm

at the DF wavelength were measured with fracture resistance ~1 /3 that of fused silica. One

disappointing disadvantage of these glasses is their susceptibility to chemical corrosion in

aqueous environments.

Careful measurements of the properties of materials suitable for high power/high energy

laser applications are essential in the design of high performance systems. To this end,

R. Harris, G. Graves, D. Dempsey, P. Greason, M. Gangl, and D. O'Quinn of the University of

Dayton Research Institute and M. Lefebvre of CVD Inc. reported on the optical and mechanical

properties of ZnS including the measurement of absorption coefficients at several wavelengths,

spectral transmission, thermo-optic and stress-optic coefficients, thermal expansion

coefficient, as well as the density, specific heat, thermal diffusivity, and electrical

resistivity. ZnS is useful over the whole spectral range from 0.4 to ~11 ym. Property

variation as a function of process variation was also given. There was some evidence of a

correlation between scattered light values and effective absorption coefficients and the short

wavelength cutoff.

The subject of polymeric materials has been growing in interest, stimulated both by their

low cost, ease of fabrication and potential high damage threshold as reported by several Soviet

scientists. In, addition, they can be doped with dyes quite uniformly for a variety of

applications.

Stimulated by recent Soviet achievements, a program devoted to further improvement of

plastic optics was begun at the F. J. Seiler Research Laboratory at the U.S. Air Force Academy.

The results of extensive single-shot and multiple-shot bulk damage studies were presented by

this group which included R. O'Connell of the University of Missouri and T. Saito, T. Deaton,

K. Siegenthaler , J. McNally, and A. Shaffer of the U.S. Air Force Academy. Materials studied

included polymethylmethacrylate (PMMA), three grades of polycarbonate (PC), and cellulose

acetate butyrate (CAB). Small-spot (46 urn 1 /e diameter) single-shot damage thresholds, using

2
8-ns pulses from a Nd:YAG laser were 41, 15, and 15 J/cm respectively. These values correlated
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with the relative level of absorbing impurities in these materials. PMMA also had the largest

multiple-shot threshold. Efforts to purify PMMA were rewarded by a 60 percent increase in damage

resistance. Continued work to attain high-purity plastics can be expected to realize even

greater improvement.

Continuing the section on polymers, M. Acharekar of International Laser Systems presented a

discussion of the damage resistance of cellulose acetate which, when impregnated with a dye, is

commonly used in passive Q-switches in small rangef inders. At present, commercially available

cellulose acetate is too impure to use in high power applications because of a high residual

impurity level, damaging at 20 mJ output energy in 20 usee pulses under 10 Hz laser operation.

As might be expected, treated or "cleared" cellulose acetate exhibited a considerable

improvement in damage resistance. Unfortunately, important processing details to produce

"cleared" plastic Q-switches were omitted from the paper. Review of related plastic optics

papers by Manenkov and Saito at this meeting should be of considerable benefit to the interested

reader.

To characterize permanent damage of plastic optical components, B. Mullins of the U.S. Air

Force Academy and B. Richert of the U.S. Air Force Weapons Laboratory have devised a convenient

technique to quantitatively sense the onset of damage during irradiation. Briefly, an auxiliary

He-Ne beam is directed through the plastic component and focussed on a photodiode by which the

Strehl ratio is determined. This method senses small wavefront distortion caused by permanent

damage sites of significant diameter. Plexiglass G (polymethylmethacrylate) was evaluated with

a Nd:YAG system, and damage-induced wavefront distortions as low as 0.009X to 0.030A were

inferred to produce Strehl ratios of 0.995.

In support of the Nova glass laser fusion facility being constructed at Lawrence Livermore

National Laboratory, M. Staggs and F. Rainer characterized the damage resistance at 355 nm of

fused silica, KDP crystals, and a few selected plastic sheets. Measurements were conducted with

a frequency-tripled Nd:YAG laser producing 0.6 ns pulses focussed to a relatively large 1-mm

beam diameter (at 1/e intensity). Single-shot-per-site damage thresholds of the surfaces of

three types of flame-fused silica and two types of fused natural quartz were measured. No

correlation of the thresholds with the type of silica was found; however, a relationship with

the surface state due to the polishing process was observed. HF etching of surfaces with low

thresholds revealed significant subsurface structure, whereas etched surfaces having The authors

speculted that entrapped particles of Ce0
2

polishing compound, an absorber at 355 nm, were the

principal sites of damage initiation.

Consistent with the results of previous tests at Livermore and Los Alamos, bulk damage in

KDP took the form of isolated microfractures which generally occurred at fluence levels below

the onset of surface damage. The median 1-on-1 and n-on-1 thresholds of these crystals were

2
2.3 and k.2 J/cm , respectively. Thus, the great importance of subthreshold irradiation was

again demonstrated for 355-nm irradiation as in previous tests at 1064 nm. Those crystals with

the lowest one-on-one thresholds benefitted most from this procedure; negligible effect was seen

for crystals with the highest thresholds.
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Plastic sheets have potential application in the optical train of fusion lasers to shield

expensive focussing lens from target debris. One material, FEP Teflon, was found to have

2
substantial damage resistance: 3, 7, and 12 J/cm for ~1-ns pulses at 355, 532, and 1064 nm,

respectively. Even at higher laser fluences, it is possible that this material would serve as

an effective shield if it would remain intact during one shot and minimally perturb the beam.

Previously, Mylar films have been successfully used in the Los Alamos Helios CO^ laser fusion

test facility for a similar purpose (protection of optical components from retropulses)

.

Finally, (CH) plastic films (deposited by plasma polymerization) were evaluated as

2
antireflection coatings on fused silica. The very low damage threshold of 0.5 J/cm at 355 nm,

however, eliminated these from further consideration.

Strengthening of crystalline materials- particularly those that can be forged, has received

considerable attention at these meetings. This year was no exception where reports on advances

relating to Csl and CaF^ were heard.

Cesium iodide, an important optical material for infrared windows because of its broad

spectral transparency, suffers from its very low mechanical strength. For other alkali halide

crystals with rock salt structure, e.g., KC1 and NaCl, over an order of magnitude, increase in

yield strength has been attained by hot press forging of single crystals to obtain a fine-

grained polycrystalline structure. These crystals have a sufficient number of independent slip

systems, so that above 200°C stress is relieved by plastic flow. Unfortunately, Csl has the

body-centered cesium chloride structure with limited slip systems which makes forging without

fracture much more difficult. However W. Durand, B. Koepke, and W. Gerberich of the Honeywell

Systems and Research Center have developed a successful forging method for Csl which uses

symmetric deformation geometries to produce simultaneous flow along more than one slip system.

Single crystals of pure Csl (99.999 percent) of 1.3-cm diameter and height were forged to a

50-percent reduction in height. An initial strain rate of not larger than 0.004 min
1

was

necessary to avoid internal fracture, and the largest increase in yield strength (1014 psi

compared to 100 psi for single crystal) was obtained at a low forging temperature of 30°C. No

recrystallization was observed and the optical transmission between 2 and 40 pm was only

1 percent less than that for single-crystal Csl. The authors consider that scale up to 6-inch

diameter windows is feasible.

Over the last ten years, the U.S. Air Force Wright Aeronautical Laboratories (AFWAL) has

sponsored a number of experimental studies to determine and optimize processes which achieve

mechanically strong optical window materials. Materials studied have included KCL, Al^O^, ZnS

and CaF
2

. This year C. Willingham and M. Spears of the Raytheon Company, G. Graves of the

University of Dayton Research Institute (UDRI) and W. Knecht of AFWAL reported their progress in

strengthening fusion-cast CaF„, scalable to 30-cm diameters.
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Elimination of surface flaws and application of a biasing surface com presslve stress were

the two approaches taken. Increased grain-boundary strength was achieved at Raytheon by (1)

melting CaF^ powder in an atmosphere of CF^ and hydrogen, which fluorinates the oxide and

hydroxide contaminants, and (2) multiple remelting. A mean strength of 13-3 + 5.3 kpsi was

achieved. A second process, the diffusion of strontium ions into the CaF,, surface at high

temperature (800 to 1100°C) resulted in no significant strengthening because of plastic yielding

and stress relaxation. Performed at lower temperature (400 to 500°C), however, a large residual

compressive stress remained. The strength was not reported for these cases.

Finally, UDRI utilized a high-fluorinating, low-oxygenating reducing gaseous atmosphere

(pyrolized polytetra-fluorethylene and dry hydrogen) to achieve enhanced strength of CaF^

castings. The average value for 24 one-inch diameter specimens was an impressive 19 ± 7 kpsi,

almost a factor of two beyond the previous standard.

We continue to receive reports on damage to bulk materials. However, they now center on

repetitive irradiation or shorter wavelengths. Since failure is mainly a thermal process

governed by the absorption level, accurate measurements of the absorption coefficient at the

surfaces and within the bulk are essential as is the identification of absorbing defects.

J. Goela of the Indian Institute of Technology, Kampur, R. Taylor, M. Lefebvre, and

P. Price, Jr. of CVD, Inc. and M. Smith of Avco Everett Research Laboratory, Inc., compiled

optical, thermal, and mechanical data for 19 candidate window materials and evaluated the

materials for use in 10.6-ym, 20-ns lasers operating at up to 50 Hz with a two-atmosphere

2
pressure differential across their windows. The fluence per pulse was assumed to be 1 4 J/cm

over a round aperture 30 cm in diameter. The authors considered window failure due to passive

pressure loading, and/or cracking and melting in laser heated windows. They also considered

beam perturbations caused either by thermal lensing or by window flexure under pressure. No one

material was optimum in all aspects. The salts (NaCl, KBr and KC1) should satisfy beam

distortion criteria, but are probably not strong enough to withstand thermal stresses; the

materials ZnSe, GaAs, CdTe, and CdSe are tolerant of stresses, but will produce beam distortion.

In initial damage testing with 15- visec, 10.6-pm pulses from a 20-Hz laser focused to a beam with

2
an area of 1 cm , samples of GaAs and ZnSe sometimes withstood single irradiations at fluences

2 2
of 15-20 J/cm , but only CLEARTRAN ZnS withstood as many as 20 pulses at 20 to 25 J/cm .

The physics governing multiple-shot laser damage is more complicated than that in single-

shot experiments due to the possibility of an accumulation of effects, such as color centers,

microdamage, recrystallization, or surface cleaning. In an attempt to clarify this complex

multiple-shot behavior, the attention of L. Merkle, N. Koumvakalis, and M. Bass of the Center

for Laser Studies at the University of Southern California has been concentrated on bulk damage

in SiO^ as a function of wavelength. Last year they reported results for 1064 and 532 nm

wavelengths and found that repeated irradiation made catastrophic damage more likely. However,

no associated precursor phenomena, such as absorption or light scattering, could be detected
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prior to a damaging pulse. This year they reported extended studies to 355 nm as well. The

-2
test parameters included 15- to 25-ns laser pulses focussed to 5- to 15-ym spotsize (e radii),

at a repetition rate of 10 Hz. Samples of fused silica (Corning 7940 and Suprasil 1) were

compared with crystalline quartz (Sawyer). The general results for these tests were that

multiple-pulse damage showed a much stronger dependence on material, spotsize, pulse duration,

and wave length than the single-pulse damage. Among the specific findings we mention two:

Whereas single-shot thresholds for all three materials were essentially identical, this was not

the case for multiple-shot irradiation. Crystalline quartz withstood repeated irradiation much

better than the fused silicas. For both fused and crystalline SiO,, at 355 nm, the damage

resistance for 10 Hz irradiation was significantly less. The possibility of transient color

centers was advanced as an explanation. This is clearly a fertile area for continued research.

Separation of the bulk and surface contributions to the total absorption of transparent

window materials is necessary for determining the effects of different polishing and window-

growth techniques. Calorimetric measurements using several samples of various thickness permits

this surface/bulk discrimi nation, but the approach is time consuming and subject to sample-to-

sample surface variations. To avoid both of these problems, P. Temple and D. Arndt of the

Michelson Laboratory described a calorimetric method which utilizes a single prism-shaped test

sample. The prism angles are chosen to allow the polarized laser beam to enter the prism at nor

mal incidence and exit the prism at Brewster's angle which eliminates internal reflections.

Measurements made at various positions along the prism yield the desired absorption versus

length with minimal surface absorption fluctuations. The calorimeter is operated in an

adiabatic mode whereby the initial and final sample temperatures are measured after the laser is

turned off and the entire sample is at a uniform temperature. For materials with large thermal

diffusivity the data are very nearly independent of the position of the temperature detector and

the position of laser irradiation. Significant systematic errors would occur for materials with

low thermal diffusivity values, such as glass and fused silica. Satisfactory measurements were

obtained for CaF^ for DF laser irradiation (3.6 to 4.0 um wavelength) providing bulk and two-

-5 -1 -4
surface absorption contributions of 2.1 x 10 cm and 1.5 x 10 (unitless), respectively.

(Reproducibility of repeated measurements within +5 percent was demonstrated.) For a 1-cm thick

window, this indicated that ten times more absorption occurred at the surfaces than in the bulk.

3.2 Surfaces and Mirrors

Surfaces require special attention in high-energy or high-power laser systems. As the

polished boundaries of windows or mirrors (bare or coated) they can introduce undesirable losses

such as scattering. In addition, they are subject to various environments and, too often, rude

handling by individuals. For these reasons, they exhibit a damage sensitivity greater than the

bulk interior of materials and can have relatively high absorption.

The subject of micro-machined optics has, in general, passed from reports of optical

quality and damage sensitivity to one of detailed study into the mechanics and material science

aspects the cutting process. H. Hurt and D. Decker of the Michelson Laboratory, long leaders in
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the field, presented a discourse on the inherent mechanical damage in diamond-turned optical sur

faces. In referring to works dating back to 1665 (Hooke) and 1730 (Newton), they were able to

conclude, by recourse to modern-day high resolution microscopy, the not unexpected result that

the near-surface region subjected to the mechanical stress during the machining process is

heavily deformed, resulting in high temperature related metallurgical responses (internal

recrystallization, etc.). A companion paper correlates the optical properties and laser damage

thresholds with the microscopic analysis reported herein.

D. Decker, H. Hurt, J. Porteus , and D. Grandjean of the Michelson Laboratory, Naval Weapons

Center, discussed alterations of diamond-turned copper surfaces due to stress at the interface

between the surface and the diamond tool. Stress and surface alterations increase with

increasing negative rake angle. At rake angles of -5° to -10°, local lattice dislocations are

induced which harden the material and potentially increase the optical absorption at the

surface. At rake angles greater than -15°, larger temperatures are reached, promoting a

recovery of crystallinity and growth of a high-temperature oxide phase Cu^O. The authors

examined the effects of these surfaces alterations on hardness, optical absorption, scattering,

and laser damage, and investigated the effects of various cutting lubricants. Experimental

results were in general agreement with the model for surface alterations, although a number of

anomalous results were obtained.

Continuing their study of the damage threshold of optical components frequently employed

at 10.6 um, R. Wood, P. Waite, and S. Sharma of the GEC Hirst Research Center presented a very

descriptive paper on the correlation of substrate preparation and damage threshold for Au-coated

copper mirrors. They first verified the inverse dependence of damage threshold and absorptivity

between 0.5 and 1.5 percent for several uncoated diamond-turned copper mirrors. Decreases in

damage thresholds at different locations were clearly associated with defects roughly 1 to 10 ym

in size. All experiments were performed with a 50-mJ pulse in a 60-nsec (FWHM) initial pulse

followed by a 3-usec tail, the latter containing roughly two thirds of the pulse energy. TEM
0o

2
spot sizes were about 4.5 mm in diameter at the 1/e points. Surface roughness values were

determined by a Talysurf-5. Three gold-coated mirrors were prepared by conventional polishing.

Finishing, however, was accomplished with a different grade of diamond paste abrasive.

Reflectivity and absorptivity results were very uniform and comparable to best diamond-turned

mirrors. The damage thresholds, however, varied considerably and were found to orrelate with

surface scratch width. An analysis of the data showed that there is a log inverse log

relationship between the minimum damage threshold and the scratch width.

V. Hodgkin, D. Decker, and H. Hurt of the Michelson Laboratory measured changes in the IR

reflectance of metal surfaces that had been baked in vacuum. The samples included polished and

diamond-turned surfaces on substrates of Cu, Mo, Ag, and alloys of Al, and films of Cu, Ag, and

Au. The samples were separated into sets containing one sample of each type. The first set was

held as a control and the other two sets were baked in vacuum at either 150°C or 300°C.

Reflectance was measured for each sample, at wavelengths between 0.8 um and 9.7 ym, before and

after the baking. Reflectance of diamond-turned Cu and Al samples typically decreased (-0.2 to
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-1 .04 percent) at 0.8 ym, but was stable or increased slightly (-0.4 to +1.3 percent) at 9.7 urn.

For films of Cu on silicon baked at 300 percent, the decrease in reflectance was large, from

-40 percent at 0.8 ym, to -3 percent at 9.7 ym. For both control and baked samples of Cu on

silica, or of Ag on either silicon or silica, reflectance between 1.5 and 9.7 ym. Reflectance

of Al films on either silicon or silica was stable to within 0.6 percent at all wavelengths.

Interestingly, for polished samples of OFHC Cu and of Mo, reflectance usually remained stable or

increased. The authors attributed increased reflectance to improved crystalline order, decrease

of defects, and possible elimination of surface con taminants, and decreases of reflectance in

Cu films to a solid-state reaction between Cu and Si.

Of course, damage testing continues, but current emphasis is on repetitive irradiation and

at shorter wavelengths.

R. Wood, P. Waite, and S. Sharma of the GEC Research Laboratories have been frequent

contributors to this series of meetings. This year they reported on an extension of their

primarily single-pulse, infrared damage investigations by comparing that work with cumulative

and repetitive ( 100 Hz) testings on Ge, ZnSe, ZnS, GaAs , CdTe, NaCl, KC1 substrates at 10.6 ym

and PMMA, fused silica, Nd:laser glass and coated components at 1.06 ym. They noted

morphological changes and evaluated spot size dependencies. The presentation, being very terse

and primarily descriptive in nature, made the following microscopic observations relative to

cumulative or repetitive exposure: (1) enlargement of damage areas under repeated exposures,

(2) damage areas which did not grow after initial failure (both large and small areas), (3)

damage areas which have a subsequently higher damage threshold, and finally (4) damage growth

which appears associated with a gradual buildup of temperature. None of these observations were

really surprising, but they do need to be quantitized.

Fused silica is routinely used throughout the visible and near-infrared region of the

spectrum as a coating material, substrate for mirrors, as well J. Mengue and D. Friart of

Commisariat a' I'Energie Atomique Laboratory at Limeil reported on their evaluation of the

pulsed damage threshold at 0.355 ym [(1.06/3) ym]. Samples from various suppliers and finishing

2
houses were tested. The average threshold for 22 samples was 6.2 J/cm for 3~ns pulses with

2 2
the best being 8.5 J/cm and the worst 5.5 J/cm . No indication of mode quality, important test

protocol procedures was given.

As mentioned previously, scattering is an important loss mechanism. Its measurement also

allows for an assessment of several surface characteristics including, for example, the effect

of surface finish or image quality. Since the American Society for Testing and Materials

(ASTM), is a co-sponsor of this meeting, it is not surprising to find reports of the results of

round-robin tests relative to standards development.

J. Bennett of the Michelson Laboratory at the Naval Weapons Center (NWC) and K. Stowell of

the Air Force Wright Patterson Aeronautical Laboratories (AFWAL) reported results of scattering

and roughness measurements made at NWC, AFWAL, and the Air Force Weapons Laboratory (AFWL) on

both bare and silvei—coated samples of fused and crystalline quartz. The measurements made were
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angular distribution of scattered light (BRDF), total integrated scatter (TIS), and talystep

profiles. While the data are too numerous and complex to be properly treated in a summary, a

few principal results were obtained. BRDF values measured on 10 of 14 surfaces that had been

silver coated and stripped were increased 2 to 260 times over BRDF values measured prior to

silver coating. On 4 of 14 surfaces, coating and stripping did not affect BRDF data. BRDF

1)

values on the silver-coated surfaces were as much as 10 times larger than anticipated, but

these large values were well correlated with roughness values determined at AFWL and NWC by

measurement of TIS. The sets of TIS data from these two laboratories were almost identical, but

rms roughnesses determined by measurement of TIS on silvered samples ranged from 2.6 to 75 A,

whereas roughnesses measured by NWC on 10 of the same parts by Talystep ranged from 2.6 to

6.3 A.

J. McNeil and L. Wei of the University of New Mexico, J. Casstevens and W. Herrmann, Jr. of

Optics Electronic Corp., and J. Stover of Montana State University compared roughnesses measured

by both scatterometers and an optical profilometer on samples of both polished and diamond-

turned metal surfaces. The rms roughnesses measured by profilometry at OEC were systematically

below those measured at either MSU or UNM by scatterometer , but the two measurements by

scatterometer were in reasonable agreement for some samples. The authors found that rms

roughness of diamond-turned Cu or Si surfaces was reduced from typical values of 40 A to values

near 20 A when the metal surfaces were coated with a sputtered or evaporated layer of the same

metal having thickness less than 10,000 A. This smoothing was not observed on diamond-turned Mo

surfaces

.

J. Elson, of the Michelson Laboratory calculated scattering amplitudes for a surface

microroughness on a material with static density variations in the bulk dielectric permittivity.

The calculations indicated that the polarization ratio observed in angle resolved measurements

of p- and s- polarized components should be variable, depending on the autocovariance functions

of, and cross-correlation between, the surface roughness and dielectric fluctuations. The

author believed this effect might account for two features that have been observed in scattering

measurements: (1) cross-polarized light in the scattering of a p- or s-polarized wave, and (2)

variation of the ratio of scattering from p- and s-polarized waves.

J. Bennett of the Michelson Laboratory and K. Guenther and P. Wierer of Balzers AG reported

roughness measurements made with four types of instruments on a set of five Zerodur substrates

with graded roughnesses. The five substrates were prepared by varying their polishing time.

The rms roughnesses of the surfaces were inferred from measurements of total integrated

scattering made with beams of 1 -mm diameter at both NWC and Balzers. They ranged from about

10 A to 150 A and an excellent agreement was found between the two sets of measurements. The

rms roughnesses measured at NWC by a Talystep instrument with lateral resolution of 0.1 to 0.2

ym, using scan lengths from 1 5 ym to 1 mm, ranged from 6 A to 450 A. The roughness was also

measured on the optical heterodyne profilometer at Lawrence Livermore Laboratory. That

instrument had 2-ym lateral resolution and gave roughness values ranging from 2.3 A to 174 A

rms. The final measurement at NWC with a Wyko optical profilometer with 2-ym lateral resolution

gave roughnesses ranging from 1.4 A to 45 A, the latter being the instrument limit. The authors
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used the data to illustrate that roughness values depend on the machine used to make the

measurement, and therefore component specifications must include both a roughness limit and a

measurement procedure.

H. Bennett and D. Burge of the Michelson Laboratory used both geometrical and physical

optics to calculate blur circle diameters for a beam focussed by a mirror with concentric zones

representing local slope errors. They concluded that blur circle diameters calculated by

geometric optics were much larger than those calculated by physical optics when the zone depth

was less than or equal to a wavelength, while deeper zones could be modeled by either type of

calculation.

3.3 Thin Films

Thin films continued to lead the interest at the meeting with over 40 percent of the

presented papers. Emphasis this year was on new processes, optical characterization, damage

testing at short wavelengths, and a variety of other topics such as chemical attack, diagnostic

instrumentation, and the optical effects of poor film uniformity. Two papers of considerable

interest reported on (1) a world-wide round-robin test and (2) damage dependence on several film

and experimental variables.

K. Guenther of Balzers AG and 17 authors from other laboratories reported the results of

round-robin tests involving various pulse lengths and beam diameters on a number of commercially

available optical coatings, some high reflectance and some antireflectance. A large amount of

data was presented. Conclusions were that despite very different testing conditions, it is

possible to deduce some common relations and parameters. However, it would be highly desirable

to develop a more standardized set of test conditions in order to compare results obtained at

different laboratories. Progress is currently being made in that direction.

F. Rainer, C. Vercimak, and D. Milam of Lawrence Livermore National Laboratory and

C. Carniglia and T. Tuttle Hart of the Optical Coating Laboratory, Inc., presented a summary of

experiments performed on a variety of high reflectance and antireflectance coatings at 351 to

2
355 nm and also at 527 nm and 1064 nm. Thresholds were typically in the 2 to 3 J/cm range at

351 to 355 nm for 0.6 ns pulses and scaled to higher values for longer pulse lengths. Scaling

was modeled as t
m

where m ranged from 0.1 to 0.5 and t was the pulse length in nanoseconds. The

high reflectance multilayers showed more variation in damage threshold than the antireflection

2
films. Some high reflectors had thresholds of 5 J/cm or more at a 0.6-ns pulse length at

355 nm and increased with increasing wavelength.

Because films exhibit a damage sensitivity much greater than do surfaces or the interior of

optical materials, the major emphasis was on new processes and the characterization of film

structures and properties in an attempt to arrive at films with more bulk-like qualities.

Without question, this is the area of greatest activity in the development of optical materials

for high power lasers.
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Each year we hear more and more the cry to invest in high vacuum beam methods similar to

those used in the semiconductor industry to fabricate quality optical thin films. This year

K. Lewis and J. Savage of the Royal Signals and Radar Establishment made an eloquent case for

this most fundamental approach to attaining improved optical coatings. They extolled the virtue

of molecular beam epitaxy for not only producing good films but perhaps more importantly when

coupled with quality diagnostics, e.g., mass spectrometry, AES, and laser calorimetry, in

studying the film deposition in situ in a controlled and measurable manner. ZnSe was employed

as a test case where the composition of the residual atmosphere was correlated with the rate of

absorption of impurities during the coating process. Careful reduction of H^O and CO (to the

few 10 ^ mbar range) resulted in 3 pm thick coatings with negligible absorption at 10.6 um. We

must add that physical and optical properties were of course related to deposition variables, as

they should be!

The use of rf sputtering techniques to deposit high quality, complex (up to 43 layers)

refractory oxide multilayers was reported by D. Lunt of Burleigh Northwest Optical Inc.

Preliminary results on ZrO^, SiO^ and coatings have shown "useful" damage resistance,

loss, and environmental behavior. Deposition was accomplished using a 3 kW, 13.56 MHz rf

generator directed at 8-inch targets of Si, Zr or Al. At a sputtering gas pressure of 2.7 Pa,

the reaction gas partial pressure was varied between 10 percent and 17.5 percent. Employing a

deposition rate of 9.70 nm/min, the resultant refractive index of SiO,, was very similar to bulk

material measured as 1.45 at 1064 nm; 1.46 at 550 nm; 1.475 at 350 nm, and 1.50 at 249 nm.

Another indication of the film's quality and bulk-like behavior was the stability in spectral

behavior of thin film polarizers, there being only a measurement-limited 1 to 2 nm shift between

a coating soaked in distilled water for 72 hours and the same coating subsequently baked for

24 hours in vacuum.

The laser damage threshold of coated optical components is almost always set by the damage

threshold of the coating. F. Wodarczyk, D. Strauss, and A. Harker of Rockwell International

Science Center have performed a systematic analysis of novel coating fabrication techniques in

an attempt to identify promising approaches to raising the coating damage threshold. Processes

considered included e-beam deposition in UHV, sol-gel processes, photochemical deposition of

organometallics , and ion-beam deposition in a reactive atmosphere. The filming material was

TiO^. Only e-beam thermal evaporation yielded stoichiometric films in the initial tests. It is

believed, however, that better results with the other techniques can be achieved in time. The

dual-beam reactive-ion method yielded low absorption films, and sol-gel coatings are also

promising. Work is continuing.

Generally, thin films are observed to follow the contour of the surface of the substrate on

which they are deposited, but they can also add additional surface roughness. A study of the

surface roughness of SiO^ and Si^N^ films deposited onto silicon and silicon carbide substrates

by plasma-enhanced CVD techniques was reported by W. Partlow and W. Choyke of the Westinghouse

Research and Development Center, J. Bennett of the Naval Weapons Center and and R. Silva of
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VTI, Inc. The films were approximately 100 A thick. The best Si^N^ films added almost no

surface roughness, and SiO^ films added only about 2.8 A in roughness. Particulates can be

contained in the films, however, which greatly increase the above values.

It is gratifying to note an increase in the reporting of correlations between optical

properties and physical structure of thin films resulting from variation in deposition

processes. Along these lines, H. Demiryont, D. Kerven, and J. Sites of the Colorado State

University reported on the optical properties over the spectral range from *J00 to 2500 nm of

ion-beam sputtered, TiO^ films 5- to 500-nm thick deposited onto Corning 7059 and silicon

substrates. For films greater in thickness than 100 nm at wavelengths greater than 1 ym, the

refractive index was independent of thickness and bexhibited no measurable dispersion.

Titania is an important high-index film material, but it can exhibit widely varying optical

and structural properties. This information, inter-correlating optical (complex refractive

index) and structural properties (porosity and grain size) with deposition variables such as

types of background gas, ion, etc., is most important. It was also gratifying to note the

excellent agreement between spectrophotometric and ellipsometric measurements even for very low

values of the film's extinction coefficient.

Another paper from France concerned the improvement in the damage resistance of high

reflectivity coatings at 1.06 ym in support of their laser-driven inertial-conf inement fusion

program. To this end, B. Geenen, A. Malherbes, and J. Guerain of Societe Matra together with

D. Boisgard, D. Friart, and F. Garaude of the CEA facility at Limeil reported on the doubling of

2 2
the damage threshold from 3.5 J/cm in 1982 to above 8 J/cm in 1983. Improvement was

attributed to improved deposition parameter control, including the following: a) residual

oxygen pressure by means of a mass spectrometer, b) evaporation temperature and regulation of

evaporation rate, and c) substrate temperature through the use of a pyrometer.

Reflectors were made of Ti0
2
/Si0

2
. Considerable detail was given concerning evaporation

parameters of importance (pressures, rates, temperatures, etc.) as well as damage threshold

2
measurements, using a 3

_ns FWHM 1.06-ym laser pulse over a diameter of =2 nm at the 1/e

intensity points. It was concluded that the damage threshold was very sensitive to

backscattering of hydrocarbons, principally from primary and secondary pumps.

The mode structure and stability of many laser cavities are quite sensitive to the degree

and purity of the polarization. As such, phase shift variations on cavity mirrors are very

important. T. Leonard and J. Loomis of the University of Dayton Research Institute reported on

an automated infrared ellipsometer to measure the standard parameters i|/ and A at 3-8 ym.

Variations in A (the differential phase shift) were modeled by thickness changes, as opposed to

figure errors, while variations were attributable to absorption changes. These models

indicated that a one percent change in film thickness should produce a -1.1° change in A, while
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a $ increase of 10 cm which is not unreasonable in thin films, (corresponding to an extinction

coefficient increase of 3 x 10 ), will change by -0.1°.

As with bulk materials and surfaces, thin films are now being produced and evaluated for

short-wavelength applications, particularly near 350 nm. This short-wavelength interest

+ 3naturally stems from the available laser sources including frequency-tripled Nd lasers and

excimers of interest for laser fusion and defense uses.

As work continues on developing ultraviolet coatings which exhibit high laser damage

resistance, and a compilation of recent results is desirable periodically. M. Scott of R & D

Associates, provided such a summary of research results for eleven fluorides and twelve oxides

which exhibit low loss spectral transmission in the ultraviolet. Physical and thermal, as well

as optical, properties were included and comments about the fabrication of these materials in

thin film form were also summarized.

Antireflection coatings are a key component for transmissive optics used in ultraviolet

lasers. T. Tuttle Hart and C. Carniglia of the Optical Coating Laboratory, Inc. and F. Rainer

and M. Staggs of Lawrence Livermore National Laboratory reported on recent work on

antireflective coatings for 355 nm wavelength. All were vacuum evaporated onto bowl-feed

polished Suprasil II substrates. Both low- and high-index materials were used in these

2
multilayer coatings. Average damage thresholds in the 2 to 3 J/cm range for 0.6-ns, 355-nm

laser pulses were found for coatings incorporating high-index materials and values of less than

2
1 to 2.8 J/cm were measured for those incorporating only low-index materials. Coatings made

from scandia/magnesium fluoride had the highest damage threshold.

In a companion paper on 355-nm antireflective coatings, C. Carniglia and T. Tuttle Hart of

the Optical Coating Laboratories, Inc. and F. Rainer and M. Staggs of Lawrence Livermore

National Laboratories reported their results on high reflective coatings for 355 nm. As before,

laser damage measurements were carried out using 0.6 ns laser pulses, single-shot-per-site.

Both quarterwave and nonquarterwave designs were tested. Average damage thresholds for the best

2
coatings were 3-5 J/cm for the quarterwave designs. Scandia/magnesium fluoride was the best

material combination. The best nonquarterwave value achieved, again with the same material

2
combination, was 5.1 J/cm . It was achieved by reducing the electric field in the outer two

scandia high-index layers.

S. Foltyn and L. Jolin of Los Alamos National Laboratory reported on the laser damage

threshold of alumina-silica and other multilayer coatings designed for use with excimer lasers

2 2
operating at 248 and 351 nm. Thresholds as high as 6 J/cm at 248 nm and 12 J/cm at 351 nm for

12 to 15 ns pulses were reported for reflectors obtained from various vendors. These results

2
suggest a A wavelength scaling relationship. Two models are suggested which fit the

experimental data reasonably well. One involves avalanche breakdown, the other a defect driven
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thermal process. On the basis of these models they suggested that BeO might provide even higher

2
reflector damage thresholds than A l

2°3
with thresholds at 248 nm in excess of 15 J/cm .

One nondestructive technique for detecting damage-prone coating defects is photothermal

deflection microscopy (PDM) in which a probe beam (usually He-Ne) , incident at a moderately

large angle on a coated surface, is deflected by some surface disruption caused by a more

powerful pump laser. A current hypothesis is that localized absorbing coating defects, of the

order of 1 to 10 um in diameter, are the initial sites to heat up and damage under intense laser

irradiation. With sufficiently fine spatial resolution, PDM could provide a map of the relative

absorption distribution of a coated test sample for comparison with the results of laser damage

test. W. Mundy, J. Ermshar, P. Hanson, and R. Hughes of Pacific Union College have developed

instrumentation capable of resolving absorption sites with 2-vim diameter which produces a

pictorial display of small areas scanned in 4-um steps. At present, it takes many hours to

characterize an area for practical correlation with damage tests. This year they reported some

interesting observations for high reflectors and antireflection coatings. For example, the

2
absorption-site densities varied dramatically from sample to sample, from 6 sites per mm for a

2
Zr0 o/Si0 o maximum reflector to 0 per mm for a Ta„0 c/Si0 o AR coating. Also, absorption sites

£ iL doc
varied from 8 pm to ~100 ym in diameter.

Especially noteworthy was the increase (2X) in absorption of a TiO^ half-wave film as it

was exposed to an Argon ion laser beam for two minutes. Since the absorption returned slowly to

its original value in about six hours, it is apparent that a temperature-dependent absorption

was being observed. The reverse effect, i.e., a decrease in the absorption signal with pump

beam exposure, was observed in a ZrO^/SiO^ HR coating. In this case, one possibility is that

gaseous coating contaminants were desorbed. Certainly, this technique will reveal additional

valuable data on thin films as it continues to be refined and applied. The degree of

correlation with corresponding damage tests is awaited.

W. Lowdermilk, J. Wilder, N. Brown, C. Ganderson, D . Milam, F. Rainer, and M. Staggs of

Lawrence Livermore National Laboratory used 355 nm, 0.6 ns pulses to measure the laser damage

thresholds of porous-silica antireflectance coatings on fused silica substrates. Thresholds as

2
high as 9 J/cm , the bare substrate level, were observed for thin coatings (f90 nm optical

thickness). For thicker coatings (500 to 600 nm optical thickness) the median threshold dropped

2
to less than 2 J/cm . The data suggests that carbon residues from the coating solution may be

responsible for the decreased threshold observed for the thicker films.

From a basic or fundamental standpoint, work continues on coating defects, the Achilles

heel that leads to low damage resistance: their production, identification, role in the damage

process, and, of course, their elimination.
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It is the general perception of the laser damage community that localized defects limit the

damage thresholds of dielectric interference coatings to values well below the intensity

required to damage defect-free material. Thus, nondestructive identification of the damage-

prone defects has been a popular quest in recent years. At this symposium, C. Marrs and

J. Porteus of the Michelson Laboratory and J. Palmer of Comarco, Inc., described their

observations of laser-illuminated coating defects using a color video camera/telescope system.

Typically, they observed a pattern of several intense localized images in the laser-irradiated

areas of multilayer dielectric mirrors. They were able to correlate some, but not all, of these

images with damage-initiation sites at higher laser intensities. Interestingly, these images

tended to persist for some time (50 to 200 ms) on the video monitor after the background laser

image had vanished. This they attributed to the peculiar lag characteristics of the video

cameras used. Since the color of the defect-image changes in the visible was the same color as

the wavelength of the incident dye-laser radiation (476 to 515 nm), it was concluded that

scattering, not luminescence, occurred at the defect sites. Further, a significant amount of

s-polarized scattered light was detected even though the laser irradiation was p-polarized — a

characteristic of depolarizing scattering sites. Finally, the relative intensity of the

scattering sites varied with wavelength within the high-reflection band of the reflectors,

indicating a possible correlation with the standing-wave electric fields within the individual

layers.

Since some of these scattering sites damaged whereas others resisted damage for multiple

shots, final conclusions relative to these interesting observations must await corroboration

from complementary diagnostics. For example, the relative temperature rise of the observed

scattering sites may distinguish between active and benign defects.

J. Abate, A. Schmid, M. Guardalben, D. Smith, and S. Jacobs of the Laboratory for Laser

Energetics, University of Rochester, reported their work on detecting coating defects using

Photothermal Deflection Microscopy. An absolute calibration for the technique was provided by

introducing micron-sized absorbing copper "islands" into the film. Using these defects it was

demonstrated that the photothermal technique can detect even submicron defects in the films and

can generate computer-controlled defect maps of antireflective and high reflective dielectric

coatings. Present limitations of this technique include the small surface area that can be

mapped in a reasonable time and microcomputer memory limits.

Thin film nodule formation is frequently observed and may be linked to reduced laser damage

resistance. Films also typically exhibit a columnar structure. K. Guenther of Balzers AG has

summarized the available data on nodule formation and shown that it can be related to the

conditions producing columnar structure in thin films. A simple model was proposed on the basis

of limited surface mobility of adatoms or admolecules which predicts nodular and columnar

formation and allows one to predict how to minimize these effects.

Just as in bulk materials, polymers are being investigated for their potential role as

coating materials— their greatest application may be as protective coatings against adverse

environments.
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Thin film antireflective films have a limited spectral region in which they exhibit low

reflectance. B. Yoldas and D. Partlow of Westinghouse Research and Developement Center and

H. Smith of Westinghouse Hanford Laboratories reported the damage threshold of a wide spectrum

antireflective coating developed for fused silica. The coating is a single-layer, graded-index

film applied from a polymer oxide solution. It exhibits a damage threshold at 350 nm using a

2
0.6 ns pulse length as high as 9 J/cm , the intrinsic level of the fused silica substrate.

2
However, values as low as 0.8 J/cm have also been observed. The variation is believed to

result from preparation techniques which lead to carbon formation during the heat treatment of

the coating.

W. Partlow and J. Heberlein of Westinghouse Research and Development Center reviewed the

plasma deposition process for thin films and reported the current status of films of refractory

materials such as Si0 2> SiC and Si^N^ prepared by this process. The films are typically

amorphous, nonporous, in compressive stress, and with low absorption. They have good adherence

to- many metal amorphous and crystalline substrates and introduce very little scatter when

properly deposited. Thickness uniformities are typically 2 to 5 percent. Thus far, the plasma

deposition process has been used mainly to produce films for non-optical applications, but more

use in optical applications is anticipated.

3.4 Fundamental Mechanisms

True progress and assessment of the future rests on our understanding of the fundamental

mechanisms of the interaction of light (in this case, coherent light) and matter. Substantial

progress is being made along these lines in such diverse areas as precursor emission, thermal

modeling of the damage process tied to basic material properties, data analysis, and nonlinear

effects. The search goes on for a noncatastrophic damage indicator.

At this year's meeting there was considerable interest in all types of laser-induced

emission from optical components. While most were concerned with particle emission, a few

addressed visible light emission after a sub- threshold infrared illuminating pulse. One such

report was by D. Nichols, D. Morris, M. Bailey, and R. Hall, all of the Boeing Aerospace

Company. A correlation analysis was accomplished on a variety of optical components between

microscopic surface defects visible before damage, emission (points) due to laser modulation,

and damage points from high-power irradiation with a spatial resolution of ~25 urn. Compared to

other damage-sensitive site-identification techniques tried so far, e.g., photo-acoustic, etc.,

this technique exhibits the strongest correlation yet between recurrent visible emission points

and low-threshold pulsed-laser damage points. The subthreshold illuminating pulses were

2
<1 J/cm in 4 ysec (FWHM) at the DF wavelength. Recording was accomplished with an S— 1 1 photo-

tube which peaks in sensitivity at 440 nm and is down in sensitivity two orders of magnitude at

310 nm and 660 nm.

M. Becker, F. Domann, A. Stewart, and A. Guenther of the Air Force Weapons Laboratory

reported a study of damage precursor events such as charge emission and surface
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photoconductivity observed during 5-ns, 106i)-nm irradiation of diamond-turned Cu surfaces,

silicon wafers, and single-layer films of ThF„, A1„0_, or Ta~0,_. In silicon wafers, single-pulse

2 2
damage occurred at 1.6 J/cm , and damage could be induced by five pulses at 1.1 J/cm , but

laser-induced charge emission was observed only when damage occurred. The copper damaged at

2 2
2.1 J/cm , and charge emission was observed at fluences as low as 0.12 J/cm . In the ThF^ film

2
tested, thresholds for charge emission and laser damage were identical, 10 J/cm , for one-on-one

tests. Laser hardening increased thresholds in ThF^ by as much as a factor of two. The

coatings of Al_0_and Ta_0,_ were prepared with electrode strips, but surface photoconductivity

was not observed. Charge emission on these oxide coatings occurred at fluences 10 to 20 times

less than the threshold for damage. The authors believed that charge emission was a useful

indicator of the occurrence of damage or surface cleaning.

Evaluation of lasei— induced electron emission as a predamage diagnostic for insulator and

semiconductor surfaces has been pursued by a number of laboratories. To date, the results of

most of these studies have been irreproducible . However, by performing experiments in a

-7
sufficiently high vacuum (10 Torr), W. Siekhaus , J. Kinney , and D. Milam of the Lawrence

Livermore Laboratory have obtained remarkably consistent results. Surfaces of GeO,,, SiO^, ZnS,

CdTe, and NaCl were irradiated by 1064-nm pulses ranging from 1 to ^0 ns. They found that the

electron emission varied with increasing laser fluence in a manner consistent with a multiphoton

excitation across the band gap. The data were inconsistent with either avalanche ionization or

thermionic emission models. For a prescribed level of electron emission, the required laser

fluence scaled approximately as the square root of the pulsewidth.

The advancement of modeling in this field spans short pulse to CW loading, single pulse,

multipulse and repetitive loading, UV to the IR, and windows, surfaces, and thin films, with

details given to linear and nonlinear behavior, and variations in experimental and material

variables. This area is truly leading our development, no longer attempting to explain our

observations.

For the first time, the "thin film" aspect has been included in impurity-dominated modeling

(by addressing the influence of the substrate and absorption profiles) by M. Lange and

J. Mclver of the Institute of Modern Optics at the University of New Mexico and A. Guenther of

the Air Force Weapons Laboratory. They have, as well, added the more realistic situation of a

columnar rather than a spherical impurity. They concluded that "thin" films, "short" pulse ...

2
descriptions must be addressed in terms of the scales of dif fusivities (cm /s) of the materials

involved. Expressions are given to relate the final temperature and gradient achieved to

substrate conductivity, etc. Of course, for "short" single pulses the substrate may not play a

role at all. It was concluded that the predictions and experimental results which show an

increase in damage resistance as the film becomes thinner is almost entirely due to the

reduction in impurity size allowed. In all models it is generally assumed that the impurity

diameter is limited to the film thickness, and the reduction in thermal gradients. The most
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important conclusion, however, is that the specific shape of the impurity is not important to

the thermal diffusion aspect of the problem as long as its volume scales as the radius cubed,

while the absorption cross section scales as the squared radius.

Considering their detailed modeling studies of the failure of optical thin films based on

an impurity model, M. Lange and J. Mclver of the Institute of Modern Optics at the University of

New Mexico and A. Guenther of the Air Force Weapons Laboratory addressed the optical properties

of the impurity and thin film and the wave nature of the incident laser light. The principal

difference between this year's report and prior efforts concerns the utilization of Mie

scattering theory as opposed to geometrical cross sections, resulting in modified scaling laws

which were compared with previously published experimental data. It is shown that the damage

2 a
threshold E in J/cm is prooortional to (K t„) where K is the thermal conductivity of the host

or film material and t^ is the effective laser pulse length. The value of a goes from 0.5 to

1 .0 as "a" the impurity diameter approaches 0. The use of a Mie absorption cross section allows

one to treat the effects of both the linear and imaginary (absorptive) part of the refractive

index. Provision is also made to consider the wavelength dependent linear and nonlinear

(multiphoton absorption) processes as well.

J. Palmer of COMARCO, Inc. provided an analysis of the cooling of laser components by

flowing gas across the optical surface. He provided techniques for first-order evaluation of

gas velocities, film coefficients, and temperature distributions in optical elements irradiated

over the full area or over an isolated spot on the surface, or irradiated by a toroidal beam.

The equations provided allow general evaluation of specific problems to determine whether

detailed numerical evaluation is required.

In a second paper, J. Palmer used the three-dimensional Palmer-Bennett model to calculate

temperature rises for metals irradiated by either pulsed or continuous wave lasers. Both the

Drude and Jakob-Kelvin models were used to relate absorptance, reflectivity, and emissivity to

the conductivity of the metal. Incident laser fluences necessary to produce a surface

temperature rise equal to the slip temperature were computed and compared with previously

published data. Encouragingly, agreement between calculated and measured slip thresholds ranged

from 99.8 percent to 82 percent.

To establish the data base required for testing of optical damage theories requires

controlled experiments on adequately characterized substances. This includes proper data

analysis to allow unambiguous interpretation of the numbers and for performing proper interlab

correlations.

S. Foltyn and L. Jolin of Los Alamos National Laboratory reported that multiple-shot damage

to coatings and surfaces tested at 351 nm usually started as microscopic craters. With

continued irradiation, the size of craters in HR coatings usually increased, while microcraters

in bare surfaces and AR films usually remained constant in size. The authors questioned whether
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microscopic pits or larger catastrophic damage should be used as a definition of damage, and

cited damage data that yielded conclusions that varied with the chosen damage definition.

S. Seitel and J. Porteus of the Naval Weapons Center described a statistical approach for

using small laser-damage facilities to measure the spacing of defects responsible for threshold

damage and damage thresholds usable as system design data, both of which are usually obtained

only through large area testing. They measured the probability of damage as a function of

-2
intensity in experiments with 1 .06-ym beams 47 ym in diameter (e in intensity) and 2.7-um

beams 67 ym in diameter. The probability measurements were fit to a theory to allow computation

the average spacing of the worst-case defects and an "onset" threshold defined to be the

threshold for damage in large area beams which always contain worst case defects. The "onset"

thresholds were lower by as much as a factor of 20 than their small-spot thresholds which were

defined to be the intensity at which damage was obtained in 50 percent of the small-spot tests.

The authors believe their metrology will allow use of small laser-damage facilities for research

aimed at improving damage resistance of large components.

As is usual, we end on a subject peculiar

phenomena, both in manifestation as well as in

properties. Again, both aspects must be known

to high-power lasers, that of nonlinear

the determination of salient and controlling

and taken into account in theory and experiment.

W. Williams, M. Soileau, and E. Van Stryland of North Texas State University used both

linearly and circularly polarized 0.53 -ym beams to measure the dependence of bulk thresholds in

NaCl and fused silica on focal spot size. Because the electronic nonlinear refractive index is

larger for linearly polarized beams than it is for circularly polarized beams, these experiments

allowed a measurement of the influence of self focusing on bulk damage experiments. For beams

with Gaussian radii i5 ym in silica or SI7 ym in NaCl, the input power required to produce damage

with circularly polarized beams, Pn _, equaled the corresponding threshold for linearly polarized
BC

beams, B , indicating that self focusing was not a strong effect in experiments performed with
BL

these small beams. The ratio P D „/P DI in fused silica increased from 1 to 1 .5 as the beam radius
BC BL

increased from 7 to 40 ym, indicating that self focusing had been an important, but not

dominant, effect on measurements.

For tests with larger beams in either material, the value of Pn „/P nT maintained saturated
BC BL

values of 1.5 in silica and 1.41 in NaCl, showing that selffocusing dominated those

measurements. The input power at saturation corresponded to the critical power P^ = 3-77 P.,

whereas the smaller critical power P^ has sometimes been assumed to be the power level at which

self focusing becomes dominant. The authors concluded that spot-size dependencies observed in

thresholds that were a small fraction of P were probably due to effects other than

self focusing, and suggested re-evaluation of earlier data that had been analyzed with reference

to P
1

.
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Understanding the phenomena of self focusing and the measurement of the nonlinear

refractive index n^ of solids and liquids used in high-power laser systems were major research

activities of the 1970's. However, a limited number of physics groups have continued to

simplify and refine the measurement techniques to allow more accurate determination of n^ over a

range of wavelengths. An elegant technique applicable to highly transparent materials was

presented this year by W. Williams, M. Soileau and E. Van Stryland North Texas State University.

The technique involved measurements of beam distortions in the transmitted, time-integrated,

far-field spatial intensity profile using an optical multichannel analyzer. The spatial profile

was related, via a theoretical model and computer projection, to the phase distortion induced in

the materail by a focused laser beam. Spatial profile measurements of 40-ps pulses at 1 064 nm

-1 3
focused through CS

2
, NaCl, and Si0

2
resulted in n

2
values (1.28, 1.37, and 0.62 x 10 esu) in

reasonably close agreement with previous workers. Values obtained at 532 nm indicated very

little dispersion.

B. Jensen and A. Torabi of Boston University calculated the linear and nonlinear index of

refraction of the semiconductors Hg. Cd Te, Al Ga, As and In, Ga As P, as a function of
1 -x x x 1 -x 1 -x x y 1 -y

mole fraction x, for frequencies below the fundamental absorption edge. In the derived result,

index is given as a function of bandgap energy, electron rest mass, effective heavy-hole mass,

spin-orbit splitting energy, lattice constant, and carrier concentration. For all three

materials, there was good agreement between measured and calculated values of index.

4.0 Recommendations for the Future

Since this was the fifteenth annual Symposium on Optical Materials for High Power Lasers,

it is probably best to keep the recommendations general in the sense of where the action is and

where it needs to be.

Most all of the indications, commercial and governmental as well as academic, are driving

towards shorter wavelengths mainly in the high brightness regime. The call is for high beam

quality, high power, high-average power or high energy with good beam quality. Lasers have

gotten better over the years and they now require better optics.

In materials and measurements most of the classical materials have been evaluated. What

needs to be done is to produce them purer and more intrinsic yet stronger and less expensive, in

many cases forged, alloyed or polycrystalline , with improved environmental durability. Yet,

there are still searchers for new classes of materials. The chalcogenides and heavy metal-

fluoride glasses are examples and maybe liquid crystals deserve emphasis now. This movement

will continue to require better material property characterizations as well if we are truly to

engineer materials for "systems".

It is necessary also that more attention be given to laser materials for adverse

environments, such as space and high-energy radiation as well as corrosive gases present in

excimer laser cavities.
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As regards surfaces and mirrors the understanding and use of scatter must become more

tractable to those whose careers have not been spent in the field, and more consensus is needed

in better definition, instruments and procedures. Fortunately, we are seeing advances in this

area. More needs to be done in surface preparation, machining, including the mechanics of

cutting and polishing such as float, mechano-chemical etc. and materials processing, e.g. laser

annealing of surfaces and thin films or baking. Here as well, new diagnostics will be helpful

such as surface Raman scattering, particle emissions and surface potential.

It is hard to pick out any one or even a few areas in the thin film area upon which to

concentrate. Both understanding and technological progress is needed. It is safe to say that

accurate measurements of the properties of optical materials in thin film form are necessary for

progress in theoretical and analytical work. New coating materials such as phase-separated

glasses and sol-gel coatings are progressing well and are making their impact in limited

applications. They even promise to extend to multilayer HR applications. But without question,

we would like robust deposited films, if we knew how to make them uniformly, in large size, of

requisite uniformity and expense - don't forget to add high damage threshold. Thus, deposition

technology is a key area. Research on the correlation between the physical structure and

optical properties is needed so that we can evaluate the importance of these characteristics on

their damage resistance, durability and stability. Then, hopefully, we can move on to the more

thermo-mechanical factors of stress, adhesion, abrasion resistance, etc.

Finally, we come to fundamental mechanisms. Progress is undoubtedly being made in

modeling, but the final tests to confirm the models have been lacking. Thermal modeling is

pointing the way for temperature dependent properties such as absorption coefficients and other

thermo-optics properties. We still need a precatastrophic indicator based on sound physical

understanding suitable for laboratory and shop use.

While non-linear effects seem well in hand, there may be unanticipated surprises as we

delve further into the UV and even the x-ray region. We've come a long way - have a way to go -

but we're sure in our approach. Thanks to these symposia and their proceedings we have a well

documented history and informed practioners.
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A special word of thanks!

This year being the Fifteenth Annual Symposium on Optical Material for High Power Laser, a

festival celebration was held with Dr. Alexander J. Glass, President KMS Fusion Industries, one

of the Symposium originators as guest speaker. His talk entitled "Is There Life after the

Boulder Damage Symposium" was enjoyed by all. From us to you, thanks, Alex.
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Heavy-metal fluoride (HMF) glasses are promising materials for many infrared (IR) compo-

nents such as laser windows, missile domes, lenses, filters, and optical fibers. In this

paper we report the results of studies of optical and mechanical properties of representative

HMF glass samples (including f luorozirconates, rare-earth fluoride glasses, and transition

metal fluoride glasses) obtained from a variety of government, academic, and commercial

sources. Quantities measured include IR absorption and emission, total integrated scatter

(TIS), fracture toughness, and thermal stress resistance. The glasses studied displayed

smooth multiphonon edges with absorption coefficients in cm
- l reaching unity in the vicinity

of 7 urn and becoming as low as 4 x 10"3 cm~l at DF wavelengths. Thermal emittance measure-

ments indicate that the absorption edge moves relatively little with increasing temperature.

TIS values in the infrared were as low as a few parts in 10^ and the fracture toughness was

about one-third to one-half that of fused silica. Rapid heating studies performed on a

representative HMF composition indicated that there was no degradation in strength even up to

the melting point.

Key Words: Fluoride glasses; heavy metal fluoride glasses; IR glasses; IR absorption;

optical material.

1. Introduction

There has been considerable interest recently in the use of HMF glasses for a variety of higK

energy laser (HEL) and electro-optic (E0) components such as windows, lenses, domes, and optical fibers

[l-20]. Typical HEL applications are indicated in table 1, and some of the significant attributes of

HMF glasses for optical components are listed in table 2. The purpose of this paper is to: (1)

briefly review the current state of knowledge on selected optical and mechanical properties of HMF

glasses and the fabrication of these glasses; and (2) report results of some recent measurements w€
:

have performed on HMF glass samples obtained from a variety of government, industrial, and academic

sources.

Research supported in part by Naval Weapons Center under U.S. Air Force Contract No. F29601-80-C-0013..
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Table 1. HEL Applications for Fluoride Glass

O Laser Windows (HF/DF, Nd: YAG, I2, FELs, Excimers)

0 Beam Expanders (FELs)

0 Gratings (Single or Multi-X)

0 HR/AR Coatings for Ref lective/Transmissive Components

0 Rugate Coatings for EO Systems Laser Hardening and for Multiwavelength
Components

0 Corrosion Resistant Components/Substrates for Halide Gas Lasers

0 Ultralow Distortion Laser Rods

Table 2. Significant Attributes of Fluoride Glasses for HEL and EO Applications

d Multispectral Capability

Continuous Transparency From Mid-IR to Near-UV

Mid-IR or Visible Tracking, Shared Aperture Capabilities

0 Multiwavelength Ultralow Absorption Capability

Less than 10 - 4 cm-1 in Visible

Less than 10-6 Cm~l in IR

0 Low Refractive Index (less than 1.5)

0 Low Dispersion in Both IR and Visible (ABBE # ~ 80)

0 Low Scattering (less than fused silica)

0 Low Nonlinear Coefficient

0 Potentially Low Susceptibility to Nuclear Radiation

0 Low Birefringence

0 Low Thermal Distortion

0 Resistant to Chemical Attack by Halide Gases and/or Acids

0 Compositional Flexibility and Therefore Flexibility to Tailor Properties

0 Flexible Size and Shape

0 Fabrication is Low Cost

HMFs were discovered around 1974 by Lucas, Poulain, and their coworkers at the University of

Rennes in France [21-25]. The initial systems to be discovered were f luorozirconates, where ZrF4 is

the primary constituent (greater than 50 mol %), BaF2 is the main modifier (approximately 30 mol %),

and various metal fluorides, such as ThF4 and LaF3, are tertiary constituents. Subsequently, many

other HMFs have been synthesized and studied in laboratories throughout the world [26-40] (principally

in France, in the United States, and in Japan). An important attribute of HMFs is their compositional

flexibility, which allows them to be tailored to a broad range of properties. Many elements have been

incorporated into HMFs to date; however, despite the virtually limitless range of compositions, only a

few have been studied in depth. The main categories investigated (classified somewhat arbitrarily) are

shown in table 3. So far, the most promising glasses for IR applications appear to be f luorozirconate-

type and Ba/Th fluoride glasses, but it is quite likely that other promising HMF candidates will also

be identified in the future.
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Table 3. Selected Heavy-Metal Fluoride Glass Systems

SYSTEM —

Fluorozirconate

and

Fluorohaf nate Glasses

PRINCIPAL CONSTITUENTS

ThF4
^

BaF2
<f
LaF3

ZrF/

Hf F>

GdF3
)

Aluminum Fluoride and A1F3 , PbF 2 , Alkaline Earth Fluor-

Lead Fluoride Glasses ides, Rare-Earth Fluorides

Rare-Earth/Ba/Zn

Fluoride Glasses
|

Rare-Earth Fluorides)

YF 3 (

BaF 2» ZnF 2

Ba/Th Fluoride Glasses
ThF4 ,

(YF 3 I (ZnF 2 )

™2
j
YbF3

} |
A1F3

|

Scandium Fluorfde Glasses ScF 3 ,
YF 3 ,

BaF2

Misc. Trivalent/Di valent

Fluoride Glasses )
GaF

3 i

(

CrF3

l

\ \
YFs| (2] [Z\

,j«
F

3j
(
SrF2

)

(AgF
(

Although the number of compositions for HMFs is broad, the glass formation regions can be rather

narrow. This is related to the strong tendency of most HMFs to crystallize [1, 11], which is due in

part to the small difference between their glass formation temperature (Tg) and crystallization temper-

ature (Tc ). While BeF 2 easily forms a glass upon cooling from the melt, multicomponent fluoride glas-

ses tend to have low viscosities at their liquidus temperature and a tendency toward crystallization.

Moreover, fluoride melts are reactive with the atmosphere and with certain crucible materials, further

increasing their susceptibility to crystallization and/or contamination. For these reasons, prepara-

tion of HMF glasses must be carried out under controlled conditions. In particular, nonreactive cruci-

ble materials, such as vitreous carbon or platinum, are required. Atmosphere control is necessary to

prevent contamination—and possibly nucleation—associated with oxide and hydroxide impurities. Either

inert atmospheres (N 2 , He, Ar) or reactive atmospheres (CCI4 , SFs), which remove water and various

other oxides from the melt, can be used [31, 41]. An example of implementing such controls is perform-

ing distillation of starting materials, and melting and casting inside a glove box. Glass melts may be

obtained directly by fusing anhydrous fluorides at temperatures in the 700°C to 1,000°C range for time

periods on the order of 1 hour, or by converting oxides to fluorides by heating them in the presence of

ammonium bifluoride and then fusing the resulting fluorides [1, 8]. Certain glass compositions may be

cast by pouring them into room-temperature or heated molds, or they may be formed directly in their

crucible or in a sealed tube used for melting. More difficult compositions may require rapid quench- '

ing; for example, pouring the melt on a brass plate, then placing a second plate on top of the glass.

For the purposes of fabricating domes and other unusual shapes, it may be useful to prepare glas-

ses by spinning melts in a container. The rotational casting process developed at NRL demonstrated

that highly concentric glass objects of controlled thicknesses could be made in this way [42, 43].

These techniques, once quantified and suitably refined, should prove useful in spinning multilayer HMF

structures of different sizes and shapes. Other possible approaches to preparing fluoride glasses that
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have yet to be explored in detail include CVD and sol-gel. Various fabrication methods for fluoride

glasses are listed in table 4, and some recently demonstrated fabrication capabilities are shown in

table 5. Rome Air Development Center (RADC) has recently demonstrated an extremely promising method

for obtaining high quality glass, in which melting and annealing is carried out in an evacuated and

inert-gas backfilled RF induction furnace.

Table 4. Fluoride Glass Fabrication Methods

BULK COMPONENTS

o Casting (D)

o Forging (D)

o Spinning (D)

COATINGS

o CVD (UD)

o Sputtering (S)

o Ion Deposition (S)

FIBER

o Furnace Draw From Preform (d)

o Single Crucible Draw (D)

o Multicrucible Draw (S)

D = Demonstrated

UD = Under Development

S = Speculated

Table 5. Some Recently Demonstrated Fabrication Capabilities

0 km-Length Fibers

0 Graded Index Preforms Fabricated

0 40 x 2 cm Discs Fabricated

0 High Optical Quality Samples 5x10x1 cm

0 Hollow Rods and Core-Clad Rods Fabricated

0 Bottles Have Been Spun

0 Submicron Replication of Grating Lines

0 Enamels on Selected Substrates

Various HMF glasses have been used for fiber fabrication [3]; all fibers drawn to date have been

derived from compositions containing alkali fluorides, AIF3, and/or PbF£ additives which, generally,

possess superior viscosity characteristics for fiber drawing. It should be possible, in principle, to

draw fibers from virtually any HMF glass composition, but specialized techniques will be necessary due

to the narrow working range and steep viscosity-temperature relations of most of these glasses.

1

2. Optical Properties

The desirable optical characteristics of fluoride glasses include a broad transparency range span-

ning the mid-IR to near-UV; low refractive index and dispersion, low Rayleigh scattering; and the

potential for ultralow absorption and ultralow thermal distortion. Moreover, there are preliminary

indications of very low birefringence and a high threshold for laser damage in these glasses. Some

current and projected optical properties of HMF glasses are summarized in table 6 and our current state

of knowledge on selected ones are shown in table 7. While some characteristics are similar to those of

oxide glasses in the near-IR to near-UV, fluoride glasses provide unique capabilities for the mid-IR;

and although chalcogenide glasses could also be highly transparent in this regime, they have other dis-
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advantages: high refractive index, difficult to purify, softer than fluorides, and inability to trans-

mit in the visible.

Table 6. Optical Properties of Fluoride Glasses

per

act'

Refractive Index

Dispersion

Absorption Coefficient

Rayleigh Scattering

TIS

Birefringence

dn/dT

Thermal Distortion

Laser Damage (Bulk)

Surface Finish

Classified Data

CURRENT

1.45 - 1.60

d2n/dX2 -5xl0- 3 ym2 (IR)

~ 2x10-5 cm" 1 (HF)

~ 10-4 cm-1 (6348A)

Similar to Si02

~ lO- 2 to 10-3 (DF)

Pll - P12 ~ 0.005

(-.9) to (-1.5) x 10-5/ok

~ 1 x 10-6 /°K

Very Good* (DF)

Very Good

PROJECTED

- 2xl0-8 cm" 1 (HF/DF)

~ 10-5 cm-l (6348A)

Lower than Si02

Less than 10-3
( m id-IR)

• 1 x 10-7/OK

Excel lent

Excel lent

est;

fiay'

lis'

Table 7. Current Status of Optical Properties of HMF Glasses

PROPERTY

Fundamental IR Reflectivity
Raman Scattering
Brillioun Scattering
IR Edge Absorption
UV Edge Absorption
IR Impurity Absorption
Refractive Index and Dispersion
dn/dT
Photoelastic Constants
Magneto-Optic Coefficients
Fluorescence
Rayleigh Scattering

GOOD

X

X

State of Knowledge
FAIR POOR

2.1 Transparency of Fluoride Glasses

As indicated above, there are many HMF glasses that possess continuous high transparency from

around 0.25 urn in the near-UV out to around 7 ym in the mid-IR, depending on glass composition [1, 2],

HMF glasses are attractive for high energy IR laser transmissive optics and for ultralong-length fiber

optic links because of the potentially very low intrinsic loss minima of halide glasses compared to

oxides and even chalcogenides [44-80]. This minimum is determined by the intersection of the Rayleigh

scattering loss and the IR absorption edge (V-curve). Moreover, since halide glasses offer potential

for very low loss over a broad range of visible and IR wavelengths, they are also suitable for a

variety of multispectral applications.

While most available compositions are continuously transparent, the glass can easily be colored by

the addition of suitable dopants. For example, glasses containing Nd are purple, glasses with Ho are
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green, and glasses with Pr are yellow. Clear glasses possessing relatively strong and narrow absorp-

tion bands in the near-IR can also be obtained with certain constituents such as Yb [20]. These pro-

perties make doped fluoride glasses interesting for passive components such as bandpass filters, and

active components such as laser rods, sensors, and polarization rotating elements.

The V-curve and associated minimum intrinsic loss in the mid-IR of HMFs can be estimated once the

frequency dependence of the IR edge absorption and the magnitude of Rayleigh scattering have been

established. The V-curves obtained for typical f luorozirconate and Ba/Th fluoride glasses, assuming a

Rayleigh scattering comparable to fused silica, indicate minimum losses in the vicinity of 10~8 cm~l.

As indicated later, it should be possible to obtain fluoride glasses whose Rayleigh scattering is lower

than that of fused silica; thus, these values of minimum intrinsic loss represent fairly conservative

values. For HEL windows, the scattering loss is of secondary importance compared to the absorption,

which is responsible for thermal distortion and thermal fracture. Therefore, depending on the particu-

lar application, fluoride glasses may be useful as high-energy bulk optical components over a broad

range of wavelengths including the visible. The lowest absorptions measured to date have been for

optical fibers [3], with minimum losses of 10 dB/km near 2.7 urn, and 8.5 dB/km near 2.3 urn having been

reported. The absorption features in the 1 to 2.5 urn region are attributed to transition metal impuri-

ties and the peak near 3 urn to OH [51, 52]. Measurements in bulk samples have generally yielded higher

values of absorption; the lowest mid-IR value reported for bulk glass appears to be 2xl0"3 cm"l at DF

(the deuterium fluoride wavelength 3.8 ym) for ZBT glass, with .values in this study being approximately

4x10-3 cripl at DF for ZrF4-BaF2-LaF3-AlF3 glass. The results of calorimetric measurements in the visi-

ble region on alkal i-f luorozirconate glasses indicate absorptions as low as 1.2 x 10-4 Cm-1 in the

vicinity of 0.65 ym [53]. The higher values obtained in the mid-IR may be due primarily to OH absorp-

tion, as is the case with fibers [5l],

2.2 IR Absorption Edge

The IR edge determines the useful range of operating wavelengths for fluoride glass in the IR, and

the minimum achievable loss (minimum of the V-curve). An understanding of IR edge behavior is impor-

tant to guide the selection of suitable compositions for IR applications and to obtain reliable pro-

jections of the intrinsic absorption in the highly transparent regime (a < 10"3 cm"l). In crystalline

materials, the IR edge has been shown to stem from multiphonon processes, as established by a detailed

analysis of both the frequency and temperature dependence of the edge absorption. Such analyses supply

the parameters necessary to predict the absorption in regions that are not directly accessible to

experiment. Similar analyses have been carried out for fluoride glasses to determine the origin and

characteristics of their IR edges.

Selected measurements of absorption edge versus frequency for HMF glass samples assembled for

this study yielded the results shown in figure 1. Points with arrows in the figure indicate that they

I

are equal to, or lower than, the minimum measurement level obtainable from transmission. The absorp-

tance for selected transition metal fluoride glasses is shown in figure 2. Both figures reveal absorp-

tion features to to OH, probably on the glass surface, in the vicinity of 3 ym. The shape and steep-

ness of all the edges are similar to those of crystalline fluorides such as MgF2, CaF2, or SrF2. The

relatively smooth, exponential edge suggests dominance of ionic over covalent bonding in the glass. In

contrast, chalcogenide and oxide glasses display a more pronounced structure in their edges, like crys-

talline semiconductors. This supports the speculation that HMF glasses are fundamentally different--

from a bonding standpoint—from other commonly known glasses.
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Figure 1. Absorption in Fluoride Glasses
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Figure 2. Absorption Versus Frequency for Transition Metal Fluoride Glasses

In order to establish the edge behavior in more detail, it is necessary to examine the frequency

dependence over a range of temperatures [48]. The temperature dependence has been found to agree well

with models for intrinsic multiphonon absorption applied previously to crystalline materials. Thus,

certain simple models based on multiphonon absorption in ionic crystals can be used to interpret and

predict the edge behavior of HMF glasses, i.e., to generate the high wavelength side of the V-curves.

The dependence of the edge properties on composition is more complicated than for crystals, where

the reduced mass (through its effect on the transverse optic (TO) frequency) is the dominant factor.

For example, the shift in the IR edge to longer wavelengths for glasses based on hafnium versus zirco-

nium is much smaller than would be predicted on the basis of the difference in reduced mass. In addi-

tion, the edge in Ba/Th fluoride glasses is significantly shifted to longer wavelengths despite the
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similarity in reduced masses of the constituents to those in f luorohafnate glasses [54]. These obser-

vations suggest that the local bonding and/or structure of HMF glasses—even with a given family—are

very sensitive to composition. Nevertheless, general guidelines on the effect of glass constituents on

the IR edge can be formulated; AIF3 is an example of a constituent that is beneficial to glass forma-

tion but causes the IR edge to shift to shorter wavelengths [55]. Ba/Th fluoride glasses of various

types possess some of the longest wavelength and steepest IR edges of HMFs investigated to date [56].

It is likely that ceratin other compositions possess even longer wavelength IR edges, but the extent of

the possible shift remains uncertain at this time. For example, mixed halide glasses based on CdF2

appear to offer extended long wavelength transparency over both f luorozirconates and rare-earth fluor-

ide glasses [57]. Thus, appropriate mixed halides could extend transparency while retaining some of

the superior physical and chemical properties of fluorides compared to heavier anion halides.

2.3 Impurity Absorption

Impurities can be introduced into the glass from a variety of sources (from the starting materials

themselves, the melt container, or the atmosphere) prior to, during, and/or subsequent to glass for-

mation. These impurities may modify edge characteristics and introduce absorption bands in various

wavelength regions. The two main types of impurities impacting glass transparency are metallic ions

[58, 59] with absorption bands in the visible and near-IR, and oxides and hydrides with absorptions in

the mid-IR [51, 52]. Other impurities, such as CI, can color the glass as well [60]. Another impor-

tant distinction for bulk optical components is whether the impurities are surface or bulk and, in

particular, if surface impurities are introduced from attack by the atmosphere [51].

Impurity absorptions due to meta-1 ions in fluoride glasses have been investigated by various

workers, and absorption losses associated with given concentrations of such ions have been determined.

In one recent study, for example, the measured absorption in the near-IR in a fluoride fiber was

assigned to contributions from various transition metal ions [58]. Such results provide guidelines for

reducing the levels of various contaminants so that the absorption will be reduced to a specific level

in a given wavelength region.

A primary impurity absorption in the mid-IR is that associated with OH, as illustrated in figures

1 and 2, which can enter the glass during batching and/or melting. Many workers have found that dras-

tic reductions in OH absorption can be accomplished by the use of reactive atmospheres [41]. For exam-

ple, the beneficial effects of a SF5 RAP for reducing the OH peak was reported recently [43]. Oxide

impurities (oxyf luorides) can contribute to IR edge absorption, and molecular water is believed to con-

tribute to absorption in the 6 urn regime. Studies of absorption due to OH in the mid-IR using samples

of varying thickness have shown typical surface absorptions of 1 percent for f luorozirconates and

values up to an order of magnitude lower for selected Ba/Th glasses [8]. At the levels involved in the

measurements there was no significant evidence of atmospheric attack from OH over a period of 30 days

for Zr-Ba-La fluoride glass for samples stored in air. Investigations of surface absorption associated

with impurities other than OH have not been reported.

Emittance measurement is a powerful tool because it allows the experimenter to sample the IR

behavior of materials at elevated, as well as at room, temperatures. The IR emittance of a fluorozir-

conate glass at 130°C was obtained in preliminary experiments at Michelson Laboratory, Naval Weapons

Center, using a liquid nitrogen-cooled emissometer [61]. A nitrogen-cooled cavity type black body was

mounted behind the sample to absorb stray radiation. The sample itself was edge heated resistively.

Since thermal contact in the vacuum environment was poor and no convective heat transfer could occur,
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there is considerable uncertainty about the sample temperature, which was monitored by a thermocouple

attached to the sample surface but near its edge. Nevertheless, the results (shown in figure 3) are in

reasonable agreement--at room temperature--with those obtained by transmittance measurement and calori-

metry. The multiphonon absorption edge moves to higher frequency— and hence shorter wavelength--with

increasing sample temperature as predicted by theory. The absorption at shorter wavelenghts, which is

presumably caused mainly by impurities or lack of stoichiometry, does not increase with increasing tem-

perature, but instead shows a slight decrease. Theory predicts that impurity absorption should show

very little temperature dependence. The qualitative behavior of the heated f luorozirconate glass is

thus, as expected from theory. Quantitatively, it is surprising that the shift in wavelength with tem-

perature is as large as it appears to be. A considerably smaller temperature dependence of the multi-

phonon glass edge was previously deduced for several of the fluoride glasses using transmittance data

[62]. If the values found from the emittance measurements are representative of the material and not

an experimental artifact, this f luorozirconate sample has an average, rather than a very low multi-

phonon edge, temperature dependence. The multiphonon edge at 300°C or 573°K, using a linear extrapo-

lation of the temperature data, is shown by the dot-dash line. The predicted absorption coefficient at

a wavelength of 5 urn would then be nearly 0.2 cm~l, still adequately low for many applications in the 3

to 5 um atmospheric window.
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Figure 3. Emission/Absorption Coefficient of ZBLA Glass

2.4 Scattering Loss

j I

Scattering in optical materials is important for many reasons. For example, in ultralow-loss

optical fibers, Rayleigh scattering becomes a limiting loss mechanism that determines the bottom of the

V-curve. The relatively low losses [63-65] (approximately 10
_ 4 cm

_ l) associated with intrinsic Ray-

leigh scattering throughout the IR and much of the visible spectra, are not a significant source of

signal attenuation for most bulk component applications. Moreover, small scattering losses do not con-

tribute to failure mechanisms like thermal distortion, thermal fracture, or nonl inearity-induced laser

damage. On the other hand, noise from stray light generated by scattering can be detrimental when;

image or wavefront sensing is involved. In tactical laser systems, scattering from optical elements
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may result in undesirable signatures at the aperture, which compromises concealment.

Total integrated scatter (TIS) is a useful operational measure of the scattering from all sources

for an optical material. Representative values measured at IR and visible wavelengths on various sam-

ples obtained for this study are shown in table 8. The lowest values are comparable to those measured

for the hardest dome materials like sapphire.

Table 8. TIS of Fluoride Glass Samples: Forward Total Integrated Scatter at

* = 0.647 and 3.39 Mm

SAMPLE ID 0.6471 Urn TIS 3.39 Vm TIS

ZBLA-172, thin (0.058") (1.11 +0.72) X io-
3 (8.39 +2.12) X io-•4

(repeat of 10/81 meas.)

Spectran #1 (0.148") (7.18 +5.50) X 10"-4 (3.17 +1.21) X io-4

Spectran #2 (0.159") (1.45 +1.02) X io-3 (7.36 +5.72) X io-
•4

Spectran #11 (0.122") (6.89 +6.07) X io-
4 (9.10 +5.85) X 10"•3

repeat (7.93 +6.03) X io-
•4

Galileo GFG012 R2222
"A" (0.124") (5.34 +1.63) X 10"3 (3.26 +0.85) X io-3

Galileo GFG012 R2222
"B" (0.124") (3.87 +0.60) X io-

3 (2.41 +1.24) X io-•3

Galileo GFG12N1 R2224
1 wt % NdF3 (5.66 +3.41) X io-

3 (3.26 +1.34) X 10-3

Hughes ZBT (0.175") (7-16-79) (3.93 +0.90) X 10"3 (3.03 +1.46) X 10-•3

Hughes HBT (0.36") Could not be measured, too much wedge

Intrinsic Rayleigh (elastic) scattering varies as X~4 and in glasses dominates other intrinsic

scattering mechanisms such as Raman or Brillioun. Estimates of Rayleigh scattering show that for HMF

glasses with X (ym), cxrs ~ 0.1 X~^ (dB/km). Thus, at 1 urn, for example, aps ~ 0.1 dB/km. This esti-

mate neglects scattering .due to composition fluctuations.

Experimental measurements at NRL have shown that bulk alkal i-f luorozirconate glasses display X
- 4

scattering comparable in value to state-of-the-art fused silica, although fibers have typically dis-

played higher values of scattering [64]. Single wavelength (4880 8) scattering data obtained by scan-

ning over selected HMF glass samples indicated some values comparable to--and even lower than--fused

silica, and a factor of 2 greater than predicted on the basis of theory. Since the scattering cross

section is proportional to Tg, it appears that these low scattering values are due, in part, to the

relatively low values of T
g

for HMF glasses.

3. Physical Properties

3.1 Miscellaneous Physical and Thermal Properties

Current and projected values for selected physical properties of HMF glasses are summarized in

table 9. Melting temperatures Tm are roughly related to the glass transition temperature T
q

by the

39



two -thirds rule T
g
/ T

m
~ y typical values of T

g
are in the range of 300°C to 325°C for fluorozir-

conates, 350°C to 450°C for Ba/Th fluoride glasses, and less than 300°C for glasses with a high per-

centage of alkalis [8]. Typical densities are 4.5 to 5 (gm/cm^) for f luorozirconates, and 5.5 to 6 for

f luorohafnates and Ba/Th fluoride glasses. A significant quantity for glass formation and fiber draw-

ing is the difference AT = Tc - Tg, where Tc is the crystallization temperature. Generally, AT ~ 75°C

to 100OC for the better HMF glasses [8], which are low values compared to those of most good glass

formers. Selected compositions with AT ~ 100°C have been reported, but it is not known how large AT

can be made while simultaneously achieving desirable optical and mechanical properties. HMF glasses

possess relatively steep viscosity-temperature relations which, when combined with their low values of

Tc -Tg, make both bulk glass formation and fiber drawing difficult. For ZBLA, for example, viscosities

are approximately 0.4P at 670°C and 4P at 490°C. Hf-based composition have higher viscosities below

the liquidus than Zr-based ones. Modification of both viscosity characteristics and Tc-Tg of HMF glas-

ses has been pursued [66] through the addition of suitable dopants like alkali fluorides, PbF2 and

BiF 3 .

Table 9. Physical/Thermal Properties

CURRENT PROJECTED

Fracture Strength Approx. 10 kpsi Approx. 300 kpsi

Stress Corrosion N approx. 10 to 40 N greater than 100

Hardness 300 to 400 (Vickers 50 g,
15 sec) Greater than 400

Softening Temperature 300 to 400°C Greater than 400°C

Crystallization Temperature 400 to 500°C Greater than 500°C

Thermal Expansion 1.4 to 1.9 x 10- 5 /°K Less than 1.4 x 105 /°K

Thermal Conductivity Similar to Silicates

Poisson's Ratio .18 to .30

Thermal Endurance
(calculated) AT approx. 50-70°C AT greater than 500°C

Only limited data on the elastic properties of HMF glasses have been reported [67]; typical

results are shown in table 10. Moduli of HMFs are found to be less than those of high silicate glas-

ses, but comparable to certain silicates containing lead and alkalis. The pressure and temperature

dependence of elastic properties obtained for ZrF4~BaF2-ThF4 glass indicate that it is "well-behaved"

elastically, as opposed to vitreous BeF2, S i O2 , or Ge02-

The coefficient of thermal expansion oq- for HMF glasses [3] typically ranges between 14 and 20 x

10-6/oc, relatively high values compared to most oxide glasses, but lower than chalcogenides. The

lower range of values (about 14) is for lead and alkali-fluoride containing glasses.

Studies of heat capacity, cp , have been conducted for various HMF glasses [8]. Below Tg, the data

are fit well by the functional dependence c
p

= A+BT+C/T2 . All the glasses measured have c
p
s between

5.05 and 5.35 (cal/g-at.K) . The heat capacity at constant volume was calculated to be about 3 percent

lower than c
p

near Tg, and correspondingly closer to c
p

at lower temperatures. The low vibrational

frequencies of HMFs lead to heat capacities per gram atom that are not very far--even at room tempera-

ture—from the Dulong-Petit limit of 3R = 5.97.
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Table 10. Elastic Properties of Fluoride Glasses

ELASTIC MODULUS BULK MODULUS SHEAR MODULUS

MPa (kpsi) MPa (kpsi) MPa (kpsi) POISSON's

MATERIAL x 104 x 103 x 104 x 103 x 104 x 103 RATIO

Hf-Ba-La-Al
Fluoride Glass 5.6 (8.1) 4.8 (6.9) 2.1 (3.1) 0.3

Zr-Ba-La-Al
Fluoride Glass 5.5 (8.0) 4.8 (7.0) 2.1 (3.0) 0.3

Lead Alkal i Si 1 icate
Glass (50-60% PbO) 5.7 (8.3) 3.2 (4.6). 2.3 (3.4) 0.2

Fused Silica 7.2 (10.5) 3.7 (5.3) 3.1 (4.5) 0.17

I 3.2 Strength and Hardness

The hardness and fracture toughness of HMF glasses is generally lower than those of high silicate

content oxides, but higher than those of chalcogenides [68-70]. Measured rupture strengths of bulk

specimens (values up to 35 kpsi have been quoted in the literature) are a reflection of their surface

condition rather than an indicator of the ultimate strength of the material. Fracture toughness can be

used to estimate intrinsic strength, and values measured to date imply strengths for HMF glasses that

are somewhere between one-third and one-half of those with high silicate content [69]. Since values in

excess of 800 kpsi have been reported for silicate fibers, pristine tensile strengths in the 250 kpsi

to 500 kpsi range should be achievable for HMF glass fibers.

The strength of HMF fibers has been investigated recently by several groups, with British Telecom

reporting [68] breaking strengths of aroung 70 kpsi, and UCLA reporting strengths of up to 100 kpsi for

freshly drawn, Teflon-coated fibers of 150 um diameter. Fractographic analysis conducted for this

I study at Sandia National Laboratories yielded values of fracture toughness for some HMF fibers of Kjc ~

0.5 MPa-ml/2. This value is lower than that of high silicate content oxide glasses but compares favor-

ably with many other glasses; it gives projected strengths for pristine HMF fibers in the 10^ psi range

(see table 11).

Table 11. Fluoride Fibers Approach Silica in Mechanical Properties

FLUORIDE CHALCOGENIDE SILICA

Kic (MPa-m 1 /2) 0.5 0.25 0.72

Savg(MPa) 400 200 580

Sth(MPa) 10,000 5,000 14,000

N (Bulk Values) 8-14 17-22 15-30

50
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Most f luorozirconates display Vickers microhardness in the range of 225 kg/mm? to 275 kg/mm2 .

Recent measurements of Ba/Th fluoride glasses show that their hardness is higher than that of f luoro-

zirconates [68], with typical values in the 300 kg/mm? to 325 kg/mm2 range. There seems to be a rela-

tionship between hardness and composition that might eventually be exploited, as shown in tables 12 and

13. For example, selected Ba/Th/Y fluoride glasses with high percentages of BaF2 display increased

hardnesses in the vicinity of 400 kg/mm?. Moreover, several of these compositions have displayed

values of fracture toughness in the vinicity of 0.5, roughly twice that of typical f luorozirconates.

Table 12. Modest Improvements are Possible With Composition Changes

FRACTURE TOUGHNESS HARDNESS ELASTIC MODULUS

(MPa-m 1 / 2 ) (kg/mm2
)

(MPa x 104 )

ZBL 0.25 + 0.05 288 + 3

ZBLA 0.31 + 0.08 267 + 4 5.5

BZYbT 0.32 + .01 276 + 5 7.0

BZYT 0.33 + .02 290 + 2 6.7

ZBL = 62ZrF4-33BaF2«5LaF3

ZBLA = 57ZrF4-36BaF2 -3LaF 3 -4AlF3

BZYbT = 15BaF2 -28.3ZnF2-28.3YbF3-28.3ThF4

BZYT = 20BaF2-26.7ZnF2-26.7YF 3 -26.7ThF4

Table 13. Addition of BaF2 Tends to Increase Toughness

COMPOSITION FRACTURE TOUGHNESS (MPa-ml/ 2
)

WATER AIR OIL

12.5B-29Z-29Y-29T 0.26 + .01 0.28 + .01 0.27 + .02

10B-30Z-30Y-30T 0.29 + .01 0.29 + .01 0.31 + .01

17.5B-28Z-28Y-28T 0.26 + .01 0.28 + .01 0.33 + .01

15B-28Z-28Y-28T — 0.34 + .01 0.32 + .01

20B-27Z-27Y-27T 0.30 + .01 0.33 + .02 0.38 + .01

B = BaF2, Z = ZnF2, Y = YF3, T = ThF4
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3.3 Durability and Toughness

While the surfaces of most fluoride glasses appear to be highly stable over long periods of time

in laboratory environments, their potential susceptibility to attack in aqueous environments is a

concern [71-73]. For example, studies have shown that the solubility of typical f luorozirconates is

many orders of magnitude greater than that of high silicates. In studies at Catholic University, nor-

malized leach rates (g/cm2 -day) of 10" 2 to 10~ 3 were obtained for ZBLA glass [73], compared to 10~ 7 to

10"8 for Pyrex, and similar results were also reported in a Norwegian study [71]. Comparative studies

in water and air indicate a decrease of 10 to 20 percent in the fracture toughness of f luorozirconates

in water, which suggests that they are susceptible to stress corrosion in aqueous environments [70].

Delayed failure measurements on flexure bars in air show substantial variations of the stress corrosion

coefficient, n, from sample to sample; some n values lie between 8 and 14, while others are greater

than 50. Moreover, measured n values did not correlate systematically with OH content in the glass.

Some studies have been conducted to assess the effect of humidity and/or water on HMF fiber strength.

Results indicate a rapid degradation of strength for ZrF4-BaF2-LaF3-AlF3 (ZBLA) fibers immersed in

water; tests conducted at UCLA also showed that strengths of coated HMF fibers decrease significantly

in wet atmospheres. In particular, water was found to permeate rapidly through FEP Teflon and lead to

surface attack of the fibers. These conclusions are consistent with the susceptibility to corrosion

and surface attack observed with bulk samples.

Since detailed studies to date have been limited to only a few compositions, it is not known

whether others can be found with improved resistance to stress corrosion and/or lower solubility. How-

ever, in contrast to their susceptibility to aqueous corrosion, HMF glasses appear to be highly resis-

tant to fluorinating agents such as Hf, F2, and UFs.

The potential susceptibility of fluoride glasses to aqueous attack, coupled with their relatively

low fracture toughness and hardness, has spurred an interest in methods for toughening these glasses,

some of which are indicated in table 14. Diamond-like carbon (DLC) has successfully been applied to

fluoride glass substrates; preliminary hermeticity studies were conducted at Catholic University [74],

which showed that the DLC coating was effective in reducing OH permeation to the surface of the glass.

Once optimized, hermetic coatings such as DLC could lock in the pristine strength of the glass and pro-

tect glass surfaces indefinitely from corrosion.

Table 14. Promising Methods for Further Toughening Fluoride Glasses

0 Hermetic Coatings

Diamond-Like Carbon (D)

Metals (for optical fibers)

Silicon, Silicon Nitride, Boron Nitride

0 Surface Treatment

Thermally-Induced Recrystall ization (D)

Ion-Exchange

Compressive Coatings (e.g., by CVD)

D = Demonstrated
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Another approach to glass toughening involves surface treatments of various types. Thermally-

induced hardening of surfaces of Ba/Mn fluoride glasses has been studied, in which up to three

exothermic transitions accompanied by cumulative increases in hardness of up to 50 percent were

observed [8]. Ion exchange and compressive coatings are other well known methods for toughening con-

ventional glasses, but these have yet to be applied to HMFs. Formation of glass ceramics using heal

and pressure is another approach that has not yet been systematically explored.

Appropriate choices of composition can yield glasses with improved mechanical characteristics;

and, although the detailed dependence of strength, hardness, and durability on composition, processing

conditions, and surface preparation has yet to be established, work to date suggests that variations ir

these parameters can be exploited to toughen HMF glasses.

3.4 Thermal Shock

Many complicated expressions involving geometrical and other parameters have been used in the

literature to calculate thermal fracture. A highly simplified expression, useful for estimating

thermal fracture is: aT
c

~ (1 - v) Op/oijE, where AT
C

is the critical (instantaneous) temperature rise

at which fracture occurs, v is Poisson's ratio, aT is the linear thermal expansion coefficient, E is

Young's modulus, and ap is the rupture strength of the specimen. For domes, the relevant AT is proba-

bly the temperature difference between the outer and inner sides of the dome. This approximate expres-

sion does not involve thermal conductivity or heat capacity because instantaneous heating is assumed.

While v, Op, and E are intrinsic material properties that are relatively insensitive to preparation

method and sample condition, Op is very sensitive to the latter. In the other extreme, it is equally

inappropriate to deduce AT using the ultimate intrinsic strength of untoughened samples for ap. With

these qualifications in mind and using rough numbers from the literature, one can estimate the ATc 's

for fluoride glass compared against some typical oxides. A typical number for ap for ordinary unpro-

tected samples is about 10 kpsi. Using this value, we obtain the results shown in table 15. With the

excellent thermal endurance of fused silica an exception, virtually all other glasses, including

fluorides, should have aTc approximately 50°C to 100°C for samples with ap approximately 10 kpsi. With

intrinsic strengths near 300 kpsi for HMF glasses, it is not unreasonable to expect attainment of Op's

in excess of 50 kpsi for toughened versions of the glass, in which case ATC would fall into the 300°C

range.

Table 15. Calculated Values of aTc for Several Glasses

V

(10-6/OC)

a

(106 psi)

E

ATC (OC)

Fluoride Glass (HBLA) 0.3 15 8 60

Typical Mixed Oxide Glass 0.2 12 8 80

Fused Silica 0.17 0.6 10 1,500
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We performed some preliminary measurements of thermal endurance on alkali f luorozirconates

obtained from Galileo E-0 Corporation. Glass properties included room temperature strength a = 4.9

kpsi, Tg approximately 225°C, and Tm approximately 3250C. A simple test was conducted by placing

samples in an oven, heated to some fixed temperature, whose opening was small enough to enable rapid

heating (about 20OC/sec) of a sample. After the sample reached the oven's temperature, the oven was

turned off and the sample was allowed to cool to room temperature (1 to 3 hours) and the strength mea-

sured by 3-point flexure. Results of the measurements are shown in table 16; samples retained their

strength at all temperatures up to melting, with samples near approaching Tm deforming, but not losing

strength. Follow-on experiments with gradients in the temperature distribution in the oven need to be

conducted to properly assess the thermal shock resistance of the glass.

Table 16. Fluoride Glass Retains Strength in Thermal Shock

ANNEALED MPa UNANNEALED MPa

R.T. (Room Temperature) 44 35

R.T. - 200OC 50 42

R.T. - 250OC 49 37

R.T. - 280OC 38*

Approximately +5% deformed

4. Concluding Remarks

Considerable progress has been made recently in the fabrication and characterization of HMF glas-

ses. Many of them offer potential for low absorption and low scatter over a broad range of mid-IR to

near-UV wavelengths. Although extrinsic absorption remains a problem, the principal impurities

involved have been identified, as have methods for controlling or reducing them. Emittance spectro-

scopy is one of several promising techniques for investigating the IR absorption and its temperature

dependence.

The fracture toughness of HMF glasses is relatively high, approaching that of high silicate

glasses. However, HMF glass is susceptible to chemical corrosion in aqueous environments, and will

probably require hermetic coatings to protect the surface of the glass. Diamond-like carbon has

successfully been deposited on HMF glass surfaces, and preliminary measurements using IR spectroscopy

show that it reduces the permeation of moisture into the surface. The hardness and thermal endurance

of HMF glasses appear to be acceptable for most applications, although further improvements may be pos-

sible by composition variation or surface modification.

Table 17 shows that HMF glasses are believed to offer a variety of advantages for use as laser

windows, IR domes, and IR optical fibers.

4b



Table 17. Advantages of HMF Glasses for Selected Applications

IR DOMES

o Ultralow mid-IR Absorption

o Multispectral Capability (mid-IR to near-UV)

o Low Refractive Index

o Low Dispersion

o Low Scattering

o Low Stress-Induced Birefringence

o Flexible Size and Shape

o Low Cost Fabrication

LASER WINDOWS

o Ultralow Absorption at Laser Wavelengths

o Multispectral Capability

o Low Refractive Index

o Low Scattering

o Potential for Ultralow Thermal Distortion

o Potential for Fabrication of Large Sizes

o Low Cost Fabrication

IR OPTICAL FIBERS

o Ultralow Minimum Losses (less than 10"? dB/km)

o Broad Transmission Window

o Low Refractive Index

o Low Dispersion

o Anticipated Reduced Susceptibility to Nuclear Radiation
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A question was raised about the mechanism that would cause the high temperature
infrared absorption to be larger at long infrared wavelengths but somewhat smaller at

shorter infrared wavelengths . The speaker pointed out that the long wavelength absorption
is intrinsic , caused by multiphonon absorption; whereas, at shorter wavelengths it results
from extrinsic effects. Also, it is very sensitive to surface effects , particularly at

the shorter wavelengths. The increase in absorption with increasing temperature is

qualitatively in agreement with theory, although the absolute value of the increase with
temperature is uncertain.

Another question concerned what work has been done on the spectroscopy of dopants in

fluoride glasses. The speaker replied that the glasses had been doped so far with erbium,
holmium, dysprosium, and four or five other rare earth elements . The resulting crystals
have various colors including pink, yellow, and green, and many of the dopants are
infrared active. Spectroscopic analyses have been carried out in Dr. Sibley's group at

Oklahoma State University and at Hebrew University in Jerusalem. However, to his
knowledge , lasing action has not been observed or looked for.

A third question concerned how the glass transition temperatures of the fluoride
glasses compared with each other and with sil icates. The speaker responded that typical

temperatures for the fluorides are 300°C to 500°C. They are thus similar to some of the

mixed silicates but much lower than the pure silicates , which can go as high as 1500°C.

50



- Manuscript Not Received -
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S.S. Mitra
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ABSTRACT

Considerable interest has recently been evidenced in infrared transmitting glasses for

components such as laser windows, IR domes and IR optical fibers. In particular, multi-
component heavy metal fluoride glasses based on zirconium or hafnium have displayed desirable
optical characteristics, viz., low refractive index, absorption and scattering losses, and a

very wide spectral transparent regime, in addition to attractive mechanical and chemical
properties.

This talk will review the optical properties of this and related metal halide glasses over
the entire spectral range (9 ym to 260 nm). This will include review of experimental data for

the ultraviolet absorption edge, infrared edge absorption and temperature dependence, and the

understanding of the latter through fundamental vibrational spectra, information regarding which
is obtained from a study of infrared reflection and Raman scattering measurements. Effects of

nuclear radiation on the optical properties of a number of these glasses will be presented.

Key words: infrared windows; metal-Fluoride glasses; radiation damage; Raman scattering.

*Work supported by RADC, U.S. Air Force under Contract No. F 1 9628-81 -0-0034
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Optical and mechanical properties of water clear ZnS produced by CVD, Inc. of Woburn,
MA, have been measured. These include optical absorption at several laser wavelengths,
spectral transmission, thermo-optic coefficients, stress-optic coefficients, thermal expan-
sion coefficient, density, specific heat, thermal diffusivity, and electrical resistivity.
Measurements were made on production grade material and three research batches and correl-
ations made for optical properties as a function of deposition parameters.

Key Words: ZnS, optical absorption, thermo-optic, stress-optic, transmission

1. Introduction

One of the major infrared optical materials developments in recent times has been the develop-
ment of techniques in chemical vapor deposition and post-deposition processing which result in water
clear ZnS. The material is colorless and highly transparent from 0.4 ym to 11 urn with no features
in spectral transmission throughout this range. It has mechanical and thermal characteristics
essentially the same as the older reddish brown material, but its enhanced optical performance has
made it a considerably more viable candidate for multispectral applications wherein thermal imaging
in the 8-12 ym band is used in conjunction with a requirement for high transparency in the visible
and near infrared region.

In view of this potential application and other applications in infrared optics, CVD, Inc. of
Woburn, MA, embarked on a development program under Air Force sponsorship under Contract No. F33615-
81-C-5076. The process involves a post-deposition step at high temperatures and high pressures to
remove defects and/or impurities which contribute to short wavelength absorption and impart the
reddish brown color to the material. CVD supplied material from a standard production run and three
research depositions for characterization by the University of Dayton Research Institute.

2. Experimental Procedures

Measurements performed on the samples included optical absorption at several laser wavelengths,
spectral transmission in the 0.3-20 ym range, thermo-optic coefficient measurement at several laser
wavelengths, stress-optic coefficient measurement at 0.6328 ym, and measurement of thermal expansion
coefficient, density, specific heat, thermal diffusivity, and electrical resistivity.

2.1 Optical Absorption

The optical absorption coefficients were measured us;Lng l^ser rate calorimetry. This is a well
established technique with sensitivity approaching 10 cm . The lasers used were a Nd:YAG
operating at 1.06 ym and 1.32 ym, HF and DF lasers operating at 2.7 ym and 3.8 ym respectively, and
a C0

2
laser operating at 9.27 ym and 10.6 ym.

2.2 Spectral Transmission

The spectral transmission measurements were made in the 0.3-2.5 ym range using a Beckman 5270
spectrophotometer and in the 2.5-20 ym range using a Perkin-Elmer 180 spectrophotometer. Both ins-
truments are interfaced with a DEC LSI-11 minicomputer and the data is merged to plot the spectrum
over the entire spectral range or any part of it.

* This work was done under Contract No. F33615-82-C-5137 for the Materials Laboratory, Air Force
Wright Aeronautical Laboratories, Wright-Patterson Air Force Base, Ohio 45433
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2.3 Thermo-Optic Coefficient

The thermo-optic coefficients were measured using a laser ingerferometric technique. This tech-
nique is also well established and has a precision of ±1 x 10 / C. The measurements were made
at 0.6328 ym, 1.15 urn, and 3.39 ym using HeNe lasers.

2.4 Stress-Optic Coefficients

The stress-op^ic coefficients were measured at 0.6328 ym using the technique described by A.

Feldman, et. al. which monitors the change in optical path in a sample interferometrically as a

function of applied uniaxial stress. The accuracy of these measurements is estimated at 3-5%.

2.5 Mechanical, Thermal, and Electrical Properties

The thermal expansion coefficient was measured in the -65°C to 200°C range using a quartz tube
dilatometer. The bulk density was measured using Archimedes' water displacement technique. The
specific heat was measured at 0 C, 50 C, and 100 C using a differential scanning calorimeter. The
thermal diffusivity was measured using a xenon flash technique. The resistivity was measured using
a 6-point Hall probe.

3. Results and Conclusions

3.1 Optical Absorption and Transmission

The spectral transmission of the water clear ZnS is considerably improved over that of the old
reddish brown material. This can be seen in the transmission spectra shown in Figures 1 and 2. As
can be seen in the figures, there is not only an improvement in the short wavelength transmission,
but also all the absorbing impurities or defects contributing to the features seen in the 3-10 ym
region have been removed.

100 I
1 r- 1 1 1 1 1 r

WAVELENGTH (p)

Figure 1. Spectral transmission of water clear ZnS from CVD, Inc. Sample

thickness is 6.4 mm.

-2 -3 -1
The optical absorption coefficients were on the order of 10 to 10 cm at all wavelengths

in the highly transparent region. There was no clear-cut difference between the production sample
and the research deposition samples. The research batches were labeled AF-1, AF-4, and AF-6 by CVD.
The deposition parameters for these batches are given in Table 1. The production sample was depos-
ited under conditions similar to AF-1 and AF-4 at a temperature intermediate between the two. The
results of the calorimetric absorption measurements are given in Table 2. The strongest effect on
absorption was the deposition temperature, with higher temperatures producing lower absorption coef-
ficients. Increasing the Zn injection rate and lowering the H and S flow also decreased the absorp-
tion, but not as much as the temperature variation. The samples deposited under AF-4 conditions
were received in three different groups as indicated by the numbers in parentheses in the table.

53



Deposition Furnace Deposition
Batch Temperature H & S Zn Pressure Time

<°c> (LPM) (g/hr) (torr) (hrs)

AF-1 670 2.7 675 38 125.5

AF-4 720 2.7 675 38 125

AF-6 670 2.1 1223 38 137

The variation in absorption at HF and 9.27 ym wavelengths for these groups indicates some differen-
ces either in deposition parameter control or post-deposition processing. The internal variation
in AF-4 is smaller than the variation between the three batches; so correlations can be made with a

reasonable degree of certainty.
There is a correlation between the absorption coefficients and both the total transmission away

from the short wavelength cutoff in the visible and the internal scattering of the samples. Figure
3 shows the transmission of four representative research samples and sample 4110, which was included
because of its low absorption at 1.32 urn, in the 0.35-5.0 ym region. The highest transmitting sam-
ple is 4110 and the lowest is from batch AF-1. Figure 4 shows a plot of the effective absorption
coefficient at 1.32 ym vs. the transmission at 0.5 ym demonstrating the correlation between these
two parameters. Figure 5 shows the amount of light scattered out of a 4 degree half-angle cone in
the 0-2.5 ym for the same four samples, and a plot of 1.32 ym absorption vs. scattering at that wave-
length is presented in Figure 6. There is also a correlation between the short wavelength cutoff
and the maximum light scattered at the short wavelength limit. A plot of these values is shown in
Figure 7.

3.2 Thermo-Optic and Stress-Optic Coefficients

The thermo-optic coefficients for the water clear material were consistently 15% lower than
those obtained for the older reddish brown material. The values for both materials are presented in
Table 3. The reasons for the difference are not known at this time.

^2 2
The stress-optic coefficients for the water clear material at 0.6328 ym are 0.21 x 10 _12

m
^
N

for and -0.58 x 10 m /N for q with an elastic compliance, s , equal to 0.029 x 10 m /N.
We have not measured the coefficients for the older material or found literature values for compar-
ison.
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Table 2. Results of Calorimetric Absorption Measurements at Six Wavelengths

Sample
No.

Batch

@1.06 ym

0 eff*
@1.32 ym

10~ 3
cm~

1

HF DF @9.27 ym @10.6 ym

4089 Prod. 2.41 1.71 10.3 6.31 15.5 182.5

4098 AF-1 15.7 13.6 17.1 16.4 19.0 259.0

4099 AF-1 23.4 16.2 21.3 20.7 22.0 245.5

4100 AF-4 (1) 4.25 3.15 5.16 2.91 9.90 244.5

4101 AF-4(1) 3.44 2.98 5.33 2.29 10.0 224.0

4109 AF-4 (2) 3.12 2.62 3.72 3.43 14.6 213.0

4110 AF-4 (2) 0.956 2.74 2.31 12.0 207.5

4112 AF-4 (3) 2.95 2.11 4.40 268.0

4113 AF-4(3) 3.07 2.52 4.47 246.0

4114 AF-4 (3) 3. 40 3.29 4 . 53 260 .

0

4115 AF-4 (3) 3.52 2.68 4.45 237.0

4102 AF-6 5.53 5.88 15.7 7.63 13.3 228.5

4103 AF-6 10.3 10.0 21.6 9.23 13.5 237.5

100

3.5 .40 .45 .50

WAVELENGTH (fim)

Figure 3. Short Wavelength Spectral Transmission of Four ZnS Samples. The

curves labeled AF-1, AF-4, and AF-6 are representative of the three

research batches, and 4110 is included because of its low absorp-

tion at 1.32 ym.

3.4 Mechanical, Thermal, and Electrical Properties

The coefficient of thermal expansion was determined from measurements made on fgur samples.
The average coefficient over the temperature range from -65 C to 200 C was 6.5 x 10 / C. Individ-
ual test results are presented in Table 4.

The thermal diffusivi^y was determined from eight measurements conducted at 25 C. The average
value obtained was 0.13 cm /s. The specific heat values obtained were 0.123, 0.126, and 0.127
cal/g/ C for test temperatures of 0°C, 50 C, and 100 C respectively. Assuming a linear relationship
with respect to temperature, the specific heat at 25 C was calculated to be 0.124 cal/g/ C. The
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Table 3. Thermo-Optic Coefficients for Water
Brown Material
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/°C
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Reddish Brown 6.35 4.98 4.59
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Figure 4. Plot Showing Correlation Between the Transmission of Water
Clear ZnS at 0.5 ym and Effective Absorption Coefficient at
1.32 ym for CVD Material.

Table 4. Results of Thermal Expansion Measurements on Water Clear ZnS

—6 o
Sample Coefficient of Thermal Expansion (X10 / C)

N°" -65°C to +25°C +25°C to +200°C

1 6.7 6.4

6.4

2 6.4 6.5
6.5

3 6.5 6.4
6.5

4 6.5 6.5

6.5

The electrical resistivity has been estimated to be greater than 5 x 10^ ohm-cm at 20°C. Due

to limitations on the apparatus used to make the measurements, an exact value could not be deter-
mined; however, it was possible to estimate the lower limit reported.
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Figure 7. Plot Showing the Correlation of the Maximum Scattered Light
and the Short Wavelength Cutoff for Water Clear ZnS.

3.4 Conclusions

Investigations of the optical, mechanical, thermal, and electrical properties of water clear
ZnS produced by CVD, inc. have indicated that it is optically superior to the older unprocessed
reddish brown material and the other properties are not significantly different. The optical ab-
sorption is correlated with the internal scattering in the material, as would be expected, and the
internal scattering is a function of the deposition parameters with the deposition temperature hav-
ing the greatest effect. The thermo-optic coefficients are lower for the water clear material and
the transparency is considerably improved, making it a significantly more appropriate material for
multi-spectral window applications than the unprocessed reddish brown ZnS.
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In order to study ways to improve the laser damage resistance of transparent
polymers and thereby realize their advantages for high power laser system applications
(e.g., they are lightweight, inexpensive, and castable), a laser damage program has been

established at FJSRL. In this paper we describe the damage facility and present the
results obtained during the initial year of the program.

The heart of the damage facility is a 1.06-micron wavelength Q-switched Nd:YAG laser
capable of providing 300 mJ, 8 nsec FWHM pulses at repetition rates up to 10 pps. For

the results reported here, the beam was focused to a 46 micron l/e^ spot diameter.

Extensive single and multiple-shot bulk damage studies were made of several

commercially available materials including polymethylmethacrylate (PMMA), three grades of

polycarbonate (PC), and cellulose acetate butyrate (CAB). Measured single-shot damage
thresholds were, respectively, 41 J/cm^, 15 J/cm^. and 15 J /cms which correlates

with the relative "dirtiness" of the materials. Of the three materials, PMMA also had

the greatest multiple-shot damage resistance. However, at fluence levels ±Q."\ times its

single-shot threshold, CAB appears to be remarkably damage resistant.

Preliminary measurements were also made on PMMA which was synthesized in-house from

both unpurified and moderately purified monomers, both with and without unpurified
pi asticizers. The single-shot damage threshold of the material made from purified
monomers (no plasticizer) was 1.6 times that of the material made from unpurified
monomers. The mul itple-shot behavior of the purified material as compared to that of the
unpurified material was even more remarkable.

Key words: bulk laser damage; cellulose acetate butyrate; multiple-shot; single-shot;
plastics; polycarbonate; polymethymethacryl ate.

* Work performed while on leave, participating in the University Resident Research Program.
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I. introduction

For several reasons, transparent organic glasses (plastics) have potential use in high power

laser systems. They 3 re lightweight and inexpensive; and they can be injection molded or cast
with optical quality surface finish, eliminating the need for polishing, residues from which are a

major cause of laser damage to their silicate counterparts (glasses). To date, little has been

done to develop plastics for high power laser use, probably because glass is generally more rugged

and because of some early results that showed the laser damage resistance of some plastics to be

significantly lower than that of glass [1,2]. More recent results, however, suggest that the

damage resistance of plastics can be greatly improved by monomer purification and material

plasticization [3].

In light of these developments, a program has recently been established at the Frank J. Seiler
Research Laboratory (FJSRL) to study laser damage in plastics, with the ultimate goal of showing

that transparent plastics can be produced with laser damage resistance comparable to that of glass.

Both commercially available [4] and materials synthesized in-house are being studied. In this

paper we describe the FJSRL laser damage facility and present the results of measurements of the

single- and multiple-shot laser damage properties of several commercially available materials and

some material that we synthesized in-house. The commercial materials studied were Plexiglas G,

1. e., polymethylmethacrylate (PMMA); Lexan, Tuffack and Merlon, i.e., polycarbonate (PC); and

UVEX, i.e., cellulose acetate butyrate (CAB). The results obtained with Plexiglas G constitute a

baseline [5] for comparison with other commercially available plastics, with commercial grades of

silicate glass, and with the products of our in-house plastics synthesis efforts.

2. FJSRL Laser Damage Facility

The heart of the FJSRL damage facility, sketched in figure 1, is a 1.06 micron wavelength
Quanta-Ray DCR-2A Nd:YAG laser. It can be operated both in long pulse and Q-switched modes, and,

with some external electronics [6], the pulse repetition frequency can be varied up to 10 pps. In

our damage work, only 8-nsec FWHM Q-switched pulses are used. For alignment and safety purposes,
red helium-neon laser light enters the system collinear with the 1.06 micron beam at mirror (2).

Variable attenuation is provided by the rotatable polarizer (3). The 1° wedge (4) splits the
beam into three components. The power meter (5) receives the 92% portion and monitors the energy
at the sample site (8) through a previously measured calibration constant. One 4% portion of the

beam is directed to the sample by a mirror (6) and through the 23 cm focal length lens (7). The

other 4% portion is directed either to a Hamamatsu R1328 fast photodiode (9) for temporal
characterization or to a Hamamatsu NZ14 vidicon tube which is being developed for spatial beam
profiling.

The spatial profile of the focused beam is measured by the knife-edge method [7,8] as applied
by Mauck [9]. We stepped a 1/16" thick steel plate across the beam in increments of 2.54 microns
and measured the transmitted power with an S-l photodiode. At each position, the average of at

least 100 pulses operating at 10 Hz was read from the oscilloscope; the variation in the
transmission was typically less than +5%. Numerical differentiation of the transmission data
yielded an approximate fluence profile for the beam. A least-squares fit of a Gaussian profile
[5] to this fluence profile gave a 1/e^ radius of 23 microns, the "spot size" of our focused
beam. The beam profile generated by the numerical differentiation was used to compute the peak
fluence value for a particular pulse energy. We believe the accuracy of this technique for the
determination of the peak fluence of a given pulse to be only about +20%.

The temporal behavior of the laser pulse was more variable than either the pulse energy or
spatial profile. Tracings of oscillographs of two typical pulses, as measured with the Hamamatsu
R1328 photodiode and displayed on the Tektronix 7834 oscilloscope, are shown in figure 2. The
structure seen is ever-present, but varies widely from pulse to pulse. We attribute this
modulation to beating of longitudinal modes, and we assigned a value of 8 + 2 nsec to the FWHM
pulse duration. Because of this uncertainty in the temporal pulse behavior, the damage thresholds
discussed below are generally expressed in terms of the peak fluence (J/cm^) rather than peak
intensity (W/cm^).

The remaining components in figure 1 comprise a damage monitoring system based on Strehl ratio

measurements for a collinear 2 mW helium-neon laser beam [11]. The diagnostic beam is expanded
and clipped to improve its uniformity with the expanding lens (10) and aperture (11). It is then
precisely aligned with the 1.06-micron damage beam via the mirrors (12), (13). Focusing lens (14)

is chosen and placed such that both beams focus at the same place, i.e., the damage plane. Mirror
(15) reflects a portion of the red light through the lens (16) and aperture (17) onto the UDT-20

photodiode (18) which for this work was unbiased and connected directly to a digital voltmeter
yielding a typical 400 mV reading. When damage occurs to the sample, some red light is scattered
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out of the main path, resulting in a drop in the Strehl ratio as determined by the photodiode

output. Mirror (15) also transmits enough red light to illuminate screen (19) with a diffraction
pattern produced by the damage site.

In addition to the photodiode output and the screen pattern, we watch the sample through

safety glasses of KG3 Schottglass for a spark or flash during the laser pulse, and do a 100X

bright-field microscope examination after illuminating several sites. Thus, the damage facility
has four damage monitors. Their relative usefulness varied with experimental conditions, as will

be shown in sections 3 and 4.

3. Single-Shot Damage Study in Commercial Grade PMMA

The material used was 15/16" thick plexiglas G, a readily available commercial grade of PMMA.

The test sample was placed at position 8 of figure 1 such that, allowing for the refractive index
of PMMA, the 1.06-micron laser focused at its thickness center (the focal depth in the material is

greater than in air by the ratio of the refractive indices, i.e., 1.5/1.0). We studied bulk
damage only because the surface of PMMA has been shown [12] to be twice as laser damage resistant
at its bulk.

The single-shot experiment consisted of illuminating each of the 10-20 test sites in the
material only once at each of a series of fluence levels. The fluence level producing damage 50%

of the time (or equivalently, the average of the highest 0% and lowest 100% levels) is defined as
the single-shot threshold.

To make the single-shot damage decision, we used the four above-mentioned monitors. After
collecting and analyzing data from several thousand sites, we found the transmitted red diagnostic
beam to be the most consistent and reliable immediate indicator. When properly aligned, the
diagnostic provides a voltage drop approximately in proportion to the size of the damage site as
measured with 100X magnification. We found that damage sites approximately 5-10 microns in

diameter caused sufficient voltage drop, i.e., scattered light, to conclude that damage had
definitely occurred. This was usually, but not always, corroborated by the appearance of a faint
diffraction pattern on the screen (20 in figure 1) or by a spark. The screen pattern was often
too faint, i.e., subjective to be reliable in the near-threshold cases, but it proved to be an
invaluable aid in aligning the diagnostic red light with the 1.06-micron beam. Sparks were
observed in the bulk in approximately 80% of the cases ultimately judged to be damaged, but were
not seen in several cases of obvious damage.

For this work we formally define damage to have occurred if a measurable, permanent decrease
in the transmission of the heliun-neon diagnostic through the sample is observed. The
post-illumination 100X microscopic examination always corroborated an indication of damage by any
of the other three monitors and occasionally revealed damage that the other techniques had not
indicated. Part of the discrepancy was due to slight occasional misalignment of the red light
diagnostic, which had to be periodically corrected, and part to the imprecision inherent in our
definition of damage. With 100X magnification, we could see sites 1 micron or less in size that
were apparently laser-induced, but which we did not judge as damaged, mainly because they caused
no observable red light scatter. Sites this size are called the microscopic precursors of damage
in the cumulative multiple-shot regime [13,14].

The results of the single-shot damage experiment on PMMA are compiled in figure 3 where we
plot for each peak fluence level the fraction of sites damaged as determined with the data from
the four monitors. The scatter in the data is due both to the pulse-to-pulse variation of the
laser (temporal and spatial) and to the non-uniformity of the material (size and concentration of
damage-causing impurities). The midpoint between the highest 0% peak fluence level and the lowest
100% peak fluence level is 41 J/cm^, which is thus the single-shot threshold for our sample.
The associated peak intensity, assuming a nominal pulse width of 8 nsec, is 5 GW-/cm2 . The peak
fluence levels in figure 3 were adjusted to account for a front surface Fresnel reflection loss
and the bulk transmission to the focal plane (measured separately).

A direct comparison of our single-shot threshold results with other published values is
difficult because damage thresholds in plastics measured at a given wavelength vary with pulse
length [15], spotsize [16], and material purity [15,17]. As table 1 shows, the available data
obtained with short (of the order of nsec) 1.06-micron wavelength pulses were obtained under
widely varying conditions. Furthermore, our definition of damage might differ from that of other
researchers. Despite the difficulty, a few conclusions can be drawn from table 1. First,
considering the differences in pulse widths and spot sizes, our results for the peak fluence at
threshold are not inconsistent with Milam's (line 2). Second, when our approximate value for the
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peak intensity at threshold is compared to Felix and Machbar's result (line 3) the discrepancy is

quite large although the respective pulse lengths are similar. Unfortunately, the spot size for
their work [18] was not reported.

Table 1 also includes single-shot data on commercial silicate glasses. Since these data were
obtained under experimental conditions very similar to ours on PMMA, they can be used to make a

reasonably fair comparison of the damage thresholds of the two materials. Thus, the single-shot
intensity threshold of glass is seen to be on the order of 20-50 times greater than that of PMMA.

This represents one aspect of the gap to be closed if PMMA is to be competitive with glass in

high-power laser systems. The other aspect concerns multiple-shot damage resistance, as will be

shown in part 4.

Table 1. Short Pulse, 1.06 vim Wavelength, Single-Shot Bulk
Damage Thresholds of PMMA and Various Silicate Glasses

PULSE WIDTH FOCAL SPOT SIZE PEAK FLUENCE PEAK INTENSITY
MATERIAL DESCRIPTION nsec) DIAMETER (J /cm2

) (GW/cm 2
) REFERENCE

Plexiglas G,

Commercial Grade PMMA
8 46 ym 41 5 This Work

Commercial Grade PMMA 4 0.125 2 mm 1 .6 13 2

PMMA
b

12 c c 1550
d

18

PMMA
b

20 c 1 0.05 19

Suprasil I Fused Silica 21 28 j4iji 2373 113 20

Corning 7940 Fused Silica 21 28 14m 2373 113 20

BSC-2 Glass 4.7 20)4m 414 88 21

Fused Quartz
b

4.7 20 urn 414 107 21

a - Provided by Eastman Chemical Corporation
b - No other information provided
c - Not provided
d - Theoretical peak power calculated from basic optics relation dm-

n
= 2.44

4. Mul itpl e-Shot Damage Study in Commercial Grade PMMA

The tendency of transparent dielectrics, especially plastics, to suffer damage when irradiated
repetitively with laser pulses having fluence levels far below the single-shot threshold is, from
an applications standpoint, more serious than high-power single-shot damage. We studied the
sub-threshold multiple-shot behavior of Plexiglas G with the above-described laser operating at 1

pps and at the five subthreshold fluence levels F/Fjn = 0.69, 0.47, 0.225, 0.121, and 0.059

(expressed as fractions of the single-shot threshold fluence Fjn ). Data were obtained using the
same four damage monitors as in the single-shot study. At each fluence level we first found the
critical number of pulses, Mqr, required to cause damage equivalent to single-shot damage. We

then studied the behavior of the material when illuminated with N < Nr,R pulses.

Determining Mqr at the upper three subthreshold fluence levels was more easily accomplished
than at the lower two levels. At F/Fjh = 0.69, 0.47, and 0.225, a spark always occurred which
was accompanied by a significant drop in the scattered light photodiode voltage and a change in

the diffraction pattern on the screen. The three indications usually occurred on the same shot,

although the photodiode voltage sometimes dropped slightly, providing some warning, a few shots
before the spark. The subsequent 100X microscope exam showed that the size of the damage was
approximately the same as in the single-shot study.
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At fluence levels F/Fyn = 0.121 and 0.059, sparks could not be used to indicate damage. By

the time they occurred, which was rare, the material was severely damaged, as indicated by a large

amount of scattered diagnostic light, a wel 1 -devel oped screen pattern, and the subsequent
microscope exam. Instead, we used as the indicator approximately the same amount of scattered red

light as at the higher fluence levels. The microscope exam verified that the size of the damage

was approximately the same at both high and low fluence levels.

Figure 4 shows a plot of the Ncr values obtained as just described for the respective

fluence levels. Each Ncr value is the average from several illuminated sites. The fact that
the curve through the five multiple-shot points extrapolates to the single-shot point (F/Fjn =

1.0) would seem to indicate that that our definition of laser damage was reasonably consistent
throughout the investigation. As in the single-shot study, comparison with other published
results is difficult because of differing experimental conditions. Qualitatively, however, our
results are in general agreement with those of Milam [2] (Ncr = 5 for F/Fjn

= 0.71),

Emelyanova, et al [22], Butenin and Kogan [17], and Agranat, et al [23], all of whose results were
obtained with short (nsec) 1.06-micron wavelength pulses. For purposes of comparison, the

multiple-shot data from Agranat, et. al . [23] are also shown in figure 4. The two sets of data
agree reasonably well except for the single point at very low fluence.

As with single-shot damage, when compared to recently reported results [20] obtained with
commercial grades of fused silica, the data in figure 4 show that PMMA is inferior in the

multiple-shot regime, too. For example, the Ncr vs F/Fjn data in reference 20 for

1.06-micron, 21 nsec pulses suggest that a minimum F/Fjn , as large as 0.7, exists for the

accumulation of damage to occur at all in fused silica; and at slightly larger fluence levels,

several thousand pulses are needed to cause macroscopic damage. Our data in PMMA show no such

minimum for fluence levels as low as 0.059, and much smaller Nqr values generally (see figure

4). This result is the other aspect of the above-mentioned gap in the relative damage resistance
of PMMA and glass.

Having established an Ncr for a given peak fluence level, we fixed N at each of a series of

values ranging from much smaller than Ncr to slightly less than Ncr, and illuminated several

sites at the given fluence level. The behavior of the scattered light photodiode voltage during
illumination and the microscope examination done afterward showed clearly that the multiple-shot
damage process in PMMA is cumulative and, especially at the lower fluence levels, very subtle.
For example, at all fluence levels neither the red light diagnostic nor the microscope exam gave
any indication of an accumulating effect for N < 0.6 Ncr- However, for larger N, tiny ( < 1

micron in diameter) pits became evident throughout the focal volume. The 1 -micron sites are too

small to scatter enough red light to affect the Strehl ratio measurably. With increasing N, they
grew in number and size. Within a few shots of Ncr, the photodiode voltage often dropped a bit,

as mentioned previously. At Ncr. the focal volume contained 10-20 of the tiny pits, plus one to

three larger ones 5-15 microns in diameter. The corresponding photodiode voltage drop was
approximately as large as in the single-shot study. This observation of the growth of microdamage
[13] into macrodamage together with an examination of histograms of damage probability versus the

number of pulses needed to cause damage [5] provide strong evidence that the damage process is

cumul ati ve.

5. Results with other Commercial Materials

We have also studied the laser damage properties of three commercial grades of polycarbonate
(PC), and one of cellulose acetate butyrate (CAB). Typical data obtained with these materials are

shown in table 2, along with some commercial grade PMMA data for comparison. As can be seen, the
single-shot threshold of PC and CAB, and the multiple-shot resistance of PC are all lower than the
corresponding properties of PMMA. The CAB, however, has higher multiple-shot resistance at low
values of F/Fyn . In fact, for F/Fjn <_ 0.1, damage was never observed after as many as 1000
shots in approximately 50% of the sites illuminated. In the other 50%, subtle damage of the type
described above accumulated for approximately 200 shots, then stopped. This encouraging result is

being investigated further.

As compared to PMMA, the relatively low damage resistance of PC generally and of CAB at higher
fluence levels can be at least partly explained by the differences in their manufacturing
processes. Whereas the PMMA used in this work was cell -cast, the PC and CAB were formed by
extrusion, a process that introduces large amounts of micron-sized dirt. Under 100X microscopic
examination, the PMMA had absolutely no observable ( >1 micron) impurities, but the PC and CAB had
so many in the 4-10 micron range that use of the microscope in determining the occurrence of
damage was greatly restricted with these materials.
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Table 2. Comparison of Laser Damage Data of Commercial Grade
Polycarbonate (PC), Cellulose Acetate Butyrate (CAB), and PMMA

SINGLE SHOT DAMAGE Nqr for F/FTn = 0.3, Nqr for F/FTh = 0.1,
THRESHOLD FTh PRF = 1 pps PRF = 1 pps

MATERIAL in J /cm 2

PC (Lexan)
PC (Tuffack)

PC (Merlon)

CAB (Uvex)

PMMA (Plexiglas G)

15

11

12

16

41

3

8

25

22

10
10

f> 1000
47

6. Results with Materials Synthesized In-House

There is evidence [15,23,17,24] that the laser damage resistance of plastics can be

significantly improved by purifying the monomers and/or by adding plasticizing agents to them
prior to polymerization. However, the exact role of each of these processes in improving single-
and multiple-shot damage resistance is still uncertain. To shed further light on the problem, the
FJSRL plastics damage program includes an in-house plastics synthesis effort.

For this report, samples of PMMA were synthesized from both unpurified (research grade) and
moderately purified monomers both with and without unpurified pi asticizers. Monomer purification
consisted of overnight drying with CaH2 followed by fractional distillation under an N2
atmosphere. PI asticizers used were dibutyl phthalate and n-butyl acrylate. The plastics were
synthesized using bulk polymerization initiated by approximately 0.01 weight, percent
azo-bis-isobutyronitrile (AIBN). Reactions were carried out at 45-55° C for 4-5 days, then at
approximately 65° C for two more days. (Higher reaction temperatures usually caused voids.)

In preliminary damage tests, the materials made with plasticizers had poor damage resistance,
probably because of impurities in the plasticizers. In on-going work, the plasticizers are being I
purified. Typical data on material made without plasticizers and from both purified and

I

unpurified monomers are compared on the corresponding data from commercial PMMA in table 3. Note
that the single-shot damage threshold of the in-house material synthesized from purified monomer
was approximately 60% higher than that of the sample synthesized from unpurified monomer, a

significant improvement. The multiple-shot data, however, is far more significant. Whereas the
unpurified sample damaged after only 20 shots with F/Fj^ = 0.47 at a pulse repetition frequency
of 1 pps, the purified sample showed no evidence of damage after 200 shots. Although preliminary,
these results tend to agree with those of Butenin and Kogan [17] concerning the benefits of

j

monomer purification and to disagree with those of Aldoshin et al [24]. We are currently
examining this more carefully.

Table 3. Comparison of Laser Damage Data of Commercial Grade
and In-House-Synthesized PMMA

Single-Shot Nqr for F/Fjn = 0.47, Ncr for F/Fjn = 0.47,
Threshold Fyh PRF = 1 pps PRF - 10 pps

MATERIAL DESCRIPTION in J /cm
2

Commercial Grade 41 16

In-House/Purified 41 > 200 47

Monomers

In-House/Unpurified 26 20
Monomers
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7. Discussion and Conclusion

Using a newly established laser damage facility we have studied bulk damage in transparent
plastics with 8 nsec FWHM, 1.06-micron wavelength pulses. Our criterion for damage is based on

the transmission of colli near red light. We feel that this criterion is appropriate and useful,

both because scattered light is directly related to the ultimate optical applications of the
materials under study, and because the occurrence of damage is very subtle under low-level (F «
Fyn ) multiple-shot conditions and thus is very difficult to observe. The scattered-light method
eases this difficulty.

The causes of laser damage to plastics and suggestions for improving damage resistance have

been considered by several groups. We reviewed the ideas of some of these in a separate article

[4] in which we concluded that monomer purification prior to polymerization and pi asticization
that places the material's induced elastic limit below its brittle fracture limit should improve

single- and multiple-shot damage resistance, respectively. However, our preliminary results on

the materials synthesized in-house suggest that monomer purification may have a greater impact on

multiple-shot damage resistance than on single-shot resistance. This interesting result and its

implications for damage mechanisms are currently being studied further.

Finally, because the PC and CAB used in this study were extruded and therefore quite dirty, it

should be possible to greatly improve their laser damage resistance simply by fabricating cleaner
material. We are currently looking into this also.

We gratefully acknowledge the support of this project by the Air Force Weapons Laboratory
through Project Order No. AFWL 82-016.
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Figure 1. FJSRL Laser Damage Facility: 1,2,6,12,13,15) Turning Mirrors;
3) Rotatable Polarizer/Attenuator; 4) 1° Wedge; 5) Power Meter;

7,10,14,16) Lenses; 8) Test Sample; 9,18) Photodiodes; 11,17) Apertures;
19) Screen
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Figure 4. The Average Number of Pulses, NCR , Required to Cause Damage to
Commercial Grade PMMA as a Function of the Fraction of Single-Shot
Threshold Fluence F/Fjh . The Data of Agranat, et. al . [23], also
for PMMA and under Similar Experimental Conditions, are shown for
Comparison
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Increase In The Optical Damage Threshold
Of Cellulose Acetate

Dr. M. A. Acharekar

International Laser Systems, Inc.

3404 N. Orange Blossom Trail

Orlando, FLorida 32804

Passive Q-switches manufactured with cellulose acetate are generally used in portable/
handheld Nd:YAG laser rangef inders . The advantages of this type of Q-switch device are small

size, economy and simplicity of operation. However, the limitation of this type of passive
Q-switch is its low damage threshold.

For Nd:YAG laser. Bis (4-Dimethyaniinodithiobenzi 1 ) Nickel dye is generally doped in 0.125
to 0.250 mm thick sheets of cellulose acetate material. Bis-Nickel dye in a cellulose acetate
host, when inserted in a Nd:YAG laser resonator and exposed to 1.06 micron radiation, saturates
and bleaches giving a giant Q-switch pulse. H] Commercially available [2] cellulose acetate
sheets of tin's passive Q-switch suffer permanent optical damage when operated at 20 mJ output
energy in a 20 ns pulse width at 10 Hz repetition rate. To improve the damage threshold of

the passive Q-switch, a process for improving transmission and optical properties (voids,

inclusions, etc.) of the host cellulose acetate was developed. The details of the process
will be discussed and the damage measurement data collected will be presented.

Key Words: cellulose acetate; dye Q-switch; laser damage; multiple shot laser damage; passive
Q-switch.

1. Introduction

Passive Q-switches manufactured with cellulose acetate are generally used in portable/handheld Nd:

YAG laser rangef inders . The advantages of this type of Q-switch device are their small size, economy
and simplicity of operation. However, the limitation of this type of passive Q-switch is its low damage
threshold.

For Nd:YAG lasers Bis (4-Dimethylaminodithiobenzi 1 ) Nickel dye, as shown in figure 1.0, doped in

0.125 to 0.25 mm thick sheets of cellulose acetate is used. Bis-Nickel dye in a solvent or cellulose
acetate host, when inserted in Nd:YAG laser resonators and exposed to 1.06 micron radiation, as shown in

figure 2.0, absorbs the radiation. When the energy level is saturated the dye does not absorb 1.06 mien
radiation anymore and starts transmitting (this is called bleaching). Thus, the energy stored in the ro<

provides a giant pulse. The dye recovers and starts absorbing as soon as energy density on the dye is

below the saturation energy density. Therefore, for a given laser rod diameter, dye concentration in

cellulose acetate can be increased, thereby increasing stored energy. However, the host cellulose ace-
tate suffers permanent optical damage when operated at 20 inJ output energy in a 20 ns pulse width at 10

repetition rate in commercially available passive Q-switches.

• :

BIS (4-Dimethylaminodithiobenzil)
Nickel Dye for Q-Switch

Q c
/' N »SM'i

Figure 1.0
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Clearing Cellulose Acetate

A Beckman DK-2A spectrophotometer was used for measuring the transmission of a 0.125 mm thick sheet
f cellulose acetate. As seen in figure 3.0, although the wavelength of interest is 1.06 microns, the
ntire spectrum from 450 nm to 1200 nm was obtained to see if there were any impurities in the material,
t may be noted that the basic loss is due to reflection.

Generally, the absorption loss in the cellulose acetate is due to the OH radical and the scattering
oss is due to voids and inclusions in the material. Hence a process was developed to remove the OH
adical and form void and inclusion free material. In figure 4.0, the transmission characteristics of
he cellulose acetate treated with the new process is shown. When figure 3.0 is overlapped on figure 4.0
'he improvement in transmission is noticed. It may be noted that an electrolyte KC1 doped in the cellu-
ose acetate does not affect transmission.

The improvements observed with the elimination of voids and inclusions can be seen easily under high
agnif ication.

71



100

'CLEAR" CELLULOSE ACETATE

(AIR USED AS REFERENCE)

- 90

- 80

450 500 550 600 700 800 900

~1—T~
1000 1100 1200

70

60

2
O

5
2
<
<x

- 50

WAVELENGTH (nm)

Figure 3.0

3. Damage Threshold Measurements

The damage threshold was measured using a TEMqq, Q-switched Nd:YAG laser. The pockel cell Q-switc

used in the damage threshold test had a 17 nsec pulse width and 12 mJ output energy. The desired power
density on the cellulose acetate was obtained using focusing lenses of different focal length. The spo

size was calculated as well as actually measured on a photo sensitive film.

Considering the application of this material, damage due to multiple exposure to the laser radiati

pulses was the only parameter measured. The laser was operated at a 1 Hz pulse rate for 300 pulses on

the cellulose acetate and the surface was examined under a microscope for the damage. Several hundred
samples were exposed for various power densities.
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The damage data obtained for the commercial cellulose acetate and treated cellulose acetate is

plotted in figure 5.0. It may be noted that the plot provides the relative power density. However, it

may be noted that the increase in damage threshold appears proportional to the increase in thermal

conductivity. Additional data is being collected.
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4. Cellulose Acetate Impregnated With The Dye

The treated cellulose acetate was impregnated with Bis-Nickel dye. The transmission spectrum is

shown in figure 6.0. Once again, the Beckman DK-2A spectrophotometer provides this near infrared (NIR)

range required for the measurements.

The transmission through the material, or the optical density of the material, can be adjusted by
adjusting the dye concentration in the cellulose acetate. It may be noted that to utilize the material
as a passive Q-switch, this optical density plays an important role as shown in figure 7.0. Thus, based
on the laser rod diameter and input energy, the dye optical density will be selected. It is clear from
figure 7.0 that the low optical density cellulose acetate will saturate with a lower total power density
(lower input energy) and obviously low output energy will be obtained.

It may be noted that, unfortunately, it is difficult to obtain an optical density higher than 0.4
(less than 65% transmission) in cellulose acetate.
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5. Dye Q-Switch Cell

Since the dye impregnated cellulose acetate is inserted in the resonator, the wavefront distortion
should be minimized. Secondly, to reduce the thermal load, providing a heat sink to the cellulose ace-
tate is also important in high power applications. Hence, a cell was fabricated using sapphire windows.

Wavefront distortion observed in the cell was measured using a Zygo interferogram as shown in

figure 8.0. As seen in figure 8.0 the clear aperture (rod diameter) of the cell is distortion free,
although the cell as a whole appears cylindrical. In figure 9.0 details of the abberations in the cell
are shown.

Cells of this type were used in a variable reflectivity cross porro resonator and achieved perfor-
mance as high as 45 mJ/pulse output energy in a 20 ns pulse width at a 20 Hz repetition rate without
damage to the Q-switch, as shown in figure 10.

CONTOUR STEP 0.050

WRVEFRONT
ID NUMBER MA0000 * TIME 0000 * DATE 3-18-83

18-MRR-83 11:23:31 FILE : Q SWITCH 1 .DAT

P8605

Figure 8.0
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The question of aging of the dye was raised. The speaker reported that aging did
occur. To minimize this effect, ultraviolet light was excluded . The cellulose acetate
also takes up water, so a desiccator was used.
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Strehl Ratio Measurements of Laser Damaged Plastics

Bill W. Mullins, Brent A. Richert*

United States Air Force Academy
Colorado Springs, Colorado 80840

Plexiglass G, manufactured by Rohm Haas, was irradiated by 10 nsec pulses from a Nd-YAG
laser ranging in energy from 0.80 to 1.01 mJ/pulse. Aligned colinearly with the Nd-YAG pulse
was a cw HeNe laser beam that measured changes in the transmission characteristics of the
plastics. These transmission measurements enabled the Strehl Ratio, S, of the laser induced
damage site to be calculated. When S < 0.995 there is a 92% probability of causing perma-
nent damage. Conversely, when S > 0.995 there is a 94% chance of not causing permanent dam-
age to the plastic. These probabilities were independent of laser pulse energies. Evalu-
ation of the resulting diffraction patterns from the permanent damage sites indicates an
^ 20um diameter of the optical scattering center in the plastic. These damage sites cause
an rms wavefront distortion ranging from 0.009X to 0.0301A at the HeNe wavelength.

Key words: laser damage; PMMA; Strehl ratio.

1. Introduction

The use of plastic optical components in high power laser systems has been limited due to

their relatively low damage threshold when compared to glass or crystals. Little is known about
the actual mechanism by which plastics damage under laser irradiation. In an effort to understand
physical changes in plastics during laser irradiation, a commercial grade plastic was damaged using
a single pulse Nd-YAG laser.

2. Background & Theory

A Quanta-Ray Nd-YAG laser was used to irradiate samples of Plexiglass G made by the Rohm-Haas
Company. The laser damage set up was one devised by O'Connell, et al.

1 Added to his experiment
was a HeNe laser probe beam (Fig 1) . The HeNe beam was used to observe changes in small angle
scatter by the plastic during and after the YAG pulse.

The HeNe was aligned to travel colinearly with the YAG pulse in order to have the greatest
sensitivity to scatter. The divergence of the HeNe was conditioned by lenses 2 and 5 such that
the HeNe and YAG focused at the same point in space by lens 8. The probe beam exiting the plastic
was then split, with most of the energy going to a photodiode. The remainder of the HeNe beam fell
onto a viewing screen to measure any resulting diffraction patterns produced by any damage sites.

The photodiode was operated as a Strehl detector. By recording the HeNe beam's pre-shot, I , and

immediate post-shot, I . , intensities, the Strehl ratio, S, can be calculated by:mm
I .

_ gin
I
o

and can be related to the rms wavefront deviation, o, by:

1 h

where k is the wavenumber of the HeNe beam.

*This research was done while Lt Richert was a cadet at the United States Air Force Academy. He

is currently assigned to the Air Force Weapons Laboratory.
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From the diffraction pattern, the diameters of the 1st and 2nd order minimums were used to cal-

culate the diameter of the damage site. Assuming an Airy pattern, then d, the damage site diameter
is equal to:

1.22XR 2.233XR
d = =

a
l

a 2

where X = 632. 8nm, R is the distance from the site to the screen and a
1

and a
2

are the diameter of
the 1st and 2nd order nulls, respectively.

3. Procedure

The sample was prepared, placed in the system, and irradiated as prescribed by O'Connell. 1 The
pre-shot, immediate post-shot, and final photodiode voltage levels were recorded for each shot. Also
the diameter of the 1st and 2nd order nulls in any diffraction pattern were recorded. The sample
was shot at seven different power levels ranging from 0.80 mJ/pulse to 1.01 mJ/pulse. Ten shots
were taken at each energy level. Also, the occurrence of any flashing in the bulk plastic was noted.

4. Results

It was observed that the photodiode voltage usually dropped with irradiation of the sample by
the YAG pulse. If no permanent damage occurred then the photodiode voltage returned to its original
pre-shot level. If permanent damage did occur, shown by a flash inside the sample or the appearance
of a diffraction pattern on the screen, then the photodiode voltage would return to a level lower
than pre-shot. The recovery times of the sample was estimated to be about 1 sec for non-permanently
damaged sites and about 5 sec for permanently damaged sites. A measure of an actual risetime was
not made due to equipment limitations. If the pre-shot photodiode voltage is taken to represent I

and the immediate post-shot photodiode voltage is taken to be I . , then the Strehl Ratio of themm
HeNe beam can be calculated. Plotting S versus pulse energy (fig. 2) and noting which sites had
permanent and non-permanent damage a definite break is easily seen. Of the 70 sites, only 2 had
S < 0.995 and suffered no permanent damage. Of the 13 sites that did suffer permanent damage, only
one had S > 0.995. From this we find for Plexiglass G that if S > 0.995 immediately after the YAG
pulse, there is a 94% chance of no permanent damage having occurred. If S < 0.995, then there is
a 92% chance of permanent damage having occurred in the plastic. The resulting wavefront errors,
a at X = 632. 8nm, of a beam passing through the plastic can range from OX to 0.014X for non-
permanently damaged sites and 0.009X to 0.030X for permanently damaged sites. Also, the above
Strehl Ratios, corresponding wavefront errors, and the probabilities of damage do not seem to be a

function of pulse energy. And the size of the damage sites from the diffraction analysis shows a

rather consistant damage site size (table 1)

.

5. Conclusion

From the plastic tested a very definitive, better than 90% effective, highly sensitive test for
whether the material damaged during a laser pulse was found. Also, for repetitive systems at the
energy levels tested indications are that a time delay of better than one second between pulses is

needed in order for the material to relax and not introduce any extraneous wavefront errors. This
type of measurement, with improvements in the detector system, holds great promise- for prediction
of single and multi-shot damage in plastic material.

6. Reference

[1] R. O'Connell, T. T. Saito, T. F. Deaton, "Single and Multiple Shot Laser Induced Damage to

PMMA", submitted to Applied Optics .
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Figure 1. Laser Damage Set Up
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Figure 2. Strehl Ratio of Plexiglass G
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Damage Site Diameter

Laser
Energy

(mJ/pulse)

Site
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(urn)

Diameter
2nd Order
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0.097 19.3 Not Measured

0. 943 17.5 18.6

0.980 20.3 17.2

0.980 24.1 18.1

1.015 24.1 Not Measured
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The question was asked if the damage was permanent or only temporary until thermal

relaxation occurred. The speaker said that the damage was catastrophic , hut thermal

relaxation at the damage site was a possibility in some cases. They could not reliably

detect damage sites using an acoustic transducer mounted on the side of the sample.
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Damage Thresholds of Fused Silica, Plastics and KDP
Crystals Measured with 0.6-ns 355-nm Pulses*

M. C. Staggs and F. Rainer

Lawrence Livermore National Laboratory
Livermore, CA 94550

We used 355-nm, 0.6-ns pulses focused to a beam diameter of approximately 1 mm to
measure the laser damage thresholds for surfaces of bare polished samples of several
types of fused silica, for the bulk of crystals of potassium dihydrogen phosphate (KDP),

and for a few plastics. Surface damage thresholds for fused silica ranged from 1-14

J/cm?, and were least for surfaces with residual subsurface polishing fractures.
Thresholds for inclusion damage in KDP crystals were 2-4 J/cm?. Test volumes in these
same crystals had thresholds from 2.5-7.0 J/cm2 when they were laser hardened by
repeated subthreshold irradiation. FEP teflon films had thresholds of 3 J/cm?, which
were the greatest threshold observed for a plastic.

Keywords: UV laser damage, fused silica, potassium dihydrogen phosphate, teflon, laser
hardening, subsurface polishing damage.

1. Introduction

One responsibility of the laser damage group at Livermore is generation of a data base that
adequately specifies safe fluence loading for existing optical components. This requires testing
of enough samples to determine the distribution of thresholds likely to be encountered in a

particular usage of the component. Here we present thresholds measured in two materials that will

be used in the Nova laser [1], fused silica and KDP, and results of our initial 355-nm tests in

plastics.

2. Measurement Procedure

Thresholds reported here were measured with 355-nm 0.6-ns pulses focused by a lens with 4-m
focal length to a beam diameter of ^ 1 mm (e~l in intensity) at the sample. The pulses were
generated by frequency tripling input 1064-nm pulses with 1-ns duration. The fluence distribution
in the focused beam was circularly symmetric. The fluence profile measured along a diameter was
quasi -Gaussi an, but the beam shape varied with fluence as a result of the intensity dependence of
harmonic conversion. The peak on-axis fluence for each shot was computed from measurements of the
beam shape and pulse energy.

In tests of polished surfaces on silica samples and sheets of plastics, each test site was
irradiated only once. To detect occurrence of damage in these samples, we used a Nomarski
microscope to photograph the test sites both before and after irradiation. In KDP crystals we

performed both 1-on-l tests, in which each test site was irradiated once, and n-on-1 multiple
irradiations of some sites. Isolated bulk damages occurred in KDP crystals at fluences below
those which damaged the surfaces. The bulk damage sites were visually detected by observing
scattering from a He-Ne laser beam that was colinear with the 355-nm beam.

Thresholds for all samples were defined to be the average of the greatest fluence that did not

cause damage and the least fluence causing damage. In most experiments, there was little or no

overlap of damaging and nondamaging fluences.

3. Damage on Polished Surfaces of Fused Silica

We tested samples made of three types of highly pure flame-fusion silica, and samples of two
materials made by fusing naturally occurring quartz. These materials are listed in table 1. Each

sample was 5.1 cm in diameter and about 1 cm in thickness. Fabrication of polished surfaces on

these samples was performed by several vendors. Polishing was usually done with commercially
available cerium oxide abrasives, but a few samples were polished with alumina.

*Work performed under the auspices of the U.S. Department of Energy by the Lawrence Livermore
National Laboratory under contract W-7405-ENG-48.
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Figure 1. Surface damage thresholds (0.6-ns, 355-nm pulses) for assorted bare fused silica
surfaces polished by several vendors.
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Figure 2. Surface damage thresholds (0.6-ns, 355-nm pulses) for four types of bare fused silica
surfaces polished by a single vendor.

85



Table 1. Types of Silica Tested

Material Designation Material Type Vendor
7940 flame fusion Corning Glass Works, Inc.

Optosil I fused natural quartz Heraeus-Amersi 1 , Inc.

Suprasil II flame fusion Heraeus-Amersi 1 , Inc.

ES flame fusion Nippon Silica Glass Co., Ltd.

OX fused natural quartz Nippon Silica Glass Co., Ltd.

Surface damage thresholds for 22 samples tested, given in figure 1, ranged from 1-14 J/cm?,
but there was no obvious relationship between thresholds and the type of silica. Instead,

thresholds at 355-nm seemed to be exclusively dependent on the polishing history. To illustrate
this, we show in figure 2 a histogram of thresholds measured on four types of silica for another
12 samples polished by a single vendor. The median threshold was almost 10 J/cm?. Further,
when we subjected surfaces prepared by this vendor to an HF etch, the etched surface was
essentially featureless. By contrast, we show in figure 3 that etching of samples with low

thresholds revealed significant subsurface structure. Therefore, we believe that low thresholds
on some surfaces resulted from incorporation of polishing material into the surface.

Our results are somewhat parallel to those of previous experiments [2] that indicated that
absorption in iron oxide was sufficiently large to prevent its successful use in manufacture of
optical surfaces for 1064-nm lasers. Commercially available cerium oxide abrasives, though
impure, [3] were found to produce satisfactory 1064-nm components. Our results suggest that
absorption at 355 nm in these ceria abrasives may be unacceptably large. However, it will be

difficult to make an unambiguous test of this possibility. Etching a surface may remove cerium
oxide that is incorporated into the surface gel layer or trapped in polishing grooves. However,
such etching usually roughens the surface. The advantages of removing ceria might be cancelled by
the roughening, and interpretation of damage tests of etched surfaces has always provoked debate.
It seems preferable, therefore, to simply use etching as a qualitative evaluation of polishing
processes.

4. Damage in the Bulk of KDP

Our measurements of bulk damage thresholds in KDP crystals were made with a weakly convergent
beam whose intensity did not vary significantly along the 2-cm path length through the crystal.
Bulk damage can be observed in such experiments only when the threshold for bulk damage is less

than the surface damage threshold, which is generally true for KDP [4]. The bulk damage produced
in KDP by 355-nm beams consisted of isolated microfractures, whose volume density depended on the
quality of the crystal and the fluence. In the best crystals, at fluences near threshold, only
one or two microfractures were created. In some crystal with low thresholds, there were hundreds
of microfractures per cubic centimeter in a trail filling the entire beam path.

Damage thresholds measured in 1-on-l and n-on-1 tests of KDP crystals are given in figure 4.

The crystals were samples taken from large boules grown to provide large aperture crystals for

harmonic converters on NOVA. The median 1-on-l and n-on-1 thresholds of these crystals were,
respectively, 2.3 and 4.2 J/cm?. Therefore, repetitive subthreshold irradiation of test volumes
with 355-nm pulses produced an average increase in damage thresholds. As in similar experiments
performed at 1064 nm, hardening of thresholds was not observed in every crystal [4]. Fortunately,
the crystals with lowest 1-on-l thresholds were most susceptible to hardening. This is

illustrated in figures 5 and 6 which are shot records of experiments with two crystals. In the
first crystal, testing of five sites indicated that the 1-on-l threshold was 2.7 J/cm2. The
sixth site was irradiated by 9 shots at fluences up to 3.6 J/cm? before damage occurred on the
tenth shot at 4.9 J/cm2. Site seven survived 8 shots before damaging during the ninth shot at

5.6 J/cm2. in this crystal, hardening occurred on both sites subjected to n-on-1 irradiations.
In the second crystal, 1-on-l tests of 5 sites and n-on-1 tests of sites 6-9 all indicated that
the threshold was near 4 J/cm2. For this crystal whose 1-on-l threshold was among the largest
observed, there was no evidence for the existence of threshold hardening.

Therefore, tests of KDP at 355-nm produced results that are systematically like results of

earlier studies at 1064 nm, although thresholds at 355 nm were lower. The low bulk damage
thresholds of KDP will become a serious limitation to operating fluences in short pulse lasers if

progress continues to be made in improving the damage resistance of other components of those
lasers. Neither the defects responsible for bulk damage in KDP nor the physical mechanism for

laser hardening have been determined with certainty.
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As received After etching

a. Etching of two samples which had high threshold as received.

b. Etching of a sample which had low threshold as received,

Figure 3. Nomarski photographs of silica surfaces before and after being etched overnight in

dilute HF acid.
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0 2 4 6

Damage threshold (Joules/cm2 )

Figure 4. Bulk damage thresholds (0.6-ns, 355-nm pulses) of KDP samples from large boules. For

the 1-on-l tests samples were irradiated once at each site; for n-on-1 tests samples
were irradiated at a particular site with sequentially higher fluences until damage
occurred

.

5. Damage in Plastics

The immediate application for plastic sheets in fusion lasers is fabrication of shields to
prevent target debris from reaching the expensive focusing lenses. One material, FEP teflon [5],
was found to have reasonably large damage thresholds at all three wavelengths of interest to the
NOVA laser, 1053 nm, 527 nm and 351 nm. The thresholds measured at three closely similar
wavelengths for a 0.025-mm thick sheet of FEP teflon are given in table 2. These thresholds are
not adequate to allow the teflon to survive undamaged in a NOVA shot at full power. However,
damage to an inexpensive debris shield would not be a serious problem if the plastic sheet
remained intact and if damage to the sheet did not cause a major perturbation to the beam
impinging on the target. Therefore, we plan to measure beam perturbation as a function of fluence
in FEP teflon.

Table 2. Damage thresholds of FEP Teflon at three different harmonics

Frequency
(nm)

Pulse Length
(ns)

Threshold
(J/cm 2

)

355 0.6 3.2 + 0.5
532 0.7 7.4 + 1.1

1064 1.0 12.0 + 1.3

Various plasma - polymerized plastic coatings on fused silica
damaged at less than 1/2 J/cm?.

We also evaluated the possibility of using plastic films to produce antiref lection coatings on

silica. Reflection loss at the air/plastic interface could be reduced by introducing microporosity
to grade the refractive index of the plastic [6]. Reflection loss at the interface between the
plastic and silica would be reduced below that for the bare silica by the partial index match
between plastic and the substrate. We tested several films of the plastic (CH) n deposited by

plasma polymerization onto silica substrates. Thresholds for all of these films were less than
0.5 J/cm2 at 355 nm. These poor results, combined with the current success in our study of

porous silica antiref lection coatings, caused us to cease these films. The potential for coatings
of this type remains largely unexplored.
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Figure 5. Record of shots used in 1-on-l and n-on-1 testing for bulk damage of a KDP crystal which

exhibited threshold hardening (0.6-ns, 355-nm pulses).
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Figure 6. Record of shots used in 1-on-l and n-on-1 testing for bulk damage of a KDP crystal which

did not exhibit threshold hardening (0.6-ns, 355-nm pulses).
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6. Summary

The median threshold measured with 0.6-ns 355-nm pulses on carefully polished surfaces of
fused silica of five types was about 10 J/cm?. Etching of surfaces with HF acid revealed
subsurface structure on surfaces with low thresholds. Laser hardening increased the median bulk
threshold of KDP crystals from 2.3 J/cm? measured in 1-on-l tests to 4.2 J/cm2 for n-on-1

tests. FEP teflon sheets withstood 3 J/cm2 in tests at 355 nm, and are possibly useful as a

debris shield in fusion lasers.
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Strengthening Csl Crystals for Optical Applications
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Cesium iodide (Csl) is a very useful optical material combining a low refractive index with
broad spectral transparency. Unfortunately, the mechanical weakness of Csl crystals severely
limits practical applicability of the material. Nearly all uses require mechanical strengthen-
ing. The strengthening treatment cannot, of course, degrade desirable single crystal optical
properties. Previous work at Honeywell has involved strengthening of alkali halides having the
rocksalt structure (KC1, NaCl , etc.). Processed materials have been strengthened by as much as

an order of magnitude without measurable optical degradation. Direct application of these pro-
cessing methods to the dissimilar structure of Csl is impossible due to the limited number of
slip systems active in the material. This investigation was, therefore, concerned with develop-
ment of Csl processing methods that would effectively strengthen the material without introducing
cracks or other optically degrading defects. This paper describes successful uniaxial and plane
strain processing methods. Detailed process parameters and strengthened Csl material properties
are included.

Key words: alkali halides; cesium iodide; deformation processing; forging; hot working; optical
materials; optics; windows.

Various strengthening treatments have been developed and demonstrated for alkali halide crystals. The
st important treatment involves deformation processing. Single crystal potassium chloride (KC1) and KC1

loys have been processed successfully at elevated temperatures (150° to 300°C) to produce strengthened,
ne grained polygonized material. Increases in yield strength as large as an order of magnitude have
en obtained without optical degradation*. Subgrain size, dependent upon process conditions, was as

lall as 4 ym in the strongest material. Strength decreased as process temperature (and subgrain size)
icreased. Unconstrained and constrained uniaxial forging as well as rolling were used successfully to

rengthen KC1 and other alkali halides having the rocksalt structure. Isostatic pressure and deformable
•nstraining rings were frequently used to inhibit edge cracking during deformation, which often involved
igineering strains in excess of 60 percent.

Our approach toward strengthening cesium iodide involved application of these same techniques. Ini-

'ally, there were doubts concerning the applicability of these techniques because of differences in slip
laracteristics between KC1 and Csl. The potassium salts, and other alkali halide crystals having the
>ck salt structure, slip on {110} <ll0> systems at room temperature^. There are two independent {110}
.10> slip systems. According to the Von Mises criterion, five independent slip systems are required to

uintain strain continuity (i.e., prevent cracking) during large, general deformations3,4. Activation of
he three independent {110} <001> systems (above 200°C) fulfills the strain continuity requirement and

I lows deformation processing of these materials. Csl, on the other hand, has the body centered cubic
esium chloride structure and slips only on the primary {110} <001> systems at all practical processing
emperatures4,5,6 >

Although not straightforward, development of strengthened Csl material is clearly needed. Pure,
ingle crystal Csl is extremely weak. Dobryak, et al

.

7 deformed pure Csl crystals along the <110> direc-
ion and measured yield stresses near 1.7 MPa (250 psi) at room temperature. Berezhkova and Regal 8 tested
uystals having <110> orientations and showed that yield strengths decreased continuously as temperature
(icreased over the range from room temperature to 500°C. Johnson and Pask^ studied the mechanical behavior
f CsBr crystals (also with the CsCl structure) and showed crystals deformed along the <111> direction had
lightly lower yield stresses than those deformed along the <110> direction. This was attributed to the
igher resolved shear stress on the operating slip systems in this orientation. Csl crystals cannot under-
d general deformation along the <100> direction because no resolved shear stress exists on any of the

q
rimary {110} <001> slip systems. Under these conditions, crystals deform inhomogeneously by kinking 5,

>
10

.

t large strains, kinked crystals develop microscopic fractures*!.

Since five independent slip systems do not operate in Csl under most conditions, cracks may nucleate
f local stress concentrations within the material cannot be relieved by plastic flow. Stress concentrations

Introduction
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typically occur at the intersection of two slip bands. The intersecting bands act as mutual dislocation
glide barriers and cause dislocation pile-ups yielding local stress concentrations. Nucleation of micro-
scopic cracks in this manner has been treated in detail by Stroh and othersl2-14_ who found that substan-
tial stresses could be generated. Cracks are expected to lie along slip planes based upon the nucleation
geometries. Furthermore, the number of cracks is expected to increase as deformation proceeds due to the
increase in slip band density. As will be shown later, this occurs in Csl under certain conditions.

There is a major difference between our work and other previously reported Csl deformation studies.
In previous studies, crystals were deformed to engineering strains up to about 20 percent8 ' . In the
present study, however, crytals were typically deformed to compressive engineering strains greater than
50 percent in order to maximize substructural refinement, strength and finished billet size. Fractures
induced in Csl by these large deformations have not been addressed in the previous studies. Fracture, ant -

its prevention, is a central issue in the present work.

k
As a final note, we wish to reiterate that our efforts were successful. Under certain processing

conditions, substantially strengthened Csl was obtained with excellent optical performance. Furthermore,
the processing methods employed (particularly plane strain deformation) are compatible with efficient
production of large windows. These results were obtained from pure, single crystal starting material.
Additional strengthening may be possible by alloying. Several investigators have shown that even minor
additions of mono or divalent cationic dopants to materials with the rocksalt structure produce appreci- j

able strengtheninglS-17. jne effects of alloying on Csl are, however, not well known. Dobryak, et al.7
have shown considerable strengthening in Csl crystals alloyed with a number of elements but the data mustp
be considered incomplete. We therefore elected to initially study deformation processing of only pure
Cs I material

.

2. Approach

As previously noted, the limited number of active slip systems in Csl cast doubts on its ability to

undergo large, general deformations. Symmetric deformation geometries were therefore chosen, so that the

simultaneous operation of more than one slip system at the onset of deformation was favored. It was
believed that this condition would minimize local stress concentrations and associated crack nucleation.
Unconstrained uniaxial and plane strain forging were used as the deformation methods. In both cases, Csl

crystals were loaded along the <110> and <111> directions, where either two or three slip systems were
operative, respectively. Schematics of these forging methods are shown in figure 1. In the case of plan
strain forging, crystals were further oriented such that the <100> slip directions were symmetric with
the loading surfaces

.

UNIAXIAL

I \ I

PLANE
STRAIN

<ni>
|

OR f
<110>

t

Figure 1. Diagrams showing both uniaxial and plane strain Csl forging approaches
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Plane strain conditions are maintained in the deforming billet as a result of geometrical constraints

se conditions are obtained when the billet thickness is less than one tenth of the billet width. Plane

ain deformation confines the plastic zone to the platen contact area. This constrained plastic zone

ll imi ted size should result in more homogeneous deformation (less slip band separation) and presumably

I; chance of persistent slip band induced crack nucleation. Plane strain forgings were initially per-

iled using long, narrow platens configured in the uniaxial forging apparatus. This allowed investiga-

n of plane strain forging capabilities while simulating deformation conditions obtained during rolling.

rolling is a preferred method of deformation processing due to its compatibility with the production

engthening of large windows. A schematic showing the hot rolling facility in use at Honeywell is shown

figure 2. The heated rolls and tunnel furnaces situated on either side of the rolls allow the billet

maintain working temperature during the process cycle. In all cases, the billet is encased in an

minum ring as shown. The ring provides two benefits. First, it exerts a radial constraining force on

expanding billet during a rolling pass, thereby inhibiting edge cracking. Secondly, there is a high

ctional force set up between the rolls and the aluminum ring during rolling which assists in moving the

let between the rolls. Future hot rolling studies will employ deformation conditions identified in the

ne strain forging experiments which will be described later.

Deformation temperatures were minimized in all cases in order to produce fine grained microstructures
billets with maximum strength. Earlier alkali halide deformation studies showed that such fine grained
restructures are produced by polygonization and not be recrystal 1 ization 1

. This was considered advan-
eous because low angle grain boundaries are presumably more easily penetrated by slip bands during de-
mation than high angle grain boundaries. Ease of slip band penetration would, of course, minimize
leation and growth of Stroh cracks.

HEATED ROLLS

TUNNEL
FURNACE

TUNNEL
FURNACE

XTAL BILLET

XTAL BILLET

ALUMINUM
RING

Figure 2. Continuous plane strain hot rolling apparatus
used to process large window specimens. A top
view of a specimen showing the aluminum con-
straining ring is included.

Experimental Procedure

Materials

I Cylindrical, single crystal cesium iodide billets were obtained from the Harshaw Chemical Co., Solon,
io. Most crystals had a unity aspect ratio (equal diameter and height) with a 1.3 cm (0.5 inch) dia-
cer. The crystals had a nominal purity of 99.999 percent. The axial crystal orinetations were specified
<110> and <111>. Laue x-ray measurements confirmed that these orientations were obtained within several
jrees. Plane strain forging specimens were cut from the cylinders with the {111} and {110} orientations
"allel to the platen surfaces. All specimens were water polished on moist felt to remove machining
nage prior to forging. Mechanical properties of the as-received crystals were measured in compression
ing an Instron testing machine. Similarly, compression specimens were cut from forged billets with a

~e saw, polished and tested at room temperature in the same machine to determine the effects of forging,
[surfaces were routinely polished on wet felt and etched for several minutes in methanol to reveal
pir mi crostructure . Optical properties were measured using a Beckman IR-4240 scanning infrared spectro-
Dtometer. This dual beam instrument is equipped to measure sample transmission and reflection over the
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2.5 to 40.0 micron wavelength spectrum. Normalized transmission of forged specimens was measured by placir
a polished single crystal specimen in the instrument reference beam with a polished forging specimen in
the instrument sample beam. These normalized transmission measurements were made over the entire 2.5 to 4C
micron wavelength spectrum.

3.2 Forging

A schematic diagram and photograph of the stainless steel forging apparatus used for this work are
shown in figure 3.

T he upper and lower platens were heated by resistive cartridge heaters and the outer
cylinder by a resistive band heater. All heaters were separately controlled and temperatures inside the
chamber were controlled to within 1°C during any forging experiment. The chamber was filled with silicone
oil to enhance temperature uniformity and to keep forge surfaces lubricated. During process development,
thin teflon sheets were placed between the platens and billet to provide further lubrication.

Most forgings were carried out at constant crosshead speeds corresponding to initial strain rates,
ranging from 10

_ 3 min~l to 10"^ min"*. Forge temperatures ranged from 25°C and 250°C, but were most
commonly maintained between 150°C and 250°C. Strain rate sensitivity tests were also performed during
forging and loading increments corresponding to changes in crosshead speed were recorded for experimental
analysis of thermally activated deformation in Csl crystals.

SUPPORT ROD

UPPER PLATEN

Csl CRYSTAL

SILICONE OIL

LOWER PLATEN

OIL OVERFLOW

BAND HEATER

CARTRIDGE HEATER

Figure 3. Schematic drawing and photograph of the Csl forging apparatus

4. Results and Discussion

4.1 Uniaxial Forging
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'1.1 Forging Stress

Stress-strain characteristics for three <111> oriented Csl crystals forged at different temperatures
e shown in figure 4. These typical characteristics indicate that little apparent work hardening occurs
fore compressive strains greater than 20 percent are reached. Beyond 20 percent strain, forging stresses
crease. We speculate that the increase in stress results from an increase in friction at the platen/
1 let interfaces, rather than an increase in the work hardening rate. The observed low work hardening
tes at low total strains agrees with previously reported results 5

. Forging stresses decrease with
creasing temperature and increase with increasing strain rate as expected. Similar results were obtained
r Csl crystals forged along the <110> direction. In this case, however, forging stresses are slightly
gher due to lower resolved shear stresses on the active slip systems^.

10.0 1 •

1

Figure 4. Stress-strain behavior during forging of Csl crystals
along the <111> direction. A characteristic obtained
by forging along the <110> direction is included for
comparison. All forgings were made at the same constant
crosshead speed (e n

=0.004 min-1 )

.1.2 General Appearance

Clear forgings were not obtained under all conditions. Figure 5 shows that increased strain rates
sad to greater internal fracturing. Although shown only for <110> oriented crystals deformed to 40 percent
impressive strain, this observation applies to all forgings. As indicated in figure 5, an initial strain
ateof 0.004 min" 1 yielded a clear forging, while cloudy forgings were obtained at 0.01 and 0.2 min" 1

nitial strain rates. The forged <110> billets appear oval as a result of only two active slip systems,
rystals forged long the <111> direction under equivalent conditions are more symmetrical.
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Figure 5. Effect of varying strain rate on uniaxially forged Csl crystal
quality. Forgings were made at constant crosshead speed
according to initial strain rates of 0.004 min-1 (left), 0.01
min - l (center) and 0.2 min~l (right). All forgings were made
along the <110> direction at 250°C to 40 percent total height
reductions.

4.1.3 Microstructure

All forgings introduced a fine grained microstructure into the Csl crystals. At low temperatures,
microstructures have a banded appearance corresponding to relatively high strain concentrations within the
slip bands. An example is shown in figure 6a. This structure, without well defined grain delineation, is

typical of low temperature crystal forgings. Higher forging temperatures yield a more equiaxed microstruc-
ture as shown in figure 6b. Regardless of forging temperature, all billets forged during the study exhibi-
ted fine grained microstructures. This was of critical important in strengthening pure Csl crystals. In

contrast to previous work**, microstructures produced during the study appear stable and do not undergo
grain growth or secondary recrystall ization.

4.1.4 Strength and Optical Properties

After forging, samples were cut from the billets using a wire saw. These samples were then polished
and tested in compression at room temperature to determine their yield strengths. Measured yield strengths
are plotted as a function of forging temperature in figure 7. Yield strengths decrease linearly with
forging temperature. The highest strength material obtained in the study was forged at room temperature.
Strength increases as large as an order of magnitude above those for single crystals were obtained as shown
Measured strengths for crystals forged to 50 percent and 70 percent strains were approximately the same,

indicating that work hardening is relatively independent of strain at large strains. This supports the

contention that the flow stress increases shown in figure 4 for strains beyond about 20 percent result from
frictional effects as suggested earlier.

Optical properties were measured for the forged billets according to the previously described pro-

cedure. As mentioned, all samples were polished prior to measurement in order to eliminate surface scatter
ing effects and thereby allow accurate characterization of internal optical properties. Polished single

crystals were used to perform normalized spectral transmission measurements and to establish a maximum
transmission reference. Forged billets selected for optical measurement were equivalent to those charac-

terized for yield strengths. These billets were all processed under optimized conditions and were visibly
j

[<

transparent. Measured infrared spectral trnamission characteristics of single crystal and forged Csl sampl

were virtually identical. Within the accuracy of the analog spectrophotometer output, all measurements
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Figure 6a. Photomicrograph showing typical banded microstructures
observed for low temperature (100°C) forgings. Billet
was forged along the <U1> direction to a 70 percent
total reduction in height at a constant crosshead speed
according to an initial strain rate of 0.004 min-1 .

Figure 6b. Photomicrograph showing equiaxed microstructure observed
for high temperature (200°C) forgings. Billet was forged
along the < 11 1> direction to a 50 percent total reduction
in height at a constant crosshead speed according to an

initial strain rate of 0.004 mirr*.

matched the maximum single crystal transmission reference value. These results are indicated in table 1.

Normalized transmission values represent an average value of the entire 2.5 to 40.0 micron wavelength
spectral range and include a worst case measurement inaccuracy of 1 percent. Single crystal optical pro-
perties have clearly been preserved in the forged material.

I
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Figure 7. Room temperature yield strengths of forged Csl crystals
as a function of forging temperature

4.2 Plane Strain Forging

As previously mentioned, plane strain or channel forging was investigated because it limits the si

of the plastic deformation zone. This was regarded as a favorable condition in minimizing stress concen-
trations and associated crack nucleation. Single crystals used in the plane strain experiments were 1.3
(0.5 inch) diameter discs cut and polished to approximately 1.3 mm (0.05 inch) thicknesses. Channel forg
platens were also 1.3 mm (0.05 inch) wide. According to Backoffenl°, these geometries will yield plane
strain conditions. After forging, the crystals were reduced only along the narrow strip contacted by the
platens. As such they are not useful components. As mentioned, however, channel forging adequately simi
lates the conditions of rolling, which is a practical, production compatible processing method.

Table 1. Yield strength and infrared transmission characteristics of forged and single
crystal Csl. All forgings were made at a constant crosshead speed corresponding
to an initial strain rate of 0.004 min

-
*. Billets were forged to 50 percent

reduction in height at the indicated temperatures.

FORGING
TEMPERATURE

ROOM TEMPERATURE
YIELD STRENGTH

NORMALIZED IR

TRANSMISSION

30°C
100°C

150°C
200°C

Single Crystal

1014 PSI

889 PSI

685 PSI

633 PSI

100 PSI

0.99
0.98
0.99
0.99
1.00
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Photographs of crystals forged along the <100>, <110> and < 11 1> directions under plane strain condi-
!ons are shown in figure 8. Forged channels are indicated by dotted lines. The crystal orientations are

so shown. All three forgings were transparent and showed no evidence of cracking. Most interesting was
le clear channel obtained in the <100> oriented crystal. Uniaxial forgings of <100> oriented crystals
3ways yielded cloudy material as a result of kinking and fracture. As previously discussed, homogeneous
eformation does not occur in crystals with this orientation because of zero resolved shear stresses on

i:tive slip systems. Apparently, the complex stress states present during plane strain forging combined
ith the confined plastic zones yield crack-free material. Mi crostructures were examined for all samples
Drged under plane strain conditions. They appear very similar to those observed for uniaxially forged
jllets. These results support the use of plane strain deformation, particularly hot rolling, as an

Ffective processing method to produce strenthened, crack-free Csl. As previously mentioned, Csl hot
)lling demonstration runs are in progress.

3 Thermal Activation Analysis

A thermal activation analysis was conducted using data obtained during the various crystal forgings.
ie purpose of the analysis was to gain some insight into the principal rate-controlling mechanism(s)
Derating in Csl during deformation. General analysis methodologies are described in detail el sewhere!9,20,
1 and will therefore not be treated here. Material strain-rate sensitivity data was obtained during
Drging at different temperatures. Measurements were made by incrementally varying the crosshead displace-

ment rate of the testing machine. Maximum crosshead speed was always kept sufficiently low to obtain clear,
~ack-free forgings. Well defined "steady-state" loads were always observed after an incremental change
l strain- rate.

The experimental data were analyzed using relations derived from a state equation for the thermal

omponent of the flow stress. Based on these relations, thermal activation parameters were calculated
)r Csl. All calculations were consistent with analysis results for other alkali halide materials".

Comparison of these results to theoretical models allowed a barrier profile analysis. Our calcu-
ated thermal activation parameters fit well with a dislocation jog dragging model for work hardening.

Dgs in Csl are sessile. Furthermore, calculated activation volumes and enthalpies correspond well with
thermally activated cross-slip mechanism, which also explains the observed general homogeneous deformation

f Csl without fracture.

'. Conclusions

This work has shown that pure Csl crystals can be strenthened by as much as an order of magnitude
ithout optical degradation. Forged crystals exhibited yield strengths in excess of 1000 psi. Processing
f alloyed material may result in even greater strengthening. The fine grained microstructures resulting
jrom deformation processing appear extremely stable. Development of plane strain processing methods was

inducted and the technique validated. Process scale-up and demonstration on a production compatible hot

oiling mill is in progress. Strengthening of six inch diameter Csl windows is planned.
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Figure 8. Photographs of channel forged Csl crystals loaded along the indicated directions.

Forgings were performed with a constant crosshead speed according to an initial

strain rate of 0.004 min-1 at 100°C. All forged channels are transparent.

Observed blemishes are surface features.
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The question of thermal shock properties of cesium iodide was raised. The speaker
replied that they had done no thermal shock experiments. However, they pull the crystals
out of hot oil and set them on a bench without thermal fracture, which suggests that the
softness of the material may make it fracture resistant.

In response to another question, the author stated that the reason they could obtain
a 100 crystal orientation was related to the difference between uniaxial forging and plain
strain forging, i.e., channel forging or rolling. In the former case, the deformation
zone deforms homogeneously and is of very limited size. They expect that the dimensional
stability of the material will be improved by this process much as it is in rocksalt. A
polygonized structure will result with low-angle rather than large-angle grain
boundaries. They have not yet actually tested the temporal stability of the material.
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STRENGTHENING OF CALCIUM FLUORIDE*

C. B. Willingham and M. A. Spears
Raytheon Company, Research Division

Lexington, MA

G. A. Graves
University of Dayton Research Institute

Dayton, OH

W. L. Knecht
Air Force Wright Aeronautical Laboratories

Wright Patterson AFB, OH

Improvements in the fracture and grain boundary strengths in fusion cast calcium fluoride are discussed. A
fluorocarbon cleaning process that successfully improved the fracture strength was scaled to an apparatus capable of

treating 30-centimeter diameter CaF2 ingots. Mean fracture strengths of 132 MPa (19 ksi) were obtained. Diffusion

of strontium ions into CaF2 failed to strengthen the material because stress relaxation effects eliminated the induced

stresses.

1.0 Introduction

The unpredictable fracture behavior of calcium fluoride has led to several experimental attempts to

increase its strength and to decrease its variability. These programs are members of a longer series of efforts to

strengthen optical materials that has been carried out, primarily under the sponsorship of the Air Force Wright

Aeronautical Laboratories - Materials Laboratory, over the past ten years. In this paper, we review the current

state of calcium fluoride strengthening. An Appendix summarizes earlier optical materials strengthening efforts

carried out under AFWAL sponsorship.

For such brittle materials as CaF2, fracture occurs when an applied stress, intensified by the presence
of a stress-concentrating flaw, reaches the theoretical (bond breaking) strength of the material. The most familiar

representation of the strength of brittle materials is given by the Griffith-Orowan equation:

o f = <£^ <"

where E is the elastic modulus, y the crack surface free energy, and c the length of the concentrating flaw. For high

transparency optical materials, these flaws may be assumed to exist at the free surfaces of the materials. In

principal, any of the variables in equation (1) can be varied to produce a strengthening effect. In practice, elimination

of surface flaws (minimizing c) or application of a biasing surface compressive stress are the most commonly used
approaches for strengthening brittle materials.

The strengthening treatments discussed below were applied to fusion cast calcium fluoride, a highly purified,

directionally solidified form developed for optical applications requiring larger components than are available in

single crystal form. Ingots as large as 30 centimeters diameter and three centimeters thick may be produced
routinely. State of the art ingots are free of visible scatter, and have residual stress birefringences less than 20

nanometers per centimeter. Bulk absorptivities at fluoride chemical laser wavelengths are typically equal to or less

than 10
_/

* cm-1
. Microstructurally, fusion cast CaF2 is multicrystalline; a 30 centimeter ingot may contain fewer than

twenty individual single crystals, each one of which extends through the entire thickness of the ingot. Although these
experiments have treated only fusion cast CaF2, the approaches are not specific to fusion cast material and the results

should be applicable to single crystals and polycrystalline calcium fluoride as well.

*Sponsored in part by
Air Force Wright Aeronautical Laboratories

Materials Laboratory
Air Force Systems Command
United States Air Force
WPAFB, OH 45433
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2.0 Experimental

Calcium fluoride strengthening studies have been in progress at the University of Dayton Research
Institute 1 and at Raytheon Research Division 2

. In both cases, the program goals are to produce

1. A Strength Increase from 69 MPa (10 kpsi) to 96 MPa (14 kpsi)

2. Standard Deviation Decrease from 28 MPa (4 kpsi) to 10.3 MPa (1.5 kpsi)

3. No Optical Property Change

4. Processing Applicable to Components in Production

The UDRI effort has emphasized a fluorocarbon atmosphere treatment of polished specimens. At
Raytheon, grain boundary strengths and diffusion-produced surface stresses have been investigated.

2.1 Grain Boundary Strengthening Experiments

Low grain boundary strength emerged as a major problem when the fusion casting process was scaled up
to produce 30 centimeter ingots (from a 15 centimeter process). In worst cases, test specimens could not be
fabricated without grain boundary failure occurring. Given the large-grained microstructure of the material, any
dimunition of grain boundary strengths is a particularly serious defect. A major portion of the Raytheon program,
originally intended to develop surface stressing techniques, was necessarily redirected to address the grain boundary
problem.

During the fusion casting process, reagent grade calcium fluoride powder is melted in the presence of a

carbon tetrafluoride atmosphere and then directionally solidified to produce the final ingot. In principal, the CF/j

atmosphere fluorinates oxide and hydroxide contaminants; cations forming volatile fluoridesare removed. Thermo-
dynamically, the fluorinating reactions are highly favored. We have found, however, that the atmosphere is

significantly less effective in the furnace used to produce the large ingots than it was in the original smaller furnace
used for 15 centimeter ingots. Secondary Ion Mass Spectroscopy (SIMS) of weakened grain boundaries taken from
large ingots indicates the presence of chlorine, sodium, aluminum and silicon in excess of their concentrations in the

bulk. In earlier ESC A experiments, oxygen has also appeared to be a grain boundary contaminant, but no excess was
determined by SIMS. Additional purification was produced by improving the atmosphere exchange patterns within

the large furnace, by multiple remeltings, and finally by replacing the pure CFzj atmosphere with a mixture of CFjj

and hydrogen - in the manner of the UDRI surface strengthening experiments discussed below. Thermodynamically,
CF4/H2 atmospheres should be slightly less fluorinating than pure CF4. It appears, however, that the mixture
improves the reaction kinetics. We have produced ingots in both the small and large furnaces using H2/CF4
atmospheres. SIMS analysis of grain boundaries from a small furnace ingot detected no excess impurities associated

with grain boundaries.

The more extensive purification treatments appear to have overcome the grain boundary fracture problem
for fusion cast CaF2» The strength of a test beam set consisting of 14 grain boundary-containing specimens was
1 3.3 ± 5.3 ksi. Of the specimens, five exposed some portion of their grain boundaries during fracture. The minimum
strength of these five was 9.5 ksi, and two specimens had strengths above 22 ksi. We conclude that grain boundaries
need not limit the strength of fusion cast CaF2 to unacceptably low levels. Larger ingots treated in H2/CF4 have
not yet been tested. The improved reaction kinetics should, however, produce strong, contamination-free grain

boundaries in large ingots.

2.2 Diffusional Strengthening Experiments

Surface compressional stresses may, in principal, be produced by diffusion of a large substitutional or

interstitial ion into a solid surface. For the case of strontium diffused into CaF2 surfaces, residual surface
compressions on the order of 10^ psi per percent of strontium substitution may be estimated from the relative sizes

of the calcium and strontium ions. At the diffusion temperatures, the induced stresses can be diminished by plastic

flow and other stress relaxation mechanisms. Final stress levels are determined by the balance of the diffusion and
stress relaxation rates.

The thrust of these experiments was to attempt strengthening in disc-shaped biaxial test specimens
(2.5 cm diameter x 0.25 cm thick) by means of strontium diffusions. Three types of diffusion sources were used:

1 AFWAL-ML Contract No. 33615-82-K-5105
2AFWAL-ML Contract No. 33615-81-C-5151
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i) Sr/CaF2 alloy thin films deposited onto moderately (200°C) heated CaF2 substrates.

ii) Sr/CaF2 alloy films deposited "epitaxially" onto high temperature (400-500°C) CaF2
substrates.

iii) Bulk Sr/CaF2 alloy powders in which calcium fluoride test specimens were packed
for diffusion.

Alloy compositions and film thicknesses were varied to produce a range of strontium "charges". Diffusions

/ere carried out at temperatures in the range of 800-1 100°C. Strengths of selected specimens were determined in

iaxial flexure. Deformations produced by the diffusional processes were determined by interferometry before and
fter diffusion. Diffusion profiles were determined by EDAX analysis in a scanning electron microscope. Although

he diffusions produced the expected deformations of the test specimens, no significant strengthening effects were
roduced by strontium diffusion. Residual stresses, determined by taking repeated interferograms of one surface of

typical specimen as the diffused surface was progressively removed, were shown to be less than a few hundred psi.

lastic yielding and stress relaxation effects, which occur simultaneously with the diffusion, effectively negate all

ompositional strengthening in the Sr/CaF2 system.

Large residual stresses were successfully produced by depositing Sr/CaF2 alloy films onto hot

400-500°C) calcium fluoride substrates. These stresses
, produced by epitaxial-like registration of the depositing

Im, are not relaxed by yielding of the substrate because the temperature is too low. Strengthening based upon this

ffect may be a useful treatment to follow the fluorocarbon cleaning treatment discussed below.

2.3 Surface Chemical Treatments

Earlier work performed at Raytheon (unpublished) indicated that treating CaF2 in a vacuum at 1000°C
or a period of 24 hours or more increased the average flexural strength of the material significantly. However, the

ermanency of this effect was questionable. Later attempts to reproduce the results, though unsuccessful, prompted
noughts based on a technique available at UDRI, the fluorocarbon cleaning process (FCP). It was suggested that if

trengthening could be affected by vacuum, the mechanism might be a superficial removal of dissolved oxygen (as

nion substitutions) with a resultant residual surface compressive stress. Such a mechanism, although effective,

»ould leave a high anion vacancy concentration near the surface, and the specimens would be subject to rapid

econtamination upon exposure to ambient air. The FCP (invented for cleaning super-alloy metals) utilizes the

yrolysis of polytetrafluoroethylene (Teflon) and dry hydrogen to produce a low oxygenating, high fluorinating,

educing gaseous atmosphere. Thermodynamic calculations indicate that such an atmosphere, if properly controlled,

•ould be in equilibrium with pure CaF2 that has an oxygen content of less than 0.001 ppm. This suggested that

"lodifications in the FCP would result in surface deoxidation and fluorine replacement in CaF2 castings. The
xpected result would be an increase in strength and resistance to recontamination.

In exploratory experiments, calcium fluoride specimens heated in modified FCP atmospheres did display

nodest strengthening, with an average flexural strength of 17.7 ksi and a standard deviation of 2.3 ksi. These results

r
erved as a partial justification for a proposed strengthening program to determine the FCP parameters that would
roduce an optimal surface "purification" type strengthening for cast CaF2-

In order to optimize the FCP processing parameters, a factorial experiment was completed. The designed
xperiment encompassed variations in fluoridizing strengths of the FCP atmospheres, maximum temperatures, and
olding times at maximum temperature. The treatments were conducted in a retort just large enough to accommodate
ive rectangular flexural test specimens; of dimensions, 6.5 x 1.0 x 0.5 cm. The processing parameters considered to

e optimum after completion of the study produced an average flexural strength of 130 MPa (20 ksi) with a standard
eviation of 16 MPa (2.3 ksi), based on 20 specimens treated in four replications of the optimum treatment. Control
pecimens tested at the same time had an average strength of 73 MPa (10.6 ksi) with a standard deviation of 20 MPa
2.9 ksi).

These results led to a follow-on effort to build a furnace and retort large enough to treat 28 cm diameter
jsion case CaF laser windows. The apparatus was built and is now fully operational. After early "shake down" runs,

group of 25 flexural test specimens was FCP treated in the large retort. The average flexural strength for

I specimens (one was broken in handling) was 132 MPa (19 ksi) with a standard deviation of 47 MPa (7 ksi). No large
JO centimeter) castings were available for FCP treatment during the performance period of the program. This

xperiment does, however, demonstrate that the FCP process can be scaled to permit controlled treatment of large
aF2 ingots. The process is easily controlled and could be adapted to other processes that would benefit from a

low" oxygen environment.
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3.0 Summary and Conclusions

The primary results of the experimental programs are:

FCP treatments increased the mean fracture strength of CaF2 to 132 MPa (19 ksi), well beyond
the program goal of 97 MPa. Scaling of the process to an apparatus capable of treating large

fluoride components was successful.

Improved purification procedures eliminate grain boundary contamination and their associated

strength impairment in fusion cast ingots. A minimum grain boundary strength of 62 MPa
(9 ksi) was demonstrated.

Strengthening attempts based upon strontium diffusion techniques were not successful. Surface
stresses were, however, produced by thin films of Ca/Sr F2 alloys deposited onto hot CaF2-
These may provide useful protective stresses on FCP-treated windows.

Concluding, these improved grain boundary and surface strengths should improve the position of fusion

cast CaF2 as an acceptable optical material. Additional experimental work should confirm the grain boundary
strengths in large ingots and determine the long-term environmental stability of the FCP strengthening effects.

This Appendix summarizes efforts supported by the Air Force Wright Aeronautical Laboratories. The appropr
Final Report number is given for each entry.

A. Strengthening of KCI - AFML-TR-44-1 65

The work was performed by Harshaw. The approach was to add barium chloride to KCI. In this

case, barium ions pin the dislocations existing in KCI. As a result, the yield strength of KCI was
increased from 600 PSI to 1000 PSI. Note that since KCI fails by plastic yielding rather than brittle

fracture, surface treatments were not used.

B. Strengthening of KCI - AFML-TR-79-401

7

Additional work on strengthening of KCI was performed by Honeywell. In this case, both

Rubdium Chloride and Europium Chloride were added to KCI. As a result, the yield strength of KCI
was increased from 1050 PSI to 3200 PSI.

C. Strengthening of Sapphire - AFML-TR-79-401

7

In connection with material hardening efforts for the Air Force, Raytheon developed an

approach which utilizes the deposit of a SiO layer on Sapphire with succeeding high temperature
firing. As a result, the tensile strength was increased from 50 KPSI to 100 KPSI. Furthermore,
a considerable reduction of the standard deviation of the tensile strength was achieved.

D. Strengthening of ZnS - AFWAL-TR-82-4033

Bell Aerospace attempted to improve the mechanical properties of ZnS by:

1. Immersing in molten cadmium nitride

2. Packing in CaAs powder and fire at 850°C
3. Glazing

None of these approaches produced a statistically significant increase in mechanical strength.

Appendix

Strengthening of Optical Materials
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E. Strengthening of CaF 2
- AFWAL-TR-81-41 79

Northrop attempted three approaches:

1. Optical polishing to reduce the sizeand density of surface defects.

2. Irradiation with cobalt (60) gamma rays (5 x 10 6 R) to increase effective specific

surface energy.

3. Optical coating to either induce a residual compressive stress in the CaF2 or provide

an outer layer which is in a compressive state of stress. Optical coatings tried were
Al 20 3 and PbF 2 .

None of the techniques produced a statistically significant increase in mean flexural strength.

However, the optical coatings produced significant decreases in the standard deviation of strengths

and increases in Weibull Modulus.
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Investigation of Window Materials for Repetitively Pulsed C0
2

Lasers

Jitendra S. Goela

Indian Institute of Technology, Kampur, India

Raymond L. Taylor, Mark J. Lefebvre, Peter E. Price, Jr.

CVD Incorporated, Woburn, MA 01801

M. J. Smith

Avco Everett Research Laboratory, Inc., Everett, MA 02149

A need exists to develop infrared window materials for use on repetitively pulsed CO2

lasers. Data obtained on single pulse damage criteria at 10.6 ym may not be sufficient

to determine the response of materials under repetitive illumination. The optical,

mechanical and physical properties of all potential transmissive optical materials at

10.6 ym were collected and compared. From this list, 19 optical materials were selected

for detailed analysis using a set of baseline laser parameters. This analysis included

pressure induced optical distortion, fracture criteria and thermal effects from laser

energy absorption. A set of figures of merit were developed for axial and planar stress

due to temperature profiles in the material and optical distortion (thermal Tensing).

Maps were developed to demonstrate the influence of the assumed laser parameters on these

figures of merit. It was shown that no one optical material met all figures of merit.

The three best materials based on this analysis are CVD ZnSe, GaAs and Polytran NaCl

.

Samples of these materials were fabricated and tested on a REP-oulsed C09 laser at
2

fluences between 15-25 J/cm with pulse trains up to 20 pulses at 20 Hz.

Key words: CO2 laser window; laser damage; mechanical properties; optical materials;

optical properties; pulsed C0
2

laser

1. Introduction

A continuing technological problem in the development of high energy lasers is the lack of

transmissive materials for optical components. This is particularly true in the infrared where many

materials with good transmissive characteristics, i.e., low bulk absorption, tend to be soft, brittle

or hydroscopic and, furthermore, may not be readily available in the required sizes and shapes. Be-

cause of this technical problem, many high power CO2 lasers have been designed around an aerodynamic

output window [1] to avoid the difficulty of a solid outcoupler.

It was the goal of this program to evaluate the use of infrared optical materials as output

windows for generic high energy, repetitively pulsed CO2 lasers. Although this is not a new problem,

the field of infrared optical materials is continually evolving. New materials are being developed

* Work performed while employed at CVD Incorporated
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and manufactured, while older materials are being improved both optically and mechanically. Therefore,

a timely assessment is appropriate. In addition, a comparative assessment of all potentially useful

infrared materials appears not to be readily available. Therefore, a significant portion of this

study was concerned with the collection and comparison of the optical, physical and mechanical con-

stants for a large number of potential infrared optical materials. These data were then used to

select a group of "more practical" materials which were ranked for several important thermal, mechan-

ical and optical criteria. This comparison was performed for a range of powers and fluences of

interest in high power, rep-pulsed CC^ lasers. These results should allow the laser designer to make

trades in materials and/or laser operating parameters that permit the use of solid output optics.

Finally, it was also the goal of this investigation to select several of the "best" materials

and subject them to rep-pulse CC^ laser damage tests. Due to funding constraints, this portion of

the effort has not been completed to date. However, the results of some initial testing are reported.

2. Properties of Potential Window Materials

The first step in this assessment was to collect and compare important optical, mechanical and

physical properties of potential transmissive optical materials for use as windows on rep-pulsed CO,,

high energy lasers. To accomplish this task, a list of all those materials which transmit consider-

ably at 10.6 pm was prepared. This list of 33 materials (shown in table ]) includes important

cadmium, zinc and thallium compounds, salts, AMTIR-1 glass, gallium arsenide, germanium, and recently

introduced alkaline earth-rare earth sulphides. Efforts were made to collect important properties

and other engineering data for these materials from all possible sources. A comprehensive literature

search was conducted and different vendors and manufacturers were contacted for this purpose. Not

all of these materials will be practical windows because they cannot be purchased in the size(s) re-

quired. Further, several of these materials cannot even be evaluated because a few of their critical

properties are not available.

In the list of materials, IRTRAN 4 and 6 have been included. IRTRAN is a trade name of Eastman

Kodak Company and IRTRAN-4 is ZnSe, which is included separately. IRTRAN 6 (CdTe) is no longer manu-

factured by the Kodak Company. Single crystal CdTe is currently manufactured, and the data used in

this assessment refer to this form.

;t1e While going through the literature, one finds that different investigators have reported dif-

ie- ferent values of the same property. For compilation purposes in our list, all the reported values

lie i with the corresponding references have been included.

For some materials, Poisson's ratio has not been reported but values of bulk modulus (Kg) and

Young's modulus (Y) are available. For these materials, Poisson's ratio (v) has been calculated from

W the following relation

v = i(l - 3^) (1)

*This data and references for these materials are on file at CVD Inc. and limited copies may be
made available to interested parties.
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Table 1. List of Potential Infrared Optical Materials

AMTIR-1

Arsenic Trisulphide, hs^S^

Barium Fluoride, BaF^

Cadmium Selenide, CdSe

Cadmium Sulphide, CdS

Cadmium Telluride, CdTe

Cesium Bromide, CsBr

Cesium Iodide, Csl

Cuprous Chloride, CuCl

Synthetic Diamond, C, Type lib

Gallium Arsenide, GaAs

Gallium Arsenide (80 K)

Germanium, Ge

ITRAN - 4, ZnSe

Potassium Bromide, KBr

Potassium Chloride, KC1

Hot Forged KC1 with RbCl

Potassium Iodide, KI

Selenium (amorphous) Se

Silicon, Si

Silver Bromide, AgBr

Silver Chloride, AgCl

Sodium Chloride, NaCl

Thallium Bromide, TIBr

Thallium Bromo-iodide, KRS-5

Thallium Bromo-chloride, KRS-6

CVD Zinc Selenide, ZnSe

CVD Zinc Sulphide, ZnS

Water-Clear ZnS, CLEARTRAN

Zinc Telluride, ZnTe

RAP KBr

RAP KC1

Polytran NaCl

Polytran KC1

Hot forged NaCl

Calcium Lanthanum Sulfide, CaLa2$4

Of the 3:3 materials considered, 19 materials were selected for detailed analysis. This choice

was dictated by (i) the availability of the material in large sizes and (ii) the value of important

properties such as bulk absorption coefficient, etc. A list of these 19 materials and their important

properties are given in table 2. For bulk absorption coefficient, those values were used which were

the lowest reported in the literature. For other properties, if more than one value is found in the

literature, that value is used which is quoted by the largest number of workers. For analyses pur-

poses, a surface absorption coefficient of .001 cm~^ per surface was assumed for all the materials.

In the case of CdS and CdSe, a few parameters were not available so appropriate values based upon the

corresponding properties for CdTe were used.

Referring to table 2, we note that four different types of KC1 , three different types of NaCl

and two different types of KBr and GaAs are included. This has been done to compare the effect of

variation in some property on the suitability of the material as a laser window. For instance, RAP

KBr and KC1 have the lowest bulk absorption coefficient, all other properties are the same as those

for KBr and KC1 respectively. Similarly, Polytran KC1 is stronger in flexural strength by a factor

of 5 in comparison to KC1 . Finally, GaAs (80K) has a value of the thermal conductivity larger by a

factor of six and an expansion coefficient smaller by a factor of 0.63 in comparison to the corres-

ponding values for GaAs at room temperature.

108



-rr
cr c

10

•H 4J

CM ttJ

0 -H
O

U) -H
01 m
0) UH
U d)

•P 0
03 U

vO
I

ClE-i H O
-3I-0 I . r-<

X

0)

>
•H X
+J <D

U T)
to c
>H H
M-t

5!

rH £1
ItS -P
u cn
3 C H
x <u to
(1) l-l ft
rH +J

W 01

- 3
tn rH 10
C 3 H O
9 tJ 03 H
0 0ft
>< 2 X

01

c o
0 *H
01 -P
o) nj

rl a
0
ft

-PrH
C I

C 0! «
0 -H
•rl O-
0) T-IVO

C <P I

Ij IH O
& o

1-1

W U X

>1
-pH
> X,
rl O

>H 4->

0) o

C
o
o

•H o
tO o

c
o
•H

ft 'H

01 0)

to Cr>

Oh \
ITS >->

U
>i
P o
•H
tfl

c
<D

a
p
c
0) —
•rl rH
O I

rr
00 o
CN 00

ro co

rr
o
CO

in m in m cn tn CN rN VD
ro ro ro ro rH rH ro ro in

VO vd VO vO in in rH iH rH m

o o CO ro 00 00

rH iH rH ro ro CN iH rr if
VQ rT rr ro ro IN ro ro ro ro

13

41

O
rr
I

cn
rr r- o

CN rH

cn

IT)

I

o

cn
r-

I

T3

O »

(0

r- CO CO co CO CO ro CN ro CO cn <n m ro

cn o
l-l

o
rH

in in m rr ro rr rr ro co CN
iH

<N Lfl

l-l

vo m

T3

01

ID 01

tO

oo CD 00 m m
vO VO CN
-I rH O o rH rH r~
CN CN cm CN ro ro cn rr

l-l

rr

VD VD VD rH

cn r-
ro ro ro ro

r- r> m in in m ro m in 00 00 ro
CO VD VD VO VD VO VD ro vO VD rr rr 00 cn r- VD
rH rH rH o O O O O O O o o rr co m (N O rH

0)

u rH
rH 03 rH 10 u
tO C u rH
•rl N (0 CJ
IH TJ rd
<D C 0) <DP 0) tO C CP Cn c
tO 03 03 tO M M (0 rH
s c C •P >h o 0N

ar rH
P
>.

t. p
>1

u
O rH P rH -P rH ft

rH 10 0 0 u 0 0O u u ft X, ft SI

Vj

s
>H ft

01

<
tO

o
CO

w

td

O v5
Q) ID

O
Eh
XI
U

0)

in

u

ro CN in m COO rH cn 01 in in in in CN CN rr rr rr cn
rr rH CN rr rr rr rf rr rr rr in m CM CN o CN VO rr rr

CN CN CN rH rH rH rH rH rH rH n ro rf CN CN CN CN

o o o o o o o O O O O O o o O o o O Oo o o in rf o ro o O ro VD vD o o O o o O om o o ro r-l o ro o VD ro rH rH o o in o o in
r- in

rH
CN
rH

CN rr ro rH o
r\i

o
r\!

ro
rH

rr ro ro CN

(N

ro

rH rH \D VD
rl* rr

VD r~ CN in cn

ro ro CN
r-
rsi

in ro in rr rr CO
rH

o
o

in ro ro r- r» r> r- rH CN
m vD vD m m in 00 rr CO 00 ro ro VD VO rH CN VD O
ro rr rr 00 CO oo VD vD vD VD rr rT CM (N CI ro CN (N ro

rr r» rr rr VD VD
r- 00 en VO VD vD CO CO CO 00 in m rH rH CN IN in r- O
(N o O rH rH rH cn cn cn cn r-- r- ro ro ro 00 co VD rr

LT> rr rr tN CN (N rH rH rH rH CN (N m in in rr in in rr

m
rH 1

in 00 rr tN rr m CM o in
rr rr rr rH rH (Tl rH i rr rH CN
o o rH rH o O o o o X 00 CO tN o rH
o rr O o o O o O o rH o in o o rH rH o o (N

o CN (N o o o o O o 7x o o o o o o o o

109



3. Analyses and Comparative Assessment of Materials

The next step in this assessment was to perform analyses on the 19 potential window materials

emphasizing the mechanical, thermal and optical properties of importance in a high power CO,, laser

device. First, a baseline set of laser parameters, which were typical of a high power, rep-pulsed

device, were chosen and used to establish figures of merit for important thermal and optical per-

formance criteria of a laser window. Next, selected laser parameters were varied to establish per-

formance maps by which to rank the materials and to evaluate their sensitivity to laser power,

fluence and operating time.

3.1. Baseline Laser Parameters

The laser operating parameters chosen for this investigation are shown in table 3. These values

are considered typical of those of generic high power, rep-pulsed CO^ lasers for which aerodynamic

windows are usually utilized for outcoupling the power. From these parameters we can define the

average laser intensity, I , and average fluence, J:
a

av
(2)

(3)

where Ep is the energy of the pulse, s is the pulse repetition rate, is the laser continuous run-

ning time and A, is the area of the beam. Using the laser parameters of table 3 and assuming that the

2 2
beam area is eaual to the aperture area, we see that I = 707.4 W/cm and J = 7074 J/cm . To compare

av
5 2

we note that for a single pulse, the corresponding values are I (SP) = 7.074 x 10 W/cm and E =

2 P
14.15 J/cm . Thus, in a window failure criteria, if I is important, one should first investigate

single pulse effects, while if the fluence is important, one may directly look at the multiple pulse

effects.

'k

ii

Table 3. Baseline Laser Parameters

Fluence per Pulse (Ep):

Pulse Width (t ):
P

Average Power per Pulse
[I„(SP)]i

Rep Rate (s):

Intensity Profile:

Aperture:

Ap Across Window:

Laser Continuous Running Time:

14 J/crrT

20 usee, (Triangular pulse with base, 20 usee)

7 x ll
5

W/cm
2

< 50 Hz

Flat top

Round, 30 cm in diameter

2 atm.

10 sec.

mi
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3.2 Window Thickness Assessment

The thickness of a window may be determined from two criteria (i) mechanical failure and (ii)

pressure induced distortion. Mechanical failure of the window occurs when the pressure differential

across the window produces stresses which exceed the strength of the material. For a circular window

of diameter D, with the edges simply supported, the maximum stress, a , due to a uniform pressure
max

differential, Ap, across the window occurs in the center and is given by [2]:

V.x = ^ 4 A P (3 + v), (4)

b

where b is the window thickness. If the window is clamped at the edges, the maximum stress occurs at

the edges and is given by [2]:

_ 3 D
2

AD / c xw - • < 5 >

Since the Poisson's ratio v is < 0.5, we can neglect it in eq (4) and combine eqs (4) and (5) to yield

\ max

;here K-j = 1.125, for a simply supported window,

= .75, for a clamped window.

The maximum stress in eq (6) should be equated to the material strength parameter (divided by a suit-

ible factor of safety) under which the material is most likely to fail. For instance, if the optical

properties are altered appreciably by plastic deformation, the apparent elastic limit or the yield

itrength is a suitable strength parameter. It is to be noted that yield strength is a conservative

ipproximation of the apparent elastic limit. Other material strength parameters that one may use are
i

he modulus of rupture or flexural strength. If enough information is not available, it may be safer

o use the smaller of modulus of rupture, yield strength, and flexural strength. If is the appro-

bate material strength parameter, eq (6) may be written as

b

D ^4 a
f
/SF

here SF is the factor of safety which is normally taken equal to 4

Ap

(7)

c)

The window thickness may also be determined from pressure induced distortion criteria. The pres-

ure differential across the window deforms the window, causing it to become a lens with a finite focal

ength and aberration. According to the criteria given by Sparks and Cottis [3], the window thickness

hould be that thickness which is required to keep the optical distortion from halving the target

ntensity for a Gaussian beam. Thus the window thickness may be calculated from [3]:

b _
K

D ~ K
2

Ap\
2

D

Y ) X

1/5

(8)

here K
2

= .842, for a clamped window,

= 1.01, for a simply supported window,

ere n is the refractive index, and X is the laser wavelength,
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Window thickness for a pressure differential of 2 atmosphere was calculated from eqs (7) and (8)

assuming that they are simply supported. These calculations are shown in table 4 in the first two

columns. From these data it can be seen that for all the materials except GaAs and Ge, mechanical

fracture criteria determine the window thickness. Chemical vapor deposited ZnS has the smallest win-

dow thickness (= 1.45 cm) and KBr has the largest thickness (= 13.64 cm).

3.3 Thermal Stresses

When a laser beam passes through a window, a part of the laser energy is absorbed by the window,

and, as a result, its temperature rises. If the window is insulated and unconstrained and its absorp-

tion coefficient is uniform throughout, there will be no spatial variation of temperature in the win-

dow, and, thus, there will be no thermal stresses. However, the temperature of the window will con-

tinue to rise with the laser running time and the window ultimately may fail due to melting. In prac-

tice, the window is not insulated. It may "see" the ambient temperature at its outside surfaces and

the laser cavity temperature at the inside surfaces. Further, the absorption coefficient of the win-

dow is normally not constant throughout, since there will be a different value for surface and bulk

absorption. Different absorption coefficients lead to a temperature profile in the axial direction

which generates thermal stresses. Similarly, if the intensity profile of the laser beam is spatially

uniform, the absorption of the beam will be uniform in a plane perpendicular to the window axis, but

due to the heat loss at the window edges, a temperature profile in the radial direction will develop

which will generate thermal stresses with radial and azimuthal components.

In order to determine thermal stresses, first it is necessary to determine the temperature pro-

file in the axial and radial directions. For this purpose, we model the window as a disc with two

circular faces insulated (the laser beam is impinging on the inside circular face of the window), and

the edges maintained at the ambient temperature as shown in figure 1. For the calculation of thermal

stresses, it is the difference between the window temperature and the ambient temperature which will

be required and therefore for convenience and without loss of generality, we can take the ambient tem-

perature as 0 degree. With the above boundary conditions, the solution of the Founier heat conductiot

equation in three dimensionsis fairly involved. So we assume that the temperature distributions in thi

axial and radial directions are independent of each other. With this simplification, we can define

the temperature distribution along the axis in the center of the window after a time for 0 < Z <

b/2 [3-5]:

T(r = 0, Z, t
l

)

5

s
b

{j
- exp(-Bb)} I

av
t
l

pCb

4K
- 1/3

l I b
s av

„
2

K
S ^ cos{n„(l-f)} exp

(
M

n=l

(9)

where p is the density, C is the heat capacity and K is the thermal conductivity of the material

is the surface absorption coefficient and 8 is the overall absorption coefficient defined as

2B.
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Here,6
y

is the bulk absorption coefficient. The first term on the right hand side of eq (9) gives the

average temperature. This term yields accurate results even when the absorption coefficient, 3 is

large.

In a similar manner, we can write down the temperature distribution in the radial direction in a

plane perpendicular to the window axis and with average axial temperature as [3-5]:

I (1 - exp (-6b)) (R
2
-r

2
)

1

4 b K

2 I
av

(1 - exp (-6b)) ^ / v 0 \ Jn (raj

RKb
X- / K 2 \

J
o

< rV
n=1

V / a
n

J
1
(R a

n
) (ID

where R is the radius of the window and a
n

are the positive roots of J
Q

(Rot) = 0.

It is of interest to calculate the average steady state temperature of the window. In reference

[5], the temperature distribution as given by eq (11) is plotted as a function of the parameter,
Kt
^2". These curves show that the steady state temperature would be obtained after a time, t

gs
f =

given by

t
ss

(12)

The steady state temperature, T
ss

, at r = 0 and averaged along the window axis is given by

I (1 - exp (-6b))R
2

t = _§¥ H3)
'ss 4Kb

It is also of interest to compare the temperature at the center of the window as calculated from

eq (11) with that calculated assuming that the window is completely insulated from all sides. In the

latter situation, the adiabatic temperature of the window, T , may be determined from an energy
a

balance as

T (1 - exp (-eb)) Ti

T
a

" —
b

' < 14 >

,

The temperature at the center of the window was calculated for all the 19 materials listed in table 4

from eqs (11) and (14) and within 1% they were found to be the same. This shows that for a laser

running time, = 10 sec, the effect of heat loss from the window edges has not penetrated to the

center. We can draw the same conclusion if we look at the thermal diffusivities of the materials,

which are very small.

In table 4, we list the steady state window temperature averaged over the window thickness from

eq (13) and adiabatic window temperature from eq (14) for the 19 materials considered. It can be seei

that windows made of CVD ZnS, CLEARTRAN ZnS, Polytran NaCl , hot forged KC1 with RbCl , CdS and AMTIR-1

will all melt when subjected to rep-pulsed laser for a long time, while the other materials will sur-

vive. The lowest temperature rise is predicted for GaAs (80K), because its thermal conductivity is

very large. It is to be noted that while calculating the temperatures, the material properties have

been kept constant.
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Figure 1. Window model for calculating the

temperature profile

AMTIR-1
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NaCI
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Figure 2. Axial temperature distribution in

various materials.

For the adiabatic window temperature, calculated after = 10 sec, the lowest temperature rise

(0.967K) is predicted for RAP KBr, while the highest temperature rise (762. 66K) is predicted for CVD

ZnS. The salts, ZnSe, CdTe and CdSe show a temperature rise of less than 10K.

3.^. Figure of Merit for Axial Stress

The axial temperature distribution as given by eq (9) is plotted in figure 2 for several impor-

tant materials. The maximum temperature occurs at the two surfaces
s
while the minimum temperature is

| i n the center (Z=b/2) of the window. From these temperature profiles, one can see that the maximum

tress would occur at both surfaces, and it will be compressive. Thus, the window failure will occur

when the maximum stress [4],

e seef

5iir
:

,1s

= {T (r=0, z=0, t
l

)
- T

ay
(r=0, t,_)}

max (15)

exceeds a^/SF. Here a is the coefficient of thermal expansion. A figure of merit can be defined for

(o
f
/SF) (1-v)

axial stress, (FOM) , given by:
a

(FOM).
a Y | T (r=0, 2=0, t

l
) - T

g f

(16)

this figure of merit is defined such that if (FOM) < 1, the window fails under this criterion,
a
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The temperature at the surface can be calculated from eq (9). However, eq (9) takes into account only

the temperature rise due to an average laser intensity. To this quantity, we must add the temperature

rise due to the last laser pulse. Since the last pulse is on for only 20 psec, and since the surface

absorption coefficient is rather large, the temperature rise at the surface may be appreciable.

To model the temperature rise due to the last pulse, we assume that the laser energy absorbed at

the surface is distributed uniformly in a layer equal to the penetration depth of the material. The

penetration depth, £ , can be approximated as
r

ft?)'
(17)

where x is the pulse width. The temperature rise due to the last pulse, T , at the surface is then
p *-P

given by

£p
£P pC A

b

(18)

From Eqs (9), (16) and (18) we can obtain:

T (r=0, z=0, t
l

) - T
a

= (AT)
max

?

s
r
av

b

6 K
1 +

<j> b s

where

= 1
2 Lj 2

tt n=1 n

HT / 4 tt

2
n
2

K

cos n tt exo
/ 4 / x\ K x

L
\

\ C P b
2

/

In the limit where
4 ir K Tj

P C b
2

1, <t>
= 1

(19)

(20)

In table 4, we show (AT) mau as calculated from eq (19) and (FOM) as calculated from eq (16).
max a

can be seen that the salts and AMTIR-1 are not strong enough to survive this criterion. One importar

Since GaAs (80K) has the

The worst material under this

criterion is potassium bromide. This is because it has the lowest value for flexural strength to-

gether with a very low value of thermal conductivity.

material property which strongly affects (FOM) is the thermal conductivity
3

largest value of thermal conductivity, its (FOML is also the highest
a

It is of interest to examine the potential improvements in materials development so that salts

would not fail under this criterion. If we look at eq (16) we find that (FOM) could be increased
a

flexural strength of the material is increased and Poisson's ratio, thermal expansion coefficient,

Young's modulus and (aT) are decreased.
rndx

The temperature difference, (aT) , could be reduced by
max

increasing thermal conductivity and reducing surface absorption. Among salts, hot forged NaCl shows

the largest value for (FOM) = 0.21 Therefore one needs to increase (FOM) by at least a factor o1

5

d
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o prevent window failure in salts. Getting a factor of 5 improvement may not be possible by improv-

ng just one material property, but efforts could be directed towards improving all the above proper-

ies so that the overall increase in (F0M) = is greater than 5.
a

1.5. Figure of Merit for Planar Stress

The radial temperature distribution in the window is given by eq (11). For all the materials

onsidered, this temperature distribution is almost flat except at the edges of the window where the
2

ffect of thermal conductivity is evident. The largest value of thermal diffusivity is 1.97 cm /sec
-3 2

or GaAs (80K), while the smallest value is 1.9 x 10 cm /sec for AMTIR-1. For a laser running time

if 10 sec, we see that the largest and smallest penetration length from the edges for these two mate-

ials are 4.44 cm and 0.14 cm respectively. These lengths are small in comparison to the window

adius of 15 cm. Therefore, for the calculation of planar stresses, we can model the temperature dis-

ribution on the surface as shown in figure 3. The distance (R-R-j ) is taken equal to the penetration

ength,

( R - (21)

hi ch is different for different materials. The linear temperature distribution should be a good ap-

roximation to the actual temperature distribution as given by eq (11), because (R-R-|)/R is small.

For unconstrained laser windows, the cylindrically symmetric radial and azimuthal components of

he planar stresses are related to the radial temperature distribution as

a = a Y
rr

R _r

(22)M T r dr
- 7 \

T r dr

O 0

a Y

R r -.

^^Trdr+^jTrdr-T (23)
R

o
r

o

is the temperature at the window surface (figure 3) which may be written as

T
Q0

= T ( r=0, z=0, t
l

), r < R
]

;
or

of|

T
oo (

f
-H-f ) ' V 1 ;

ibstituting eq (24) in eq (22) and (23), we obtain:

°rr
= a Y T

oo
K
pr' (25)

= a Y T™ Kna (26)
oo pe * '

iere K
pr

amc
' ^pe

are t ^1e *"wo tetT|Pera ture profile constants given by:

117



and

pr

pe

1 +

1 +

2 1

- 3 + 2 S

x
1

r \ \ r

(27)

R-r

R-R.
(28)

The maximum value of occurs at r = R-j where the stress is compressive, while the maximum value of

R where the stress is tensile. For all the materials considered here, (K )„„„ lie
pr max

lies in the range 1 to 0.733. An expression for the maxi-

R,

K . occurs at r
pe

in the ranae 0 to 0.133, while the (K Jm3v
p a ma X

mum value of K . can be obtained from eq (28) by substituting r

(H»x
1 +

R,

(29)

A figure of merit for planar stresses, (FOM)n, can be defined as

(FOM),

a
f
/SF

a Y T
oo

(K
pe\nax

(30)

Since for all tThis figure of merit is defined such that if (FOM)^ < 1, window failure will occur.

materials considered here (K „) > 0.733, we can qet a conservative estimate if we put (K „)v pe'max v v pe'max

In taWe 4, we show (F0M)
R

for different materials

of (FOM),

One can see that ZnSe has the largest valu

The materials which do well under this criteria are ZnSe, GaAs, GaAs (80K), CdTe and CdS

while the other materials fail. It should be noted here that (F0M)
R

is perhaps the least important

figure of merit for window design. This is because a failure under planar stresses arises due to oi

assumption that there is a large heat sink at the window edge which maintains an ambient temperature

If the use of a particular material is really limited by this criterion, one can always insulate the,1

window edges so that there is no heat loss and thus no temperature gradient in the radial direction.

Temperature, T

Figure 3. Radial temperature profile used tor calculating the planar stresses,

1.18



3.6. Optical Distortion (Thermal Lensing)

The temperature distribution in the radial direction may also cause distortion of the optical

)eam in addition to producing planar stresses. This so called thermal lensing effect has been discus-

sed by several investigators [3-5]. The degradation in the far field of axis irradiance as a con-

equence of thermally induced optical distortion is given by [3]:

GF
exp (bxr Var (T) (31)

,/here

Var (T) = K \ T
2
(r) r d r -K f T(r) r d r

R o
J

R J

(32)

gp is the intensity at the Gaussian focus in the presence of the window, and Igp(o) is the intensity

ithout the window. The parameter, x, measures the sensitivity of the window to thermally-induced

ptical distortion and is given by:

= dn
+ {n _ 1} a (1 _ v) +

n^_o_Y
(q ^

+ q ^ } > (33)

ith

here q , q are the stress optic coefficients.
ii 1

ubstituting the temperature distribution as given in eq (24) into eqs (31) and (32) and noting that

or distortion, it is the average temperature of the window and not the maximum temperature which is

nportant, we obtain:

'^jpere is a coefficient which takes into account the effect of the temperature profile.

ant

;0Olf:

iturei

i
thea

tion

GF
exp (bx)'

2 2
T K.
a d

]

(34)

2

(35)

In table 4, we show the coefficient, K^, for different materials, Gallium Arsenide (80K) has the

For a majority of materi-

el. 2 as a good approximation. For a Gaussian beam, depends upon a

uncation parameter.

rer, it is not clear what is meant by a realistic laser beam,

th a flat profile, K = 0.2 for a majority of materials.

trgest value for K
d

(0.334), while AMTIR-1 has the smallest value (0.077)

s, however, one can take K
c

In reference [2], it is stated that for realistic laser beams = 0.5. How-

Our calculations show that for a beam

If we take the left-hand side of eq (34) equal to 0.8, which corresponds to a situation in which

lermal lensing reduces the focal intensity to 80% of its original value (Marechal Cirterion), we can

^fine a figure of merit for distortion, (F0M)
d

as:
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< F0M
'd

An
(l-exp(-eb)) <

36 '

This figure of merit is defined such that if (F0M)
d

< 1, the window will fail.

In table 4, we show the distortion coefficient, x, as calculated from eq (33) and (FOM)^ as cal-

culated from eq (36). We see that only the salts do well under the distortion criterion while all

other materials fail. The fact that the salts pass the optical distortion figure of merit is due to

their small and negative value of dn/dT as shown in the next to last column of table 2.

From eq (36) we see that (F0M)
d

can be increased if the absorption coefficient, window thickness

temperature profile coefficient and distortion coefficients are reduced. The window thickness could

be reduced by increasing the strength of the material, while the temperature profile coefficient could

be reduced by insulating the window at the edges. Since the value of (FOM)^ will also increase by in

sulating the edges of the window, this solution appears to be the best possible under the given condi|f

tions.

3.7. Effects of Variation of Laser Parameters on Figures of Merit

From the 19 different materials, six were selected for a study of the effects of variation in

laser intensity and continuous running time on the figures of merit. These six materials are ZnSe,

CLEARTRAN ZnS, GaAs, CdTe, Polytran NaCl and Polytran KC1 . Even though CLEARTRAN ZnS does not appeal

to be high on our list of potential candidate materials, this new material has been selected because

it will be used in the laser damage study. Zinc selenide, GaAs, and CdTe were selected because they

do well under two criteria, (FOM) and (F0M) D , while Polytran NaCl and KC1 were selected because the
a k

do well under distortion criterion. Out of the above six materials, all except CdTe may be obtained

in the required window size (30 cm diameter). Cadmium telluride appears to be a potential candidate

for laser windows, and it may be desirable to embark on a program that can develop this material in

larger sizes than currently available.

In figure 4, we show the effect of variation in average laser intensity on (FOM) when t, =10 se
a l

For these plots, the pulse repetition rate, the pulse time and shape have been kept constant. It ca

be seen that if the average laser intensity is reduced (which corresponds to reducing the laser puis'
Cil

energy) by an order of magnitude, both Polytran NaCl and KC1 will not fail due to laser induced axia

stresses. The effect of variation in laser running time is shown in figure 5. The figure of merit
' iiS{

for axial stresses does not vary much with laser running time. These curves are valid when t^> 0.02

sec.

In figures 6 and 7 we show the effect of I and t. on (F0M) D . In figure 6 we see that NaCl, I

a V L K

and CLEARTRAN ZnS will not fail if the laser intensity is reduced by factors of 5, 4, 3 and 18 re-

spectively. Alternately, as shown in figure 7, one can maintain the laser intensity at the baselinJ,^

value and reduce the laser running time by factors of 14.3, 12.5 and 20 respectively. An interest

thing to note is the (F0M)
R

for CLEARTRAN ZnS and GaAs increases much faster with a reduction in -r

L
comparison to other materials considered here.

The figure of merit for distortion is an explicit function of the product I t, . Therefore,

figure 8, we show the effect of variation of I
gv

t
l

on (FOM)^. In these calculations the temperatu

profile coefficient, K
d

, is assumed constant as I t
l

is varied. We see that ZnSe, CdTe, GaAs and
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:ieartran ZnS can satisfy the distortion criterion if the product I
gv

x
L

is reduced by factors of 2,

3.7, 37 and 152 respectively.
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Laser Damage Experiments

At the start of this investigation, it was the intent to select the better of the materials as

stermined from the analyses described in the preceeding section and to subject these materials to

aser damage testing with a rep-pulsed CO^ laser. As was concluded from the analyses, no material (s)

asses all criteria for a high power laser window as defined by the base line parameters. Therefore,

t was decided to select materials representative of the various types studied as well as those pos-

essing widely different mechanical and thermal properties. Due to schedule and funding limitations,

le experimental work was not completed, so that the results presented herein are preliminary and

cl

incomplete.

The materials chosen for this experimental testing are CVD ZnSe, GaAs and Polytran NaCI . CVD

selit' ji'Se has a low value of bulk absorption coefficient (table 2) and is widely employed as a CO,, laser

:erest

in \

fore

peratu

As aw*

0"

ndow in more modest power devices than considered in this study. GaAs is an attractive window

iterial because it has the second largest thermal conductivity and largest flexual strength of the

iterials considered (table 2). Polytran NaCI was selected as a representative of the salts, all of

lich have excellent absorption and dn/dT, but are mechanically weak. Polytran NaCI is one of the

ronger of the salts. As is evident from figures 4-8, GaAs and NaCI are generally at the extremes of

e analyses with ZnSe lying in between.

121



1000

100

10

rr

O

0.1

0.01

1 III

OvZnSe

^V-—CdTe

1 1 1 1

Base Line

Condition

GaAsV ^Vv.

\kci n.

_

_

- No
Failure

-s

—

NaCl\\

Window—
Failure Cleartran ZnSN.

_

1 III

T L
= 10 Sec

,1.1
1 1 1 1

1000

100

10

DC

I
o

0.1

0.01

I I I

I

I I 1

|
1 1 1

|

Base Line C
Conditions

—

sssZnSe

_ No
Failure

-H

.Cleartran ZnS

Window
— Failure

lav = 707 .4 W/cm2

^sNKCI

>v NaClN.

i ill ,,l i i i 1

10 100

lav W/cm2
1000 0.01 0.1

7-[_ Sec
10

Figure 6. Figure of merit for radial stresses as
a function of laser intensity.

Figure 7. Figure of merit for radial stresses
as a function of laser continuous
running time, t^.

In addition to the three materials described above, water-clear ZnS (CLEARTRAN) was also include

in the testing. CLEARTRAN was selected because it is a new material with potential multi spectral ap-

plication from the visible (0.34 ym) to the infrared (12 pm), and the sponsor thought it appropriate

to obtain CC^ laser damage data in this investigation.

Samples of these materials were obtained from appropriate suppliers and fabricated into "Bennetl

size" optical blanks. An attempt was made to produce samples with optical figure and surface finish

appropriate to use as a CO,, laser window. Uncoated samples were tested first. It was planned to te

various anti-reflective coatings later. The suppliers, fabricators and optical specifications are

listed in tables 5 and 6.

/ ffl,

15 ps

The experimental configuration for the damage tests is shown schematically in figure 9. The re

pulsed CO2 laser is pumped by an e-beam sustained discharge. The optical cavity consists of an off-
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Table 5. Window Materials Selected for Laser Damage Testing

Material Suppl ies Fabricator

CVD ZnSe

CLEARTRAN

Polytran NaCl

GaAs

CVD Inc. , Woburn, MA

CVD Inc. , Woburn, MA

Harshaw Chemical Co.

Solon, OH

Crystal Specialties, Inc.

Monrovia, CA

Janos Technology Inc.

Townshend, VT

AMF Optics
Arlington, MA

Janos Technology Inc.

Townshend, VT

Janos Technology Inc.

Townshend, VT

Table 6. Optical Specifications for Window Samples

Diameter:

Thickness

:

Flatness:

Parallel ism:

Edges

:

Clear Aperature:

Surface Quality:

, con + 0.000 . .

] ' S20
- 0.005

incheS

0.250 ± 0.010 inches

< A/4 @ 0.6238 pm (both sides)

< 3 arc seconds

Beveled 0.015 inches

1 .490 inch minimum

C-B per MIL-C-48497 low scatter process

20/10 or better

2 2
ixis unstable resonator with a 10 x 20 cm rectangular output aperture of which about 150 cm is use-

ite

lis |

jte

,e
rep

off

"ul . The beam train consists of various mirrors and apertures, as indicated in figure 9, which for
2

:hese tests produce an approximate 1 cm spot on the samples. The pulse width of the laser output is

5 ysec, and the pulse is triangular in shape.

The testing is conducted under a class 100 laminar flow clean bench. The materials are cleaned

ay the "tissue drag" method as developed by the Naval Weapons Center, China Lake, CA.

This procedure is as follows:

1) All work, including packaging, is conducted under a class 100 clean bench hood.

2) The optic to be cleaned is held by its edges, in a horizontal orientation.

3) A small quantity (several drops, depending on the optic size) of high purity propanol is

placed on the sample.

4) A clean Kodak lens tissue is draped across the optic until it contacts the liquid and then

18
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is Dulled gently to one side. This wipes the liauid and trapped dust particles from the

optic.

5) The optic is checked for cleanliness on a low magnification microscope (kept on the same

clean bench) and the tissue dran is reoeated if necessary. Any non-removable features are

noted.

6) The optic is packaged in an edge-contact container that has also been similarly cleaned.

The experimental orocedure was as follows: The sample under test was irradiated at the lowest

fluence (15 J/cm ) for a single laser Dulse. If no damage was detected, then the fluence was in-

2 2
creased to 20 .J/cm and then to 25 J/cm . For some samples, after a successful single pulse irradia

tion, the samDle would be subjected to a 5, 10 or 20 pulse train at that fluence level. Samples wei

tested at both normal incidence and at Brewster's angle.

The onset of laser damage was defined as the occurrence of plasma formation with the observati(

of visible emission or by visual inspection after the irradiation. In all cases, when visible liglr

was seen during irradiation, most insDection showed damage. However, occasionally damage was obsen

on the sample even when light emission was not evident.
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The results of the laser damage testing are shown in table 7. First, only three of the four

materials have been tested to date. Second, in all cases the damage appeared to originate at the

surface. This observation is consistent with other laser damage experiments on other materials and

indicates the importance of surface fabrication and/or cleaning. It should be noted that based on

the analyses of Section 3, none of these samples should have failed under the fluences and powers

used. Third, the irradiation at Brewster's angle did not appreciably improve the laser damage

threshold. This observation is also consistent with a surface phenomenon. For some of the samples

irradiated at Brewster's angle, the damage appeared on the rear surface which might suggest a focus-

ing effect. Finally, of the three materials tested, CLEARTRAN showed the best results with one

sample surviving 20 pulses at 20 J/cm (see sample 3 of table 7). This sample finally failed at

25 J/cm between 5 and 20 pulses. A second sample (4) gave similar results which suggests the data

are reproducible.

The fact that CLEARTRAN gave better results than either ZnSe or GaAs is surprising, since its

bulk absorption coefficient at 10.6 ym (0.2 cm ^
) is one of the largest of the materials studied.

Because of this large value of bulk absorption, CLEARTRAN or CVD ZnS are not generally considered

as windows for CO2 lasers. The high laser damage threshold for CLEARTRAN compared to ZnSe or GaAs

adds further support to the importance of surface fabrication and cleaning. Additional work must

consider the possible differences in the fabrication steps for those materials.

Table 7. Results of Laser Damage Testing To Date

Material Sample
Angle of
Incidence

Fluence
(J/cm2)

Pul ses

(20 Hz)

Plasma
at

Failure Comments

GaAs 2 Normal 15 1 No Pass
GaAs 2 Normal 20 1 No Pass

GaAs 2 Normal 25 1 Yes Badly Damaged Surfac
GaAs 3 Brewster 15 5 No Pass

GaAs 3 Brewster 15 20 Yes Badly Crazed

ZnSe 1 Normal 15 No Pass
ZnSe 1 Normal 20 No Pass
ZnSe 1 Normal 25 Yes Fai 1 ure
ZnSe 2 Brewster 15 No Rear Surface Mark
ZnSe 3 Normal 20 No Spots Front and Back

Surface
ZnSe 4 Normal 15 No Pass
ZnSe 4 Brewster 15 No Pass
ZnSe 4 Brewster 20 No Rear Surface Mark

CLEARTRAN 2 Normal 15 No Failed

CLEARTRAN 3 Normal 20 No Pass

CLEARTRAN 3 Brewster 20 No Pass

CLEARTRAN 3 Normal 20 5 No Pass

CLEARTRAN 3 Brewster 20 5 No Pass

CLEARTRAN 3 Brewster 20 20 No Pass

CLEARTRAN 3 Brewster 20 5 No Pass

CLEARTRAN 3 Brewster 25 5 No Pass

CLEARTRAN 3 Brewster 25 20 Yes Surface Crazed
CLEARTRAN 4 Brewster 20 5 No Pass

CLEARTRAN 4 Brewster 20 10 No Pass

CLEARTRAN 4 Brewster 25 5 No Pass
CLEARTRAN 4 Brewster 25 10 No Failed Rear Surface

ire

est

adiap

atith

iglf
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5. Conclusions

Important mechanical, optical , thermal and physical properties of 33 potential candidate mate-

rials for use as laser windows in rep-pul sed, high energy CC^ lasers have been collected and compiled

Out of these 33 materials, 19 important materials were selected for detailed analyses based upon a

given set of high power, rep-pulsed C0~ laser parameters. The window thickness was determined from

two criteria - mechanical fracture and pressure induced distortion. Temperature profiles in the

radial direction and along the window axis have been obtained and steady state window temperature

and the average temperature of the adiabatic window after 10 sec. have been determined. Figures of

merit for laser induced thermal stresses in the radial and axial directions, and beam distortion

have been computed. These analyses show that salts satisfy the distortion criteria, but they are

not strong enough to withstand the thermal stresses while ZnSe, GaAs, CdTe and CdSe are strong

enough to withstand laser induced thermal stresses, but they do not meet the distortion criteria.

However, for a flat intensity profile, the distortion criteria becomes unimportant if the window

edges are insultated. For GaAs and Ge, pressure induced distortion yields the larger value while

for all other materials considered, the mechanical fracture determines the window thickness.

In addition, effects of variation in laser intensity and laser oDerating time have also been

studied. If the laser intensity is reduced by an order of magnitude, keeping all other parameters

the same, the salt windows will not fail under laser induced thermal stresses. For optical distor-

tion, ZnSe, CdTe, GaAs and CLEARTRAN ZnS will not fail if the product I is reduced by factors

of 2, 3.7, 37 and 152 respectively.

The material properties which the analyses show as being important in a laser window are sur-

face absorption, bulk absorption coefficient, volumetric heat capacity, thermal conductivity, flex-

ural strength, thermal expansion coefficient, Young's modulus, refractive index, rate of change of

refractive index with temperature and stress optic coefficient. The last three properties, in fact,

can be combined into a distortion coefficient. For an ideal window material, the surface and bulk

absorption, thermal expansion, and distortion coefficients should be small while Young's modulus,

thermal conductivity and flexural strength should be large.

Based on the analyses of window materials, GaAs and Polytran NaCl were selected as three opti-

cal materials for rep-pulsed CO^ damage testing. The performance of CdTe and CdSe is better in com-

parison to that of GaAs, particularly under distortion criterion, but they were not selected because

they cannot be obtained in large sizes. Germanium suffers from thermal runaway problem while the

thermal conductivity of AMTIR-1 is relatively very small. Polytran NaCl wins over Polytran KC1 be-

cause it is cheaper, though their performance is comoarable. Water-clear ZnS was also included in

the testing because it is a new material with potential multi spectral applications.

The preliminary laser damage testing has been performed on only ZnSe, GaAs and water-clear ZnS

(CLEARTRAN). The onset of damage occurred on the surface in all cases and suDports the well-known

fact that surface preparation and cleaning are very important in laser damage experiments. Of the

three materials tested to date, CLEARTRAN shows the highest reD-pulsed damage threshold. This sur-

prising fact may be due to different fabrication techniques used with this material. Additional

work is required to establish the source of the high damage of CLEARTRAN.
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Laser Induced Bulk Damage in Si0
2

at 1.064, 0.532 and 0.355 ym

L. D. Merkle*, N. Koumvakal is** and M. Bass

Center for Laser Studies, University of Southern California

University Park, DRB 17, Los Angeles, CA 90089-1112

In this paper we present bulk damage measurements of crystalline quartz and

fused silica under single and multiple pulse irradiation where the wavelength was

extended to 0.355 ym. In previous work under irradiation at 1.06 and 0.532 ym,

it was shown that whereas the single pulse damage varies little with material or

wavelength, the multiple pulse damage depended strongly on both. Also, in the case

of multiple pulse damage the distribution of the number of pulses needed to pro-

duce damage as a function of intensity is indicative of an accumulation process.

If the present work at 0.355 ym the multiple and single pulse damage depen-

dence on focal spot-size, pulse duration and pulse repetition frequency is

examined, it is found that the multiple pulse damage shows a much stronger depen-

dence on material, spot-size, pulse duration and wavelength than does the single

pulse damage. In addition, more pulses are needed to produce macroscopic damage

at a given intensity under irradiation at a 1 Hz pulse repetition rate than at

10 Hz. Possible mechanisms of the repetition rate dependence are briefly discussed.

Key words: crystalline quartz, fused silica, single and multiple irradiation,
spot-size, pulse duration and pulse repetition frequency

1. Introduction

In the 1982 Boulder Damage Sympsium we reported studies of multiple pulse laser-induced bulk

damage in fused and crystalline SiOoi irradiated at 1.064 and 0.532 ym [1]. It was shown that

repeated irradiation by virtually identical pulses made catastrophic damage more likely on sub-

sequent pulses. However, no change in absorption or scattering of the laser light could be

detected prior to the pulse upon which catastrophic damage occurred. Thus, the laser-induced pro-

perty changes which promote macroscopic damage appear to be more subtle in these materials than in

those reported in other recent studies [2,3].

Here we report the extension of these studies to 0.355 ym and examination of the dependence of
multiple pulse damage on focal spot size, pulse duration and pulse repetition frequency. The in-

fluence of the last of these is particularly significant, as it indicates the dependence of multiple
pulse damage on the production of finite-lived property changes. This is a subject of active in-
vestigation in other materials as well [4-6].

In section 2, we review major aspects of the experimental apparatus and samples. Single pulse
damage data will be presented in section 3 and multiple pulse data in section 4. The implications
of these results and possible mechanisms will be discussed in section 5.

2. Experiment

The experimental apparatus and precedure were described in detail previously [1], and only a few
points will be reviewed here. The light source was a Molectron Q-switched Nd:YAG laser providing
10 pulses per second of nearly Gaussian temporal and spati;,! shape, with frequency doubling and

*Present address: Physics Department, University of Arkansas, Fayetteville, AR 72701

**Present address: Litton Guidance Control Systems, 5500 Canoga Ave, Bldg. 31 MS-19,
Woodland Hills, CA 91365
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r i pi i ng crystals. The pulse to pulse energy variation and the waveform of the laser pulse were

lonitored to permit rejection of the occasional experiments in which laser instability significantly
xceeded the usual + 5%. The beam was interrupted with an electromechanical shutter to vary the

ulse repetition frequency when desired. To generate bulk rather than surface damage, the beam was

ightly focused into the sample.

The samples used in this work were Suprasil-1 and UV grade Corning 7940 fused silica and

ptical grade Sawyer single-crystal quartz. Samples of the latter were oriented such that the beam
ropagated along the z-axis in the 1.064 ym studies.

. Single Pulse Data

The threshold intensities for single pulse catastrophic damage have been measured and are use-

ul for comparison with the multiple pulse data to be discussed in the next section. In this work,
he "threshold" for damage in a single pulse is defined as the average of the lowest peak intensity
bove which damage always occurred in one pulse and the highest peak intensity below which damage
ever occurred in one pulse. The width of the intensity region in which damage sometimes occurred
n a single pulse was typically several percent of the threshold intensity.

The single pulse thresholds observed in this study are summarized in Table I. The focal vol-

me and pulse duration dependence is consistent with other published results, though the thresholds
eported here are somewhat lower [7,8]. Catastrophic sel f- focusing does not appear to control the

resent data [8]. A rather strong decrease of threshold with shorter wavelength is evident in

able I when similar spot size and pulse duration data are compared, generally regarded to be in-

n'cative of multiphoton processes [10]. Note also that the thresholds are practically identical
"or the three materials studied.

Table I Single pulse damage thresholds
The listed parameters are the focal spot radius
e
- ^ intensity, w, and the pulse duration, full width

at half maximum, t

laterial

threshold < GW/ cm
)

X= 1.064 ym

threshold ( GW/cm
'

X=0.532 ym

threshold (GW/cm
)

A=0 . 355 ym

rystal 1 ine

luartz

Sawyer
iptical

irade)

.uprasi 1-1
r

used
il ica

:orning 7940
fa r

used
"

i 1 i ca

130+20
w = 14.5 ym
t = 23 ns

110+15
w = 13.8 ym
t = 24 ns

110 + 15

w =

t = 24 ns

110 + 15

w

t = 19 ns

13.8 ym
24 ns

15.6 ym

100+15
w = 7.0 ym

t = 14 ns

90 + 15

w = 6.6 ym
t = 15 ns

110 + 15

w = 6.6 ym
t = 16 ns

45 + 5

w = 5.9 ym

t = 13 ns

35 + 5

w = 6.1 ym
t = 13 ns

40 + 5

w = 5.0 ym
t = 14 ns

120+20
w = 9.0 ym
t = 27 ns

220 + 40

t =
7.2 ym
18 ns
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4. Multiple Pulse Data

Multiple pulse damage measurements were carried out under the same conditions as the single

pulse measurements. In figure 1, the number of pulses needed to produce catastrophic damage is

plotted against the intensity normalized by the single pulse threshold intensity for 1.064 ym irrad-

iation of Corning 7940 at two combinations of spot size and pulse duration. The pulse repetition
frequency is 10 Hz. The use of normalized units for the abscissa removes the spot size and pulse

duration dependence of the single pulse threshold, facilitating observation of the multiple pulse
behavior. Note that multiple pulse damage occurred in gradually larger numbers of pulses as the

intensity was decreased in the case of large focal spot and long pulse duration. The two solid

lines enclose these data to emphasize the trend. The small spot, short pulse data, however, show a

nearly threshold-like behavior even for multiple pulse damage. Indeed, only one catastrophic
damage event was observed at an intensity below the single pulse threshold uncertainty range in-

dicated by the dashed lines. Data taken with intermediate parameters (small spot with long pulse
and large spot with short pulse) are not conclusive. Clearly, increasing both spot size and pulse

duration promotes the generation of multiple pulse damage.

Multiple pulse damage data have been taken on all three materials and at three wavelengths:
1.064, 0.532 and 0.355 ym. The data are summarized in Tables II and III by use of the "threshold"
intensity for damage within 1000 pulses delivered at 10 Hz. This threshold is defined analogously
to the threshold for single pulse damage. In Table II the ratio of 1000 pulse threshold to single
pulse threshold is compared among the materials studied at each wavelength. Note that both types
of fused silica consistently suffer damage within 1000 pulses at significantly lower fractions of
single pulse threshold than crystalline quartz. This contrasts with the single pulse results noted
earlier, and suggests that different mechanisms control single and multiple pulse damage.

Table II. Comparison of 10 Hz multiple pulse damage behavior among
the materials studied at each wavelength

Wavelength Material uO/e
2

)
!
thr, 1000

(ym) (Company) (ym) (ns)
!
thr, 1

1 .064 Corning 13.8 24 0.77

Suprasi

1

13.8 24 0.86

Sawyer 14.5 23 0.92

0.532 Corning 6.6 16 0.58

Suprasi

1

6.6 15 0.64

Sawyer 7.0 14 0.70

0.355 Corning 5.0 14

i

0.56

Sawyer 5.9 13 0.82

Table III summarizes the 10 Hz multiple pulse damage behavior of Corning 7940 with spot sizes

and pulse durations similar for all the wavelengths. This comparison emphasizes the wavelength
dependence. It is clear that for the focal spot size and pulse duration used multiple pulse damage
occurs far more readily at 0.532 and 0.355 ym than at 1.064 ym. Since the data have been normalize<
by the single pulse thresholds, this dependence is even stronger than the single pulse wavelength
dependence.

As noted previously, the multiple pulse damage behavior indicates that pulses prior to macro-
scopic damage change the sample, but the nature of those changes is uncertain (1). To determine
whether the changes are permanent, experiments have been performed at two different pulse repetition
frequencies: 10 Hz and 1 Hz. The results at 0.355 ym are shown in figures 2a and 2b. The curves

j

are eye-guiding traces, solid for the 10 Hz data and dashed for the 1 Hz data. Note that for both
fused and crystalline Si

0

2
more pulses are needed at a given intensity to cause damage at 1 Hz than

at 10 Hz. This clearly indicates that the laser-induced material changes have a finite lifetime
of order 0.1 - 1 second. A similar, though rather small, pulse reptition frequency dependence was

|

observed at 0.532 ym.
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Table III. Wavelength dependence of 10 Hz multiple pulse
damage behavior in Corning 7940

Wavelength W(l/e
2

) t
P

lit,.. ~\ r\r\r\
thr, 1000

(urn) (urn) (ns)
!

thr, 1

1 . UD4 7 9
1 O 1 . UU

0.532 6.6 16 0.58

0.355 5.0 14 0.56

5. Discussion

It was previously concluded that multiple pulse damage in these experiments is made more
likely by subtle laser-induced changes prior to the "damaging" pulse. The pulse repetition fre-

quency dependence reported here confirms this conclusion. The fact that macroscopic damage depends

on the time interval between pulses clearly shows that the earlier pulses have changed the mater-

ial. The apparent pulse duration dependence is also consistent with this. A certain number of

pulses is necessary to cause catastrophic damage at a given intensity, and if each pulse is longer
it is reasonable to expect that fewer would be needed.

The nature of the laser-induced changes which precede the catastrophic damage is not known at

present. However, the data reported here suggest possibilities. Multiple pulse damage is observed
to occur at smaller fractions of single pulse threshold in fused silica than in single crystal
quartz at shorter wavelength and apparently at larger focal spot sizes. One mechanism consistent
with these observations is the generation of color centers which would increase absorption and pro-

vide easily-ionized electrons for subsequent pulses. Such centers would be produced by multi-
photon excitation more readily as the wavelength is shortened and are believed to be more readily
produced in fused than in crystalline SiO-. Certain types of color centers may require impurities
for stabilization [11] so that a larger spot size would irradiate a larger number of impurity
stabilized color centers. Another mechanism may involve absorption by, and consequent growth of,

randomly spaced submicron inclusions or structural imperfections. However, the lack of change of

light scattering prior to damage, observed at all three wavelengths, and the nonpermanences of the

laser-induced changes do not appear consistent with this model.

The transient nature of the material changes indicated by the pulse repetition frequency
dependence deserves further comment. Simple thermal buildup cannot explain the accumulating by

finite-lived material change. Estimates of the absorption and thermal properties predict a

residual temperature rise 0.1 seconds after a pulse of less than 10-3°K above ambient temperature.
Similarly, electrons excited to the conduction band could not live from pulse to pulse. It is

known, however, that both transient and permanent color centers can be created in SiC^ [11-13].
Thus, color center formation remains a candidate mechanism.

The multiple pulse data, particularly in figure 2, suggest that a minimum intensity or fluence
may be required to activate the observed accumulation of damage-promoting property changes. The
pulse repetition frequency depndence suggests a simple interpretation. Since the laser-induced
changes decay between pulses, a minimum number of such changes must be produced in a pulse to
assure that an adequate number survive to the next pulse. As the interval between pulses is

lengthened the number which need to be created in each pulse is increased, consistent with the data.

The authors would like to thank Floyd Williams of the Corning Glass Works for donating the
Corning 7940 material. They would also like to thank Mr. He Deng for technical assistance and

discussions. This work was supported by Department of Energy project agreement number
DE-AT03-81NE33080 and by NS F Grant No. ECS-8113428.
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Figure 1. Multiple pulse damage data on two samples of fused silica at 1.064 urn. Full symbols

indicate an experiment where damage occurred in the indicated number of pulses, while open
symbols indicate no damage. The squares represent data for sample A where the laser beams

characteristics were w=13.8 ym and t (FWHM)= 24ns. The triangles represent data for sample E

where the laser beams characteristics were w=7.2 ym and t (FWHM)= 18 ns. The dashed as well

as the shaded area are explained in the text.
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Figure 2a. Multiple pulse damage experiment on fused and crystalline SiC^ at .355 pm.

A : fused SiC^, sample damaged, laser pulse repetition frequency = 10 Hz.

: crystalline SiC^, sample damaged, laser pulse repetition frequency = 10Hz.

JX - crystalline SiC^, sample did not damage, laser pulse repetition frequency: 10 Hz.

10,000p

0.60
1 THRESHOLD

Figure 2b. Multiple pulse damage experiment on fused and crystalline Si^ at .355 pm.

#: fused sample damaged, laser pulse repetition frequency = 1Hz.

O: fused S^, sample did not damage, laser pulse repetition frequency = 1Hz.

V: crystalline Si^, sample did not damage, laser pulse repetition frequency: 1Hz.

: crystalline Si O2 , sample damaged, laser pulse repetition frequency: 1Hz.
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An observation was made that the absolute values of damage thresholds reported are
apparatus dependent since long pulse widths and tiny spot sizes were used. The speaker
agreed that during a single pulse the spot size would play a role but pointed out that the
heat diffusion between pulses was large enough to return the sample to ambient temperature
to within a few millidegrees before the next pulse arrived. Thermal buildup between
pulses thus seems completely unlikely. Even the maximum temperature rise during a pulse
is calculated to be only about 1°C, so it does not appear that anything thermal is going
on.

It was pointed out that some evidence exists suggesting color center formation as a

mechanism for damage in this experiment. Annealing studies should clarify this point but

are difficult to do with these small spot sizes. Perhaps temperature dependence of damage
studies would help here and could be done.

The question of surface damage was raised. The speaker said that they focused the
laser beam near the center of the sample and no damage occurred near the surface.
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Bulk Absorption Measurements Using Prism-Shaped Samples for Laser Calorimetry

P. A. Temple and D. P. Arndt

Michelson Laboratory, Physics Division
Naval Weapons Center, China Lake, California 93555

A method is described where low absorption samples are cut in the shape of prisms.
The prism angles are chosen to allow the (polarized) laser beam to enter the prism at

normal incidence and exit the prism at Brewster's angle. This configuration eliminates
internal reflections and allows for easier analysis. Measurements are then made at various
positions along the prism to obtain the total absorptance for several path lengths through
the sample. The method has the advantage of simplified analysis and minimal surface
absorption fluctuation. The disadvantages are special sample shape and a need for a

special calorimetric setup allowing sample translation. Representative data will be shown
for single-crystal and fusion-cast CaF2 at HP and DF wavelengths.

Key words: absorption; absorption coefficient; bulk absorption; CaF25 calorimetry; laser
calorimetry; optical absorption.

Introduction

Bulk absorption measurements on highly transparent materials are almost exclusively made by using
laser calorimetry. In laser calorimetry, a laser beam is incident on the sample, where a small
fraction of the light is absorbed, causing the temperature of the part to rise slightly. By measuring
this temperature rise, it is possible to determine the fraction of the light absorbed, called the
absorptance. It was realized very early that not only does the bulk of the sample absorb light, but
that the surfaces also absorb. Therefore, one cannot determine the bulk absorptance properties of a

material by measuring a single sample of the material. Traditionally, the bulk absorption
coefficient, a, has been determined by preparing at least two samples of different thickness,
measaring the absorptance of both samples and attributing the increased absorptance of the thicker
sample to the absorption which takes place along the greater path length through the sample that the
light must travel [1,2]. Besides the difficulty of having to prepare several samples, one commonly
finds that the surface absorption can vary markedly from polish to polish, causing a fluctuation in
absorptance data which confuses the interpretation.

In this paper we describe a method where a single sample is cut into the shape of a right prism.
The prism angles are chosen to allow the polarized laser beam to enter the prism at normal incidence
and exit the prism at Brewster's angle. Measurements are then made at various positions along the

I

prism to obtain the total absorptance for several path lengths through the sample. In a sense, this
emulates the multiple sample technique but allows measurements to be made for many path lengths all on
the same sample. The method has the advantage of simplified analysis and minimal surface absorption
fluctuation, since all regions on any one surface of the prism were prepared simultaneously.
Coincidentally , it also eliminates the problem of coherent interference which may take place between

[

the plane parallel surfaces of a slab-type sample.

Experimental setup

l

Figure 1 shows schematically the prism calorimetry apparatus. Figure 2 is a photograph of the
apparatus with the top cover of the thermal shield removed and the cover off the beam dump optics, and
figure 3 is a photograph of the apparatus as it appears when in use. In figure 1, the laser beam
passes through a beam splitter which allows continuous monitoring of the incident beam power. The
prism is carefully positioned with the lower face normal to the incident beam by aligning with an
autocollimator attachment. The prism has been cut such that the beam exits the prism at Brewster's
angle. Since the beam is polarized as shown, there is very little reflection on the exit surface.
This minimizes the amount of stray light bouncing around inside the sample.

Work supported by Navy Independent Research Funding.
Numbers in brackets indicate the literature references at the end of the paper.
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The calorimeter employed for these measurements is the Naval Weapons Center abiabatic instrument.
This allows the sample to be translated as shown in figure 1, permitting the beam to travel through
various thicknesses of sample. The instrument is designed for straight-through measurements.
Therefore, the two mirrors shown above the sample must be used to realign the beam. These mirrors are
large enough to allow for beam travel which occurs when the sample is translated.

The adiabatic calorimeter measures the absorptance by noting the initial and final sample
temperature after the entire sample is at a uniform temperature. These data are very nearly
independent of the position of the temperature detector on the sample and on the position of the beam
on the sample. This is not true for an instrument where rate data are used to determine sample
absorptance. The problem of detector and beam position is greater when the thermal diffusivity of the

sample is small.

Data Analysis

The raw data acquired is sample absorptance as a function of sample thickness, where absorptance
is the absorbed energy /incident energy. A general expression for the absorptance as a function of

material properties and beam properties is

f
L n(z)<E

2
(z)> , . ,Absorptance =

J
—

—

—* a(z)dz
o n <E >

o o

where n(z) is the index of the sample as a function of position, nQ is the index of the surrounding
medium, <E (z)> is the time average of the square of the electric field within the sample, <EQ > is

the time average of the square of the incident field far from the sample, and a(z) is the absorption
coefficient of the sample as a function of position [3]. In this case, the sample is assumed ^o be
uniform throughout the bulk, there are no internal reflections giving rise to fluctuations in <E (z)>
with position, and the surface contributions can be lumped into a single term. The result is

A = TaL + A c ,surface

where T is the first surface transmittance , L is the sample thickness, and Asur face is the total
surface contribution. The data are plotted as a function of sample thickness, resulting in a straight
line with a slope and nonzero intercept. The bulk absorption coefficient a is then

a = SLOPE • 1/T

and

A INTERCEPT at L = 0
surface

^surface carmot be resolved into entrance and exit surface contributions.

Data

Figure 4 shows data using a single-crystal sample of CaF2 and a DF laser using all lines (3.6 to
4.0 um wavelength). The solid line is a least squares fit to the data. Each data point represents a

single measurement, with as many as four individual measurements _b.eing_^made at a single position of

the prism. The calculated absorption coefficient is 2.1 x 10 cm . This is about one order
of magnitude lower than previously reported by Hass et al^. [4] but agrees well with measurements by

Willingham [5]. The surface contribution is 1.5 * 10 -1+
, a unitless quantity. Notice that this is
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learly an
naterial

.

contribution from cm of bulkorder of magnitude greater than the

Figure 5 shows similar data from a fusion-cast prism of CaF2« For this^ prism, the bulk

absorption coefficient was 2.8 x 10 cm and the surface contribution was 1.7 x 10

Figure 6 shows data taken at two wavelengths in the HF laser band. The laser employed a grating
within the cavity to allow single-line operation. These two lines were chosen because the 2.87 um
wavelength is more nearly into the water band at 2.9 Mm while the 2.705 um wavelength is outside this

Dand. The sample is the same fusion-cast CaF£ prism as used in figure 5. The data indicate that the

3ulk of the prism and the surfaces of the prism are absorbing more strongly in the water band,

suggesting the entrapment of water on and within the sample. The greater scatter in the data for

various thicknesses may be due to_a nonuniform distribution of entrapped_ water. These absorption
-oefficient data — 1.93 * 10

4
cm

1
at 2.87 \im and 1.41 x 10 ** cm at 2.705 ym —

gree well with the data reported in the literature. Hass, using a multiline HF laser, reported 1.8 x

10
-4

cm as the absorption coefficient of fusion-cast CaF2 [4],

Discussion

We have described and demonstrated a technique for making bulk absorption measurements on
prism-shaped samples. The advantages are that one can obtain a large number of data points for a

uniform range of sample thicknesses with a minimum of fluctuation in surface absorption. The data
indicate the fluctuation from the least squares fit line. It is not easy to decide if this
fluctuation, such as in figures 5 and 6, is due to experimental difficulties or in sample
fluctuation. Our experience thus far with this technique is that on nearly every sample at least one

or two positions give very high readings, indicating that there may have been a high absorption
contaminant on the surface, etc. In the case of large deviations, these are easily recognized as

anomalous. Are the smaller fluctuations seen in figure 6 similar position-to-position fluctuations?
The very smooth data of figure 4 lead one to believe that the fluctuations seen in figures 5 and 6 are

actual sample absorptance variations. The measurement repeatability is shown in all three figures by
the multiple data points for each thickness.

One disadvantage of this technique is the need to create a sample of unusual shape. Another
problem is the need for an adiabatic calorimeter to handle the problem of illumination vs temperature
detector positioning. The data shown are for CaF2 , a material which is relatively insensitive to

these thermal effects since it is thermally very "fast." In the case of glass, the problem is much
pore severe. Our experience with fused silica indicates that a period of as much as 8 min after the
laser is removed may be required for the sample to reach a uniform temperature when it has been
illuminated on an extreme edge. While we have not tried to make measurements on such samples in a

nonadiabatic mode, we suspect the data would not be satisfactory.
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139



Inherent Mechanical Damage in Diamond Machined Optical Surfaces*

H. H. Hurt and D. L. Decker

Michelson Laboratory, Physics Division
Naval Weapons Center, China Lake, California 93555

The surface and near-surface regions in diamond machined Cu have been investigated by
high resolution transmission electron microscopy, scanning electron microscopy, and scanning
transmission electron microscopy. This study has revealed that the near-surface region
produced by diamond machining is heavily deformed and that the temperature rise due to the
deformation leads to interesting internal oxidation and dynamic recrystallization effects.
Surface microstructure is shown to be related to the surface microtopography . A companion
paper at this conference presents some correlation of this observed structure with optical
properties of the surface including laser damage thresholds.

Key words: copper; deformation; machining; optical properties; oxidation; recrystalliza-
tion; surface.

Introduction

The nature of the optically polished surface has been a subject of conjecture and debate for

several centuries. Hooke [l]
1 and Newton [2] contended that polishing was actually a cutting process

where surface material was removed by the sharp abrasive particles; the finer the abrasive, the
smaller the scratches on the surface until a specularly reflecting surface is obtained. The develop-
ment of electron diffraction led researchers such as Bielby [3] to conclude that the mirror is

produced by smearing the workpiece material across the surface, thereby filling the depressions and
producing a 20 to 100 A thick amorphous layer. Subsequent investigations on polished and abraided
surfaces have failed to detect the amorphous Bielby layer [4], Thus, current researchers have
concluded that the original assumptions of Hooke and Newton were correct and that the polished surface
is crystalline and is plastically deformed, the amount and depth of deformation being dependent on the
polishing conditions [5],

The metal cutting process as a method of reducing a workpiece to a given shape is of great
importance in the manufacture of most items used in our modern technological society. A highly
specialized derivative of normal machining, the diamond machining process for the production of metal
mirror surfaces has reached an advanced state of development. To date, the focus of this development
effort has been directed towards improving and characterizing the microtopography of the surface
produced. This is because the optical scattering is related to the statistical properties of the
surface roughness [6].

The development of high fluence laser diagnostics and other methods has resulted in a wealth of

data on the surface and optical properties of diamond turned mirrors. From this data, it has been
determined that the diamond turned surface exhibits unique properties which are related empirically to

the machining conditions [7], typically the tool rake angle. Most interesting is the variation in the
optical reflectance from these mirrors that is independent of the surface microtopography and is not

predicted by the simple Drude theory based on the interaction of the incident electromagnetic fields
with the "free" electrons of the conductor [8]. If the electrons are perfectly free, the reflection
is 100%. When the mean free path of the electrons is shortened due to collisions, damping occurs and
reduces the amount reflected. At room temperature, the primary damping mechanism (and the only one

considered in the theory) is phonon-electron collisions. However, electron scattering from crystal-
line imperfections such as dislocations, vacancies, and stacking faults also contribute. The plastic
deformation of the optical surface during diamond machining results in a higher defect density, and
hence the changes in the optical reflectance of diamond machined surfaces should be linked with the

crystalline perfection of the near-surface region of the material. To date, the type and number of

crystalline imperfections in this region due to the diamond machining process was undetermined.
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In a comprehensive study [9], the nature of the deformation introduced by the diamond machining
rocess was investigated by several methods. This paper presents the elucidation of the structure of

he surface and near-surface region by high resolution transmission electron microscopy (TEM).

ections both transverse and parallel to the deformed surface have been examined by TEM to establish
he structural changes with respect to the orientation of the diamond cutting tool as it passes over

the surface. Imaging of dislocation structure and density in the first few hundred angstroms of the

surface that contribute to the optical reflection process is of particular importance.

TEM Examination of the Deformation Structure of the Surface

The samples were examined in a Phillips EM 420T located at the Center for Electron Microscopy and

Microanalysis at the University of Southern California. The instrument utilizes a LaB 5 filament, and

all examinations were done at an accelerating voltage of 120 kV. The interface on the transverse sec-
tions was aligned perpendicular to the tilting axis of the stage for maximum resolution of the inter-
facial region. Features of the EM 420T utilized were the high resolution scanning electron microscope
(SEM) to image the surface topography in conjunction with scanning transmission electron microscopy
(STEM) and standard TEM techniques including weak beam dark field methods.

Figure 1 shows schematically the sectioning views of the diamond machined surface for TEM exami-
nation. The characteristic structure of each of the rake angle surfaces will now be presented and
discussed. Figures 2 and 3 show a transverse section for the -5 deg surface. The dashed line is the

boundary between the machined surface and the copper plating. The demarcation line was often very
hard to detect as the plating closely mirrors the structure of the surface, sometimes to the point of

dislocations continuing into the plated region. The two micrographs are of the same area: figure 2

is a bright field image, and figure 3 is a weak beam dark field image to show the dislocation struc-
ture variation with depth below the surface. The weak beam condition was set up in this micrograph
for high resolution of individual dislocations, and, as can be seen, the density in the very
near-surface region is very high as shown by the almost continuous mass of dislocations. The disloca-
tion density appears to taper off below the surface. Tilting the specimen revealed no discernible
subgrain boundaries in the near-surface region. Further evidence of the large amount of deformation

I in the near-surface region is the selected area diffraction (SAD) pattern, figure 4. The SAD aperture
was placed so it imaged from the interface to approximately 5 ym below, thus measuring the rotation
between the surface and the underlying base material. This is shown to be 29 deg, a significant
amount of rotation.

Increasing the negative rake angle to -10 deg, which is known to increase the cutting tool force
and thus increase the work input into the surface, results in the interesting faceted structure shown

] in the surface section, figure 5. The micrograph is a simultaneous SEM-STEM image which correlates
5 the surface structure with the underlying structure. While looking for evidence of a subgrain or

other boundary, observation of one of the boundaries showed no crystallographic changes across the
dark-to-light transition region (see fig. 6). The difference in contrast across the boundary is due
to a step change in the foil thickness. This step is evidenced in the SEM micrograph, and, since the
surface sections are back-thinned, surface topography is evidenced by thickness gradients.

In the transmission electron diffraction (TED) pattern of the -10 deg surface section are second-
ary spots due to the presence of CU2O. Imaging the oxide in dark field, figure 7 shows the particles
to be around 100 A in diameter. The CU2O phase is stable at 362°C and above; hence, it can be deduced
that extensive heating accompanies the deformation. This leads to oxidation and possibly the faceted
surface structure. The oxide could not be detected in the transverse section.

Examination of the -15 deg surface indicated that a major change in structure had taken place.
Tilting the sample revealed a very low dislocation density. A high magnification view of this surface
(fig. 8) reveals a nearly continuous Moire fringe pattern. The Moire pattern is evidence of Cu 20 pre-
cipitates beneath the diamond turned surface. The continuous structure of the fringes indicates epi-
taxial growth of the oxide film within the foil as the fringes are due to the misfit in d spacing
between the (111) planes of Cu and CU2O. Also visible are fringes of the misfit dislocations which
look like textbook examples of edge dislocations. The mechanism is double diffraction within the foil
as illustrated in figure 9. The measured fringe spacing of 14 A corresponds exactly to the model as
shown. In the transverse section, the oxide was not detectable in the TEM. The transverse view shown
in figure 10 indicates that the surface has recrystallized. The cross section shows three regions:

J

(1) featureless recrystallized zone at the surface; (2) region with a complex deformation structure
just below (1) (in this band can be seen a recrystallized grain); and (3) undisturbed base material

1 just below (2)

.

1

Recrystallization of the Surface Layer During High Negative Rake Angle Machining

The -15 deg surface showed definite recrystallization of the surface layer, which probably
occurred during the machining process due to the increased work input and temperature rise in the
workpiece. Dynamic recrystallization, commonly termed "hot working," is a widely known phenomenon,
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but this is the first report of its occurrence in machined surfaces. Correlation of the observed
dynamic recrystallization with experimental studies [10,11] is difficult due to the fact that the
mechanics of the surface deformation process in machining is poorly understood [12]. In addition to

the TEM data, reflection electron diffraction (RED) patterns, x-ray data, and microhardness data all
indicate a softer and more ordered near-surface region [9].

Internal Oxidation of the Near-Surface Region

An interesting and wholly unexpected feature of the -10 and -15 deg surfaces was oxide phase pre-
cipitates beneath the diamond turned surface. An oxide, if present, would be expected to form on the
freshly machined and chemically active surface. The oxide, CU2O, is the equilibrium oxide phase form-
ing at temperatures in excess of 362°C. This phenomenon should not be confused with internal oxida-
tion, because this term generally applies to the oxidation of less noble impurities within the mater-
ial by the dissolution of oxygen into the material at a pressure less than the decomposition pressure
of the material [13].

Apparently, the oxide forms due to the rapid diffusion of oxygen into the workpiece at the high
temperature reached during the machining process (D = 9.5 x 10

-6
cm

2
/sec at 500°C) [14], In Cu, the

high thermal conductivity aids in the transfer of heat from the primary shear zone to the subsurface
region. The moving heat source in the form of the shear zone passes quickly past the point in the
workpiece, and the subsequent rapid cooling leads to the nonequilibrium precipitation of Cu 20 in the
subsurface region.

A most interesting phenomenon occurs at the -15 deg surface as was shown in the Moire fringe pat-
tern in figure 8. As explained previously, the evidence from the diffraction pattern and the double-
diffraction model (fig. 9) strongly supports the view that the oxide exists as a continuous epitaxial
film beneath the diamond machined surface. The fringes could also be structural Moires due to a

faceted cobblestone-type structure in a subsurface layer, but this is considered unlikely. Certainly
a follow-on to this research would include depth profiling for oxygen by Auger electron spectroscopy
or secondary ion mass spectroscopy.

The observation of the continuous epitaxial oxide film in conjunction with the recrystallization
observed in the TEM cross section (fig. 10) leads to a possible explanation for this interesting
phenomenon. As the recrystallization front passes from the surface to the point at which it stops
beneath the surface, it leaves in the recrystallized zone a supersaturated solid solution of oxygen in

the matrix. Even though the temperature has decreased to the point where the recrystallization front
has stopped, there is sufficient thermal activation so that the dissolved oxygen is mobile. The
oxygen can diffuse to the nearest sink, in this case the boundary between the recrystallized layer and
the subsurface region. Using diffusion data for oxygen in Cu in the 300°C range, such a model is

plausible and provides a possible explanation as to why the Cu 20 exists as an epitaxial layer in a

surface with recrystallization and as particles when there is no recrystallization.

The source of the oxygen for the oxidation reaction is not immediately evident as the starting
material is an oxygen-free grade of Cu. A continuous stream of cutting oil (Shell Diala-AX) covers the

surface during machining and shields it from the atmosphere. Dissolved oxygen or water in the cutting
oil Is suspect, especially in recirculated oil that contains a fair amount of contaminants, chiefly
the trichlorethane , used to wash the machine parts which subsequently flows into the recirculation
tank. To test this hypothesis, optical Cu surfaces were placed in both pure cutting oil and contami-
nated oil from the machine and then heated to 80°C for 12 hrs . The surface in the contaminated oil

was very severely degraded by a thick brown coating of CuO, indicating a substantial amount of water
contamination. Surprisingly, the Cu surface heated in the virgin oil also showed evidence of oxida-
tion, albeit very slight.

Conclusions

The transmission electron microscopy method used in this study indicated changes in the materials
properties of the diamond machined surface as a function of the tool rake angle. From the micrographs
it is concluded that as the rake angle becomes more negative, the residual damage in the machined
optical surface increases and reaches a maximum at -5 deg. Past this point, the temperature rise

accompanying the increased deformation at even higher negative rake angles initiates dynamic recrys-
tallization and annealing effects. Also associated with these high negative rake angle surfaces is

the presence of the high temperature oxide phase Cu 20 dispersed in the subsurface region.

A companion paper at this conference presents optical and laser damage data on identical diamond
turned surfaces [7], The Drude theory can be directly applied to explain the effect of surface damage

by diamond machining on reflectance. The changes in the surface microstructure correlates well with
the far-infrared reflectance data. The -5 deg surface which had the highest absorption was also the

most deformed. The more defect-free high negative rake surfaces were lower in absorption. The laser
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damage characteristics of the diamond machined surface also show the same effects of the

microstructure on slip, melt, and selective damage thresholds.
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DAMAGED SURFACE
LAYER

Figure 1. Sectioning views of the machined surface (indicated by the

machining grooves) for transmission electron microscopy examination.
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Figure 2. Bright field micrograph of the

transverse section of the -5 deg rake surface.
The dashed line is the boundary between the

sample (lower) and the Cu electroplate (above).

\

^1

Figure 4. Selected area diffraction pattern of
the subsurface deformed region of the -5 deg
surface showing 29 deg of rotational misalign-
ment .

Figure 3. Weak beam dark field micrograph of 3

figure 2. i

3

Figure 5. Simultaneous SEM and STEM micrograph
of the surface of the -10 deg rake angle
sample. The direction of machining is from
bottom to top.
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Figure 6. Bright field image of a dark-to- Figure 7. Dark field image of one of the Cu 20

light boundary of the -10 deg rake angle sur- spots in the transmission electron diffraction

face, pattern showing the distribution of the oxide.

The area is the same as figure 6.

Figure 8. Moire fringe pattern on the -15 deg surface.
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Figure 10. Transverse view of the -15 deg sample. The dashed line

marks the boundary between the plating (above) and the sample.
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Optical Properties of Diamond-Machined Metal Surfaces and Their Relationship
to Physical and Chemical Surface Perfection

D. L. Decker, H. H. Hurt, J. 0. Porteus, and D. J. Grandjean

Michelson Laboratory, Physics Division
Naval Weapons Center, China Lake, California 93555

It has been demonstrated that copper and other metal surfaces can be diamond single-
point machined (DSPM) to a surface quality which will result in nearly intrinsic optical
properties. Especially interesting is the observation of the interrelationship of laser-
induced melt and slip thresholds for DSPM copper for different surface preparation methods.
Particularly important parameters are the machining fluid and the tool geometry. Both of

these factors influence the degree of cold work introduced into the surface. In a companion
paper at this conference, the nature of the surface damage is correlated with machining
conditions. In this paper, the same surfaces are described optically. Significant varia-
tion in optical and mechanical properties can be demonstrated. The ability to change the
characteristics including laser damage properties of the machined surface can be used in

some cases to advantage, to actually tailor the surface to the requirements of a specific
application.

Key words: diamond-machined metals; laser damage characteristics; metallographic structure;
optical properties.

It is usually judged that a diamond single-point machined (DSPM) surface is either "good" or

: "bad," based upon a visual inspection. However, a more thorough optical or physical evaluation will

1J
show a large range of properties even within the boundaries of a "good" surface. The obvious effect
of a single-point tool in working a surface is the formation of a chip, in the case of a ductile
material like a metal (fig. 1). The idealized structure of the resulting surface, shown in profile,
is illustrated in figure 2. The residual surface microstructure is readily apparent in a microscopic
examination of the surface, as in the Nomarski micrograph in figure 3 [l].

1
For the purposes of this

paper, it is necessary, however, to examine the structure of the machined surface and subsurface on a

I

much smaller scale. In figure 4, a two-stage transmission electron micrograph is reproduced, showing
that on a small scale, a DSPM surface can be extremely smooth. This smoothness is a consequence of

the use of an exceedingly sharp tool and the well-defined shear plane in the material being worked.
The corresponding subsurface structure is likewise on a fine scale. The relatively damage-free sur-
face and subsurface is, of course, the origin for the high-quality optical characteristics which a

DSPM surface can possess.

This paper discusses simple machining theory for a metal and provides a theoretical basis for
optical absorption and scatter from a model of surface and subsurface structure. A discussion of the

|

mechanical effects of surface hardness and slip is included, with reference to pulsed laser-induced
damage as a tool for diagnostic or evaluation purposes. A companion paper at this conference presents
thin-section transmission electron microscopy results for samples prepared in an identical fashion to

those prepared for optical measurement [2].

Mechanical Effects

Much work has been expended in developing orthogonal machining theories [3]. These theories are
based upon models of the mechanics of the external interaction of the tool and workpiece. These
theories are somewhat useful in predicting tool forces, power requirements in machining, and other
external consequences of the process [4], However, the internal mechanics of machining, which
concerns us here, has received scant attention. The problem is very difficult and is based upon

Work supported by the Defense Advanced Research Projects Agency and by Naval Weapons Center
Independent Research Funds.
Numbers in brackets indicate the literature references at the end of the paper.
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incomplete knowledge of the dynamic resolution of the tool force in the material. Figure 5 shows
schematically the net tool force and the shear plane, which is inclined at angle 9 to the work
surface. The net force is, of course, compressive, with only the tangential component effective in
shearing the chip from the surface. The tool rake shown in this figure is negative. Plastic
deformation is not limited to a simple plane shear, but also results in a disturbed layer of some
depth. Turkovich has derived an expression for the thickness of this layer and his result provides
values more or less in agreement with other data [5]. If D is the layer thickness,

D « 1/3(F/K) (1)

A « 2/a)pT (2)

where u)p is the plasma frequency of the free electrons in the metal, and t is the electron
relaxation time.

Wp = 4irNe /m* ,

where F is the net tool force per unit width of cut, and K is the yield stress of the work material.
2 ~" 3

For copper, K ra 10 kg/mm , and, for a finish cut of depth 10 mm, a typical tool force, F, is
53 1 gm/mm, so D » 10

4
mm. Contrary to the usual rule based upon common machining experience,

this depth is an order of magnitude smaller than the depth of cut. The tool force is related to the

yield strength of the material being worked, the depth of cut, the tool rake angle, and the friction
of the chip on top of the tool. The resolution of the total tool force into normal and tangential
components is shown in figure 6 as a function of tool rake angle.

As the tool rake is made increasingly negative, the total tool force is increased, with the large
increase in normal force resulting in a "burnishing" action. The lattice dislocations and vacancies
produced have the effect of inhibiting slip, so a harder surface is produced [6], A very instructive
set of data is shown in figure 7, where surface microhardness of DSPM OFHC copper is plotted vs tool
rake angle. As the tool rake angle becomes more negative, starting at +5 deg, the hardness increases
monotonically to -10 deg as expected. The 20% increase in hardness is similar to that seen in other
cold-working studies [6]. The turnover at -10 deg is unexpected and is a result of a new effect.
Examination of the surface microscopically reveals intergranular slip, the result of recovery [2,7].
At -20 deg, the surface is actually quite rough and is a result of actual recrystallization [2]. Data
also appear in figure 7 which show the effects of machining lubricant on surface hardness. The method
of application of the lubricant is also important, as is shown for the vigorous and gentle-flow
mineral oil points. The hardest surface was obtained with water as a machining fluid and is not

unexpected, since the lubricity of water is much poorer than the petroleum fluids examined.

Optical Effects

To understand the implications of the subsurface dislocation concentration produced by DSPM on
the optical properties of the metal surface, it is necesssary to consider the consequences of the

simple Drude model [8], The infrared absorptance at normal incidence, A, is approximately given by

(3) :

where N is the electron concentration, m* is the effective electron mass, and e is the electronic
charge.

At room temperature for a well-ordered, pure metal, the electron relaxation time is controlled by
scattering from lattice phonons. For copper, t ~~ 3 x lO

-14
sec, so the electron mean free path is

—470 A. However, for severe work hardening, scatter from dislocations can be evident also at room
temperature. Hence, it should be possible to observe changes in optical absorption as the electron
relaxation time is varied by introducing more or less dislocation into the surface region by changing
tool rake angle or lubricant. The wavelength region where the simple theory just presented will apply
is, of course, in the infrared, beyond 1 pm or so for copper. Figure 8 is a plot of absolute
reflectance R vs wavelength for pure copper prepared by different methods. Neglecting scatter, R =

1 - A. The DSPM surface was obtained using a tool of -5 deg rake. In the infrared, no significant
differences exist between these surfaces. In the near-infrared, visible, and ultraviolet, interband
absorption is present and results in much more complicated effects [9]. Figure 9 is a plot of the

change in reflectance normalized to the quantity 1 - R vs rake angle for OFHC copper. If scatter is

neglected, which is valid except at -20 deg where the surfaces are quite rough, the quantity plotted
is AA/A. Four selected wavelengths are shown: 3200 A, 6000 A, 1.0 ym, and 10.6 urn.

It would be expected that the 10.6 \im and 1.0 pm data would be similar and that the 6000 A and
3200 A data would fall into another class. The 10.6 ym data, starting at +5 deg rake, show the

expected increase in absorption with decreasing rake angle. This effect continues on to -5 deg, not
to -10 deg, the rake angle at which recovery was evident in surface microhardness (see fig. 7). At

the point at which recovery occurs, the absorption should show a decrease due to the greater lattice
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order, as observed. The results at 1.0 ym are totally unexpected, and the steadily decreasing
absorption with decreasing rake angle to -15 deg is unlike the behavior in the visible and ultraviolet
as well. From table 1 it is seen that an intermediate behavior is present at 2.7 ym, in which the

initial decrease in absorption with decreasing rake angle persists only to 0 deg and then shows more
ior less the expected trend from 0 to -20 deg. An explanation of these complicated effects is not

available, but that deficiency does not reduce their practical value. At 1.0 ym, the absorptance
changes by nearly 50% between +5 and -15 deg rake angle. The measured reflectance at 1.0 ym and
-15 deg rake is as high or higher than values obtained by other methods known to produce excellent
surfaces (see fig. 8). Kerosene was used as a lubricant for these studies. The section on Chemical
Effects contains some additional conjecture on the origin of the effects observed at visible wave-
lengths .

Table 1. Absolute normal incidence reflectance of OFHC copper prepared by diamond
single-point machining. Kerosene used as a lubricant. Accuracy ±0.001

Tool rake angl e in degrees
X +5 0 -5 -10 -15 -20

3200 A 0.3092 0.3030 0.2937 0.3038 0.3094 0.2814
4400 0.4766 0.4749 0.4631 0.4711 0.4834 0.4456
5200 0.5704 0.5682 0.5596 0.5696 0.5770 0.5401
6000 0.9049 0.9019 0.9017 0.9023 0.9083 0.8813
7600 0.9748 0.9758 0.9763 0.9765 0.9782 0.9698
1.0 ym 0.9806 0.9821 0.9831 0.9847 0.9890 0.9802
2.7 0.9939 0.9954 0.9942 0.9923 0.9942 0.9917
5.0 0.9926 0.9941 0.9909 0.9941 0.9915 0.9942
10.6 0.9912 0.9893 0.9876 0.9889 0.9888 0.9918

A limited examination of the effects of lubricant upon the reflectance was made at -5 deg rake

angle. The data plotted in figure 10 are for mineral oil and water. The reference reflectance was
obtained using kerosene. The ordinate is then the change in absorption with fluid (neglecting scat-
ter) relative to the apparent absorption using kerosene. The largest effect is at 1.0 ym, where a
decrease in absorptance of over 50% is seen in changing from a gentle to a vigorous flow of mineral
oil. Water, like the gentle-flow oil case, also produces relatively high absorption. The obvious
explanation is that both gentle mineral oil flow and water produce higher chip/tool friction, hence
greater tool forces and therefore greater disturbance to the lattice and higher absorption. The
results at 10.6 ym, however, are inexplicable. The results at shorter wavelengths show no significant
variation with lubricant or method of application.

Optical scatter from a metal arises primarily from surface microirregularity which is a direct
result of the finishing operation and to some extent the inhomogeneity of the basic material [10].
Figure 11 is a schematic illustration of the scatter produced by a rough surface. Although the angu-
lar distribution of the scattered light depends upon the detailed spatial frequency distribution of

the roughness, with only simple assumptions the total integrated scattered (TIS) light can be simply
related to the rms roughness 6. Figure 12 is a plot of TIS vs wavelength for DSPM OFHC copper using
kerosene as a lubricant. Several different tool rake angles are shown.

In the far- and mid-infrared, all surfaces produced equivalent total scatter. However, due to
recrystallization subsequent to machining, the -20 deg results are nearly an order of magnitude larger
than at -10 or +5 deg at the shorter wavelengths. Consequently, surfaces machined at -20 deg rake
would probably not be very useful in the visible but could be used with no qualification in the far-
infrared, insofar as scattered light is considered. The angular distribution of the scattered light
from a surface is a very complex subject [11]. Figure 13 is a plot of differential scattered light,
normalized to the incident beam intensity vs scattering angle for a DSPM surface of OFHC copper. The
angular direction of a ray of scattered light is determined by the periodicities of 'the surface. For
a surface with a single period a, as shown in figure 14, the diffraction angle <j>m of the mth order
is given by the simple grating equation shown [12], It is convenient to measure the diffraction
angle, G, relative to the specular reflection direction. For the data just presented, it can be seen
that the prominent structures II and 12 are first- and second-order peaks associated with the basic
machining structure and, in fact, agree quite well with the 9.5 ym feed rate employed.

As a practical matter, not very much scattered energy is contained under the diffraction peaks
associated with the basic machining structure compared to the overall distribution. However, the
position of the peaks II, ... is directly controlled by the feed rate employed, and so this scattered
light can be deliberately directed to baffles or outside of the field of view when designing an opti-
cal system. The majority of the scattered light has its origin in uncontrolled tool/chip/workpiece
motion and is not presently well enough understood to allow "control" in the sense discussed above.

149



Chemical Effects

Several previous papers have reported results of Auger analysis of diamond-machined surfaces
[13,14]. For "well-cleaned" surfaces, no unambiguous evidence of residual machining oil has been
obtained, either by Auger or by optical spectroscopic methods in the near-infrared. Carbon is ubiqui-
tous on even "UHV-clean" surfaces, independent of their history, and so low-level hydrocarbon contami-
nation is difficult or impossible to identify. However, oxygen often has been identified on fresh,
machined copper surfaces as a contaminant [13,15]. Surface oxygen and carbon Auger intensities were
greatly reduced by sputtering away only 10 A of material [13]. In a companion paper at this confer-
ence, direct TEM dark-field examination of copper surfaces prepared identically to those examined in
this paper, has revealed the presence of the high-temperature copper oxide phase Cu 20. The oxide con-
centration becomes greater as the tool rake becomes increasingly negative [2], Interestingly for high
negative rake conditions, the cuprous oxide is growing epitaxially on the copper crystallites in a

surface region on the order of 100 A deep. The origin of the oxide growth is not known, but is highly
significant since the 1/e

2 optical penetration depth for visible and infrared wavelengths is — 130 A,

and thus the optical absorption is especially sensitive to the presence of the oxide. Cuprous oxide
is a direct gap semiconductor with a band edge at approximately 2 eV (0.5 ym) [16]. Hence, any
optical effect of the oxide should occur at wavelengths shorter than 0.5 Mm and would be negligible at

larger wavelengths. Figure 15 is a plot of absorptance (1 - R) vs wavelength from 0.6 to 1 \im for

various tool rake angles. As can be seen, a curious "kink" is present in the data at 0.7 pm for the
-15 deg rake sample. A hint of the effect is also present for the -5 deg rake data. Actually, of

course, the oxide is not present as a continuous film, and its optical effect is thus complicated by
its dispersal [17]. An appropriate theoretical approach using Maxwell-Garnet theory would in fact

result in the absorption shifting to longer wavelength [18], However, using available bulk CU2O and
Cu optical constants, several models of oxide dispersion have not yielded an absorptance curve
resembling that in figure 15. It seems likely, however, that the absorptance anomaly noticeably
present in the -15 deg rake data at 0.7 ym is due to the presence of dispersed Cu 20 in some way.

Laser-Induced Damage

Although laser-induced damage is usually regarded as an unwanted consequence of high intensity
loading of a surface, it can be employed as a valuable diagnostic tool [19]. Figure 16 is a Nomarski
micrograph of a laser-damaged site on a DSPM OFHC copper surface. Of major interest is the nonuni-
form, selective nature of the damage site, including evidence of localized mechanical slip and melt-
ing. A very instructive correlation has been previously discovered involving an inverse relationship
between slip and melt thresholds [20]. Figure 17 is a plot of threshold data for pure copper prepared
in a variety of ways. As previously discussed, as the disorder increases in the material, the yield
point increases. Hence the laser-induced slip threshold is increased. At the same time, the disorder
causes the absorption to increase, and hence the laser-induced melt threshold decreases. The stored
energy associated with the defect population also tends to reduce the melt threshold. The samples
employed to obtain the empirical "curve" identified by tool rake angle in Figure 18 were part of the

reflectance and scattered light study just discussed. It would be expected that as the tool rake
becomes increasingly negative, the surface would become more slip resistant. The +5 and -5 deg rake

data in fact show this relationship. The -10 deg point does not continue this trend as a consequence
of recovery. Since recovery or recrystallization are both time- and temperature-dependent, some
inconsistency can be expected in attempting to determine a rake angle which can produce long-term,
stable, hardened surfaces.

As a final example of the usefulness of high negative rake machining, consider the selective
damage frequency data presented in Figure 19 [19]. The fluence used in the probe pulse was on the

order of one-third of the melt threshold. If the surface was uniform in optical and thermal proper-
ties, every site on the surface would survive and the corresponding histogram bar would be at 100%.

In testing the various surfaces shown in this figure, several hundred individual sites were shot. The
"hard" diamond-turned sample was machined at -10 deg rake angle and produced a surface superior in
uniformity to virtually all other preparation methods. This effect is apparently a result of the

closing of surface microdefects , i.e., cracks or voids, and the subsequent refinement of the surface
microstructure by recovery.

Conclusions

In this paper, a substantial range of optical and mechanical effects has been demonstrated,
controllable by varying machining conditions. Both tool rake and machining fluid are important varia-
bles. The particular material chosen for this study was pure copper, and the specific results obvi-
ously apply only to that material. For other materials, specific investigation would be necessary.
Although only an imperfect understanding of the fundamental origin of the effects observed is avail-
able at present, this is not a serious impediment to application of these results to practical prob-
lems. In a specific application, diamond single-point machined (DSPM) surfaces can be tailored empir-
ically to provide optimum characteristics. For example, for copper, negative rake machining produces

substantial improvement in surface uniformity. Such an improvement could be important in enhancing
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he ability of dielectric-coated surfaces to withstand environmental attack. A film deposited on a

niform surface could have less tendency to form "pinholes." The variation in absorption has

mportance to the use of DSPM mirrors in industrial high power lasers. Not all "good" surfaces are

dentical. An understanding of their properties can be taken to practical advantage to tailor the

urface properties to the specific application.
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SINGLE POINT TOOL

WORK PIECE ON SPINDLE

Figure 1. Schematic diagram of the basic
single-point machining process showing chip
formation by a single-point tool as in machin-
ing a ductile material.

5
b» - ,2/8r ASSUMING THAT f/r « 1

"ma, = V*

OR RMS VALUES:

Figure 2. Idealized transverse surface pro-
file of a surface machined by a round-nosed
tool of radius r and feed rate f. Shown are

expressions for the peak to valley and rms

finish and slope.

Figure 3. Nomarski micrograph of a diamond

single-point machined (DSPM) OFHC copper sur-

face showing the residual structure illus-

trated in figure 2. Notice also the grain

boundaries of individual crytallites of copper

which are ~~250 urn across.

Figure 4. Two-stage replica transmission
electron micrograph of a DSPM surface of OFHC
copper. This nearly featureless surface is

characteristic of a high-quality diamond-
machined part

.

WORKPIECE

DISTURBED
SURFACE
LAYER

Figure 5. A simplified sectional diagram of

chip formation by a single-point tool showing

the direction of total tool force F which has

a moment arm L about the tool tip, the ideal-
ized single shear plane shown inclined at an

angle <j> from the work surface, and a layer of

depth D of disturbed surface material. Nega-

tive tool rake angle 9 is shown.
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TOOL RAKE

Figure 6. A schematic diagram of total tool

force F and normal and tangential components

Ffj and Ft;, respectively, vs tool rake

angle. Note that the normal force tends to

increase with decreasing rake angle and the

tangential force tends to approach a constant

value.

Figure 7. DSPM OFHC copper microhardness vs

tool rake angle. Vicker's hardness tester

loading 25 gm. Shown are points for kerosene,

water, and mineral oil machining lubricant.
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Figure 8. Absolute normal incidence reflec-
tance vs wavelength for optical surfaces pre-
pared by thermal evaporation and sputtering
onto polished fused quartz and by DSPM at -5

deg rake angle and kerosene lubricant

.

0.2

Figure 9. Normalized change in optical loss

for DSPM OFHC copper at normal incidence vs

rake at four wavelengths: 3200 A, 6000 A,

1.0 ym, and 10.6 pm. The quantity AA/A is

derived from reflectance data and is equal to

(R_5 -Re )/( 1-R_ 5 ) (see table 1). If scatter

is neglected, it is equal to the change in

absorptance normalized to the absorptance.

See text for details.
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X

Figure 10. Normalized change in optical loss

for DSPM OFHC copper at normal incidence for

various lubricants at 3200 A, 6000 A, 1.0 pm,

and 10.6 urn. See text for detailed discus-

sion .

Figure 11. Schematic illustration of light
scattering from a rough surface. The fraction
of light scattered AR is related to the frac-
tion specularly reflected R, the rms roughness
6 , and the wavelength \ by the simple expres-
sion given.

Figure 12. Plot of the total integrated scat-
ter AR obtained from a Coblentz sphere scat-

terometer vs wavelength for DSPM OFHC copper

at the rake angles +5, -10, and -20 deg. The

line shown varying as 1/X
2

is the theortical
wavelength dependence (see fig. 11).

Figure 13. Angular distribution of scattered
light intensity ( l/l0 )(dl/d6 ) , where 9 is

measured from the specular direction. Complex
structure is present. Peaks II and 12 are
caused by first- and second-order diffraction
from the residual machining structure. See

text and figure 14 for details.
e (DEGREES)
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a (SIN$m - SIIM = m\

• [SIN(« + »)- SIN*] = mX

FOR THE DATA JUST SHOWN

m = 1

a =3.39 „m I [SIN 45 - SIN (45 - 24.5)] = 9.50 „m

m = 2

a = 6.78 ^m I [SIN 45 - SIN (45 - 45.5)] = 9.70

NOMINAL SPACING FROM MACHINING PARAMETERS 9.50 um

Figure 14. Schematic nonnormal incidence dif-

fraction from a grating of spacing a. Data

shown in figure 13 are analyzed.

0.040

0 030

0020

0.010

A +6° TOOL RAKE
a -5°
0-15°

Figure 15. The apparent absorptance (1-R) for

diamond-machined OFHC copper in the spectral

range from 0.6 to 1.0 pm for the tool rake

angles +5, -5. and -15 deg.

Figure 16. A laser-induced damage site on

DSPM OFHC copper produced by a 2 psec, 10.6 um
wavelength pulse. Shown are a variety of dam-
age effects including localized (spatially
selective) melt due to defects, intragranular
slip (in the lower center area), and inter-
granular slip (at grain boundaries outside of

central melt area).

2 /jsec PULSE

igure 17. Melt thresholds for 2 psec dura-

ion, single-pulse, 10.6 Um radiation for cop-

er surfaces prepared in different ways. Most

f these preparation methods yield high-

uality surfaces which display a melt thresh-

ld equal to the theoretical value.
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Figure 18. Plot of experimental values of

laser-induced melt and slip thresholds for

copper including DSPM 0FHC copper. Laser

pulse was 0.1 ysec in duration at 10.6 ym

wavelength. Points labeled +5, -5, and -10

deg refer to tool rake angle and were obtained

on samples characterized in various other ways

and described earlier in this paper.

% OF SITES UNDAMAGED
* ULTRASONIC ACETONE RINSE

Figure 19. Fraction of sites showing selec-
tive laser-induced damage at 10.6 pm wave-
length due to surface defects for copper
mirror surfaces prepared by different tech-
niques. Perfect surfaces would show no damage
(100% of sites undamaged). Details of analy-
sis given in text.

It was pointed out that the data would support nore than one shape curve. The
speaker agreed, pointing out that the uncertainty in the experimental points was about
±0.1%. It was also suggested that since the quality of a coating depends strongly on the
quality of the substrate , the improvements in substrate surfacing might be reflected in

better coatings . The speaker agreed and pointed out that the negative rake-angle, hard,

diamond-turned surface is very uniform. To the extent that pinholes in dielectric
substrates result from substrate defects , one would expect that dielectric films laid dovjn

on a hard diamond-turned substrate would he more environmentally durable. Tests of this

hypothesis will be made; there are no data at present.
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The Effect of Surface Finish on the Laser-induced Damage Thresholds of Gold-coated Copper Mirrors

R M Wood, P Waite and S K Sharma

GEC Research Laboratories, Hirst Research Centre, Wembley, Middlesex, HA9 7PP, UK.

Gold-coated copper mirrors with both diamond-turned and conventionally polished substrates
have been evaluated in terms of their laser-induced damage thresholds (LIDT) at 10.6 \xm. A

detailed study of the surface finish on each component has revealed that a log-inverse log

relationship exists between LIDT and substrate preparation.

Keywords : Laser-induced Damage Threshold, 10.6 u.m, Copper Mirrors.

Introduction

The performance limitations of coated and uncoated copper mirrors are generally well understood. It

(currently accepted that the best maximum-reflectors for 10.6 are made from uncoated, OFHC
j/gen-free, high conductivity) copper blanks which have been diamond-turned [1]. This combination
ally produces reflectivities of about 99.5% and LIDT figures in excess of 10 MW mm-2. Due to the
dation of the copper surface [2], these mirrors degrade very quickly, causing increased absorptivity
[eh leads to laser damage. For this reason, copper substrates are usually coated to prevent the

mation of an oxide layer. Various coatings have been tried, the two most popular being thorium
pride (ThF4) and evaporated or electro-plated gold (Ail). ThF4 coatings, however, are very prone to
fain pinholes which expose the surface to oxidation, causing component degradation as before. The best

ics have so far been fabricated by plating gold onto diamond-turned copper substrates. This method
ically produces mirrors which have reflectivities of 99.0% and LIDT power density figures of about 8 MW

f- (60 ns FWHM pulse). Components which are made from copper substrates which have been conventionally
ished using diamond abrasives and then plated with a gold layer have generally been expected to damage
power densities of about 2 MW mm"^ [1]. Conventional polishing, however, is considerably lower in cost,

much easier to perform than diamond-turning. It is for these two reasons that it has been considered
thwhile to conduct an investigation into the drawbacks of the conventional method, in oder to seek an

rovement in performance.

Damage at metal surfaces

When a beam of light strikes a metal surface, a small amount of radiation penetrates the metal to a

tance called the skin depth. Subsequent absorption of this incident radiation by free carriers can,

pr certain conditions, raise the temperature of the metal surface above the melting point, causing
age to occur [3], Correlation between damage thresholds and absorptivity, and thermal properties has

n found. Figure 1 shows the relationship between LIDT and absorptivity for several uncoated,
fnond-turned copper mirrors. Theory [4] shows that the LIDT energy density, Eq, is proportional to

(VT0 )(kpC)
2

(1)

«o

re Tm = melting temperature (°K)

T0 = ambient temperature (°K)

k = coefficient of thermal conductivity
p = density (gm cm _ 3)

C = specific heat (J°K" 1 gm-1 )

<x0 = absorptivity (at T0 , at 10.6 ^m)

For a mirror with a coating (e.g. gold-coated copper) ao is the value associated with the coating
reas k,

p
and C refer to the substrate. The melting temperature, Tm , refers to the material with the

er melting point.

Figure 2 shows that good agreement is found between the theoretically predicted LIDT given by the
ression in [1] and the values measured experimentally [5,6]. All the results shown were obtained on

ar areas. It can be demonstrated that variations in the LIDT values measured at different points on

surface of a sample are usually associated with defects roughly 1-10 p,m "> n size. Under a high power
roscope these features are almost invariably observed to be scratches and digs created during the
paration of the substrate. When the incident radiation hits such a site the absorptivity can become
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enhanced due to diffraction, resulting in a much lower value for the LIDT.

2 Experimental

The LIDT measurements were done using a sealed-off CO2 TEA laser [7]. The output consisted of a 50

mJ pulse in a 60 nS FWHM main peak followed by a 3 u.S tail which contained two thirds of the pulse energy.
The spatial intensity was a Gaussian in TEMqo moc) e with a 1/e? diameter of 4.5 mm. In the LIDT experiment
(fig 3), the beam is focussed on to the sample using a 2 inch AR/AR coated germanium meniscus lens to form

a spot 100 pjn in diameter. The beam power, which was monitored using a Rofin model 7443 germanium photon
drag detector, could be varied by using selected combinations of thin polythene attenuators. Each of the

pulses fired on to the sample was recorded on a Hewlett-Packard 1727A storage oscilloscope whilst, at the

same time, the surface was monitored visually under a xlOO magnification to check for damage.

05 10 1-5

Absorptivity, % j

Figure 1 : The effect of absorptivity on the measured LIDT for six diamond-turned copper mirrors

Surface characterisation of the samples was carried out by using a Cambridge S600 scanning electror

microscope (SEM) and a Talysurf-5 surface profile analysis system. The SEM was used to gauge scratch an<

defect sizes, whereas the Talysurf-5 gave an overall roughness-average (fig 7). The roughness-averagi
(Ra ) quoted in the results section is the universally recognised, and most used, international parameter

of surface roughness. It is the arithmetic mean of the departures of the surface profile from its meai

line, (fig 4).

The absorptivity of components at 10.6 u.m was measured by a calorimetric technique [1], using a

apparatus of better than 0.1% sensitivity. The irradiation source for this equipment was a 30 W CW CO

laser, tunable over 80 lines. The same source was chopped at 30 Hz to enable refl ecti vity measurements t

be undertaken using pyroelectric detectors housed in integrating scatter-spheres [1]. The reflectivit,

measurements made on this equipment were accurate to ±0.2%.

3 Results

Three gold-coated copper mirrors were received from Mirror Techniques Ltd. These were designate
M201, M202 and M203 for future reference. The copper substrate of each component had been conventionall

polished by Mirror Techniques down to a different grade of diamond paste in order to ascertain the effec

of surface prepartion on the absorption coefficient, the reflectivity and the LIDT at 10.6 u.m. IT

results of this initial characterisation are shown in table 1. The reflectivity and absorption figure

for all three components M201, M202 and M203 were as good as any diamond-turned copper substrate, howeve

the LIDT values varied by a great deal. The reason for this variation was not obvious from either visue

observation of the gold coating, nor from the absorptivity figures, which were all about equal.

158



(Tm-To) /Kpcr

Figure 2 : Comparison of theoretical and measured laser-induced damage thresholds of metal mirrors
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Figure 3 : Pulsed laser damage measurement apparatus
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Figure 4 : Roughness average obtained over a surface sampling interval L
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All the conventionally polished samples were photographed in the SEM to try to gauge the surfai

finish of each. The areas shown in Figures 5, 6 and 7 are representative of the whole surface in eai

Table 1

MEASUREMENT

MIRRORS TESTED

M51 M53 M201 M202 M203

Absorptivity (%)

Reflectivity (%)

LIDT(MW mm" 2
)

Surface

j
Pol ish grade {\im)

Scratch width (|_im)

Scratch separation dim)

Roughness average (u,m)

0.70

99.2

11.0

DT Cu

Diamond-turned (DT)

0.1

>20

0.009

1.00

98.9

7.8

DT Cu/AU

Diamond-turned (DT)

0.3

>20

0.010

0.49

99.5

2.0

Cu/Au

0.8

1.0-2.5

5

0.013

0.50

99.5

4.5

Cu/Au

0.3

0.5-1.0

1

0.025

0.56

99.4

9.8

Cu/Au

0.1

0.25-0

>20

0.008

Figure 5 : Mirror M201 under 2 k magnification

case. From these pictures the scratch size and average scratch separation were estimated. The value
given in table 1 alongside the characterisation results. There is an obvious correlation betwee
scratch width and the LIDT. The sample finished to the finest grade of diamond paste (M203) has

highest LIDT value of 9.8 MW mm-2 , and samples with substrates finished with progessively co

polishing paste have LIDT values which decrease accordingly.

The surface roughness-average was evaluated using the Talysurf-5 system. The results of the exe

are shown in table 1. It is interesting to note that the LIDT values do not correlate with
roughness-average results. This can be explained by considering the photographs in figure 5, 6 al

Roughness-average is directly proportional to the area under the roughness profile curve (fic

Consequently, sample M202 has a higher roughness-average than either M201 or M203, since the scl
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paration is much less (see table 1). Measurement of the roughness-average alone cannot, therefore, be

ken as indicative of how a laser component will fare in a damage measurement. Instead, a more critical

psessment of the surface damage must be undertaken, preferably with a quantitative analysis of scratch

i zes.

Figure 6 : Mirror M202 under 2 k magnification

et«ee |!

i)
tail

>

ie
exej

IOLL

Figure 7 : Mirror M203 under 2 k magnification

Results obtained on mirrors with diamond-turned substrates (M51 and M53) are also presented to enable
:omparison to be made. The uncoated mirror, M51, was found to have an absorptivity value about 0.2%
jher than that of the best diamond-turned components, however the LIDT was mesured to be 11 MW mm~2.
'ror M53 was a diamond-turned copper substrate, electroplated with gold. This component had a slightly
;her absorptivity than M51 and a much lower LIDT (7.8 MW mm -

?). The photographs shown in figure 8 were
;en in the SEM, and the absence of any deep scouring marks as in the case of mirror M201, for example,
)lains the high LIDT value. The pits in figures 8(a) and 8(b) (M51) are only about 0.1 u.m in

imeter.and hence do not act as low LIDT areas. The structure on the gold-coated mirror M53 is slightly

;
./ger and rougher however, which is probably the reason for the lower LIDT measured for this sample. The

t Hothness of diamond-turned samples is shown by the roughness average figures measured on M51 and M53.
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These results also show that diamond turning is no better than the best conventional polish (M203) in

terms of average surface finish, although it does produce a scratch-free surface.

4 Discussion

Three gold-coated copper mirrors were characterised at 10.6 \xm in terms of their absorptivity,
reflectivity and LIDT. Each sample had a substrate which was prepared by conventional polishing with

diamond abrasives; a different finishing grade being used in each case (see table 1). The reflectivity''

and absorptivity results were all very uniform, and were comparable to values obtained on the best

•

diamond-turned copper mirrors [1]. The LIDT values, however, varied considerably and were found W
correlate with surface scratch width. It was noted that the roughness-average figures produced by tht

Talysurf-5 system could not be taken as a reliable guide to the probable LIDT of a given component, since

(c) (d)

gold-coated diamond-turned OFHC copper mirrors

Figure 8 : Scanning electron micrographs
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lis figure is influenced by the scratch separation. Instead, a more detailed examination of th surface

requi red.

The best mirror, M203, had an LIDT value of 9.8 MW mm*2 which is comparable to the best

amond-turned copper mirrors. The substrate of this mirror was finished with 0.1 u.m grade diamond paste

lich yielded a very smooth surface, with few scratches (fig 7). It is possible that with a longer

Wishing with 0.1 u.m paste the scratches present may be erradicated. This is important, since the marks

lown in figure 7 might be large enough to lower the LIDT slightly.

A comparison was made with results obtained on two diamond-turned mirrors, one of which was

ectro-plated with gold. The average surface finish of mirror M203 was found to be slightly better than
tat of the best diamond-turned component. The diamond turned component was completely scratch-free
though small pits were shown up by the SEM (fig 8). An analysis of the data showed that there is a

g-inv.-log relationship between the MINIMUM LIDT and the scratch width. This has previously been found
ring measurements of LIDT at 1.06 p.m on samples of fused silica [8].
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Thermally Induced Effects on the Infrared Reflectance of Metal Mirrors*

V. A. Hodgkin, D. L. Decker, and H. H. Hurt

Michelson Laboratory, Physics Division
Naval Weapons Center, China Lake, California 93555

The experimentally measured infrared (IR) reflectance of metals has sometimes been
known to depart significantly from that predicted by simple theory. This departure is a

complex function of the bulk and surface properties, method of fabrication, age, and temper-
ature history of the metal. This paper presents data which show the effects of the thermal
history of a metal on its IR reflectance as a function of these parameters. The overall
sample set consisted of copper (bulk and thin film), aluminum (thin film and bulk alloy),
silver (thin film), and molybdenum (bulk) mirrors, and each metal was further categorized as

to age, fabrication, and if a thin film by substrate. Reflectance measurements at wave-
lengths between 9.72 and 0.8 ym, inclusive, were then made for each category in air at room
temperature prior to and following a thermal excursion to look for resulting effects. In

addition, each category contained a control sample in order to filter out changes due
entirely to age and storage, and a "standard" was periodically measured to track any instru-
mental drifts occurring with time. The data presented herein represent only one thermal
excursion, and yet the data show that just one cycle can have complex effects upon the IR

reflectance of a metal, depending upon the temperature of the excursion and how and when the
mirror was made.

Key words: conventionally polished; diamond-turned; evaporated films; recrystallization;
thermal cycling.

Introduction

Most simple models of infrared (IR) reflectance from metal surfaces imply that reflectance is

only a function of one or more fundamental parameters. Furthermore, these parameters are determined
entirely by the type of material, depend only upon current conditions, and cannot be altered by previ-
ous environments. However, experimental measurements and practical applications show that actual
reflectance is rarely ever as good as predicted by theory and depends upon more than just the makeup
of the mirror [1]. Reflectance also changes with age, temperature, and wavelength, and high-
temperature-induced reflectance changes are not always reversible.

Because the experimentally measured behavior of IR reflectance of metal mirrors is more complex
than that predicted by simple models, this paper documents an investigation into the effects of

thermal cycling upon the resultant IR reflectance of metal mirrors as a function of (1) composition,

(2) fabrication, and (3) thermal history. The basic approach consists of comparing the initial normal
incidence IR reflectance of a small metal mirror to that measured after the mirror was baked.

Experimental

The investigation was designed to verify that permanent changes in IR reflectance do indeed occur

and consisted of a particular sequence of events, starting with the acquisition of three identical
sample sets, each composed of different metals and prepared in different ways, and measuring the

reflectance of all the samples at five wavelengths, starting at 0.8 urn and ending at 9.72 ym. (The

reflectance measurements were performed in an atmosphere of dry nitrogen at room temperature (25°C

nominally) in the Naval Weapons Center's (NWC) relative ref lectometer , which has a precision of about

0.1%.) Then one of the three sample sets was set aside to act as controls in order to separate out

effects due to aging; the other two sets were designated as an intermediate temperature (Tl) group and

a high-temperature (T2) group, the temperatures depending upon the type of metal. (The samples of all

three groups were stored together in a dust-free enclosure, but otherwise were exposed to the normal
laboratory environment.)

Work supported by Navy Independent Research Funding.
Figures in brackets indicate the literature references at the end of the paper.
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Those samples not acting as controls were baked for 2 hr in an ultrahigh vacuum (UHV) environment
at the selected temperatures. (The 2-hr baking period commenced once the desired temperature was
reached, and regulation kept it there to within a couple degrees.) At the end of the 2-hr period, the

source of heat was removed and the samples were allowed to cool within the UHV environment to room
emperature

.

The reflectance of the baked samples and their identical controls were then measured again as

soon as possible. Additionally, the reflectance of a UHV-deposited aluminum film, prepared more than
a year before, was periodically measured in a manner identical to all the other samples in order to

track any systematic drifts and ascertain the precision of the ref lectometer system. (Since reflec-
tance changes referenced to their initial values were the desired quantities, precision and resolution
were of greater concern than the absolute accuracy of the ref lectometer .

)

The sample sets of copper, aluminum, silver, and molybdenum were fabricated in a variety of ways
(see fig. 1). All film samples were prepared in-house on fused silica and single-crystal silicon sub-
strates, which were baked at 250°C for 1 hr and cooled before the films (1000 A aluminum, 1200 A

topper and silver) were deposited at room temperature. All fresh-feed, conventionally polished, and
iiamond-turned bulk samples were also prepared in-house. Additionally, on hand for comparison were
everal older diamond-turned aluminum alloys, 6061-T6 and 2024-T4, and diamond-turned OFHC copper
amples. Figure 1 also depicts the baking temperatures used. These were picked somewhat arbitrarily
;o be below the typical metallurgical annealing temperatures to prevent gross figure and
ecrystallization changes. Baking time was not a variable.

tesuits

Copper

There does not appear to be any initial reflectance differences between films attributable to

type of substrate (table 1). Baking the films on fused silica had no effect on stability greater than
t0 . 1% (fig. 2). In contrast, the only copper film on silicon that showed any stability, also to
vithin ±0.1%, was the 150°C (Tl) sample. Both the control (Co) and the 300°C (T2) samples deterio-
rated at all wavelengths. The T2 sample change was the most dramatic, losing from about 3% at 9.72 \m

:o nearly 40% at 0.8 pm (table 2 and figs. 3 and 4). The deterioration was very noticeable to the
maided eye, and, under Nomarski microscopy (fig. 5), it revealed a surface composed of islands of

smooth, undisturbed copper surrounded by rough areas of what may be a thermally driven copper /silicon
solid state reaction. Why the intermediate temperature (Tl) sample appears to be unaffected is not

!fet known. Neither angle-resolved nor total integrated scatter (TIS) measurements were made on these
samples, but presumably an increase in scatter is responsible for part of the increasing loss of

reflectance at shorter and shorter wavelengths.

The old diamond-turned copper also turned out to be stable to within ±0.1% to thermally induced
reflectance changes (see fig. 6). However, on close inspection, baking at 300°C does seem to have
Induced slip over most of the T2 sample (fig. 7). Visually, the newly made diamond-turned copper sam-
ples appeared to be of poorer quality than the older ones. However, as can be seen in table 1, such a

:onclusion was not supported by reflectance measurments. Overall stability to thermally induced
[reflectance measurements, with a few exceptions, was also just as good (see table 2 and fig. 8). One
bf the difficulties with the in-house diamond-turning facility at that time was a lack of uniformity
iven within a particular production run, and this showed up as a variation between samples at the
Longer wavelengths. The improvement of the 150°C (Tl) sample at these wavelengths after baking may be

lue more to natural recovery than baking. However, whatever the cause, the improvement merely
resulted in its reflectance approaching that of the other two samples. The only effect that can be
ertain to have been caused by baking is the accelerated recovery visible in figure 9.

The effects of thermal cycling upon conventionally polished copper were nearly as positive as
hose upon the copper film on silicon were negative. Baking at 300°C increased reflectance from about

f). 4% at 9.72 urn to about 13.5% at 0.8 pm, and even baking at 150°C produced easily measurable reflec-
:ance increases at nearly all the wavelengths (see table 2 and fig. 10). As spectacular as these
Improvements may seem, particularly at the shorter wavelengths, the resulting increased reflectances
rere still less than those of the evaporated films or diamond-turned surfaces.

When these samples were removed from the polishing process, their surfaces showed a great deal of
damage in the form of scratches and defects. Because of this and a wide variation in the measured
initial reflectances, it was decided to measure TIS before and after baking. The results, made at
L.15 ym, are as follows:
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I
, /I of polished copper

hemispherical scatter reflected

Before baking After baking

Co .0166±.0004 .0159±.0003

Tl .0163±.0007 ,0184±.0016
T2 ,0152±.0004 ,0194±.0002

What appears to account for both increases in scatter and reflectance is some combination of

recrystallization and recovery of the disturbed surface layer (see fig. 11). An increase in grain
size might be expected to provide an increased dc conductivity, which according to the Drude (free

electron) model, would result in a greater IR reflectance.

The unambiguous presence of rings in reflection electron diffraction (RED) microscopy of the

high-temperature (T2) sample as well as the less obvious rings in the intermediate temperature (Tl)

sample very clearly shows an increase in crystalline order of the surface layer with higher baking
temperatures (see fig. 12).

Many of the copper samples lost on the order of 1% of their intrinsic reflectance at 0.8 um
'

regardless of whether they were baked or not. An accumulation of an absorbing oxide layer on the

surface is suspected of being responsible. As stated earlier, the samples were only protected from
dust during the period between manufacture and final reflectance measurement, which was typically four
to six weeks. No data were found concerning oxidation rates nor were specific data reporting the

spectral absorption characteristics of oxides of copper located in order to support or eliminate this

possibility. Even though the old diamond-turned copper samples were several months old, they had been
stored immediately in a small, air-tight container after manufacture, where they remained until they

j

were measured in the reflectometer . They were remeasured 1 mo. later, which may have been long enough
for oxidation to have begun after nearly a year's delay. On the other hand, the two weeks in which

\

the new diamond-turned parts passed through the cycle may not have been long enough for many ill

effects to accrue, therefore accounting for those parts not showing any significant losses at 0.8 um.
t

For the most part, diamond-turned copper and copper films on fused silica seem to be very stable

to thermally induced reflectance changes in the IR. Improvement can occur when the surface layer is^

greatly disturbed. On the other hand, drastic deterioration may result if a film is evaporated onto
something with which it can interact such as silicon [2].

Aluminum

Under initial visual Inspection, the evaported aluminum films on fused silica showed noticeable
defects such as scratches, lines, and hazy area; whereas, the films on silicon appeared to be clean
and uniform. Table 1 shows a small difference between the two substrate types at the shorter
wavelengths that seems to agree with the difference in quality.

Aluminum films, like copper and silver, are also known to be sensitive to solid state

interactions with silicon and thus what happened to the copper film on silicon might be expected tc

have been repeated. If anything did happen, it was extremely subtle and not readily measurable
except perhaps at 0.8 um where the only decrease in reflectance (about 0.5%) occurred (see table 2 am
fig. 13). These particular films on silicon appear to be immune to thermally induced effects.

tki

i icti

IPR

jtei

The control (Co) and 100°C (Tl) aluminum films on fused silica were also stable to within ±0.15%
however, baking at 150°C did result in a significant loss of reflectance between 6.24 um and 0.8 um oi

the T2 sample (see table 2 and fig. 14).

Alloys of aluminum which have lower dc conductivities than the pure metal also posses

proportionally smaller IR reflectances. Table 1 clearly shows that the two diamond-turned alloys
6061-T6 and 2024-T4, have poorer reflectances than the pure films. Of the two listed, the slightl

higher reflectances belong to the alloy 6061-T6 which also has the greater dc conductivity.

Overall, the diamond-turned 6061-T6 alloy appears to be fairly stable (see fig. 15); the onl

significant change was a loss of reflectance on the order of 0.5% at 0.8 um by the 150°C (T2) sample

The nearly 0.5% loss by the 6061-T6 control (Co) at 2.7 urn may have been caused by adsorbed water du

to much higher than normal humidity at the time.

The diamond-turned 2024-T4 aluminum alloy turned out to be less resistant to negative thermal!

induced effects. Both of the baked samples incurred reflectance losses between 0.8 um and 2.7 um (st

table 2 and fig. 16).

a
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All of the aluminum and aluminum alloy samples suffered reflectance losses between 0.4 and 1% at

.8 vm when baked at 150°C. Depending upon other parameters such as type of substrate or alloy,
aking at 100°C or higher may also result in IR reflectance losses. On the other hand, some of the

ata indicate that in the case of diamond-turned 6061-T6 alloy small improvements may be realized at

ome points depending upon the temperature used. Most surprising perhaps was the overall stability
xhibited by the aluminum films on silicon and the lack of it by an identical film on fused silica
aked at 150°C.

Silver

Initial reflectance measurements of the evaporated silver films showed no difference due to type

f substrate. Also, figures 17 and 18 display very similar behavior between the silver films on

used silica and those on silicon due to thermal cycling. The evidence as it is presented in table 2

ndicates that whatever caused the loss of reflectance at 0.8, 1.54, and 9.72 ym, it was probably not

ue to baking at either 50°C (Tl) or 100°C (T2). However, the losses experienced by the baked silicon
amples may have been partially thermally driven. The deterioration of these samples at 0.8 and
.72 pm is nearly identical to that suffered by the silver on fused silica at the same wavelengths,
ad so it is likely that the same nonthermal agent, such as a chemical reaction, was responsible,
here were, however, no obvious signs of any interaction between silver and substrate, nor were there

cry signs of recrystallization of any of the baked samples. Of all of the metal films measured, the

ilver samples faired the worst overall. The conclusion from these data may be that thermal cycling
ardly impacts the results-deterioration due to aging will dominate no matter what.

: i
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Molybdenum

Figure 19 indicates that baking conventionally polished molybdenum may have a positive effect on
,ts IR reflctance just as it did on the polished copper. Several differences do exist, however. The

r

& or so improvement in reflectance at 0.8 um was probably not caused by baking at either 300°C (Tl)

r 600°C (T2). More than likely it resulted from the material's own natural relaxation of the

Lsturbed surface layer, even though no change in the surface was seen as it was on the polished
Dpper. The data do indicate, however, that baking does have some positive impact at the longer
avelengths (see table 2). Because typical annealing temperatures for molybdenum are on the order of

')00°C, baking at even high temperatures than those used here might produce even larger reflectance
langes

.

inclusions

Permanent, thermally induced reflectance changes do indeed occur in metal mirrors, and, depending
ion the material, type of manufacture, wavelength, and the temperature used, these changes can be

.ther positive or negative. Most positive gains in the far-IR reflectance arise from either an

tcrease in crystalline order or a decrease in the density of defects. In any event, the degree of

lprovement is limited by how much disorder exists and the theoretical reflectance inherent with the
iterial . From this standpoint alone, if the surface layer is already well ordered, the material
lould be expected to be stable to thermally induced changes in the infrared (IR). Another avenue for

jprovement due to baking is the possibility of desorption of impurities or contaminants from the

irface. On the other hand, prolonged heating can also reduce the reflectance of a metal by either
dtiating or accelerating chemical reactions with external media. There is evidence to suggest that

the case of silver films baking at moderate temperatures can result in an overall decrease in grain
ze [3], which should lead to a reduction of IR reflectance. Also, in the case of some metals, gross
crystallization produces severe surface roughening, thus increasing scattering. Finally, naturally
curring aging of the material plays a dominant role in the subsequent optical properties of a
terial and any effect thermal cycling might have upon them.
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Table 1. Average initial reflectances

Sample type 0.8 um 1.54 um 2.7 um 6.24 um 9.72 um

Cu film on fused silica .979 .994 .996 .996 .996

Cu film on silicon .980 .994 .996 .995 .994

Old diamond-turned OFHC Cu .981 .996 ,^98 .999 .997

New diamond-turned OFHC Cu .970 .995 .998 .998 .995

Polished OFHC Cu .707 .944 .982 .989 .988

Al film on fused silica .875 .969 .977 .985 .985

Al film on silicon .878 .970 .977 .985 .985

Old diamond-turned 6061--T6 Al .855 .957 .968 .979 .980

Old diamond-turned 2024--T4 Al .851 .944 .959 .974 .976

Ag film on fused silica .983 .993 .994 .995 .994

Ag film on silicon .983 .993 .994 .995 .993

Polished Mo .608 .884 .960 .980 .983

Table 2. Percent changes in reflectance due to baking

Sample type Temp., °C 0.8 um 1 . 54 um 2.7 um 6.24 um 9.72 um

Cu film on silicon Co -1.79±.07 -.73±.08 -.89±.09 17 ±.12 stable
150 -1.29+.07 stable stable stable stable
300 39.51±.07 -22.35±.05 -13.73±.08 -5.39±.14 -3.06±.14

Cu film on fused silica Co -1.25±.07 stable stable stable stable
150 -1.17±.07 stable stable stable stable
300 -1.09±.07 stable stable stable stable

Old diamond-turned OFHC Cu Co -1.22±.07 stable stable stable stable
150 -1.40±.07 stable stable stable stable
300 -1.22±.07 stable stable stable stable

New diamond-turned OFHC Cu Co stable stable stable stable no data
150 stable stable stable .21 ±.15 1.27±.14

300 -.22±.07 stable -.18±.10 stable stable

Polished OFHC Cu Co -.99±.14 -1.58+.07 -.34±.07 stable -.24±.12

150 1.94±.08 .32±.06 .27±.08 . 19±. 12 stable
300 13.53±.08 3.06±.07 .66+. 08 .49±.12 .37±.12

Al film on fused silica Co stable stable stable stable stable
100 stable stable stable stable stable
150 -.57±.07 -.56±.06 ~.60±.09 -.33±.12 stable

Al film on silicon Co -.36±.09 stable stable stable stable
100 -,15±.08 stable stable stable stable
150 -.38 + . 10 stable stable .19+. 15 stable

Old diamond-turned 6061-T6 Al Co stable stable -.46±.09 stable stable
100 stable .22±.06 . 17 ±„ 1

1

stable stable
150 -.52±.09 stable stable . 15±. 12 . 33±. 12

Old diamond-turned 2024-T4 Al Co stable stable stable stable stable

Ag film on fused silica

Ag film on silicon

Polished Mo

100

150

Co

50

100

Co

50
100

Co

300

600

-.39±.08
-.97±.08

-1.72±.10
-1.36±.08

-1.6U.08

-1.28±.08

-1.49±.ll
-1.7U.08

3.44±.08
2.53±.10
3.24±.07

-.36±.06
-.30±.06

-.32±.09
-.17±.07
-.19±.06

stable
-.12±.07

-.29±.06

stable
.17±.15
-.45±.06

-.40±.10
-,24±.08

stable
stable
stable

stable
stable
-.2U.08

stable
.56±.18
.09±.07

stable
stable

stable
stable
stable

stable
stable
stable

stable
.39±.12
.42±.12

stable
stable

-.24+.1

-.23±.l

-.18±.l

stable

-.17±.l

-.24±.l

stable
stable
.30±.l
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ON FUSED SILICA

ON SILICON

THE TEMPERATURES
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"/. Reflectance Change in Cu Film on FS

T1 = 150c

T2 - 300c
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bulk/ OLD

DIAMOND TURNED^
NEW

ALUMINUM

SILVER

ALUMINUM

SILVER

EVAPORATED FILM <^

ON FUSED SILICA

ON SILICON

6061-T6 ALLOY

Tl = 100c

T2 = 150c

T1 = 50c

T2 = 100c

T1 = 300c

T2 = 600c
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I
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EVAPORATED FILM<

2024-T4 ALLOY

ON FUSED SILICA

X
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Figure 1. Sample set and baking temperatures,
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Figure 2. Percent reflectance change vs

wavelength of baked evaporated Cu films on

fused silica.
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Figure 3. Percent reflectance change vs

wavelength of baked evaporated Cu films on

silicon.
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Figure 4. Percent reflectance change vs

wavelength of baked evaporated Cu films on

silicon

.

Figure 5. Nomarski photographs (180X) of the

control (Co), 150°C (Tl), and 300°C (T2)

evaporated Cu films on silicon after baking.
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"/. Reflectance Change in Old DT OFHC Cu CONTROL 150°C 300°C

-0. 50

-1 . 25

average J-

uncertainty

control

150°C
300°C

Wavel ength (um)

Figure 6. Percent reflectance change vs

wavelength of baked old diamond-turned OFHC

Cu.

CONTROL 150°C 300°C

Figure 7. Nomarski photographs (180X) of the

control (Co), 150°C (Tl), and 300°C (T2) old
diamond-turned OFHC Cu samples after baking.
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Figure 8. Percent reflectance change vs

wavelength of baked new diamond-turned OFHC

Cu.

Figure 9. Nomarski photographs (180X) of the

control (Co), 150°C (Tl), and 300°C (T2) new
diamond-turned OFHC Cu samples after baking.
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Figure 10. Percent reflectance change vs

wavelength of baked conventionally polished

Cu.

170



150°C 300°C

'

;
! -> \ "

.
k .

•

Figure 11. Nomarski photographs (180X) of the

control (Co), 150°C (Tl), and 300°C (T2) con-
ventionally polished Cu samples after baking.

CONTROL 150°C 300°C

Figure 12. Reflection electron diffraction
micrographs (100 kV) of the control (Co),

150°C (Tl), and 300°C (T2) conventionally
polished Cu samples after baking.
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Figure 13. Percent reflectance change vs
wavelength of baked evaporated Al films on
silicon.
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Figure 14. Percent reflectance change vs
wavelength of baked evaporated Al films on
fused silica.
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V. Reflectance Change in DT 6061-T6 Alum '/. Reflectance Change in DT 2024-T4 Alun
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Figure 15. Percent reflectance change vs

wavelength of baked old diamond-turned 6061-T6
Al.
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Figure 17. Percent reflectance change vs
wavelength of baked evaporated Ag films on
fused silica.
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Figure 16. Percent reflectance change vs

wavelength of baked old diamond-turned 2024-T4

Al.
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Figure 18. Percent reflectance change vs

wavelength of baked evaporated Ag films on

silicon.
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7. Reflectance Change in Polished Moly

Wavelength <i_im>

Figure 19. Percent reflectance change vs

wavelength of baked conventionally polished

Mo.
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Single-shot, Cummul ati ve and PRF Dependent Laser Induced Damage Thresholds

R M Wood, P Waite and S K Sharma

GEC Research Laboratories, Hirst Research Centre, Wembley, Middlesex, HA9 7PP

During the course of several laser damage programmes at HRC evidence has been accumulated
on the different mechanisms and morphology of damage. This evidence has been gained at both

1.06 and 10.6 u.m during single-shot, cummulative and prf testing of laser components.

This paper discusses, with both quantitative and photographic data the significance of (1)
variation of the damage threshold values gained as a function of laser spot size and laser beam
power and energy characteristics, and (2) the size and morphology of the damage spot gained
under single shot, multiple and cummulative irradiation at prf's up to 100 Hz. Results are
presented on Ge, ZnSe, ZnS, GaAs, CdTe, NaCl , KC1 substrates and coated components at 10.6 \im

and PMMA, fused silicon, Nd:laser glass and coated components at 1.06 urn.

Ire

Key words

Introduction

Laser induced damage, 1.06 \xm, 10.6 single shot, Cummulative, PRF dependence

induced damage threshol
and 10.6 (COg) but ha

During the course of the

MOD have supported programmes which included the measurement of laser
(LIDTs) at HRC since 1968. These have principally been at 1.064 ^m (Nd : YAG)

also included 0.53 ^m (SHG of Nd : YAG) , 0.69 u*i (Ruby) and 2.06 u.m (Ho: YLF).

programmes data has been accumulated on the different mechanisms and morphology of damage. Much of th

work has never been presented before since the separate evidence was not sufficient to make a full sea

paper.

This paper discusses the significance of the variations in the laser induced damage threshold valu

and the size and morphology of the damage
of a variety of samples.

gained under single-shot, multiple and cummulative irradiati

2 Variation in the single-shot laser induced damage threshold

Most experimenters have reported variations in the single-shot damage threshold levels across t

surface of their damage samples. Those experiments which involve a large area irradiation spot show t

least apparent variation and also always show up low LIDT's. Experiments performed on a random bas

and/or with a small spot size show a wide variation and experiments performed with a small spot on

systematic basis yield both high and low values [1]. Figure 1 shows typical examples of the resul

gained using a small laser spot on typical damage samples.o
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Figure 1 : Percentage of surface damaging as a function of irradiation level : fused silica 1.064
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Low laser damage thresholds are recognised as being due to the presence of scratches, pits, coating
cts, absorbing inclusions, and adsorbed materials. Figures 2 to 6 show photographs of such damage.

33^m

re 2 : Damage at a microscopic crystallite
in KD*P, 1.064 ym

70 r

| 60
—

s

£ 50

g AO

o
30

IVe 3 : Damage on a scratch in germanium
10.6 ym (x!400)

LU
21

20

10-

0
5 10

MWmnrf 2
15

j re 4

a

Damage on polishing pits,
sil icon, 10.6 \xm x!500

Figure 5

60 120 180

m J mm" 2

DAMAGE THRESHOLD

Damage spot size versus LIDT, laser glass,
1.064 urn

-

is now clear that what was once looked on as a spot size dependence of the LIDT is really just a

^ability of covering a low damage threshold region with a particular size spot. It is also clear that
lower damage thresholds correlate with defects etc and that higher LIDTs are found with near perfect

faces and materials. The morphology of the damage spot, especially at or near the threshold for
age, therefore depends markedly on the presence and distribution of defects etc. It also depends on

peak energy density, peak power density, wavelength of irradiation and the laser beam temporal and
tial shape. These parameters determine in association with the sample parameters the relative
luence of the thermal and dielectric breakdown mechanisms which lead to damage of the particular
pie. Some of these differences can be seen with reference to the table (fig 8) where LIDT's on samples
sured at both 1.064 and 10.6 p,m are tabulated. The morphologies of the damage areas are usually
tinctive but similar damage morphology can be observed from different causes, see figure 7,
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where the damage is on a uniform surface irradiated by a multi -degenerate beam and (fig 4) where damage

was observed on polishing pits covered by a single TEMoo laser beam. Single shot damage can therefore be

observed as single spots, large spots or multiple spots - the precise sizes depend on the beam shape and

laser power and energy densities relative to threshold.
-*

Figure 6

L0G
e
P
D

L10T versus surface finish; fused
silica, 1.064 ym ,

Laser damage on a surface irradiated by a

multi -degenerate beam, 1.064 u.m (x20)

Sampl

e

Ho: YLF

Ho: YAG
Nd : YAG
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Si

Diamond
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LIDT l>

I. 064 urn
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8+50
8+50

2.8
36
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Figure 8 Laser induced damage thresholds for a selection of materials irradiated
at a variety of wavelengths
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Nd:YAG laser beam direction
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Figure 9 : Damage on damage, laser glass at 1.064 u.m
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Multiple irradiation

There are several sorts of phenomenon to subsequent pulses after a sample has been damaged.

Damage occurring on damage - this can be in the form of rapidly enlarging damage areas or damage
cutting back through the sample towards the laser source. These both happen when small areas
(someti^s defect or absorbing inclusions) damage at relatively high levels in the middle of

good areas (see fig 9).

Small damage spots which do not change much, e.g. absorbing inclusions in laser glass. The laser

power and/or energy densities are high enough for damage but too low for subsequent
damage, (fig 10).

Damage spots which subsequently have a higher LIDT. This comes about after irradiating just below
the catastrophic damage level. It has been observed on surfaces due to varpori sati on of organics
on single crystal surfaces which have been laser annealed, thus erradicating
scratches and pits (see fig 11) as in single crystals of KDP [2]

Large damage spots which do not change in size after
dielectric coatings on well finished substrates, figure 12

repeated irradiation e.g. damage to

Damage which grows on repeated irradiation, e.g. damage due to a chemical change. This can be

seen in PMMA (see fig 13) where the incompletely polymerised perspex carbonises in small spots.
These spots absorb more radiation and the black spots grow large and eventually catastrophic
damage occurs. The mechanisms of this phenomena have been discussed previously [3].

Damage due to a gradual build up of temperature. This can be seen by reference to thermal runaway
in semiconducting samples. We showed the effect of this last year [4] in Ge. We have since shown

that the same effect occurs in ZnSe and ZnS but not in KC1 (fig 14) (which damages through
dielectric breakdown and not a thermal effect). The interesting point about the prf dependent LIDT

is that as the same mechanism is involved the percentage drop with prf

is virtually independent of other material properties.

Figure 10 : Cummulative damage on a \/4 MgF? A-R
coating on a Nd:YAG laser rod after
2x106 pulses

Figure 11 : 'Laser annealed' damage spots on germanium, 10.6 u.m (X400)
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Figure 12 : Damage to a dielectric coating, 1.064 pm Figure 13 : Damage to PMMA, 1.064 um X30

j i i i I I i I i l

0 10 20 30 AO 50 60 70 80 90 100

SINGLE PRF IN Hz

SHOT
Mgure 14 : PRF dependent LIDT of Ge, ZnSe, ZnS and KC1
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DAMAGE THRESHOLD OF FUSED SILICA AT 3wo

J.F. MENGUE and D. FRIART

Commissariat a l'Energie Atomique
Centre d

1 Etudes de Limeil-Valenton
B.P. n° 27, 94190 Vi 1 1 eneuve-Saint-Georges , FRANCE

Our laser-matter interaction program requires the conversion of our OCTAL laser from 1.06 ym

to 0.355 ym. Fused silica is used to realized the focusing lens and the last optics (KDP windows,

debris-shield, etc). A damage test facility at 3wo was build in CEA Limeil in order to compare the

performance of the different French manufacturers; production (polished fused silica was provided by

SORO, REOSC, BERTIN ESO, STIGMA-OPTIQUE, ELECTRO-QUARTZ).

Key words : Damage threshold - 3coo - Fused silica - Polishing

1. Damage test facility at 3ioO

It is shown on figure 1,

Tested sample

Ref. sample

f z3m

4
f : 3m

\
R=33V.

/

|

xA1003p

f= 1,75m

Figure 1 - Damage test facility at 3too
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The last amplifier is a 16 mm diameter rod amplifier delivering 750 mJ in 3 ns. Frequency

conversion is realized with two 3 cm length type II KDP.

Energy at 3too is 200 mJ . Relative measurements of the fused-silica sample is made by comparison

to a reference sample.

In order to realize this comparison the converted beam is divided in two arms with an energy

ratio of 1/2 coo and 2ojo frequencies are eliminated by the mirrors treated at 3wo.

Optical density are placed on both arms and on the main beam to compare the damage threshold

of the sample and the reference.

Some samples were tested on the absolute test facility in LLNL, giving us an evaluation of the

damage threshold in J/cm 2
.

2. Results

Best results were obtained by STIGMA-OPTIQUE which is considered as the best optic polisher in

FRANCE, with damage threshold around 8.5 J/cm 2 (figure 2).

22 samples were tested with an average value of 6.2 J/cm 2
; the lowest results were at

5.5 J/cm 2
.

In order to increase the lowest results we ordered new samples to some companies. The results

were slightly better (average 7 J/cm 2
)

(figure 3). No indication had been given about special

cleaning or polishing.

New samples will be polished and tested and we expect average results of the order of 9 to

10 J/cm 2
.

182



Round-Robin Testing of Low-Scatter Optics*

Jean M. Bennett

Michelson Laboratory, Physics Division
Naval Weapons Center, China Lake, California 93555

and

W. Kent Stowell

Avionics Laboratory
Air Force Wright Aeronautical Laboratories

Wright-Patterson Air Force Base
Dayton, Ohio 45433

For high quality laser optics it is important to compare measurements of surface
quality made in different laboratories, determine how scattering levels of silver coatings
produced by different groups compare, and what effects, if any, are introduced by stripping
the silver coatings and by handling and transporting samples between laboratories. A
round-robin study attempted to answer these questions. Participating laboratories included
the Avionics Laboratory at the Air Force Wright Aeronautical Laboratories (AFWAL)

,
Dayton,

Ohio, Michelson Laboratory at the Naval Weapons Center (NWC), China Lake, California, and
the Air Force Weapons Laboratory (AFWL)

,
Albuquerque, New Mexico. Fourteen very

low-scatter, optically polished synthetic fused silica (Suprasil) and natural fused quartz
(Homosil) samples were purchased from Robert M. Silva of VTI, Dayton, Ohio. Angular
scattering, i.e., bidirectional reflectance distribution function (BRDF), was measured on

all the uncoated samples and three silver-coated samples at AFWAL using a variable angle
scatterometer . Eleven additional samples were silver coated at NWC, and total integrated
scattering (TIS) was measured on all silver-coated samples. Transmission electron
micrographs were made of the surfaces (silvered and also stripped) of two samples, and
selected coated and uncoated samples were profiled. TIS was then measured on the

instrument at AFWL. At AFWAL BRDF measurements were made on all the samples, both silver
coated and then stripped, and TIS measurements were repeated on selected samples at NWC.
It was found that the TIS measurements made at NWC and AFWL were in good agreement.
Scattering from bare substrates increased after silver coating and stripping, and there was

a large variability in the silver coatings, particularly those made at NWC. Critical
factors in obtaining low-scatter silver surfaces appeared to be the cleaning and coating of

the samples. The results of the round-robin measurements are discussed in detail in this
paper

.

Key words: fused quartz; low-scatter optics; optical characterization; scattering
measurements; silver films.

Introduction

High quality, low-scatter optics such as are used, for example, in laser gyros, high energy laser
systems, and x-ray and optical telescopes including the Space Telescope are difficult to make, to
characterize, and to keep in their original pristine condition. Furthermore, a variety of

characterization techniques are in use at different laboratories, and it is often difficult to

intercompare measurements. For these reasons, a round-robin study was initiated between the Air Force
Wright Aeronautical Laboratories (AFWAL), Dayton, Ohio, the Naval Weapons Center (NWC), China Lake,
California, and the Air Force Weapons Laboratory, Albuquerque, New Mexico. The four major objectives
of the study were to (1) correlate angle-resolved scattering measured at AFWAL with total integrated

I

scattering (TIS) measured at NWC and AFWL, and surface profiles measured at NWC, all on the same
samples, (2) determine the effect on substrate scatter and roughness of silver coating and then
stripping the substrates, (3) determine the effect of handling and interlaboratory measurements on the

*
Work supported by the Air Force Weapons Laboratory.
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scattering levels of uncoated and silver coated-substrates , and (4) determine the correlation of laser

damage thresholds (1.06 Urn wavelength, 5 nsec pulse length) with scattering from uncoated substrates.
The last objective was not accomplished because the laser at AFWL intended for the measurements was

not operational. Possibly these measurements will be made at a later date.

Fourteen 1-in.- (25.4-mm-) diameter "quartz" substrates were used in the study. Three were
Homosil, natural fused quartz, and are designated by HT; the other eleven were Suprasil, synthetic
fused silica, W-l grade (best water-free optical quality) and are designated T-22xx, where xx is the

sample number. Three samples were coated at AFWAL, and eleven others at NWC with approximately
1000-A-thick silver films. Prior to coating, the samples were cleaned by drag wiping with a

nonabrasive lens tissue using methanol as a solvent. Then collodion was poured onto the surface of

each sample, allowed to dry, and the collodion film stripped. (Collodion captures particulates so

they are removed when the film is stripped.) The silver films were removed with a dilute solution of

nitric acid. They were then rinsed in deionized water and dried using a nitrogen gas jet to chase the
water off the sample

.

Instrumentation

The angular distribution of scattered light or bidirectional reflectance distribution function
(BRDF) [1] was measured on a variable angle scatterometer (VAS) [2-4] at AFWAL. Specifically, the

angle of incidence of the 6328 A He-Ne laser beam was 30°, and the scattered light was measured on the

surface normal. The laser was unpolarized, but the source optics made the light incident on the

sample predominantly s-polarized. In the VAS, front surface scattering can be separated from bulk, and
rear surface scattering [2], so that uncoated samples can be measured with as much sensitivity as

coated samples. The illuminated area on the sample was a circular spot 0.5 mm in diameter, and the
telescope in front of the detector had a 2 minute angular field. Figure 1 gives an example of the
registration accuracy that can be obtained with the instrument. The upper three curves are
three-dimensional plots of scattering from a 3 mm x 3 mm area in the center of the sample. The
scattering is plotted logarithmically in the z-direction (limits of the log scale are given), while
the position on the surface is given by the x-y coordinates. In the lower three polar plots, the

sample remained fixed at a given location, and was then rotated about the surface normal located at

that point. In each plot are superposed curves taken at five different locations: the four corners
and the center of the 3 mm x 3 ram area. The two BRDF three-dimensional plots for the unsilvered
surface are similar, but specific features cannot be unambiguously identified. Specifically, there
are many more scattering sites in the plot on the upper right, showing that the surface was apparently
damaged by the coating and stripping operation. The polar plots show that there was a surface defect
that produced enhanced scattering at a particular angle; its effect was evident when the surface was
silver coated, and surface defects giving unidirectional scattering were present after the film was
removed

.

TIS was measured at NWC using the Optical Evaluation Facility [5,6] at a wavelength A of 6471 A

(krypton red laser line). An effective rms roughness 6 can be calculated from the measured TIS using
the approximate expression [5]

which holds when 6 < A. The surface spatial wavelengths theoretically are in the range 0.65 vm (red

laser wavelength) to °°, but actually the angular collection limits of 2.85° to 80° for the aluminized
hemisphere restrict the surface spatial wavelength range to 0.65 um to 13 pm for normal incidence
illumination on the sample. The TIS is the fraction of the reflected scattering into almost a

hemisphere divided by the total sample reflectance (diffuse scattering plus specularly reflected
light); for very low-scatter silver-coated surfaces, TIS is approximately equal to the scattered light
divided by the specular reflectance of the sample. Thus the value of the TIS is independent of the

sample reflectance and is a function only of the surface roughness. In contrast, BRDF is the ratio of

light scattered into a known solid angle dfi divided by the product of dft and the incident beam
intensity. Thus, the BRDF value will be quite different for silver-coated and bare quartz surfaces of

the same roughness, as discussed in the section on silver-coated substrates. TIS was also measured at

AFWL using an instrument similar to that at NWC but with a He-Ne laser source (wavelength of 6328 A).

Surface profiles were measured at NWC with a Talystep surface profiling instrument [7] that had a

1-um-radius diamond stylus. A 2-mg loading was chosen so as not to mark the silver coatings. Profile
lengths generally included 1.57 mm, 628 ym, 157 um, and 15.7 urn; only the shorter two profile lengths

Figures in brackets indicate the literature references at the end of the paper.

(1)
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e - illustrated in this paper because they give information about the surface polish and roughness of

| silver films. The longer profile lengths emphasize substrate waviness which was less important in

Ls study.

A JEOL Model 120U transmission electron microscope at NWC was used to obtain micrographs of

ere|i)
_stage surface replicas of uncoated and silver-coated surfaces. The replicas were made with

tit |i.stened pressure-sensitive tape which was pressed onto the surface and allowed to dry. After the

:>e was removed, it was obliquely shadowed with a platinum/carbon film and then with a thick carbon
^er deposited at normal incidence. Finally, the tape was dissolved and the carbon replica was

served in transmission to show surface details.

suits

The results of all the measurements are presented in table 1. These include initial BRDF and
rface profile (rms roughness) measurements on the bare substrates, BRDF, TIS (rms roughness) and
rface profile measurements on the substrates after the silver coating had been removed. These
suits will be discussed in detail throughout the rest of the paper.

Figures 2 and 3 show transmission electron micrographs of two-stage surface replicas of bare and
lver-coated substrates made of Suprasil and Homosil. Replicas were first taken of the silver-coated
rf aces . The silver was then removed with dilute nitric acid and replicas were made of the bare
rfaces. Very little detail shows on either the bare or silver-coated surfaces, even though the

adowing angle was only about 10° from the plane of the surface. At this shadowing angle, a feature
ch as an isolated particle casts a long, well-defined shadow, as is shown in the small inset photos
the bottom of figure 2. Silver films evaporated under similar conditions onto rougher substrates,

d sputtered silver films have a lumpier appearance [8]. The electron mirographs do not seem to give
formation as to why the silver films in this study produced proportionately more scattering than did

e uncoated substrates.

re Substrates

In table 1 the substrates are ordered according to their initial scattering levels, and samples

f-3
and T-2217 (whose micrographs were shown in figures 3 and 2, respectively) are near the low and

gh ends. No obvious differences can be discerned between the bare surfaces of these samples in the
ectron micrographs. BRDF plots for the two samples, before coating, are shown in figure 4, where
*t only is the average scattering level different, but the rotational symmetry of the scattering is

so much better for the lower scatter surface.

Scattering increased on most samples when they were silver coated and then stripped, as can be

en in the BRDF columns for the bare substrates and the silver-stripped substrates in table 1.

-gure 5 shows BRDF plots of this effect for sample T-224. The ratios of scattering after and before
>ating given in the table show that 71% of the samples showed increased scattering levels after being
.lver coated and stripped. The scattering increase appears to be caused by an increasing number of

:attering centers, and greatly increased scattering at each defect; also, there appears to be

otational asymmetry introduced into the scattering pattern after silver coating and stripping, as

/idenced by the polar plot in the lower right-hand corner of figure 5. Four of the fourteen
ibstrates (29%) showed no increase in scattering level after silver coating and stripping. Before
id after BRDF plots for one, T-2216, are shown in figure 6. Even though more high scattering defect
ites appear after coating and stripping, the base scattering level seems to be somewhat lower (see
le polar plot at the bottom right in figure 6).

Iilver-Coated Substrates

The results for the silver-coated substrates include TIS measurements at NWC and .AFWL, as well as
RDF and surface profile measurements. There is excellent agreement between the TIS measurements made

ft the two laboratories (table 1). Thus, both instruments are measuring properties of the samples,
nd systematic errors within the instruments have been minimized. Figure 7 shows that there is also
xcellent correlation between both sets of TIS measurements and the BRDF measurements made at AFWAL.
ven though both BRDF and TIS are scattering measurements, their magnitudes cannot be directly
ompared because the BRDF gives a value for scattering into one specific angle, while the TIS measures
cattering into angles collected by the aluminized hemisphere (2.85° - 80°). However, the silvered
amples that have high BRDF values also have large rms roughnesses deduced from TIS measurements, so
he correlation between the two kinds of measurements is excellent.

Silver films evaporated at NwC showed a wide range of scattering levels because of cleaning
.nd/or coating difficulties. Figures 8 and 9 show BRDF three-dimensional plots and surface profiles,
espectively, of a low-scatter and a high-scatter silver-coated substrate. The BRDF values of the
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uncoated substrates were essentially the same, as shown in table 1. Under Nomarski illumination the
high-scatter film appeared to have bright, high-scattering point defects, and during the alignment of

the sample in the Talystep instrument several large particulates and holes, ~ 50 - 60 A in height and
depth, were noted. These were avoided in the profiles shown in figure 9 because they greatly
influence the rms roughness value; it is difficult to find a spot on a surface to give a true "average
profile." However, the silver film between the high-scattering point defects appears to be no rougher
than the low-scatter NWC silver films. The polar BRDF plots in figure 8 show that there are a few
high-scatter directions for the low-scatter film, T-227, but that the scattering appears to be

uniformly high in all directions for the high-scatter film, T-221, over the five 0. 5-mm-diameter spots
illuminated by the laser beam.

Figures 10 and 11 show BRDF plots and surface profiles, respectively, of high-scatter and
low-scatter substrates silver-coated at AFWAL. The range of scattering levels for these films was
only about a factor of 3 in BRDF, as compared to the factor of 300 for the NWC films shown in the
preceding two figures. The polar BRDF plots in figure 10 show that the high-scatter film is rather
uniform, but the lower scatter film has polar angles where its scattering level is several times the
average value. Comparing the Talystep profiles in figure 11 with those in figure 9, the AFWAL
high-scatter film (on T-2217) appears to be rougher and the low-scatter film (on HT-3) smoother than
the two corresponding NWC-coated silver films.

It had been observed previously at AFWAL that silver films evaporated onto lower scatter
substrates tended to have lower BRDF values than those deposited onto higher scatter substrates.
Although this effect was not seen in the present round-robin measurements because of the anomalously
high scatter of some of the films, it is of interest to compare Talystep profiles of the bare
substrate and the smoothest, lowest scatter silver film (see figure 12). Although the BRDF level
increased by a factor of 8 after sample HT-4 was silver coated and stripped, the Talystep profile
roughness (after stripping) was still limited by instrumental noise in the Talystep. The crystallites
in the silver film on HT-3 (a lower scatter substrate than HT-4) are seen to have a small but
measurable effect on the surface profile. All of the bare substrates profiled either before or after
silver coating and stripping were extremely smooth, and the profiles were limited by instrumental
noise

.

To study aging effects in silver, TIS and Talystep measurements were made 17 days apart on two

silver films; both coatings had been prepared at NWC. The TIS and Talystep profiles of the higher
scatter film showed no changes (table 1), but, as shown in figure 13, the profile roughness on the
lower scatter film increased noticeably, and the TIS-derived roughness almost doubled. The reason for
these differences is not clear.

The roughness Sf added by the silver films as measured by the Talystep can be calculated using
the approximate relation

where 6f s and 6 g are the measured profile roughnesses of the film-covered and bare substrates,
respectively. The rms roughnesses of the silver films independent of the substrates and the

instrumental noise were calculated to be about 0.1 A lower than the measured roughnesses of the
film-coated substrates.

The autocovariance function was measured for several film-covered surfaces and was found to have
a nearly exponential shape, in agreement with measurements made on other film-covered substrates [7],

The correlation lengths for the silver films on T-2214 and T-224 were 0.22 um and 0.15 um,

respectively, essentially at the 0.1 to 0.2 um resolution limit of the Talystep instrument [7]. The
longer correlation length of 7.8 um measured on silver-coated sample HT-3 was caused by a very slight
residual waviness on the polished Homosil surface (correlation lengths were determined using a

1-mm-long scan and 16,000 data points). The correlation lengths of 0.71 um and 1.66 um measured on

silver-coated samples T-226 and T-222, respectively, were influenced by particulates profiled in the

1-mm-long scans

.

In comparing the measured BRDF values for silver-coated surfaces with those for the bare surfaces
before coating, remember that the scattering per unit solid angle (steradian) is measured relative to

the intensity of the incident beam. Hence the BRDF of a silver-coated surface is calculated to be

23.4 times higher than that of an uncoated quartz surface of the same roughness for the scattering
angles used in this experiment [9]. Thus, if the silver exactly contoured the bare surface and did

not add any additional scattering, the measured silver BRDF values should vary between 0.1357 ppm/sr
for sample T-229 to 1.327 ppm/sr for sample T-223. The actual silver BRDF values in table 1 are

considerably higher.
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Comparing the TIS equivalent roughnesses for all the silver films , there appears to be no clear
rrelation of roughness with the BRDF scattering level of the bare substrate. For example, two of

lowest scatter silver films are on samples T-229 and T-223, the lowest and highest bare scatter
rfaces, ana a third is on sample T-227 with an intermediate bare BRDF value.

iclusions

We have shown that the BRDF of 79% of the bare substrates (11 out of 14) increased after silver
ating and stripping of the silver films. The increase in scattering ranged from 2 to 260 times,

r 21% of the samples (4 out of 14) the BRDF remained essentially constant. All of the substrates
Ire so smooth that the Talystep profiles were only marginally different from the instrumental noise;
distinction could be made between the initial substrate conditions and changes which might have

curred by silver coating and stripping.

There was excellent agreement between TIS measured on silver-coated substrates at NWC and at

WL. There was also good correlation between BRDF values measured at AFWAL and both sets of TIS
lues. No correlation was found between BRDF and TIS for the silver coatings and BRDF measured on

.e bare substrates before coating. There was a possible slight degradation in the silver coatings
ring the interlaboratory measurements. The BRDF values and TIS and Talystep profile roughnesses all
.nked the three AFWAL silver-coated samples in the same order, but not in the order of the initial
.bstrate scattering. There was a wide variation in BRDF and TIS for the NWC silver-coated samples,
nally, there was poor correlation between TIS and Talystep profile roughnesses for the NWC
.lver-coated samples, probably because of large silver crystallites on the surface which produced
:attering but were not included in the Talystep profiles. More work is needed to improve the quality
id reproducibility of silver coatings on ultralow-scatter substrates and to understand the physical
i*chanisms affecting the nucleation and growth of silver films.

The authors would like to thank Robert M. Silva of VTI, Dayton, Ohio, for providing the quartz
ibstrates used in the study. In addition, they would like to thank Naval Weapons Center personnel
. C. Archibald for making total integrated scattering measurements and J. H. Dancy for doing the

lectron microscopy; Air Force Wright Aeronautical Laboratories personnel Judy Theodosakis, Keith A.

jgh, and James G. Grote for making the angle-resolved scattering measurements; and Gloria Petty at

Dcketdyne Division of Rockwell International, Albuquerque, New Mexico, for making total integrated
mattering measurements. Alan Stewart at the Air Force Weapons Laboratory arranged for funding to
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Table 1. Measurements on round-robin low-scatter optics. All BRDF values are in ppm/sr and rms
roughness values 6 are in A

Bare substrate Silver-coated substrate Silver -stripped substrat
6 6 <5 6 6

BRDF (Taly, BRDF (TIS, (TIS, (Taly, BRDF (Taly, BRDF
Sample (AFWAL) NWC) (AFWAL) NWC) AFWL) NWC) (AFWAL) NWC) ratio

T-229 1.0 4.68 3.6 2.7 0.0369 6.4
T-2220 U.ul jo 2420. _ 2.0331 _ 147.

HT-3 U.UlJO 10.34 4.8 4.0 2.6 0.0965 - 6.2
T-2214 U . U 100 82.08 8.7 6.8 6.3 0.0530 - 2.8
T-224 U . UZU

/

33.34 3.6

6.5

2.9 3.4

4.6

0.6050 1.8 29.2

T-221 0.0221 - 3008. 48.0 54.2 4.1 0.5667 - 25.6
T-227 n n 9 /i ft 9.88 3.8 3.3 3.8 0.0523 2.1

HT-1 U

•

UZoj 2036. 62.5 0.3052 1.8 10.8
T-226 U UjUj 1163. 42.2 41.2 4.0 0.0293 - 0.97
T-2216 0.0320 - 21.53 - - - 0.0290 - 0.91
T-222 0.0328 466.5 26.0

26 .

7

25.5 4.0
3 9

8.752 2.1 267.

HT-4 0.0553 3035. 74.5 0.4249 1.7 7.7
T-2217 0.0555 34.82 5.6 3.9 5.7 0.0444 0.80
T-223 0.0567 1.8 10.78 3.8 2.9 0.0599 1.06

a Electron micrographs of silver coated and stripped surface
D Sample reraeasured 17 days later
c BRDF after silver coating and stripping/BRDF before silver coating
" Samples silver coated at AFWAL; all others coated at NWC
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BARE SUBSTRATE AFWAL SILVER FILM

VAS = 0.0555 ppm/str

1 MICRON

VAS = 34.82 ppm/str

5.6 A RMS - TIS

5.7 A RMS - TALYSTEP

Figure 2. Transmission electron micrographs of Suprasil T-2217 bare and coated with an
AFWAL silver film.
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BARE SUBSTRATE AFWAL SILVER FILM

VAS = 0.0156 ppm/str VAS = 10.34 ppm/str

1 MICRON o
4.8 A RMS - TIS

2.6 A RMS - TALYSTEP

Figure 3. Transmission electron micrographs of Homosil HT-3 bare and coated with an
AFWAL silver film.
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BEFORE COATING AFTER COATING AND STRIPPING
T2216 T2216
BRDF = 0.033 PPM/SR BRDF = 0.031 PPM/SR

Figure 6. BRDF showing no degradation of bare substrate T-2216 by coating with silver and

stripping

.

194



!

195



196



0 5 SCAN LENGTH (MICRONS) 10 15

Figure 9. Surface profiles of the same low- and high-scatter silver films shown in

figure 8.
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Figure 11. Surface profiles of the same low- and high-scatter silver films shown in

figure 10.
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Figure 12. Surface profiles of bare substrate HT-4 and substrate HT-3 coated with a low-
scatter silver film.
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Figure 13. Surface profiles of substrate T-224 coated with fresh silver and aged silver,
respectively

.

It was suggested that extended polishing night move the surface below the damaged

region and produce a tougher surface. The speaker agreed and reported qual itative

evidence suggesting this effect. More work needs to be done. Temple from NWC reported

that he had observed that CO ^-polished fused silica exhibited a similar phenomena.

Lightly polished parts "looked like a dry lake bed" after CC>
2
polishing , whereas parts

which had been etched and polished several times did not change in appearance after CO^

pol ishing

.
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LIGHT SCATTERING CHARACTERISTICS OF SOME METAL SURFACES

—A SMOOTHING EFFECT?
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Angularly resolved light scattering measurements of several materials are discussed. Root
mean square values of surface roughness, slope and total integrated scatter are calculated.
Results are compared to measurements made using a noncontact, optical profilometer. Samples
of polished and diamond turned Cu, Si, Mo and electroless Ni are examined. Some surfaces
show a change in angular scatter characteristic upon deposition of films using ion beam and
magnetron sputtering; scattering is changed to become more in the specular direction. In some
cases, total integrated scatter is reduced up to a factor of four, and surface microroughness
at high spatial frequencies is reduced by a factor of ten.

1. INTRODUCTION
There is considerable interest in characterizing surface roughness and light scattering of

optical components using fast, efficient techniques. Such techniques are of obvious importance as a

diagnostic for evaluation of components during fabrication. Similarly, in many optical systems, it

is desirable to know or to be able to predict the angular dependence of light scatter as well as the

total integrated scatter (TIS) of the system.

The problem of characterizing the light scattered from a surface and the related surface
topography has been addressed by a number of investigators over the past two decades (1-6). The

work reported here makes use of two measurement techniques; one involves a scatterometer that

measures angularly resolved scattered light, and the other involves a noncontact optical profilome-
ter utilizing a Mirau interferometer to examine a number of optical surfaces using both techniques
are compared.

In the sections below the two measurement techniques are discussed, and the points that should

be kept in mind in comparing the results of two different techniques are explained. Results from

both types of measurements are then presented. Among the samples examined are surfaces that have

been coated by either ion beam or magnetron sputtering a layer of metal onto an optic of the same

me ta 1

.
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2. SUMMARY OF SURFACE ROUGHNESS CONTRIBUTIONS
In considering the light scatter from a surface, it is useful to consider the surface roughness

as being due to one or more contributions. First is the random, isotropic mi croroughness which is

present in all surfaces. Light scatter from this type of roughness can be thought of as coming from

a virtually infinite number of sinusoidal roughness components. That is, the surface can be modeled

as though it resulted from a superposition of many surfaces, each with a sinusoidally varying
surface of a particular spatial frequency, phase, and amplitude. Two other possible contributions

to surface roughness occur in the case of machined (e.g., diamond- turned) optical surfaces and are
one-dimensional (noni sotropic) . One of these is periodic and is (ideally) composed of a set of

parallel cusp-shaped grooves corresponding to the tool path through the material. The cusp cross-

sectional shape is a function of tool radius and feed during machining. The cusp shape can be

described in terms of a discrete Fourier series. The second noni sotropic contribution to roughness
is random in nature but generally parallel to the set of periodic grooves just mentioned. This

second contribution results usually in more light scattering than the periodic groove contribution.
Sources of the random, parallel roughness include random vibration, chip scratches, and other
effects that occur during machining. This contribution to roughness is approximated in terms of a

continuous Fourier composition. See references 1 and 2 for additional details.

It can be seen that it is necessary to think of a surface and its roughness in terms of various

spatial frequency components as well as having isotropic and nonisotropic contributions. In compar-
ing results from different measurement systems, it is therefore important to know the spatial band-
width limits of each system.

3. MEASUREMENT TECHNIQUES

3.1. Scatterometer System
The system illustrated in Figure 1 was used to measure the angularly resolved light scatter

characteristics from a surface and follows the design discussed in references 1 and 2. The system
measures and records light scattered in a plane from samples illuminated by a He-Ne laser. Nor-
mally, s-polarized illumination is used to insure that light scatter observed is due to surface
topography and not from other effects (plasmons, etc.). The photomul tip! ier detector rotates about
the scatter point on the optic in a plane and at a radius r (« 40 cm). The incident beam converges
at the detector. Thus, scatter measurements are performed in the far field. The optic can be

rotated about several axes to provide observation at different angles of incidence (ei) and to

allow examination at different points on the optic. Data is recorded on disk and includes values of

intensity of specularly reflected light I 0 , scattered light I s , incident angle (9-j), and
scatter angle (e s ) as measured from the normal to the surface. Values of 9-j are typically 0.5°

to 10°; values of e s are 6i + 0.5° to 80°. Data is recorded at each increment of 0.2° of 9-j.

The scatter from optical components in the system (other than the optic under examination) sets a

lower limit to the sensitivity of the system. Because most optics tend to have increasing amounts
of scatter toward the specular direction, it is desirable to have a "quiet" measurement system and
one that allows for values of e s that are as small as possible. In measuring scatter from
smooth, low scatter optics, it is sometimes necessary to begin measurement at larger values
of e s to avoid problems from the system scattered light. Measurements at different values of

9 S determine the scatter from surface roughness components of different spatial frequencies f 1
.

The grating equation relates 0i and f as

sine
s

= sine
i

+ H\f, N = 0, ±1, ±2,

Here N represents the order of diffracted light. For smooth surfaces (a << x) only the 0 and
±1 components are significant. Thus, the system provides for measurement over the spatial
frequency ranges of approximately 0.015 p" 1 to 1.5 p" 1

. Typically, the values of I s
range over four decades or more.

Analysis of the scatter data assumes only that the surface is smooth (a « x) and follows the
treatment of Church 5 » 6 . This is based on first-order vector perturbation theory and involves
calculation of the power spectral density (PSD) of the surface roughness. The rms roughness a and
rms slope m are calculated from the PSD.

When examining an isotropic surface, one measurement sweep is required to characterize the

surface scatter. When examining a diamond turned sample, a measurement is made having the optic
arranged with the tool grooves parallel to the measurement plane, and the isotropic contribution to
the overall surface roughness is characterized. Another measurement is performed with the tool
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grooves perpendicular to the detector plane to determine the nonisotropic contribution. The
resulting total value for a is found by evaluating

If the measurement system scatter is significant, it can be considered an effective noise that can
be subtracted in a similar manner.

3.2. Optical Profilometer System
The second measurement technique used was a WYKO Optical NCP-1000 Digital Optical Profilom-

eter. This system performs a noncontact surface measurement that determines the profile of the
surface along one dimension. The measurement technique involves phase shifting interferons try
utilizing an in-line Mirau-type interferometer. The interferometer is incorporated into a micro-
scope with the optic under investigation magnified 20X. The interference between signals from the
optic under test and an internal reference is imaged onto a one-dimensional solid state CCD detector
array of 1024 elements. The profile length is 0.65 mm with each detector signal corresponding to a

0.63 u segment of the profile. This interference pattern is analyzed to provide information con-
cerning the test optic. The output consists of the profile of the surface, a histogram of surface
height variations, and the autocovariance of the profile data. A best fit of the surface height
variation to a Gaussian is also performed.

Although this measurement technique is different from the scatterometer , the spatial bandwidths
of the two systems are approximately the same. The low frequency capability of the WYKO instrument
is set by the length of the profile. If the surface examined includes low spatial frequency compon-
ents that are to be detected, there must be sufficient number of wavelengths over the length of the

profile (0.65 mm) to cause a measurable amount of scatter at the appropriate angle 9 S . If the

minimum number of wavelengths is roughly 10, the maximum detectable spatial wavelength is 65 u with
a corresponding minimum frequency of 0.015 y~l. This is approximately the same as that for the

scatterometer angles e-j mentioned above. Thus it is reasonable to expect measurement results from

both techniques to agree.

4. RESULTS
Scatterometer measurements were performed both at the University of New Mexico (UNM) and

Montana State University (MSU); optical profilometer measurements were performed by Optic Elec-

tronic, Corp. (0EC). Some of the samples had a coating of metal on a surface of the same metal.
This was deposited at UNM either by ion beam or magnetron sputtering. In these cases, the surfaces
were ion beam cleaned prior to deposition.

Representative data is shown in Figures 2a and b which illustrate the results of investigating
polished Cu surfaces using the scatterometer arrangements at UNM and MSU, respectively. The PSD of

the surface is plotted as a function of f. Also indicated are the calculated values for a and m.

In this case the surface roughness is isotropic, and there is only one contribution to a. The same

optic was measured in eight different spots with values of a in the range of 40 A rms. Figure 3

represents the results of measurements using the profilometer at 0EC. The surface profile is shown
in 3a with the corresponding value for a of approximately 35 A rms; 3b illustrates the histogram of

surface height variations with a Gaussian curve fit; 3c illustrates the autocovariance of the data

with the first zero occurring at 40 p.

Figure 4 illustrates the PSD of a diamond turned Ni surface. The data illustrated were taken

at MSU with 4a representing the isotropic contribution to the PSD [Wjsg(f)] and 4b representing
the nonisotropic contribution [WjQ(f)]. The total a is also indicated in the figure. Similar
results were obtained in examining the sample at UNM.

4.1 Comparison of Three System Results
Figures 5, 6, and 7 summarize and compare measurement results by plotting the rms roughness a

calculated from a number of measurements performed at all three locations. Note, however, that

comparing results based simply on this one number is somewhat incomplete because of the other infor-
mation provided by the measurements. Also this treatment assumes first that the condition of the

optics does not change between the three measurements, and second that the same point can be accu-

rately located for each of the three measurements.
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Figure 5 shows results from measuring polished samples that scatter isotropically. First, note

hat identical measurement results from two systems would be plotted along the line of unit slope in

the figure. It can be seen that results from the two scatterometer systems (MSU vs UNM) agree to

jithin a few (<20) percent. In general the UNM scatterometer provided larger values of rms rough-

less. This, we believe, is due to errors in the UNM detection system. These were subsequently
:orrected to provide values that were slightly lower than those shown in Figure 5 upon remeasuring

;wo of the samples. Thus it appears that the two similar scatterometer systems provide nearly the

same measurement results.

Results shown in Figure 5 also compare the WYKO profilometer rms roughness values to those of

.he scatterometer (OEC vs UNM). It can be seen that in general the profilometer results are

mailer than the scatterometer results. The reason for this trend is unclear because of lack of

knowledge of the WYKO data analysis.

Figure 6 summarizes results from examining three diamond turned samples. In the case of the

scatterometer measurements, the machine marks (grooves) were oriented parallel to the detection

jlane; similarly the profilometer observation profile (0.65 mm long) was parallel to the tool

larks. In this manner the isotropic contribution to the overall surface roughness is measured,
omparison of the measurement results should be similar to those made with data shown in Figure 5.

his is generally the case, with UNM scatterometer results being greater than the MSU results, and
the MSU (and UNM) scatterometer results being greater than the OEC profilometer results.

The nonisotropic ( 1-dimensional ) scatter measurement results are summarized in Figure 7. For

:hese measurements the optic was oriented with machine grooves perpendicular to the detection plane

For scatterometer measurements and also perpendicular to the observation profile of the profilom-
ter. First note the scatterometer results (UNM vs MSU) for the Cu sample are nearly the same

compared to those for the Ni and Si samples. The Cu sample was fly-cut, whereas the Ni and Si

samples are both center-cut machined. This difference causes a significant difference in the one-
Jimensional scatter characteristic of the two types of machined surfaces. The spot size of the

scattered light increases with increasing scatter angle in the case of center-cut samples; for a

fly-cut sample the spot size does not change greatly. This behavior is due to the curvature of the

machine tool marks which is greater for center-cut than for fly-cut samples. The UNM detection
ystem had a fixed aperture diameter that was sometimes smaller than the spot size of the scattered
ight from center-cut samples. This was the case for scatter angles over approximately 45° and gave

ise to incorrect (low) values of rms roughness for the Ni and Si samples. The MSU detection system
ad a vertical slit that could be adjusted to avoid this problem. This likely causes the difference
f nearly a factor of three shown in Figure 7 for the Ni and Si samples.

The comparison of the scatterometer and profilometer results shown in Figure 7 cannot be

explained. Note that for one sample (Si) the scatterometer measurement is nearly twice that of the

Drofilometer, while the situation is opposite for the other sample (Cu). Although one sample is

:enter-cut and one sample is fly-cut, we do not believe this would cause such an inconsistency.

.2. Comparison of Scatterometer and Integrating Sphere TIS Techniques
Integrating sphere TIS arrangements have a spatial frequency bandwidth determined by the

construction details of the sphere. Most importantly, the low frequency limit if determined by the

dimensions of the aperture used to pass the laser through the sphere. Typically this low frequency
limit is approximately 0.08 u"

1
. If an optic is examined for TIS using this type of apparatus and

also examined with a scatterometer having a different spatial frequency measurement limit, the two
measurement results will be different. For example, the results from examining a polished Cu sample
with a scatterometer shown in Figure 2a yield a calculated rms roughness of approximately 41 A. The
low spatial frequency limit of the scatterometer is 0.014 p~l. However, when the same data is

analyzed again but omitting data corresponding to spatial frequencies between 0.014 and 0.08 u~^»
the calculated rms roughness is 37A. This illustrates the importance of characterizing measurement
system bandwidth capabilities, especially at low frequencies which give rise to most of the light
scatter.

4.3. Measurements of Coated Samples—A Smoothing Effect?
A number of Cu optics was examined, as well as one Si and one Mo optic. Films were deposited

on samples either by evaporation or by sputtering. Both magnetron and ion beam sputtering were
used. Prior to film deposition the substrates were cleaned using Ar+ bombardment from an ion
beam. Ion energy was 300 eV. Substrates were unheated.

Figure 8 summarizes the results of examining two Cu optics. The left vertical scale is loga-
rithmic and represents the power spectral density (PSD) of the surfaces, and the horizontal scale
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represents frequency of surface fluctuations. The right vertical scale represents calculated rms
roughness. It can be seen that the two samples have nearly identical scatter characteristics (PSD)
before coating. The calculated values of rms roughness before coating these two sampels are nearly
the same (41A) when measurements are made over the spatial frequency range of 0.014 to 1.6 y~l as

described above. Eight different points on each optic were examined, and the roughness characteris-
tics were nearly the same with a point-to-point variation of less than 3

Next, half of both Cu optics was coated with 2000 of Cu; Optic 1 had Cu evaporated, and Optic
2 had Cu sputtered. The same eight points on the optics were then examined again. The uncoated
regions had virtually the same scatter characteristics. However, the coated regions displayed a

significant reduction in scatter, particularly at surface spatial frequencies above 0.3 The
sputtered film caused more than a factor of ten reduction in scatter at spatial frequencies greater
than 0.8 v.

-1
. The values of rms roughness calculated from the PSD are 28.2 ,? for the coated

region of Optic 1 and 20.7 .?, for the region of Optic 2 with 2000 A of sputtered Cu. This is half
the rms roughness of the same region before coating.

We examined additional Cu samples and observed the smoothing effect for thicker Cu films. In

general, the sputtered films caused more change in scatter characteristics than evaporated films, in

agreement with the information of Figure 2. Also it appears that a film thickness of less than

10,000 A is best for displaying the smoothing effect. Although thicker films cause a change in

scatter characteristics, the change is not as great as for 2,000 A thick films.

We have confirmed that aging of the Cu surface is not an explanation for the smoothing effect.

Two Cu samples were measured once and then remeasured six months later. No significant difference
in roughness characteristics was observed, and the smoothing effect was still observed.

Also, we performed a series of measurements to examine the influence of ion bombardment clean-
ing on scatter characteristic. For the ion energy and flux levels we used for actual coating
procedures, the cleaning has no influence on the scatter characteristics. Optics were examined both
before and after ion cleaning; no change in scatter was observed. Also, samples were coated with
one half of the sample ion cleaned and the other half unbombarded. Both halves of the optic dis-
played the smoothing effect and had similar scatter characteristics.

We observed the change in scatter characteristic for the Si sample coated with 2000 A of sput-

tered Si. The one Mo sample examined did not demonstrate significant changes in scatter when coated
with sputtered Mo. This difference in behavior we believe is related to the different topography of

the substrates.

We are currently developing a simple model to explain this behavior based on enhanced surface
diffusion and the microstructure of the surfaces. This will be reported at a later date (7).

5. CONCLUSIONS
From the material presented above, the following can be concluded:

1. Two scatterometer systems with similar characteristics (e.g., spatial frequency bandwidth)
produce nearly equivalent measurement results.

2. The optical profilometer measurements of polished samples are smaller than scatterometer
measurements of the same sample. The same is true of the isotropic contribution to surface
roughness of diamond turned samples. However, the nonisotropic contribution due to the

machining grooves does not produce consistent results between the two types of measurement
systems. Note, though, that only a few diamond turned samples were examined and compared
in this manner. It is not known if the differences mentioned above are due to different
spatial frequency bandwidths of the systems or due to data analysis techniques of the

profilometer.

3. For some surfaces, a change in surface microroughness can be caused by deposition of a thin

film. Both material and deposition techniques determine the extent of this smoothing
effect. We have observed a reduction in high spatial frequency microroughness by a factor

of ten and TIS by a factor of four in some cases.
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Figure 3a. Results of examining the polished Cu
sample of Figure 2 with the WYKO optical profilom-
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Figure 3b. Results of examining the polished Cu Figure 3c. Results of examining the polished C
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Figure 4a. Scatterometer data from
examining a diamond-turned Ni sample
at MSU showing

a) isotropic scatter contribution

Note that the total equi valent
o
rms

roughness is approximately 62 A.

Figure 4b. Scatterometer data from
examining a diamond-turned Ni sample
at MSU showing

b) the nonisotropic (one-dimensional)
scatter due to the machining grooves

Note that the total equi val ent
o
rms

roughness is approximately 62 A.

measurements from polished samples examined
at UNM, MSU, and OEC. Values of rms rough-
ness are plotted.
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Figure 6. Comparison of measurements of
isotropic scatter contribution to total
scatter of diamond-turned samples examined
at UNM, MSU, and OEC. Values of rms rough-
ness are plotted.

Figure 7. Comparison of measurements of non-
isotropic (one-dimensional) scatter contribu-
tion of diamond-turned samples examined at
UNM, MSU, and OEC. Values of rms roughness
are plotted.

Figure 8. Effect of Cu film deposition on Cu polished
optics; films were 2000 ft and were evaporated onto
OPTIC 1 and sputtered onto OPTIC 2. The horizontal
axis corresponds to spatial frequency of surface fluctu-
ations and is proportional to observation angle from the
normal to the optic; the vertical axis on the left is

proportional to intensity of scattered light; the vertical
axis on the right represents the rms surface microrough-
ness in ft.
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Light Scattering from Surfaces with Microroughness and Static Density Variations
in the Bulk Dielectric Permittivity*

J. M. Elson

Michelson Laboratory, Physics Division
Naval Weapons Center, China Lake, California 93555

First-order perturbation theory is used to calculate the scattering of a plane wave from
the surface of a semi-infinite medium, where the surface is slightly rough and the

scattering medium is isotropic but has a dielectric permittivity which varies as a function
of position. Both the roughness and dielectric permittivity perturbations, which are
treated as random variables, can independently cause scattering, and there is generally
interference between the two scattered fields. The scattering depends on the autocovariance
functions for the surface roughness and dielectric fluctuations and their cross-correlation
properties. Thus, the polarization ratio between the p and s angle resolved scattering
components is found to be a variable that depends on the autocovariance functions of, and
cross-correlation between, the surface roughness and dielectric fluctuations. This result
is unlike predicted scattering caused by roughness or dielectric perturbations alone; in

these cases, the polarization ratios do not depend on the statistical properties of the

perturbation. Numerical results of the calculations of this work are consistent with some
aspects of experimental measurements. In particular, measurements of the polarization ratio
of light retroscattered from apparently identical silver films are seen to vary widely
between samples and even from place to place on the same sample. The present work shows one

physical mechanism as to how this can occur.

Key words: angle resolved scattering; BRDF; dielectric inhoraogeneities ; surface roughness.

introduction

Light scattering from surfaces with microroughness has been experimentally and theoretically
;tudied for many years [1—3]. Comparison of theory and experiment has frequently been successful in

explaining many qualitative and quantitative features of roughness scattering. However, there are
ertain salient features of angle resolved scattering (ARS) measurements which are not predicted or

escribed by a first-order theory of roughness-induced ARS. Two of these features are (1)
ross-polarization in the scattered field and (2) variation in the ratio of p-polarized (electric
ector parallel to plane of incidence or scattering) to s-polarized (electric vector perpendicular to

lane of incidence or scattering) scattered light.

Considering (1) above (the occurrence of cross-polarization in the scattered light), a

irst-order roughness scattering theory [4] predicts that no cross-polarization will occur in the
cattered light field observed within the plane of incidence. In other words, if the incident beam is

-polarized, then the scattered light throughout the plane of incidence is predicted to also be
-polarized. That is also true for s-polarized light where in the preceding statement, p-polarization
s replaced by s-polarizaton. From the standpoint of first-order perturbation theory, this is an
nderstandable prediction since the roughness-induced dipole currents which generate scattered light
re parallel to the electric vector of the incident field. Also, multiple scattering is not
lonsidered in the context of first-order theory. However, as shown in table 1, light scattering
easurements [5] from Ag films show that cross-polarization can occur. This experimental fact
ndicates that some other source of scattering can apparently coexist with surface roughness. Since
he overall amount of scattered light is low, this additional source can be a first-order effect in
nalogy with scattering from microroughness.

Considering (2) above, it has been experimentally observed in light scattering measurements that
ior fixed experimental parameters, the ratio of p- to s-polarized scattered light measured in the

Work supported by Navy Independent Research Funding.
Numbers in brackets indicate the literature references at the end of the paper.
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plane of incidence can vary between mirrors of the same material and from spot to spot on the same
mirror (see reference 5 and table 1). However, first-order theory of scattering from microroughness
does not predict this to occur. The theory says that for scattered light within the plane of

incidence, the ratio of p- to s-polarized light will be dependent only on the wavelength, optical
constants, and angles of incidence and scattering. In particular, the p/s ratio is not predicted to

depend on the microroughness properties of the mirror.

It is possible that points (1) and (2) are related since the occurrence of cross-polarization can
clearly affect the p/s ratio of the scattered light. However, as discussed below, it is also possible
from a theoretical standpoint that the effect noted in (2) can be predicted without cross-polarization
simultaneously occurring. This is in fact the primary focus of this work. In this paper,
cross-polarization will not be considered. It will be assumed that isotropic static density
perturbations of the dielectric permittivity are a source of scattering in addition to surface
roughness. The inhomogeneity in the dielectric is considered to be a bulk effect, whereas surface
roughness is a surface effect. Considering sources of scattering due to coexisting roughness and
dielectric perturbations means that the p/s ratio of scattered light will now be dependent on the

statistical properties of the roughness and dielectric perturbations. These statistical properties
are included in the autocovariance functions of the roughness and dielectric random variables and also
the cross-correlation between these variables.

The motivation for this work is further seen in figure 1, where experimental data of scattered
light versus angle of scattering is given. Also given in figure 1 are predicted scattering curves for

scattering due to roughness only. Note that while the p-polarization curves (upper data and theory)
are resonably well matched, the s-polarization curves (lower data and theory) are not well matched.
For the theoretical plots, there is no way to change the relative position of the p- and s-polarized
theory curves in order to bring the experiment and theory into better agreement.

Theory

The theoretical details of this work are given elsewhere [6], However, an outline of this work
is given below. As shown in figure 2, the theory considers a first-order calculation of light
scattering of a plane wave incident on a slightly rough surface (the root mean square (rms) roughness
is much less than the incident wavelength), where the lower medium has spatial perturbations in the

dielectric permittivity. The complex dielectric permittivity is assumed to have the form

e = £i + Ae(x,y) exp(az) , z < 0 , (1)

where is a constant background value about which Ae fluctuates randomly. Note that the
z-dependence of e is assumed to be an exponential function, and thus the random nature of e occurs in

the x and y directions only. Since the calculation is done in the context of first-order theory, the

two sources of scattering (roughness and dielectric perturbations) are linear in their contribution to

the scattered field. In other words, the scattered field Escatt may be written in the form

E = t + i. (2)
scatt r d

where Er and Ej are the first-order electric fields resulting from scattering due to roughness and

dielectric perturbations, respectively. The 1ir and are proportional to the Fourier transform

of the roughness and dielectric perturbations (both of which are random variables), respectively.

Because of the random nature of the perturbations, ensemble averaging techniques are used to predict

the expected distribution of scattered light. The resulting ARS formula has the form

o
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ere gr and g<j are the power spectral density functions of the surface roughness and dielectric
rturbations, respectively. The grc[

is the power spectral density of the correlation between the

ughness and dielectric perturbations. The explicit form of the coefficients A, B, and C are given
ref. 6. The <...> denotes ensemble average. A power spectral density function may be written in

rms of a covariance function as

g.(k) = / d
2
T G.(?) expCik-T") , (4)

ere i = r, d, or rd which refer to roughness, dielectric, and roughness plus dielectric,
spectively. The Gr ,

G^, and G
r(j

are the autocovariance function of surface roughness,
tocovariance function of dielectric perturbations, and cross-correlation function between the
ughness and dielectric random variables, respectively. In this work and as discussed previously

] , the autocovariance functions are written as a sum of a Gaussian and an exponential as

G
r
(T) = 6^L

exp(-|T|/a
rL

) + 6
2

g
expt-x 2/^) (5a)

G
d
(T"> = 6

dL
exP<-hl /ff

dL ) + 6
ds

e*P<-
2
/<4;> »

(5b)

ere the d and r subscripts refer to dielectric or roughness perturbation, respectively, and the L
S subscripts refer to long- and short-range parameters, respectively. Note that we have assumed

t the random variables are isotropic and that the autocovariance functions do not depend on the
rection of the t. The 6 rL and 6 r g are the rms values of the long- and short-range roughness
lues. The a rL and ar g are the long- and short-range correlation length values, respectively,
e 5 and a parameters with d subscripts are analogous to the r subscripts except that they refer to

e dielectric perturbation statistics. From eqs (4) and (5), we see that the power spectral density
actions corresponding to eqs (5) are

g r
(t) = 2716^0^/(1 + kV

L
)
3/2 + it6

2

s
o
2

s
exp(-kV

s
/4) (6a)

3 tt 3

I)

gd
(k) = 2,6

2

L
a
2

L
/(l + k 2

a
2

L )
3/2 + i^ajg exp(-k 2

o
2

s
/4) , (6b)

are the power spectral density functions are also isotropic and independent of the direction of k.

isidering the cross-correlation nature of the statistical variables, the large number of parameters
ans that there are a lot of hypothetical possibilities that could be assumed. Also, the Ae is

lerally a complex quantity and therefore the cross-correlation function and cross-power spectral
isity function can be complex. In this work, we assume four different situations for the
Joss-correlation function, which will be called Cases 1, 2, 3, and 4. The cross-correlation function

sdi% be written in the form [6]

5)

iS

G
rd

(T) = G
rd

(T)
|

6
rd

(7a)
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where the 5 rcj is an average phase difference between the roughness and dielectric perturbation
random variables. In this work, eq (7a) is assumed to have the form

G
rd

(T) = F
t
6
rdL

exP(-| T
!

/a
rdL

) + 6
rdS ^^^^rdS^ (7b)

where the statistical parameters are defined below. The F coefficient is a complex number
representing the complex exponential of eq (7a). Cases 1 through 4 in this work are represented by

F = (0,0) (Case 1) (8a)

F = (0,1) (Case 2)

F = (-1,0) (Case 3)

F = (1,0) (Case 4)

(8b)

(8c)

(8dj

Case 1 assumes that there is no statistical connection between the roughness and dielectric
perturbations. In other words, the phase 6 rcj fluctuates in such a way that Grcj vanishes. Case
assumes that on the average the phase 6 r(j

= tt/2. This implies that the roughness and the imaginar;

part of the dielectric perturbation are positively correlated and that either the real part of th<

dielectric perturbation is negligible or is statistically independent of the roughness. Cases 3 and
assume that the phase averages to 6 r^

= tt and 6 rcj
= 0, respectively. For both these cases, it i

assumed that the imaginary part of the dielectric perturbation is negligible or is statisticall
independent of the roughness. For Case 3, the roughness and real part of the dielectric perturbatio
are 180 deg out of phase or are anticorrelated . For Case 4, these variables are in phase or ar

positively correlated. The cross-power spectral density function associated with eq (7b) is

g ,(k) = ttF*[26
2
jt a

2
„ /(l +k 2

o
2

, T )

3/2 + 6
2

c a
2 expf-kV, _/4)l6rd L rdL rdL rdL J rdS rdS rv rdS Ji (9

where the long- and short-range statistical parameters are defined by
I

rdL rL rd
1/2

(9
1

m

6
rdS

= [6
rS

6
dS ]

1/2
(9

°rdL = 2CT
rL

a
dL

/(a
rL

+ a
dL>

(9
Hi

°rdS = "rsW^rS + fa' 2^ *
(1

i! i

k
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ote that this functional form of eq (9a) is a phenomenological blend of the long- and short-range
arts of eqs (6). The long(short)-range part of eq (9a) is obtained by taking the square root of each

f the long (short )-range parts of eqs (5) and multiplying them together. The F coefficient is its

omplex conjugate and this is discussed in detail in ref. 6.

timerical Results and Conclusions

In order to generate numerical results, we need to assume numerical values for the rms roughness

nd correlation length parameters. These values are shown in table 2. The angle of incidence is 60

'eg as measured from the mean surface normal. For all plots, the scattering is calculated in the plane
f incidence. Both p- and s-polarization are considered. The incident wavelength is 0.6328 A, and

or Ag it is assumed that £\ = (-16.4, 0.53).

In discussion of numerical data in the figures to follow, it will be convenient to refer to

oughness-only scattering by R, to dielectric-only scattering by D, and to roughness plus dielectric
cattering by RD. Figure 3 shows ARS for p-polarized incident and scattered light versus angle of

ncidence. It is seen that there is a concentration of scattering around the specular direction of 60

eg. This is due largely to the effect of long-range correlation length parameters which are greater
han the incident wavelength. The scattering to the right of the specular direction is toward the

irection of the incident beam. This scattering is in the backward direction and is due to the effect
f the short-range correlation length parameters which are shorter than the incident wavelength. The
cattering to the left of the specular direction is forward scattering.

Figure 3 shows logj q K( l/P0 )(dP/dft)>] versus polar scattering angle for p-polarized incident
ght. There are six plots in all. For reference, the curves for R scattering and D scattering are
own. The remaining four curves are for RD scattering with the assumptions of Cases 1 through 4.

e Case 1 and 2 curves are essentially superimposed. Thus, the imaginary part of grcj has very
ttle effect on the RD scattering. In Cases 1 and 2 the interference term between the R and D

mattered fields is negligible. The difference, for Cases 1 and 2, between the R scattering and the
'b scattering is due to simple addition of the two fields where constructive or destructive

t| fi-iterference does not play a role. In the Cases 3 and 4, the situation is very much different. In

lese cases, the interference term plays a major role. For Cases 3 and 4, the F values are (-1,0) and

^,0), respectively, and thus the real part of gr(^ plays an important part in the character of R
:al 5j.us D scattering. If the real part of gr(j is negative or positive, the RD scattering is increased
its jt decreased, respectively, relative to R scattering. Note, for the Case 4 curve, the unusual
f ehavior in the neighborhood of the specular beam. This is, in part, an artifact of the choice of

:oss-correlation function used in this work. At any rate, it is clear that the RD scattering can be

reater or less than R scattering, and thus erroneous conclusions could be drawn from roughness-only
leory if D scattering is in effect. Figure 4 is in many respects analogous to figure 3 except that

fie incident and scattered fields are s-polarized. Again the R scattering and D scattering curves are
^.|iown, the Case 1 and 2 curves, for RD scattering, are superimposed and the Case 3 and 4 curves are

.evated and depressed, respectively, relative to R scattering. All curves have basically the same
lape, and there is no unusual behavior in the specular region as in figure 3. Figure 5 shows the p/s
>larization ratios for R scattering, D scattering, and RD scattering for Cases 1 through 4 which is

redicted by the data in figures 3 and 4. The p/s ratio curves for R scattering and D scattering are
lite different. The Case 1 and 2 curves are superimposed and are slightly different than the R
irve. In the retro and forward scattering directions, the p/s ratio is slightly depressed and
.evated, respectively. For Cases 3 and 4, the p/s ratios are further deviated from the R curve. For
ise 3, the p/s ratio is elevated in the forward scattering region and depressed in the
itroscattering region. For Case 4, this pattern is reversed. Thus, when the real part of grcj is

:gative or positive, the p/s ratio is depressed or elevated, respectively, relative to the R curve
.n the retroscattering region). This trend is consistent with experimental measurements as shown in
ible 1, where measured p/s values are seen to be both greater than and less than the value of 36.2 as

^•edicted by R theory.

Figures 6 and 7 show logj
0 [<( l/PQ )(dP/dfi)>] for p-polarized incident and scattered light versus

>lar scattering angle for three different sets of rms values for the dielectric parameters. The R
irve is unchanged from figures 3 and 4. Figures 6 and 7 pertain to Case 3 and Case 4, respectively,
ich figure has five plots, two of which are the R scattering and D scattering curves. The other
iree curves are for the values 6^ = 1.00, 1.75, 2.5, and S^s = 0.2, 0.35, 0.5 for the rms
.electric parameters. In figure 6, the three R plus D curves are simply increasingly elevated from
,ie R curve as the rms dielectric parameters increase. The correlation length parameters are the same
i given in table 2.

In figure 7, the R plus D curves are generally depressed relative to the R curve. Note the
msitivity of the specular region scattering to the three different sets of rms dielectric
rameters. The "trough" between the specular and retroscattering regions shifts and deepens as the
is parameters increase. Again, this trough is dependent on the type of cross-correlation function
losen.
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The primary conclusion of this work is that the presence of dielectric fluctuation scattering can

be significant and have bearing on the interpretation of experimental measurements when compared to

theory. Of particular interest is the dependence of the theory on the cross-correlation between the

roughness and dielectric parameters.
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Table 1. Measured polarization ratios for silver films

on glass and fused quartz surfaces of various rough-
nesses (values given in parentheses). The notations
p-*-p and s+s refer to the polarization of the incident
and scattered light, respectively, all measured rela-
tive to the plane of incidence. The angle of incidence
was 60 deg, and the 60-deg retroscattering was measured
in the plane of incidence, all for an incident wave-
length A = 0.6328 pm. The theory of scattering due to

roughness only predicts a p+p/s+s ratio of 36.2.

Sample
(rms roughness), A p+p/s+s s+p/s+s

Ag (6.5) 24.0 0.20

Ag (7.7) 14.8 0.22
Ag (12.3) 8.7 0.12

Ag (13.6) 12.2 0. 14

Ag (20.2) 73.0 0.50
Ag (22.3) 80.4 1.00

Ag (48.6) 3.7 0.24

Ag (50.3) 4.9 0.34
Ag (55.6) 36.6 0.89

Ag (59.3) 18.1 0.76
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Table 2. Summary of the different sets of data

for the various statistical parameters used in the
numerical analysis. Note that the correlation
lengths are the same for the roughness and dielec-
tric parameters. The quantities 6 r and 6d are,
defined by [6 rL

2 + 6rS
2

]

1/2 and [6dL
2 + 6dS

2
]

1/2
,

respectively. The pertinent perturbation ratios
6 r /X and <Sd / e

l
are also shown. The 6 and a

are rms and correlation length parameters, respec-
tively. The r and d subscripts refer to roughness
and dielectric, respectively. The L and S refer to

long- and short-range parameters, respectively.

Statistical Numerical
parameter value

6
rL

0.001 urn

6
rS

0.003 ym

6 /X
r

0.005

°rL
2.0 urn

°rS
u • i ym

6
dL

0.35

6
dS

1.75

V| £ i| 0.194

°dL
2.0 Mm

°dS
6
rdL

0.1 ym

0.019 ym
l/2

0.073 ym l/2
6
rdS

°rdL
2.0 ym

°rdS
0.1 ym
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Figure 1. Experimental (circles and squares)
and predicted (solid and dashed curves)
angular scattering from a Ag-coated, dense
flint sample for p- and s-polarized incident
and scattered light, 60-deg angle of

incidence, and X = 0.6328 \im. The predicted
curves are for roughness-only scattering in

the plane of incidence.

Figure 2. Schematic diagram of the problem
considered here. The surface varies as z =

z(x,y) and is only slightly rough where the

rms roughness is much less than the wave-
length. The lower medium is inhomogenous
where the dielectric permittivity e varies
with position. A first-order calculation is

done to predict the scattering characteris-
tics of such a surface.
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Figure 3. Log 10 [<( l/PQ )(dP/dfi)>] versus polar
angle of scattering. The wavelength is

0.6328 ym, and the angle of incidence is

60 deg. Cases 1 and 2 are superimposed,
whereas Cases 3 and 4 are elevated and

depressed relative to the roughness-only
scattering, respectively. The dielectric-
only scattering curve is also shown. The
satistical parameters used are shown in

table 2.

Figure 4. This figure parallels figure 3

except that the incident and scattered
fields are s-polarized.

218



, 0
I 1 1 1 1 1 1

,u
90 60 30 0 -30 -60 -90

ANGLE OF SCATTERING, 0 (DEG)

Figure 5. This figure is the p-/s- polariza-
tion ratio of the scattered light predicted
in figures 3 and 4. Shown are the ratios
for Cases 1 through 4. Cases 1 and 2

differ slightly from the roughness curve.

Cases 3 and 4 are depressed and elevated,
respectively, relative to the roughness
curve

.
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Figure 6. Log
1 0 [<( l/P0 )(dP/dft)>] versus polar

scattering angle for three different sets of

rms dielectric values. The roughness-only
curve (solid) is compared to roughness-plus-
dielectric curves where the rms dielectric
values, S^L and 6^$ , are (a) 2.5 and 0.5,

or (b) 1.75 and 0.35, or (c) 1.0 and 0.2,
respectively. The incident wavelength is

0.6328 A and is p-polarized at 60-deg inci-
dence angle. This figure pertains to Case 3,

and the rms roughness and the correlation
length values are given in table 2.
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Figure 7. This figure parallels figure 6

except that Case 4 is in effect.
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Surface Finish Measurements on Low-Scatter Laser Mirrors and Roughness Standards*

Jean M. Bennett
Michelson Laboratory, Physics Division

Naval Weapons Center, China Lake, California 93555

and

K. H. Guenther and P. G. VJierer

Balzers AG, FL-9496 Balzers, Liechtenstein

In assessing the surface quality of low-scatter laser mirrors, it is important to

understand the advantages and limitations of various measurement methods. For example,
values for the root mean square (rms) surface roughness may depend critically on the lateral
resolution of the profile measuring instrument and on the surface spatial wavelength range
sampled if the correlation lengths of the surface microirregularities are less than or equal
to the instrumental resolution, or if appreciable long range surface waviness is present.
If the surface roughness is deduced from a measurement of the total integrated scattering,
the measurement wavelength, collection angles, and spatial wavelengths of the surface
raicroroughness all have an effect. In the present study, several methods were used to

measure the rms roughness of a group of samples which included low-scatter laser mirror
substrates and additional samples of varying roughness, all partly coated with high
reflectance dielectric multilayers and aluminum overcoatings. Measurement techniques and
instruments included a diamond stylus surface profiling instrument (Talystep), Mireau
heterodyne interferometer (Wyko), optical heterodyne profilometer (Lawrence Livermore
National Laboratory), and total integrated scattering (Naval Weapons Center and Balzers).
The roughness values thus obtained are compared and conclusions are drawn concerning the
effect of the surface spatial wavelength range sampled and the instrumental lateral
resolution.

Key words: laser gyro optics; multilayer films; optical scattering; roughness standards;
surface roughness

Introduction
'..

Two questions are frequently asked: "What is the roughness of this optical surface?" and "Wha

roughness specification (or value) should I put on the drawings for the optics of the x,y,z system?
Unfortunately, there are no simple answers to these questions. As we will show in this paper, ther

is no single value for the root mean square (rms) roughness of an optical surface. It depends on th

surface spatial wavelength range measured, the lateral resolution of the profiling instrument, and

for total integrated scattering (TIS), the surface cleanliness and illuminated area. Also, there ar

two basic ways the surface roughness can be determined: directly by an instrument that measures s

actual profile of the surface, or indirectly by measuring the effect of the roughness, i.e., tr

scattered light the rough surface produces, and then calculating the roughness using a theoretics
relation such as the scalar scattering theory [1] . In this paper we will compare rms roughnes

values of several low-scatter laser mirrors and a series of graded roughness standards measured t

different techniques, and will explain the reasons for the differences.

Experimental Measurements and Results

Several Zerodur and a few BK-7 25.4-mm-diameter , 6-mm-thick, samples were polished to

low-scatter finish (laser gyro mirror quality) using techniques already described [2]. In addition,
series of graded roughness standards, Rl to R5, were made by fine grinding several samples and th(

polishing them different lengths of time to produce surfaces containing pits of varying numbers ai

depths. On the smoothest sample, R5, the surface finish was equivalent to that of a laser gyi

mirror. Nomarski micrographs were made of the surfaces using a Zeiss Epi Microscope with Wollastt

Work supported by Navy Independent Research Funding.
1
Numbers in brackets indicate the literature references at the end of the paper.
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risms attached to the microscope objectives. Micrographs of the five roughness standards are shown

i|n figure 1. (The Nomarski technique is described elsewhere [3,4].)

Part of each surface was covered with a high reflectance multilayer dielectric (MLD) stack,

Maximized for a 30° angle of incidence at a wavelength of 6328 A (for laser gyro applications). Then
;art of each surface was overcoated with an opaque aluminum film so that scattering from the MLD
oating could be compared with scattering from a surface having the same topography but covered with
!n opaque film. The thin ( ~ 1000 A) aluminum film did not add appreciable roughness compared to the

luch thicker (~3 um) multilayer film.

urface Profile Measurements

The topographical structure of the smooth surfaces and the roughness standards can be understood
iy comparing the Nomarski micrographs with the surface profiles made with a Talystep surface profiling
nstrument [5]. This instrument uses a 1-um-radius diamond stylus that has a lateral resolution
).l to 0.2 um on the smoothest surfaces [5]. The Nomarski micrograph of the roughest surface, Rl

,

ihows many pits remaining from the grinding process, while the Talystep profiles of a section of this

surface, figure 2, give an idea of the numbers and depths of the pits. (The profiles shown, of

ipproximate lengths 1500, 150, and 15 Mm, respectively, each contain 1,000 data points. Roughness
'alues calculated for each scan are shown at the left of the scan.) It is of course very difficult to

>btain ensemble average statistics from a single profile, or even from several profiles, so these

:races should not to be considered as "ensemble averages". The roughness values for surfaces
ontaining pits are greatly influenced by the numbers and depths of the pits. In the intermediate
Length scan, approximately 150 urn long, the v-shaped profiles of some of the pits indicate that they
ire not being completely resolved. The surface structure in between the pits is shown on the shortest

[ 15-ym-long) scan. The 7.9 A rms roughness value measured for this scan is typical of the roughness
Df a commercial polish.

Roughness standard R2 was made by doubling the polishing time that was used for making Rl . As

shown in the Nomarski micrograph (fig. 1) and in the Talystep scans (fig. 3), this surface has fewer
pits than does Rl , and those remaining are shallower. The surface between the pits is also somewhat
smoother. Roughness standards R3 and R4 still contain some pits, but the number is so much smaller
that the Talystep traces are essentially pit-free. The surface of standard R3 (fig. 4) is only
slightly rougher than that of standard R4 (fig. 5). Roughness standard R5 (fig. 6) is of laser gyro
quality. Its surface appears featureless in the Nomarski micrograph except for isolated dust
particles (fig. 1); the bare surface (and also the aluminized surface) had a profile roughness of 5.0
^ rms as determined from a 1-mm-long scan containing 16,000 data points.

By comparing the 150-um and 15-um Talystep scans on sample R5 for the MLD-f ilm-coated and bare
Zerodur parts of the surface, it appeared that the MLD film was rougher than the uncoated substrate.
However, there is some conflicting evidence from electron micrographs taken of the two areas; this

subject is discussed in detail in reference [2], For the moment, assuming that the roughness effects
shown in the Talystep traces are real, we can calculate the roughness added by the MLD stack using the

approximate relation:

6
f

- /6
fs

2
" 6

s

2

•

(1)

til*

hMfi'

. J where 6f, <$f s , and 6 S are the rms roughness of the MLD film, the film-covered substrate, and the

substrate, respectively. The MLD film roughness was determined to be about 5.1 A rms, approximately
equal to the roughness of the uncoated surface. No added roughness could be detected from the
overcoating aluminum film.

Surface profiles were also made with two other instruments, the optical heterodyne prof iloraeter
(0HP) [6] at Lawrence Livermore National Laboratory (LLNL) and the Wyko Mireau heterodyne
interferometer (HI) [7] at the Naval Weapons Center (NWC). This latter instrument is a modified
optical microscope that includes a beam splitter and aluminized reference flat close to a long working
distance microscope objective. Light passes through the objective to the beam splitter, where part is

reflected to the reference surface and part transmitted to the test surface. After reflection the
beams are recorabined by the beam splitter and form interference fringes in the focal plane of the
objective. Thus, one can see an image of the surface on which a series of parallel interference
fringes is superposed. The orientation and spacing of the fringes can be controlled by tilting the
reference surface. The surface profile is obtained by aligning the zero-order interference fringe so
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that It falls on a linear diode array in the focal plane of the objective. A piezoelectric transducer
oscillates the reference surface, causing the fringe to be swept sinusoidally across the diode array.
The phase of the signal is detected and converted into a surface profile using an IBM Model 5150

j

personal computer, Hewlett-Packard Model 9836 calculator and published algorithms [8], When measuring i

the very smoothest surfaces, the effect of the roughness of the reference surface can be removed.
Slight curvature of the reference surface can also be eliminated from the measured profile.

Both of the heterodyne instruments have height sensitivities comparable to that of the Talystep,
but their lateral resolution is only about 2 ym (1.3 ym theoretical for the Wyko instrument), or about
ten times worse than that of the Talystep. Thus, features that would be resolved by the stylus
instrument are only partially resolved or unresolved by the heterodyne instruments, and the measured;
values for the surface roughness will be smaller. Figures 7-10 illustrate this point with profiles I

of the roughness standards taken with the Livermore OHP, while figures 11-14 show comparable traces
made with the Wyko HI. These figures are to be compared with the corresponding Talystep traces shown
in figures 2 - 6. Values for the average roughnesses measured by the various instruments are I

summarized in table 1. Comparing the three traces made on Rl (figs. 2, 7, and 11), the pit depths
measured with the Talystep are up to 4000 A deep, but only about 200 A deep for the Livermore OHP and i

about 150 A for the Wyko HI. The average roughnesses listed in table 1: 447 A rms, 74 A rms, and 45
|f

A rms, respectively, illustrate the effect of the different lateral resolutions.

e

The traces for R5, the smoothest roughness standard (figs. 6, 10, and 14), have slightly
different characters. The Wyko HI is essentially noise limited, so that the trace represents the
instrumental noise rather than information about the surface. The Talystep data for a 1-mm-long scan
give a roughness of about 5.0 A rms (for bare Zerodur or aluminum on Zerodur) because of a long range
waviness component, while the shorter 600-ym- and 60-ym-long scans show a roughness of only about 3.8
A rms. (As mentioned previously, the MLD-coated surfaces are rougher.) The profile length of the OHP
is only 628 ym and the instrument does not resolve short correlation length surface features, so the
measured roughness value is smaller. Similar comments could also be made when comparing roughness
values for standards R3 and R4.

Figure 15 graphically compares roughnesses measured with the Livermore and Wyko instruments on:

the four rougher standards, Rl to R4. In this figure, values for measurements made on the four parts
of each surface (bare Zerodur, MLD on Zerodur, aluminum on MLD on Zerodur, and aluminum on Zerodur)
are compared separately. It is seen that there is a good linear relationship between measurements
made with the two instruments, but the relation is not what would be expected if the Wyko instrument
actually had better lateral resolution than did the Livermore OHP. Since the Wyko HI is still in an

experimental stage, it is expected that some of these inconsistencies will be removed later.

II
Light Scattering Measurements

In addition to the surface profile measurements, roughnesses were deduced from measurements of

TIS made at NWC using the Optical Evaluation Facility that has an aluminized hemispherical collecting
mirror [1,9] and at Balzers using an instrument with an integrating sphere and 30° angle of incidence
on the sample [2]. Both instruments used red laser lines (He-Ne, wavelength of 6328 A for Balzers anc

Kr wavelength of 6471 A for NWC) and had beam diameters of about 1 mm to allow for averaging over man)

grinding pits and dust particles on the sample. The rms roughness 6 was calculated from the TIS using

the relation from scalar scattering theory [1]

6 « (A/4tt) • /TIS . (2

TIS is the ratio of the light scattered into a hemisphere divided by the total reflectance of th
sample (specular plus scattered light). Since the reflected scattering is being measured, th
reflecting surface must be essentially opaque or else the contribution of bulk scattering plu
scattering from the second surface must be able to be eliminated. The total reflectance must eithe

be known or measured. In the NWC instrument the light is incident normally on the sample, s

transparent samples cannot be measured. The Balzers instrument uses a 30° angle of incidence s

scattering from the back surface of a sample can be eliminated. However, the glass ceramic Zerodu
has appreciable bulk scattering, which cannot be eliminated from the measurement. Therefore, TI

could not be measured on the uncoated portions of the samples.
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Figure 16 compares roughnesses derived from TIS measurements made at Balzers and at NWC on the

ame portions of roughness standards Rl to R5: the MLD-coated Zerodur and aluminum on MLD-coated
erodur. The logarithmic scale is the same on both axes, and the dashed line represents equal values

- -n each axis. There is very good agreement between the two sets of measurements, which is especially
ncouraging since the instruments have quite different collection geometries. The average numerical
alues for each sample are listed in table 1.

tep

yli

are

ila

aca

omparison of Surface Profile and Light Scattering Roughness

Figure 17 graphically summarizes the roughnesses that were measured on all the roughness
tandards (table 1) using the previously discussed techniques. It is seen that, with the exception of

he Talystep measurement on Rl, the TIS measurements give the largest roughness values while the Wyko
I gives the smallest values. Other techniques give intermediate roughnesses. The TIS-derived
oughnesses are approximately 2.7 times larger than the heterodyne profilometer roughnesses, but there

atlk s no constant ratio between TIS values and Talystep profile roughnesses.

ow Scatter Surfaces

In addition to the roughness standards, several other supersmooth Zerodur and BK-7 samples were
repared and measured. These measurements are described in detail in another paper [2] and will only

v.; *e summarized here.

Roughness measurements on supersmooth mirrors pose special problems because contamination in the
:orm of dust or particulates can have a large effect on the measured values. Thus, it is very
ncouraging to see excellent agreement between TIS-derived roughnesses measured at NWC and at Balzers
sing quite different instruments. Furthermore, the roughness values derived from TIS measurements
lade on MLD-coated Zerodur are quite similar to values obtained from aluminum films overcoating the

aess ifILD stack. (The roughness calculation for the MLD stack assumed that the entire stack could be

created as a single film.) The excellent agreement suggests that the roughnesses on the individual
boundaries within the MLD stack are correlated, so that scattering from these multiple boundaries

i (Atombines coherently and produces a net scattering level that is nearly identical to that from a single

arts i,poundary . This point is discussed further elsewhere [2].

dur

eats

a:

The Talystep profile roughnesses agree well with TIS-derived values, while the Liverraore OHP
! roughnesses are lower by a factor of 2 to 3 because of the lower lateral resolution of surface spatial
wavelengths . It was also possible to polish BK-7 samples to the same surface roughness as that of the

smoothest Zerodur samples. Thus, the Balzers-polished BK-7 is among the smoothest non-quartz-type of

polished glass measured to date.

The smoothest uncoated Zerodur and BK-7 samples had Talystep-measured roughnesses of about 5 A

ras, and the average added roughness of the MLD films on these substrates was about 4.6 A rms

.

Conclusions

In conclusion, figure 17 and table 1 show that there is no unique roughness value that can be

assigned to an optical surface. The values depend on the surface spatial wavelength range measured,
the lateral resolution of the profiling instrument, and the surface cleanliness and illuminated area
for total integrated scattering (TIS) measurements. For surface profile measurements, it is difficult
to obtain "ensemble average" roughnesses for samples containing pits randomly distributed on a smooth
average surface from a single measurement, or even from several measurements on different places on
the surface. However, a linear relation was found between the Liverraore OHP-measured roughnesses and
the Wyko Mireau HI values. The Talystep values were higher than those of the other profiling
instruments because of the superior lateral resolution. Furthermore, the added roughness of a MLD
film could be determined from Talystep measurements on the smoothest surfaces, and was found to be

approximately equal to the roughness of the bare surface.

Excellent agreement has been obtained between roughnesses derived from TIS measurements made at
the Naval Weapons Center and at Balzers using instruments of quite different design. The TIS-derived
roughnesses were found to be approximately 2.7 times larger than roughnesses measured with heterodyne
profilometer instruments. On the smoothest sample, R5, particulates and isolated surface defects
probably produced more scattering than did the microroughness . Thus, surface cleanliness is extremely
important when trying to measure the roughness of extremely smooth surfaces.

The answers to the questions posed in the Introduction are seen to be much more involved than one
might wish. If a roughness specification is to be put on a drawing, one should state how the
roughness is to be measured (TIS or profile instrument) and, if the latter, what is the profile
length, lateral resolution, and number of places to be sampled. Further work is being done in this
area to aid in our understanding of the problem.
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Table 1 . Summary of roughness measurements on Balzers
roughness standards (A rms)

TIS TIS OHP Mireau Talystep
Sample NWC Balzers LLNL HI, NWC NWC

Rl 140 147 74 45 447

R2 61 60 34 24 62.5

R3 22.1 19.3 6.8 7.0 11.3

R4 12.3 10.4 3.3 3.8 7.4

R5 12.7 13.5 2.3 6.1
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0.5 mm

R4 R5

Figure 1. Nomarski micrographs of roughness standards Rl to R5.
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BALZERS SAMPLE R I
- BARE ZERODUR 7/12/83

0 5 SCAN LENGTH (MICRONS) 10 15

Figure 2. Talystep surface profiles of roughness standard Rl , bare Zerodur portion.

!

226

J



BALZERS SAMPLE R 2 - BARE ZERODUR 9/24/83

Figure 3. Talystep surface profiles of roughness standard R2 , bare Zerodur portion.

I
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BALZERS SAMPLE R 3 - MULTILAYER ON ZERODUR 10/1/83

0 5 5CAN LENGTH (MICR0N5J 10 15

Figure 4. Talystep surface profiles of roughness standard R3, MLD film on Zerodur portion.
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BALZERS SAMPLE R4 - ALUMINUM ON MULTILAYER ON ZERODUR 10/9/83

0 5 SCAN LENGTH (MICRONS) 10 15

Figure 5. Talystep surface profiles of roughness standard R4, aluminum on MLD film on Zerodur

portion.

i
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BALZERS SAMPLE R 5 - ALUMINUM ON ZERODUR 7/13/83

-25

0 5 SCAN LENGTH (MICRONS) 10 15

Figure 6. Talystep surface profiles of roughness standard R5, aluminum on Zerodur portion.
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#R1 BARE ZERODUR
9/2/82 - 4:33 PM

CIRCLE DIAMETER 200 /Jm

CIRCLE CIRCUMFERENCE 628 Aim

SURFACE PROFILE
65.7A RMS
343A P-V
42A ASTIG

#R3 MULTILAYER
9/2/82 - 2:49 PM

CIRCLE DIAMETER 200 /Jir\

CIRCLE CIRCUMFERENCE 628 fim

SURFACE PROFILE
6.8A RMS
38A P-V
4A ASTIG

Figure 7. Livermore OHP surface profiles of

roughness standard Rl, bare Zerodur por-
tion. The rras roughness, peak-to-valley
roughness, and amount of astigmatism are

also shown.

Figure 8. Livermore OHP surface profiles of

roughness standard R3, MLD film on Zerodur
portion.

SURFACE PROFILE
3.5A RMS
16A P-V
5A ASTIG

#R4 ALUMINUM ON MULTILAYER
9/2/82 - 3:09 PM

CIRCLE DIAMETER 200 /im

CIRCLE CIRCUMFERENCE 628 Jim

Figure 9. Livermore OHP surface profiles of

roughness standard R4, aluminum on MLD film
on Zerodur portion.

#R5 ALUMINUM ON ZERODUR
9/2/82 - 3:27 PM

CIRCLE DIAMETER 200 Mm
CIRCLE CIRCUMFERENCE 628

SURFACE PROFILE
2.5A RMS
13A P-V
2A ASTIG

Figure 10. Livermore OHP surface profiles of
roughness standard R5, aluminum on Zerodur
portion

.
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#R1 BARE ZERODUR

1 50 -I

R2 BRRE RMS =
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us

(J

G0

SURFRCE PROFILE
#R2 BARE ZERODUR

-120
0 26G 532 799 1064 1330

Distance on s u r -f a c e in microns

Figure. 11. NWC Wyko Mireau HI surface profiles of

roughness standards Rl and R2, bare Zerodur portion.

The rms roughness and peak-to-valley roughness

values are shown.
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Figure 13. NWC Wyko Mireau HI surface profiles of

roughness standard R4, aluminum on MLD film on Zerodur
portion. The roughness on the reference surface has

been subtracted.

Ref Subt. RMS=1.4 R. P-V= 10 R.

' #R5 ALUMINUM ON ZERODUR
1 (REFERENCE SURFACE SUBTRACTED)

-
1 0 -1

1 1 1 1

0 266 532 798 10G4 133 0

Distance o n s u rf ace in microns

Figure 14. NWC Wyko Mireau HI surface profiles of

roughness standard R5, aluminum on Zerodur portion.
The roughness on the reference surface has been

subtracted

.
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Figure 15. Comparison of the roughnesses for Rl to

R4 as measured by the Livermore 0HP and the NWC Wyko
Mireau HI. Each point indicates one or more measure-
ments on a given portion of the surface (bare, MLD-
film coated, aluminum on MLD film, aluminum coated).
The dashed line is an average drawn through the points
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Figure 16. Comparison of the roughnesses derived

from TIS measurements for Rl to R5 as measured at

Balzers and at NWC. The dashed line is for equal
roughnesses for each standard.
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The Effects of Slope Error on the Imaging Quality of a Mirror as the Ratio
of Surface Perturbation Depth to Wavelength Approaches Zero*

H. E. Bennett and D. K. Burge

Michelson Laboratory, Physics Division
Naval Weapons Center, China Lake, California 93555

Three parameters are needed to specify the quality of a polished mirror surface: (1)
optical figure tolerance, (2) surface microroughness and scratch/dig specification, and (3)

slope error. The slope error is a measure of surface ripple, i.e., long-range modulations
or zones with wavelengths typically in the centimeter to tens-of-centimeters range. The
increase in blur circle diameter and resulting decrease in resolution caused by slope error
can normally be computed from geometrical optics, since the surface wavelength is much
longer than the wavelength of incident radiation. However, as the depth of the surface
perturbation becomes small compared to the optical wavelength (as may occur, for example, in

going from the visible to the infrared), geometrical optics no longer applies and the
effects of slope error are greatly reduced. A comparison of physical and geometrical optics
calculations of the effect of slope error in this limiting case will be given.

Key words: optical testing; slope error; zones.

Introduction

The complete specification of mirror surface quality includes optical figure, slope error, and

microroughness. The importance of optical figure in laser mirror applications is well understood.
Figure errors cause wave front errors which can drastically reduce on-axis focused intensity, as seer

in figure 1. Microroughness causes light to be scattered away from the specular direction. The angle

to the specular direction at which light is scattered depends on the ratio of the distance betweer

irregularities to the wavelength of light and is given by the grating equation. The angulai
dependence of scattered light as a function of wavelength is shown in figure 2. As the separatior
between irregularities becomes greater, the light is scattered into smaller and smaller angles froo

the specular direction. At normal incidence, the magnitude of light scattered at all angles is giver

by the expression (4ir6/X)
2

, where 6 is the rms deviation of the surface irregularities from the mear

surface level and A is the wavelength.

Slope error specifications are the least commonly used or well understood of the surface qualit)

specifications. Slope errors, which commonly result from zones present in the mirror or from diamond

turning, are related to light scattered at small angles to the specular direction and are oftei

arrived at on the basis of geometrical optics. In this paper, it will be shown that when the depth ol

the irregularities is less than a wavelength, estimating the effect of slope error from geometricaJ
optics leads to gross inaccuracies. Slope errors in this case are simply an extension oi

microirregularity scattering to very large separations between irregularities and are governed b;

physical, not geometrical, optics. As a result, a considerable relaxation in tolerance occurs, anc

slope errors which can be tolerated before mirror performance is significantly affected are mucl

larger than would be anticipated from geometrical optics calculations.

Geometrical Optics Theory

Consider a spherical mirror with circular zones concentric with the optic axis. A cross sectioi

of this mirror is shown in figure 3. A source at a distance p from the mirror would be focused at i

distance q were it not for the zones in the mirror. However, the zones cause the sagittal focus ti

move to q', a distance Aq from the zone-free focus. The blur circle diameter a at distance q i:

obtained from similar triangles:

*
Work partially supported by Navy Independent Research funds.
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a = -, Aq a - Aq ( 1

)

ere d is the width of the zone and Aq < q. From the lens equation,

1=2-1 (2 )
q R p '

^

tere R is the radius of curvature of the mirror. Then

Aq = iS- AR , (3)
R^

iere AR is the change in radius of curvature of the mirror surface, i.e., the radius of curvature of

-\e zone. The depth of the zone is related to its radius of curvature through the sagittal relation

i

;.

si-

here h is the sagittal depth of the mirror. The depth of the zone Ah is then

uli

til

fn |sj

ivi |

tli i\

H 2

Ah = S_ AR (5)
8RZ

Substituting eqs (5) and (3) into (1) gives the angular spread a of the blur circle to be

a 16Ah ,, sa = - = — . (6)
q d

An alternate derivation* can be obtained from figure 4. Consider a single zone. The average
slope of this zone is Ah/(d/2). The maximum slope is twice the average slope, and the maximum beam
deviation a/2 from the no-zone conditions is then

« = 8Ah2d' K ' }

which is equivalent to eq (6). Since the beam is deviated both above and below the no-zone direction,
the total deviation of the light is a so that the blur circle diameter is aq.

*
Proposed by Dr. D. L. Decker, Naval Weapons Center, China Lake, California.
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It is convenient to relate the beam spread introduced by zones to that of the Airy disk, which is

produced by pure diffraction of a perfect optical system. For a circular limiting aperture, the
diffraction-limited angular beam spread is ot^ = 1.22A/D, where D is the diameter of the exit pupil
of the optical system. For a single mirror, D is then the mirror diameter.

Consider a 2-cm-diameter mirror having three concentric zones, each one-third wave in depth.
From eq (6), the beam spread per unit mirror diameter is then a/D = 32A/D, about 26 times the diameter
of the Airy disk. Figure 5(b) illustrates this case. The larger circle shows the blur circle diame-
ter; the smaller one shows that from a perfect 2-cm-diameter mirror. The FRINGE optical analysis pro-
gram, as adapted by Dr. James Wyant

,
Optical Sciences Center, University of Arizona, includes imaging

predictions of geometrical optics and was used to ray trace this mirror and to calculate figure 5(a).
The position of rays predicted to fall on the image plane if the pupil is uniformly irradiated with
rays is shown by the symbols on figure 5(b). Nearly all of the ray positions predicted by this progam
are seen to fall within the 32X/D circle. They are more densely concentrated about the axis than
about the periphery of that circle, but, plotted as a function of spot radius, the encircled energy
rises almost linearly with spot radius as can be seen in figure 5(a).

Physical Optics Theory

The geometrical optics predictions are compared in figure 5 with those calculated from physical
optics by taking the discrete Fourier transform of the wave front in the far field to obtain the point
spread function (i.e., the blur circle). The program FRINGE, as modified by Wyant, was used for these
calculations also. Physical optics predicts that 57% of the energy in this case will fall within the
first Airy minimum. The geometrical optics calculation in this case is entirely inaccurate.

To explore this problem further, consider a torus with center at p = 0 in cyclindrical coordi-
nates and with maximum height h. From the sagittal equation,

where a is the chord of the toroidal segment and R is its radius of curvature. The equation of the

torus is then

where for the innermost zone, c = a/ 2; for the second zone, c = 3a/ 2; for the third zone, c = 5a/ 2;

and so on. The slope of the torus is then

To keep the slopes of the torii constant as a decreases, R must decrease in proportion to a. From eq

(8), the depth of the toroid must then decrease in proportion to its width to keep the slope

constant. Given a fixed diameter, we may then create a series of samples, each with a different num-

ber of zones (torii) and with a decrease in their depth in the same proportion. Geometrical optics

will predict that all these samples will have the same diameter blur circle, since their slopes are

identical. However, from physical optics we would predict that when h, the zone depth, becomes less

than the wavelength of light, the blur circle diameter will decrease until ultimately it is indistin-
guishable from the Airy disk. Samples with one and two zones of this type are shown in figure 6.

Calculations were carried out for larger numbers of zones also. The results are shown in figure 7.

Even if the zones are a wavelength in depth, the encircled energy is larger than that predicted by

geometrical optics. As the zonal depth becomes smaller relative to a wavelength, the encircled energy

plot approaches that for a zone-free surface A/ 00
. If the depth of the zone is A/5, for example, the

encircled energy at the second Airy minimum, 2.23, is within 13% of the value 92% for a zone-free sur-

face. Geometrical optics would in this case be in error by a factor greater than 6.
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inclusion

Geometrical optics can be reliably used for slope error calculations, provided the depth of zonal

rors is large compared to the wavelength of light at which the mirror is to operate. If the zonal

pth is comparable to or smaller than the wavelength, however, serious errors will result from this

actice.

"0 2 4 6

NORMALIZED DISTANCE

Figure 1. Intensity for various rms wave front

aberrations. (After Barakat, R. Opt. Acta

18; 683; 1971.)

SEPARATION, d (Mm)

Figure 2. Angular dependence of scattered light

as a function of separation of irregularities
and of wavelength.

NEW FOCUS

ORIGINAL FOCUS

BLUR CIRCLE

2q
:

8Ah\

SAGGITAL DEPTH

h
8R '

Ah
8 \R' r/

IMAGE FORMATION

EQ (2)EQ (1)

a = 16qAh/d f 1 „2 \R' R (2)

io)

;

Figure 3. Effect of zones on the focus of a concave mirror,

AVERAGE SLOPE
Ah
d/2

MAX SLOPE = 2 X AVERAGE SLOPE

BEAM DEVIATION a/2 = 2 x MAX SLOPE
16qAh

d
BLUR CIRCLE DIAMETER aq

Figure 4. Alternate derivation of effect of zones on

the focus of a mirror. (After Decker, D. L. , Naval

Weapons Center. )
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GEOM. OPTICS BLUR CIRCLE

BLUR CIRCLE RADIUS

(a) (b)

Figure 5. (a) Comparison of encircled energy as

a function of blur circle radius predicted by

geometrical and physical optics for a mirror with
three concentric zones, 1/3 wave deep, 1/3 cm wide,
and with a maximum slope of 4 waves/cm. (b) Geo-
metrical optics blur circle calculated by ray trac-
ing compared to size of central Airy spot as given
by physical optics. Diffraction calculation shows
57% of energy is actually within first Airy minimum,
1.22 A/D. If no zones were present, 81% of the

energy would be within the first Airy minimum.

1 ZONE 2 ZONES (HALF DEPTH)

igure 6. Computer-generated plots of one and two concentric
zones as used in the calculations whose results are shown in

figure 7. For constant slope error in the two cases, the

zones in the 2-zone case are half the depth of the zone in

the 1-zone case.

AIRY RADIUS X/D

Figure 7. Encircled energy at focus as a function
of radius calculated from physical optics for 1,

2, 3, and 5 zones having depths of 1, 1/2, 1/3,

and 1/5 wavelength, respectively, and the geomet-
rical optics prediction. The dashed vertical
lines indicate the first and second Airy minimum.
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A number of commercially available optical coatings, both antireflective and high
reflective, have been tested for their laser induced damage threshold, involving a total
of eight (8) different laboratories. The results obtained and the experimental methods
used at these laboratories were discussed among the participants in this round robin at
a minisymposium held at Balzers, Liechtenstein, December 9-10, 1982. A final report of the
round robin and a summary of the conclusions drawn at that symposium are presented.
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Standardization of Laser Damage Measurements
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1. Introduction

Since the early days of laser physics and applications, thin film coatings have been perform-

ance and power density limiting elements in high power and high energy laser systems. Much work

has been done in the past two decades in studying the phenomena, processes and causes connected

with the laser induced damage of optical materials, surfaces and coatings. Many of the papers

dealing with such topics have been collected in the Proceedings"'" of the Symposium on Laser Induced

Damage in Optical Materials annually held at Boulder, Colorado. Despite the numerous publications

which mostly cover fundamental interactions, there seems to be a lack of a commonly accepted

standard method on how to determine and report laser induced damage threshold (LIDT) values of

thin film coatings. This is because of the highly individual approach of each laboratory testing

LIDT's, and the specific nature of most of the experiments. Recently, some more comprehensive

work has been published with a parametric study of laser induced damage of single layers of
2

various materials used as optical thin films.

For multilayer optical coatings, LIDT data have been obtained and published, particularly
U ^

with respect to their application in laser fusion systems under test conditions specific for

that purpose. For commercial applications, however, only a few systematic investigations into the
7 8 9

LIDT of coatings
,
production- run optical components , and fundamental limitations have been

reported for use at short wavelengths. There is still a lack of a standard method or procedure

for obtaining reliable LIDT-values for commercial coatings which would be agreeable both to the

vendor and the customer. One thing commonly agreed upon is that the LIDT-values depend on the

test conditions, which, however, are seldom stated when specifying LIDT's of optical coatings.

Usually oversimplified figures are indicated for energy or power density, and frequently the pulse

duration (pulse length) is inadequately presented or completely missing. The purpose of the round

robin experiment reported in this paper was to evaluate the experimental approaches as used at the

various laboratories for their compatibility. Its objective was and still is to contribute to a

desirable standardization in LIDT testing which, as a result of this test, seems to be possible.

2. Experimental Procedures

2.1. Layout of the Round Robin

Eight different laboratories were involved in the round robin. Some characteristic data of

their experimental set-ups are summarized in table 1. The only one parameter common to all

facilities was the laser wavelength which was 1064 nm for all tests. Four different multilayer

coating designs were used, the samples being coated in three different batches each at the Balzers

AG in Liechtenstein. Each sample was identified by a three digit code number. The first two

digits indicate the type of coating, and the last identifies the laboratory conducting the laser

damage investigations. The coatings employed in the test are listed in table 2, together with the

design and the materials used, and the spectral specifications. In figure 1, typical reflectance

curves of two of the AR-coatings as used in the experiment are shown. The two HR-coating systems

employed were maximum reflectors designed for 1064 nm at 0° angle of incidence.
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Table 1.

Summary of experimental conditions used at various laser laboratories

Laboratory K'lautern Hannover LLNL AFWL Berne Siemens GEC NWC

Sample set No. n i
• .U,.. 1 ..£,..3 ..4 ..5 ..6 ..7 ..8

a

Cleaning blow dry air blow dry N2 Ethanol wipe Ethanol wipe blow dry N2 blow dry N2 blow dry N2 blow dry N2

Sample location in F in F near F in F 50 before F in F in F in F

Focal length [mm] 150 50 4000 - 6000 1200 1000 50 100 and 300 165

Mode of operation TEM mi n 0.0 0.0 0.0 0.0 multi 0.0 0.0

Polarization circ. Lin. lin. lin. lin. lin. lin. lin.

Spot size d[pm], FW
at 1/e2 intensity 470 210 4000 360 1100 340 150 40

Pulse length r [ns], FWHM 10 12 1 5.9 35 10-3 20 15 and 25 13

Number of pulses per sample 20 20 - 40 > 4 100 10 > 10.000 500 30

Number of pulses per site 1 1 1 1 1 > 10.000 1 1

Site selection presel. presel. random random circ. presel. random random +

presel.

random

Local separation [mm] 1 - 3 ~2 5 ~1 3 3-4 0.2 1

Assessement of damage He-Ne-
scattering

He-Ne-
scattering,

Nomarski micr.

visual micr.

induced light

Nomarski
micr.

He-Ne-
scattering

visual obser.

visual micr. visual micr. He-Ne-
scattering

References 10 11,12 13, 14 2,9 15 16 17 18

Table 2,

Characterization of L IDT Samples

Sample Type of Coating

No. (Balzers Prod. Name)
Design"' and

Layer Materials""'

Number of Spectral

Layers Specification

04.

05.

06

10.

11.

12.

16.

17.

18.

22.

23.

24.

V-type AFi coating

(Laser-Transmax)

Laser-Mirror

<"RS")

Laser-Mirror

("TS")

A/k 1 L 1 /k 2 H/2L 2 /S

Li = MgF 2 3

L2 = Si02
H = Roma

A/2L/(HL)'2/H/S
L = Si02
H = Ta205

A/2L/IHL) 'VH/S
L = Si0 2

H = Ti02

26

24

Broad-Band AR-Coating A/LMH/XXX 'S

VIS + AR (1.06 /urn) L = MgF 2
(Duolin) M = Al 203

H = Roma

xx) Roma = Balzers-proprietory coating material (oxide)

xxx ) Proprietory Design

R =« 0.1%
at 1 .06 /xm

R > 99.7%
at 1 .06 iim

R > 99.7%
at 1 .C6 11m

R < 1 .0%
475 - 625 nm
and 1060 nm

x) A = Ambient (Air, n = 1.0)

S = Substrate (BK7, n = 1.52)

L = Low-index Layers of quarter-wove optical thickness (QWOT)
H = High-index at the design-wavelength (0° incidence)

M = Medium-index

2.2. Sample Characterization

The substrates used were optical flats of 25.4 mm in diameter and 6 mm thick, made of Schott

BK 7. The surfaces to be coated were superpolished in-house at Balzers AG. The surface roughness

of the particular samples was not actually measured, however, from comparative roughness measure-
19 20ments of other substrates ' which were prepared in the same manner, an rms roughness of about
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6 & was estimated. The surfaces to be coated were engraved with the sample number and ultra-

sonically cleaned before coating. The coating processes used with these samples were the same by

intention as used with standard commercial products. After coating, the samples were packed into

plastic containers and shipped to the laboratories without any preselection.

2.3. Experimental Set-Ups

Typical LIDT experimental set-ups include Nd-glass laser sources, beam handling and condi-

tioning optics, beam diagnostics, and sample manipulating stages with assorted environmental

conditioning or characterization features. Optical components such as mirrors, lenses, polarizers,

attenuators, or apertures are used to condition and focus the beam. Pulse energies and beam

temporal and spatial profiles are usually measured from a split-off portion of the beam, with the

spatial data taken at an equivalent target plane. Samples are mounted on microprecision control

stages for accurate adjustment and realignment. Two typical experimental arrangements are shown

in figure 2.' In situ optical microscopy or scattering measurements are sometimes part of the test

chamber as portrayed in figures 2b and 3. The reader is kindly invited to refer to the cited

publications annotated in table 1 for more experimental details.

2.4. Evaluation of Laser Induced Damage to Optical Coatings

One of the uncertain factors in determining laser damage thresholds is the variety of possi-

bilities of how to define damage. This can range from minute changes in the morphology or the

optical properties of the thin films, which are only detectable by Nomarski microscopy or auxiliary

HeNe light scattering measurements respectively, to catastrophic damage creating plasma (flash),

evaporation of coating material (erosion), and/or complete flaking (delamination) of the coatings,

as presented in figure 4. In this experiment, no detection method was prescribed so that every

participating team was free to use their usual method, which are also indicated in table 1.

Auxiliary HeNe scattering accomplished similar to that at the Institute of Quantum Optics at

12
Hannover , or as shown in figure 3, appears to be the most sensitive, as is further evident from

figure 4.

Another problem connected with the general acceptance of laser damage test results is how the

data is to be calculated and reported. Again, there are various possibilities: for instance,
-2 -2

using Jem , GWmm , or dB. During the symposium, the participants agreed that it was useful for

comparison purposes to adopt an AFWL definition for a characteristic threshold energy, E , such

that

E
th

1 E
max(ND)

+ E
min(D)

A 2 A

where E . is the highest nondamaging energy and E . /T^ N
is the minimum damage level in the

max(ND) mm(D)
2

thin film coating and A is the area of the incident beam on the coating taken at the 1/e points

of the incident intensity which are easily determined from the 1/e points in amplitude. E
min (D)
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is the critical value from the coating users' point of view since this "onset" of damage represents

the level at which a flood-loaded sample will fail. E . , is a useful number to the coating
max(ND) °

manufacturer and is more representative of the zero defect limit.

A corresponding spread is then defined as

_
E
max(ND) " E

min(D)

E
th

which is primarily defect dominated and is determined from a series of shots on the same coating

sample. Examples of data reported in such a fashion are shown in figure 5. The vendor's goal is

to produce coatings with spread values approaching zero. For the user, it is useful to know the

minimum intensity at which damage occurs, which is

^inCD)
= E

min(D)
/A/T

where t is the temporal pulse duration measured to the half-power points (FWHM)

.

It is to be noted that the above definitions were employed for rapid intercomparison of

results between laboratories and a number of limitations are therefore imposed. Among these are:

2
a. Beam spot size was taken at the 1/e intensity points. In most laser damage experiments,

the beams are approximately Gaussian in profile, so the integrated energy distribution on the

SAMPLE is mainly Gaussian. With deposition of total energy E into a Gaussian fluence distribution,

the peak fluence is thereby given by

F =
2E

P

which, for a pure Gaussian profile, is a factor of two larger than what is used herein and comes

directly from

in this study.

2
directly from using the 1/e radius as opposed to the decision to use the 1/e radius for comparisons

b. Variations between laboratories of the spatial distribution in the target plane were

neglected for simplicity.

c. Computation of threshold fluence E , /A uses only the two data points E . ,nS andK th min(D)
E
max(ND)

an<^ ^oes not include any statistical distribution of events across the damage /no-damage

overlap region.

d. Variations in temporal pulse shapes between laboratories were assumed negligible and

FWHM values were employed for intensity calculations.

Other types of data presentation typically used are shown in figures 6a and b.
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3. Results

3.1. Raw Data

The results of the individual measurements abtained at the different facilities were converted at

the symposium on the aforementioned basis into k
m:^n and Emax - These data are collected in table 3 for

the different types of coatings heading the columns, and the different facilities heading the rows in

the order of the pulse lengths used. (Three individual samples per testing facility)

Table 3. LIDT Round Robin Damage Threshold Values

Coatings RS TS LT DNFE EE EE FF
Facility min max min max min max m^n max

Berne 0. 40 0. 30 0. 40 0.40 1

.

20 0.61 0.20 0.3C

0. 40 0. 30 0. 40 0.30 0. 41 0. 19 0.30 0.3C

0. 40 0. 30 0. 30 0.40 0. 40 0.53 0.30 0.2(

0

.

40 0. 30 0. 37 0. 37 0. 7 1 0. 34 0. 27 0.2/

LLNL 9. 5 7. 0 11

.

2 11.2 5. 7 3.4 5.1 3.4

11. 2 9. 5 11. 2 9.5 5. 7 4.7 5. 1 3.4

13. 1 10. 7 10. 4 8.2 1. 8 1.4 3.5 2.3

Ave 1 1

.

3 9. 1 10. 9 9.6 4. 4 3.2 4.6 3.0

AFWL 28. 5 53. 6 12. 0 37.0 1. 5 4.3 3.4 5.8

Avg O O
5 53. c

0 1/

.

0 O "7 C\3 / . 0 i

i

.

5 4 .

3

3 .

4

5 .

8

If 1 ailfOTTl!\ ldU Lc L LI 7 1 o 81

.

4 90 .

8

15

.

/, 1 9 8 19 .

8

?3 7

82. 5 93. 0 63. 3 79.2 21. 5 33.5 19.8 22.0

88. 0 96. 3 69. 9 89.6 24. 2 34. 7 14.3 18.2

Avg 80. 7 90. 4 7 1

.

5
O £ C86 .

5

20

.

on o29. 3
1 O A18.0 21.3

1 .Mill!. 1 V C L 5

1

j 65\J J ~> 36 4 42 .

4

8

.

2 10.0 4 .

4

7 .

3

53. 2 67. 8 38. 4 42.7 6. 2 9.5 3.8 6.4

58. 0 62. 0 29. 4 33.6 9. 5 10.6 5.8 9.4

Avg 54. 9 65. 0 34. 7 39.6 8. 6 10.0 4.7 7.7

NWC 91. 7 255. 1 117. 2 146.0 56. 7 131.9 44.5 125.0

153. 3 253. I 112. 2 161.3 23. 5 52.4 50.6 153.6

178. 8 257. 8 116. 4 89.9 15. 2 163.7 82.3 151.6

Avg 141. 3 255. 3 115. 3 132.4 31. 8 116.0 59.

1

143.4

GECa 14. 4 86. 2 10. 7 86.3 17. 1 90.0 9.8 53.8

15. 1 86. 2 11. 7 86.3 13. 8 90.0 14.3 86.2

11. 1 86. 2 11. 1 86.3 13. 8 90.0 11.4 53.8

Avg 13. 5 86. 2 11. 2 86.3 15. 1 90.0 11.8 64.6

Siemens 2. 6 8. 0 16. 4 28.5 0. 8 3.0 10.6 18.0

2. 6 7. 8 26. 6 37.5 1. 0 2.6 21.6 37.5

2. 8 5. 2 21. 1 37.5 10. 0 11.0 13.0 37.5

Avg 2. 7 7. 0 21. 4 34.5 3. 9 5.5 15.1 31.0

^min ^ata f° r 15 nsec pulses and Emax data for 25 nsec pulses

246



3.2. Graphic Representation

In order to obtain a better understanding of the results than is possible from the multitude of

figures contained in the tables, and since there are two independent variables, pulse length x and

beam diameter d, which are thought to influence the dependent variables such as the laser damage

threshold E^, 3-D representations are utilized. Figures 7a-d show E(T,d) for two AR and

HR coatings. Damage thresholds are plotted versus both beam diameter and pulse width. Parallel

projections of the threshold values on either axis allow one to view the pulse width or beam diameter

dependence independently of the second parameter, but do not take its influence into account at all.

A distinction has also been made between Em^n and Emax which manifests itself as a color contrast.

3.3. Visual Assessment of Damage Sites

Having all the tested samples available for visual and microscopic inspection at the symposium,

the participants agreed upon the characterization of the damage sites as given in table 4.

Table 4. Assessment of Laser Damage Sites for Various Test Conditions

Facility t(ns) d(um) Form of Damage

Berne 35- 10" 3 1100 High density pits

LLNL 1.0 4000 Random pits

AFWL 5.9 360 Random pits

K' lautern 10 470 Flakes

Hannover 12 210 Flakes

NWC 13 40 Flakes, pits

GEC 15 or 25 150 Flakes

Siemens 20 340 Flakes

3.4. Micrographs of Damage

Two optical micrographs (Nomarski) each per facility and coating are shown in figures 8a-d for

the Laser-Transmax , Duolin, and the two laser mirror coatings. The micrographs were taken from sites

which show just noticeably visible damage, which means the damage threshold has beem moderately

exceeded, and from heavily damaged spots.

4. Discussion

The results (raw data) of the round robin experiment were extensively discussed among the

participants of the minisymposium in small working groups. The outcomes of these discussions are

summarized in the following paragraphs.
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4.1. Influence of Pulse Duration

If the laser damage thresholds, EL,, and EL..,,, are plotted vs. the pulse duration t on a doublemm nicix *

log scale, one can obtain straight lines (fig. 9a-d) for the various coatings, which yield the

exponents b for the relation:

Eth
= aj • t

b
l (1)

The coefficients a^ and b^ are listed in table 5 as A and B, respectively, together with the

correlation coefficients R , the student's factor S and the statistical factor F. The B's are near

the value of 0.5 for the expected square root dependency. However, thresholds measured at near

10 ns differed in some cases by more than a factor of 10, which leaves much indecision regarding the

safe fluence at which these coatings could be used.

Table 5. Regression Analysis for log E = A + B ' log t

Coating RS TS LT DN

^min ^max ^min *Snax ^min ^max ^min ^max

Parameter

A .785 .852

B .634 .824

R2 .497 .708

S .582 .494

F 21.702 53.236

.746 .866 .455

,708 ,824 ,417

.752 .912 .373

.370 .238 .492

66.807 229.379 13.103

.491 .414 .511

.745 .639 .807

.686 .733 .800

.470 .353 .376

48.042 60.226 87.885

4.2. Influence of Beam Diameter

If the laser damage thresholds EL,, and E„,„„ are plotted vs. the beam diameter d on a double° min max r

log scale, one can again obtain straight lines (fig. lOa-d) , which fit the relation:

E
th

= a
2

• d
_b

2 (2)

The negative exponent indicates a trend that smaller beam diameters yield higher damage threshold

values. This is because of the reduced probability of hitting a damage sensitive thin film defect.

From some of the micrographs shown in figure 8, it can be clearly seen that laser induced damage is
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dominated by coating and substrate surface defects. The parameters of the regression analysis are
o

listed in table 6, again with the statistical parameters R , S, and F.

Table 6. Regression Analysis for log E = A + B ' log d

Coating RS TS LT DN

^min ^max ^min ^rnax
Emin Emax ^rnin ^rnax

Facility

A 3 083 4 089 3.001 3 700 2 187 3.683 2.655 3 826

B -0 743 -1 054 -0.708 -0 896 -0 575 -1.056 -0.719 -1 089

R2 275 445 .302 415 285 .530 .373 560

S 698 680 .622 615 526 .575 .538 558

F 8 329 17 664 9.531 15 613 8 787 24.847 13. 114 28 030

Results have recently been presented which deal with the problem of determining the minimum

21 22
intensity sufficient to initiate damage at coating defects. Both S. Foltyn and J. Porteus have

demonstrated that this onset intensity may be determined independently of spot size (although the

experiment is less tedious with larger spots) and yield valuable information about the defect

distribution itself. Figure 11 portrays such a method utilized by NWC in which an extrapolation

method is used to determine the maximum damage threshold for which no damage will occur on a

particular specimen. E
t^ or Imin (D)

represent the onset intensity only in the case that the spot

size is larger than the mean defect separation which, according to another regression analysis and

2 3defect distribution evaluation performed is the case of the coatings tested and is typical of most

optical coatings. As coatings inprove, small spot measurements may not be practical in critical

evaluations for large spot applications.

4.3. Determination of the Electric Field

Assuming that absorption of laser light by a plasma can be described by a Beer's law equation,

Bettis et al 2 ^ determined that

V • S
2 = const (3)
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where x is the pulse duration (FWHM) and S the Pointing Vector of the incident energy. Also,

1
x .S = const (4)

which means that

I

E
th

E
th

T .
= = const (5)

T

If one assumes that it is the electrical field, E, which determines damage, then

V E
th

/x2 = const C6)

In table 7, the values calculated according to eq (6) from the E . data are listed for four
mxn

different coatings. The constancy is maintained to well within one order of magnitude.

Table 7. Comparison of L1DT Fields (EWJ /x 2
)

2

Min

Pulse (nsec) .035 1.0 5.9 10.0 12.0 13.0 15.0 20.0 Avg.

Coating

RS 1.46 3.36 3 43 5.05 3.98 6 26 1.87 0.78 3.27

TS 1.41 3.30 2 22 4.76 3. 16 5 65 1.70 2. 19 3.05

LT 1.95 2.10 0. 79 2.54 1.58 2 97 1.97 0.93 1.85

DN 1.20 2. 14 1 18 2.39 1. 16 4 05 1.75 1.84 1.96

4.4. Spread

Spread as a function of pulse duration can exhibit a rather interesting behavior. For example

the IAP at the University of Berne and LLNL obtained negative spreads. This means that no overlap

in energy densities occurs between the non-damage and the damage events.

The spread as a function of beam diameter shows a reverse behavior, i.e., it decreases as the

beam diameter increases. This result is quite possible, since the probability of hitting a

coating defect increases with larger beam diameters, which means that the LIDT's observed show

less scatter in their values. However, it is not possible to fit the measured values with an

analytic function with sufficient confidence.
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5. Conclusions

From the manifold data, only the most interesting and promising relations could be evaluated to

any extent. Other interrelations and test conditions which might be of interest, such as the

reproducibility from coating batch to coating batch, the influence of aging, cleaning, and other

test conditions which were different for the various laboratories were not investigated in full

detail and are still to be elucidated from the vast amount of data.

However, the following conclusions which were tentatively drawn at the symposium can be further

substantiated by the data evaluations presented in this paper:

5.1. Pulse Length

The pulse length (time) dependency, which was expected to be t 2
, or at least T with n - J^, is

about in this range with n = 0.72 - 0.77 for the two HR and the multilayer AR coatings, and with

n = 0.59 for the V-type AR coating. These values were obtained from a double log fit of the average

damage threshold energy density E^ vs. x with sufficiently high correlation coefficients of 0.62 to

\
0.88. A presentation of the regression analysis for this data is presented in Reference 23. The

fact that there is less spread for shorter pulses means that damage is more deterministic rather

than probabilistic, as is the case for longer pulses.

J 5.2. Spot Size

The spot size dependency was assumed to be proportional to d
_m with m somewhere in the range

from 1 to 2. Indeed, linear regression analysis of both models yield about the same correlation

coefficients and hence have the same adequacy. From the double log fit of and d, we get

regression coefficients m = 1.36 - 1.58, with slightly poorer correlation coefficients. These

,
results mean that one cannot decide from the statistical point of view which exponent is preferred.

5.3. Minimum Threshold
I

-

The minimum detectable threshold is about the same for the same types of coatings (AR and HR)

but clearly different between the different types. HR coatings are consistantly better than AR

coatings which suffer from substrate surface defects even when superpolished and A/2 barrier layers

i
are employed.

5.4. N on 1

N on 1 experiments yield lower damage thresholds as compared to 1 on 1 experiments, depending

on the level of conditioning. For the one N on 1 experiment included in this round robin, we

observed roughly an order of magnitude lower minimum damage threshold intensities as compared with

1 on 1 experiments of the same pulse length.
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5.5. Laser Modes

The influence of the mode of operation of the laser can be estimated from the results of the

two facilities using TEM^ as compared to those using TEMoo. As can be expected, the damage

intensities, I(GW/cm ), for the multimode operation are considerably lower than the single mode of

comparable pulse duration. The latter yields higher damage threshold intensities, probably due to

lower peak fields.

5.6. Electric Fields

The electric field, calculated as a value proportional to E, ' t
2

, shows a remarkable

agreement with the expected constancy. If one excludes the extreme values, the means for the

different coatings are fairly close together, and the standard deviations are quite reasonable.

Excluding the extremes might well be justified by the special test conditions at which they occur:

the minima are either related to the picosecond experiment or to the N on 1 experiment. Both are

likely to involve different interaction physics. The same is probably true for the experiment

employing the smallest beam diameter, for which the maxima occur exclusively.

In conclusion, we can say that despite the extremely different testing conditions of the

various experiments, it is possible to deduce some common relations and parameters. However, for

the purpose of comparing LIDT data obtained at different facilities, it is highly desirable to have

standardized test conditions. The majority of participants at the Leichtenstein minisymposium

agreed on those proposed in table 8 as a first attempt to standardize LIDT experiments and reporting

of the data.

Dr. A. P. Schwarzenbach of the Institute of Applied Physics, University of Berne and Mr. Roland

Menningen of Balzers AG were of great help in the evaluation of the results. The further assistance

of Mr. Menningen in preparing the 3-D graphs is greatly appreciated. The testing program and the

Minisymposium were sponsored by the Thin Film Department of Balzers, and in part by the European

Office of Aerospace Research and Development, and the United States Army Research, Development and

Standardization Group under Contract Number DAJA45-83-M0043.
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Table 8. Considerations for Standardization of LIDT - Testing of Optical Coatings

* Sample preparation and preconditioning

- Cleaning: dry (oil-free) air or nitrogen blow to remove loosely residing particles,

ethanol, methanol or isopropanol wipe (specify) to remove fingerprints

and grease

- Storage: use desiccator or dry air oven (at 100°C) for a minimum of 24 hours prior

to testing

* Testing geometry:

- Sample location: in focus of a convergent beam, focal length of focusing lens

L > 100mm (if deviating, specify)

- Angle of incidence: at coating design angle (if deviating, specify)

- Separation of the testing sites on the sample surface: distance D between site

centers: D > 5xd

- Array of testing sites on the sample surface: regular (either a matrix, concentric

circles or a spiral), in order to enable identification (no preselection)

* Laser pulse:

- Mode of operation: TEM
oo

- Polarization: linear, for oblique incidence both s and p

- Spatial intensity distribution: Gaussian, or describe precisely when deviating
2

- Spot diameter at the coating surface (or equivalent distance): full width (FW) at I
Q
/e ,

specify precisely when deviating

- Pulse shape (time): Gaussian, or describe precisely when deviating

- Pulse length (duration): full width at half maximum intensity (FWHM)

- Number of pulses:

- per site: preferably 1-on-l, if N-on-1, specify N and repetition frequency (rate)

- per sample: depends on spot size d, ^x^
samp^e

- 10000 (d i-n Vim)

- Spot size: d(l/e
2

) > 300um (at least larger than mean defect separation)

* Determination of LIDT

- Definition of damage: set threshold for malfunction of the coating for the intended

use (specify)

- Detection of a damage event: specify use of

- magnifier (power)

- optical microscope (magnification)

- auxiliary HeNe-laser light scattering (preferred)

- Quantification of LIDT: utilize graphical presentation of damage probability
22 21

distribution or survival curve . As a minimum, however,
-2 -2

E . [Jem ] and/or I . . [GWcm ] should be specified.
min(D) min(D) 1 v

* Documentation

- Test conditions: document everything of the aforementioned items

- Sample identification: mark appropriately in such a way that it is possible to

relocate any site

- Damage sites: it is useful to take micrographs at least of the minimum damage

sites (just damaged)

- Variations: note any deviations from the suggested procedures.
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Figure 1. Typical AR-coatings used in the LIDT round robin experiment.

Figure 2. LIDT experimental set ups at (a) AFWL and (b) University of Kaiserslautern.
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Laser induced damage to optical coatings:

Detection by auxiliary HeNe laser scattering

(Balmer, Schwarzenbach, Weber; Univ. of Berne)

Figure 3.
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Figure 4. Multithreshold results for two Laser Transmax samples obtained at NWC (S. Seitel)
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Figure 5. Representation of LIDT test data obtained at AFWL (A. Stewart and A. Guenther)
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Figure 6a. LIDT test results obtained at NWC (S. Seitel) : Uniform
multithreshold results from visible scatter measurements
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Graphical representation of LIDT -

round robin results for Laser Mirror (RS)

Graphical representation of LIDT-
round robin results for Laser Mirror (TS)
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Figure 8a.
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Nomarski micrographs of 1 .06 fim laser damage to an AR-coating (DN) just above damage threshold
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Figure 8b.
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Figure 9. Damage thresholds vs. pulse width for (a) Laser Mirror (RS) , (b) Laser Mirror (TS)

,

(c) Laser Transmax (LT) , and (d) Duolin (DN)

.
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gure 10. Damage thresholds vs. beam diameter for (a) Laser Mirror (RS) , (b) Laser Mirror (TS)

,

(c) Laser Transmax (LT) , and (d) Duolin (DN)

.
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ONSET: . 17B GW/cm2

DENSITY: 100 mm-2

2 3 4

INTENSITY (GW/cm2 )

Figure 11. Determination of damage onset by extrapolation to

zero failure rate as suggested by Porteus (Ref. 22)

Data is on Laser Transmax sample at NWC (S. Seitel)

The reason For using photoelectric detect ion of light scattered from the damaged
surface by a helium-neon laser as a means of damage detection was questioned . Its
sensitivity was said to be far inferior to that of the logarithmic response of the eye.

The speaker replied that a standardized means of damage detection which was not observed
sensitive was needed, and, after extensive discussions , this method was agreed upon.
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Measurements of the Dependence of Damage Thresholds on

Laser Wavelength, Pulse Duration and Film Thickness*

F. Rainer, C. L. Vercimak and D. Milam

Lawrence Livermore National Laboratory
Livermore, CA 94550

C. K. Carniglia and T. Tuttle Hart

Optical Coating Laboratory, Inc.
Santa Rosa, CA 95403

Results of three experiments will be described. We used 351 -nm and 355-nm pulses
with durations of 0.6, 1, 5 and 9 ns to measure thresholds for a variety of anti-
reflectance and high reflectance coatings. The functional form tm , with t the pulse
duration, was used to scale fluence thresholds measured at 0.6 ns to those measured at

9.0 ns. Values of the coefficient m ranged from 0.10 to 0,51. The average value was
0.30. In the second experiment, we measured thresholds at 1064 nm, 527 nm and 355 nm for
single-frequency high reflectance Zr02/Si02 coatings. Coatings for all three
frequencies were deposited simultaneously by use of masks in the coating chamber.
Thresholds varied from 2-4 J/cm2 at 355 nm to 7-10 J/cm^ at 1064 nm. The third
experiment measured thresholds at 355 nm for antiref lection coatings made with layer
thicknesses varying from greater than one wavelength to less than a quarterwavelength

.

A significant variation of threshold with coating thickness was not observed, but the
median thresholds increased slightly as coating thickness increased.

Keywords: antiref lective coatings; damage; laser-induced damage; optical coatings; pulse
duration scaling; reflectors; thickness of coatings; wavelength scaling.

1 . Introducti on

Two purposes are served by measurement of the variation in laser-damage thresholds of

thin-film coatings as a function of variations of the parameters of either the coating or the
laser pulse. These measurements provide design data needed in fabrication of large lasers, and

they assist the investigation of fundamental aspects of laser-induced damage. We have used 355-nm
laser pulses to measure thresholds in coatings as a function of coating thickness and laser pulse
duration, and have studied the spectral dependence of damage thresholds by measuring thresholds at

wavelengths between 351 nm and 1064 nm. Results of these experiments were not accurately
predicted by existing theory.

2. Experimental Procedure

Thresholds reported here were measured with beams that were 1-3 mm in diameter at the sample
surface. The fluence at the most intense point in the beam was computed for each shot from
measurements of the beam shape and pulse energies. Pulse durations ranged from 0.6-9 ns, and were
specified with each set. Three different lasers were used in the experiments. Two of these were
equipped with Nd:YAG oscillators and crystals of potassium dihydrogen phosphate (KDP) for harmonic
conversion. These lasers provided pulses at 1064 nm, 532 nm and 355 nm. The third laser was
similar, but was equipped with a Nd:YLF laser oscillator and provided pulses at wavelengths of

1053 nm, 527 nm and 351 nm. Although there is no reason to believe that the slight offset between
the two sets of harmonic wavelengths is of significance in damage measurements, we will specify
the exact wavelength used in each experiment.

Our experimental facilities and procedures for measuring damage thresholds have been described

in detail elsewhere [1],

3. Experimental Results

3.1 Pulsewidth Scaling of Damage Thresholds

The purpose of these measurements was to begin generation of a data base that specifies safe

operating fluences for 355-nm pulses with durations up to 10 ns. We used 351-nm pulses with

durations of 1 , 5 and 9 ns to test an assortment of AR and HR coatings that had previously been

*Work performed under the auspices of the U.S. Department of Energy by the Lawrence Livermore

National Laboratory under contract W-7405-ENG-48.
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Figure 1. Temporal waveforms of 351-nm pulses.
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Figure 2. Laser damage scaling as a function of pulse duration for tests at 351-355 nm. Circled

numbers refer to samples itemized in table 1.



tested with 0.6-ns, 355-nm pulses. Waveforms for the 351-nm pulses used in current tests are
shown in figure 1. The pulses were all sliced from longer pulses by a Pockel's cell shutter, so
prior to amplification the pulses had identical rise and fall times. After being amplified and
harmonically converted, the 1-ns pulses had nearly Gaussian waveforms. The longer pulses were
rectanyular, but distorted by gain saturation in laser amplifiers and the nonlinear process of
harmonic conversion. The waveforms shown are for high fluence pulses and represent the greatest
distortion of pulse shapes.

Thresholds measured as a function of pulse duration are shown in figure 2. Circled numbers in

figure 2 identify the sample associated with each set of data. The samples are described in table
1. We fitted the data in figure 2 to a simple power law which assumed that threshold T varied
with pulse duration t according to T=ktin

. For five high reflectors, m ranged from 0.10 to 0.51

and averaged 0.32. For four antiref lecti ve coatings, m ranged from 0.19 to 0.35 and averaged 0.27

Table 1. Pulsewidth Scaling of Laser Damage at 351-355 nm

# Coating Materi a 1 s Layers 0C/UC d mu

1 HR Sc20 3/MgF 2/Si0 2
2ic A/2 MgF 2 0.37

2
11 Zr02/Si02 15 X/2 Si0 2 0.51

3
II Zr0 2/Si02

ii None 0.10
4

11 Ta205 /Si02
I ii 0.17

5
II Hf02 /Si02

ii ii 0.46
6 AR Hf0 2/Si02 4 c X/2 Si0 2 0.35
7

ii Zr0 2/Si02
»c II 0.30

8
ii MgF2/Si02 5 C

II 0.22
9

ii Sc20 3/Si0 2 4 c X Si0 2 0.19

a. 0C = overcoat on HR's; UC = undercoat on AR's.
b. Temporal scaling coefficient: threshold <* tm .

c. Nonquarterwave-thick layers.

Values of rn measured in other 355-nm damage experiments span the range -0.05 _< m < 0.74,
although most are between 0.3 and 0.4 [2] [3] [4]. These earlier tests were primarily for
single-layer coatings, but the results are in general agreement with the results we have obtained
in tests of multilayer coatings. However, the range of observed scaling factors is so large that
the data provide little insight into the mechanism responsible for damage, and conversely, there
is no readily apparent scaling rule that can be used to extrapolate thresholds. Therefore, it

will be necessary to generate a data base at each pulse duration of interest until further
progress is made in the understanding of pulse length scaling.

3.2 Wavelength Dependence of Damage Thresholds in HR Coatings

We tested three sets of zirconia/si 1 ica HR coatings. The coatings in the first, second and

third sets had reflectance maxima centered at, respectively, 1064 nm,, 532 nm and 355 nm. Each
coating consisted of 15 alterating high-index and low-index layers whose optical thicknesses were
one-fourth the design wavelength. All coatings were deposited on BK-7 glass substrates and capped
with a silica overcoat layer whose optical thickness was one-half the design wavelength. Coatings
for all three wavelengths were deposited simultaneously by use of masking to allow deposition on

some substrates of the thicker layers required for the longer wavelength coatings. Four coating
runs were made, using substrate temperatures of 150C, 200C, 250C, and 300C.

In figure 3 we show histograms of thresholds of the HR coatings measured with 0.6-ns, 355-nm
pulses, and with 1-ns pulses at both 527 nm and 1064 nm. The median thresholds at these three
frequencies were, respectively, 2.5, 6.5 and 8.1 J/cm2, although there was considerable scatter
in 527-nm thresholds. Between the wavelengths of 355 nm and 527 nm, the median thresholds scale
with wavelength X as X^-4. from 527 nm to 1064 nm, the median thresholds scale as

x0'3. Mewnam and Gill reported that thresholds for single-layer coatings scaled as X^

between 266 nm and 355 nm [2]. Other studies [3] [4] [5] have shown that threshold usually
decreases monotonical ly as wavelength decreases below 532 nm, and that the rate of decrease also
increases as the wavelength approaches the uv bandedge of the coating material. There is some
ambiguity in existing data as to whether 1064-nm thresholds are greater than 532-nm thresholds.

Existing data are, therefore generally inconsistent with the theory of damage by avalanche
ionization [6], and generally consistent with theories which assume that damage is caused by

linear or nonlinear absorption [7].

Our tests of HR coatings also evaluated the dependence of damage threshold on the substrate

temperature used during coating deposition. Thresholds as a function of substrate temperature are
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Figure 3. Laser damage thresholds of zirconia/si 1 ica HR coatings at three wavelengths. Tests
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Design A

T > x

Design B

\ > J > x/ii

Design C

T * A/Z|

Design D

t < m

Figure 5. Standing wave intensity distributions in four-layer scandia/si 1 ica 355-nm AR coatings
with a silica undercoat layer deposited on a silica substrate. The scandia layers are
indicated by shading. The upper arrows indicate the intensity of the incident and
transmitted fields. Each layer thickness is described by the design designation. The
undercoat layer is fullwave thick in design A and halfwave thick in designs B, C and D.
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shown in figure 4. On the average, coatings deposited at 150-250C had the highest thresholds at

1064 nm and 527 nm. This trend was previously observed in 1064-nm studies of antiref lecti ve
coatings [8]. However, for 355-nm coatings, average thresholds were greatest for coatings
deposited at 300C. Because there is significant scatter in the 527-nm data, and because these
data are for coatings made in only a few coating runs, additional experimentation will be required
to determine whether the trends in figure 4 are reproducible.

3.3 Damage Threshold Dependence on Film Layer Thickness

We studied the relationship between layer thickness in 355-nm four-layer scandi a/si 1 ica AR
coatings and thresholds of the coatings. Some layers in conventional 355-nm AR coatings are less

than 40 nm in thickness, and we were concerned that such thin layers might be mechanically weak.

Secondarily, the experiment provided an excellent evaluation of a recent theory which indicates
that thresholds will increase as layer thickness decreases [7].

The coatings tested in this experiment are illustrated in figure 5. All of the coatings
contained two scandia layers and two silica layers. In a given design, the thickness was
different for each of the four layers. Among the four designs, optical thickness T for all layers

in a given design satisfied the following conditions: A. T ^ X, B. X _> T > X/4, C. T ^ X/4,

and D. T < X/4. Here, X is 355 nm. Each coating was deposited over a silica undercoat
layer which was a fullwave in optical thickness for design A and a halfwave in optical thickness
for designs B, C and D.

The coatings were deposited by electron beam evaporation onto silica substrates that had been
Dowl-feed polished at OCLI. Two coating runs were made for each design, and three substrates were
coated in each run.

Laser damage thresholds for these coatings are shown in figure 6. Filled circles indicate
thresholds for coatings of each design that were made in the first deposition, and open circles
are thresholds of coatings made in the second deposition. The median thresholds for the various
designs, indicated by a horizontal bar, ranged from 2.4 to 3.1 J/cm2. In determining the median
for coatings of type B, we neglected data for coatings made in the second deposition. These
coatings contained flaws that were visible as red flecks when these samples were backlighted with
intense white light illumination. We believe the flaws resulted from improper cleaning of the
substrates. However, whether or not these data are included, the study indicated there was little
or no dependence of thresholds on layer thickness. If the three data are excluded, the remaining
data show a slight trend toward higher thresholds for thicker coatings.

These data conflict with a theory recently published to explain laser damage that results from
heating of impurities in films [7]. The theory considered the variation of particle absorptivity
with particle size and indicated that small particles were less readily heated than were large
particles, when all particles were small relative to the wavelength of the incident radiation.
This, coupled with an assumption that maximum size of an inclusion was bounded by the thickness of
coating layers, indicated that thresholds should increase as coating thickness decreases. For

single-layer coatings, the measured scaling of thresholds with layer thickness agreed with
predictions of the theory. Scaling of our data for four-layer AR coatings does not follow the
theory.

The disagreement between the theory and data cannot be explained through consideration of

internal standingwave intensity distributions in the coatings. The intensity distributions
produced by irradiating coatings of each design with a 355-nm wave of unit intensity are shown in

figure 5. The peak intensity at either the air interface or in the silica layers differs by only
10% among the four designs. At other interfaces and in the scandia layers, the peak intensity is

the same in all designs. Adjusting measured thresholds to account for the small differences in

internal intensities does not bring the data into accord with the theory.

Finally, we observed during these measurements a correlation between pit diameter and coating
thickness which suggests that most damages were initiated deep within the coatings. Duthler
showed that heating of an inclusion located near a surface produced a cone shaped pit whose outer
diameter was proportional to the depth of the inclusion [9]. We observed that pit diameter scaled
with total coating thickness; see Figure 7. We believe this indicates that most of the damages
initiated near the interface between the inner scandia layer and the silica undercoat layer or at

the substrate interface. This again seems to indicate that thresholds in these coatings were
essentially independent of coating thickness; the inner scandia layer was one of the thickest
layers in designs B and C and the thinnest layer in designs A and D.
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Figure 6. Laser damage threshold dependence on layer thickness T of individual layers in 355-nm
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Figure 7. Damage pit diameter ranges of 355-nm scandia/si 1 ica AR coatings as a function of net

coating thickness. Tests were conducted with 0.6-ns pulses.
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4. Summary

We tested five HR and four AR coatings with 351-355-nm pulses having durations ranging from

0.6 to 9 ns. When the function tm was fitted to the data, m ranged from 0.10 to 0.51 (0.32
average) in HR coatings and from 0.19 to 0.35 (0.27 average) for AR coatings.

Zirconia/si 1 ica HR coatings were tested with pulses having wavelengths of 1064 nm, 527 nm and

355 nm and pulse durations from 0.6-1.0 ns. Median thresholds observed at these three wavelengths
were 8.1 J/cm?, 6.5 J/cm? and 2.5 J/cm? respectively. In HR coatings for use at 1064 nm or

527 nm, thresholds of coatings deposited on substrates at 150-200C exceeded thresholds of coatings
deposited at 250-300C. There was a slight reversal of this trend in 355-nm coatings.

In four-layer 355-nm scandia/si 1 ica AR coatings with total optical thicknesses ranging from
0.7 X to 3.4 X, thresholds were essentially independent of coating thickness. The diameter of

damage pits in these coatings was proportional to coating thickness.
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Clarification of the coating design was requested. The speaker stated that each film
had four lagers and a beryl layer, which was a half-wave thick for the three thinner
designs and one-wave thick for the thickest design. There was a variation in damage level

with substrate temperature at which the film was prepared , even though the film design
made the coatings independent of the E fields. A member of the audience suggested that an
explanation of the variation with substrate temperature might be that, at lower
temperatures , one gets a more amorphous but also less refined microstructure. Structural
modifications can be obtained upon thermal heating, for example , with the laser beam. At

higher substrate temperatures , there is a more refined microstructure which wil I not

change any further upon heatirg hut will result in lower damage thresholds.
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The potential afforded by molecular beam epitaxy as a means of producing thin film

materials in a highly controlled manner has been exploited using an ultra-high vacuum

facility dedicated to the examination of all facets of thin-film technology as applied to

optical coatings. The equipment allows deposition on ion-beam cleaned substrates either

from molecular beams or by RF sputtering, and allows in situ characterisation by mass

spectrometry, Auger Electron Spectroscopy and laser calorimetry. Application of the

equipment is described with reference to the fabrication of ZnSe coatings. The composi-

tion of the residual atmosphere within the coating chamber is discussed with reference to

the rate of adsorption of impurities onto the substrate whilst growth of the coating is

underway. By ensuring the reduction of the partial pressures of water vapour and carbon

monoxide to the low 10 ^ mbar range, ZnSe films have been produced of up to 3 pm in

thickness which have negligible values of absorptance at 10.6 pm. Such layers, although

micro-polycrystal 1 ine, are mirror smooth and featureless, and of (111) orientation.

Growth rates in excess of 1 um/h are comparable with conventional coating techniques.

1. Introduction - The Case for a Fundamental Approach

The realisation of optical coatings with a high durability and low absorption has long been the

goal of materials scientists and optical systems engineers alike. In general, progress in this area

has been limited by the inability to carry out a systematic study of the fundamental materials issue

involved. Despite this, significant advances have been made by the optimisation of various thin

film fabrication techniques or by exploitation of alternative technology as for example typified by

various surface modification techniques (leaching^ , ion implantation^- etc). It is now clear

however that a quantum leap in coating performance will not be realised unless a fundamental study

is carried out of all the stages involved in coating fabrication.

A common factor in the failure of optical coatings under laser irradiation has been the lack of

perfection and the relatively low purity of the coated material. Optical absorption levels are

frequently too high and the refractive index uniformity of the thin film difficult to control. For

example, in the case of ZnSe, despite the ability to grow bulk material by chemical vapour deposi-
-1 [3 4]

tion with an absorption coefficient of 0.0005 cm or less at 10.6 pm ' , the effective absorption

coefficient of the same material in thin film form is frequently in the range 5-20 cm ^
.

Of equal importance to the need to improve the purity of the thin film structures, is the need

to maintain stoichiometry of the material. This is particularly the case for binary semiconductor-

type materials, where non stoichiometry can result in the generation of free charqe carriers which
r oi

interact strongly with radiation at long wavelengths. Indeed, Walsh and Bertke have found that



significant variations in the zinc-selenium ratio of ZnSe can occur during RF sputtering. This

parallels the results of O'Brien^ which suggests that the Zn/Se ratio increases at higher deposi-

tion rates, resulting in higher infra-red absorption. High film absorption is often aggravated by

the presence of further impurity species at the substrate/multilayer interfaces, which may also act

as nucleation sites for the formation of pores or other undesirable morphological features. Pores

and cracks are efficient absorbers of water and other impurities, many of which have significant
3-1

optical absorption at 10.6 ym. Using an absorption coefficient of 10 cm for liquid water

Sparks^ ^ estimated that a fraction of 5 x 10 ^ of pores filled with water were sufficient to give a

-4
surface absorptance of 10 . The impurities present at interfaces also contribute to the poor adhe-

sion of thin film structures. The presence of these impurities can be avoided by effective surface

cleaning techniques provided that care is taken to avoid readsorption prior to film deposition.

Extrinsic Stress in thin film coatings can arise from thermal expansion mismatch of the film

relative to the substrate or as a consequence of the impurities present in the film. The former can

be minimised by careful choice of the film/substrate combination. The latter, on the other hand, is

generally of a compressive nature and can vary with thickness of the deposit: its reduction there-

fore implies the need to improve film purity.

Present-day thin film coatings are essentially of a polycrystal 1 i ne morphology. In order to

ensure a minimum surface energy, the surface of a polycrystall ine layer must be irregular. This will

of course affect the nucleation of any subsequent layers and will also result in significant scatter

of transmitted radiation. In impure films, the grain boundaries act as sinks for impurities giving

rise to refractive index inhomogeneities which further increase scatter levels. Surface texture can

be reduced by producing oriented polycrystal 1 i ne films, single crystal layers or amorphous layers.

The choice ultimately depends on the film material and/or the film/ substrate combination.

In any vacuum deposition process, the degree of contamination of a surface by the residual

environment of a coating chamber may be readily estimated using the Kinetic Theory of Gases from

which the number of molecules of species i striking and adhering to the substrate per unit area is

given by

s P. 2.67 x 10
22

s P. (m bar)
R =

1

= ... (1)

/2-irm.kT /mTT
i i

where P^ is the partial pressure of i, m. its molecular weight and s a sticking coefficient in the

range 0-1, but frequently 0.1 for permanent gases. An ideal coating process would be configured

so that this residual flux is negligible compared with the incident flux of material to be deposited.

This can be achieved by increasing the incident flux (as in many high-rate sputtering techniques) or

by decreasing the residual impurity flux by deposition under ultra-high vacuum conditions. In con-
- 6

ventional evaporators, the base pressures achieved are of the order of 10 m bar and the dominant

species present is H^O due to outgassing of the coating chamber walls and substrate assembly. The

partial pressure of h^O is only slightly reduced by the incorporation of liquid nitrogen cooled

cryopanel 1 ing since the rate-limiting process is desorption from the walls and not efficiency of

pumping. Using equation (1) together with a sticking coefficient of 0.4 (see later), it is readily

shown that a ZnSe surface would be covered with a monolayer of H
?
0 in 5 seconds. Since the
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absorption coefficient of liquid water at 10.6 ym is approximately 10 cm , only 10 ft H„0 is

-4
required with molecular bonding comparable to the liquid state to produce an absorptance of 10 .

As such it suffices to say that any sample loaded into a conventional evaporator would be grossly

contaminated with H^O before deposition of any coating has commenced, giving rise to a high degree

of interfacial absorption. Attempts at surface cleaning using ion beams are generally futile since

the 1^0 is rapidly readsorbed. The problem is not restricted to water - other molecular species

(e.g. - COp - SO^, - SO^, - CO^, - CH
n

) are commonly produced as a result of reactions during coat-

! ing and give rise to significant absorption at 10.6 ym.

We have chosen to exploit the potential afforded by molecular beam epitaxy as a means of pro-

ducing thin film materials in a highly controlled manner and have designed and constructed an ultra-

high vacuum facility dedicated to the examination of all facets of thin film technology, as applied

to high energy optical coatings. Application of the equipment is described with reference to the

fabrication of ZnSe coatings which have already been identified as of potential for laser windows.

2. UHV Coating Facility

The ultra-high vacuum facility is shown in schematic form in figure (1). It is divided into

three sections each separated by gate valves - a growth chamber, capable of a base pressure in the
-11 -8

mid 10 m bar range, a sample preparation/measurement chamber (10" m bar) and loading chamber
-8

(10 m bar) which also contains a small RF sputtering source. The growth chamber is pumped by an

array of five ion pumps giving a combined pumping speed of 200 1 sec , supplemented by a liquid

nitrogen cooled titanium sublimation pump. Three Knudsen sources each fitted with high purity

graphite or boron nitride crucibles are arranged around the growth chamber so that their effusing

beams converge at a common focal point. This arrangement allows the deposition of a wide range of

j

materials including ternaries, or for example complex multilayers, simply by sequencing the opening

of shutters in the beam paths. A molecular beam sampling mass spectrometer, situated within line of

sight of the Knudsen sources allows examination of the effusing species. This, in conjunction with

a quartz crystal monitor also allows in situ estimation of deposition rate. Optionally, direct

monitoring of deposition rate is possible by virtue of the provisioning of ports suitable for opti-

cal reflectivity measurements. The substrate holder is configured to allow optical transmission

measurements through the central portion of the sample. The holder is resistively heated and its

temperature measured with a precision of + 1°C by a platinum film thermometer.

Composition analysis of the deposited layer is effected by Auger Electron Spectrometry (AES)

using an analyser situated within the deposition chamber. This is particularly useful for the growth

of ternary materials where the composition of the product is critically dependant on the relative

Knudsen cell temperatures. Since the analysis technique is only sensitive to the composition of the

top atomic layer of the material, it can readily detect the presence of impurity species absorbed on

the surface. In common with semiconductor processing, the technique is therefore used as an on-line

monitor of surface cleanliness following sample preparation. Ion beam cleaning is carried out in the

preparation chamber using 0-3 kV Ar
+

ions from a raster-scanning ion source. This assures uniform

etching profiles.

The absorptance of the substrate is determined within the preparation chamber using adiabatic

laser calorimetry by virtue of the unique sample holder configuration and provisioning of A/R coated

ZnSe viewports at opposite ends of the chamber. The technique essentially follows that described
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in a previous publication including the use of electrical heating for calibration purposes. The

ability to carry out the measurements within the high vacuum facility allows the unambiguous deter-

mination of the absorptance of the coatings. In fact, any increase in optical absorption on eventual

exposure to air can be readily measured merely by admission of air into the preparation/ measurement

chamber.

Substrates for coating are carefully cleaned with trichlorethane, followed by acetone before

loading into the equipment. The loading chamber is then evacuated to a pressure of 5 x 10~^ m bar

using a liquid nitrogen-trapped polyphyenyl ether diffusion pump before transfer of the sample in

its holder to the preparation chamber.

Refractory materials (e.g. oxides, nitrides) can be deposited in the loading chamber using a

small (2" diameter) RF plasma source. A separate UHV cryopump ensures the maintenance of the ultra-

clean environment and provides the ability to cope with the high throughput of argon.

3. Analysis of Substrate Surface prior to deposition

The state of contamination of a typical ZnSe sample following loading into the equipment is

shown by the AES trace of figure (2). The dominant impurity present is carbon, together with a

significant amount of oxygen. Also notably present is a small amount of chlorine, presumably as a

result of the cleaning in chlorinated solvent. The carbon and oxygen are presumably present as

hydrocarbon, carboxylate ion species and water respectively since previous attenuated total reflec-
r 41

tivity studies 1 J suggested that these are the dominant molecular species most commonly found on

ZnSe exposed to the atmosphere. These surface impurities are effectively removed by Ar
+

beam bom-
2

bardment for 10 minutes at a density of approximately 200 yA/cm . This ion beam cleaning stage has

been found to be important in ensuring effective adherence of subsequent coatings to the substrate.

An experiment to demonstrate this was carried out using a GaAs substrate. A portion of the GaAs was

ion beam cleaned and the entire substrate then subsequently coated with ZnSe at a deposition temper-

ature of 50°C. A micrograph of a region of the sample encompassing the boundary between the cleaned

and non-cleaned segments is shown in figure (3). This clearly shows delamination of the coating on

the contaminated portion of the substrate. Delamination began immediately on exposure of the coated

substrate to the atmosphere and was complete (on the uncleaned portion) within one or two minutes.

This occurred despite an excellent lattice match between the film and substrate (ZnSe a
Q

= 5.667 8

GaAs a
Q

= 5.6534 8).

4. Stoichiometry of ZnSe Source

The importance of stoichiometry has already been briefly discussed above in section 1. In order

to ensure that the ZnSe source used in this work was free from undesirable effects, the dissociation

constant for the evaporation process within the Knudsen oven was measured as a function of tempera-
r 4i

ture. The actual source material used was a polycrystal 1 ine material which had been prepared 1 by

chemical vapour deposition from mixtures of zinc vapour and hydrogen selenide, and was known from

mass spectrographs and photoluminescence studies to be of extremely high purity. The material is

known to evaporate congruently according to

ZnSe(s) % Zn(v) + \ Se
2
(v)
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and the relevant dissociation constant is given by

K
p

= P
Zn

P
SeJ

Since Kp is related to the enthalpy AH and entropy AS of dissociation by

i„„ v -AH •. AS
l0

9
K
P

=
irr

+ x

the value of AH generated by measurements of P^
n

and within the effusing flux from the ZnSe may

be used to demonstrate thermodynamic consistency. By measurement of the partial pressures using the

mass spectrometer within line of sight of the source and plotting the results in the form log K

-1
"

against 1/T, we have determined a value of aH of 83.8 K cal mol . This value is in excellent agree-

ment with published values'- ' ^ .

5. ZnSe Film Growth and Effect of Residual Coating Atmosphere on Impurity Absorption

Films of ZnSe were produced on glass, GaAs and ZnSe using the following typical deposition

conditions.

ZnSe source temperature 950°C

Substrate temperature 175°C

Growth rate 1 . 2 ym/h

Residual partial pressures 8 x 10"^ m bar

H
2
0 2 x 10" 10 m bar

CO 2 x ICHO m bar

The growth rate in excess of 1 ym/h is approximately an order of magnitude greater than rates

used in typical semiconductor material growth by MBE and has been achieved merely by increase in

source temperature. These rates are comparable with those achieved in conventional coating tech-

niques.

The fluxes of the coating species i arriving at the substrate are given by

P. a

J
i

= g
~ •• (

2
)

where d is the distance of the surface (area a and temperature T) from the substrate. The impurity

content of the coating is therefore given by

[C] =

g s
i

J
i

••• ^

where R is defined by equation (1).
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We have assessed the importance of R by interrupting the coating process at an arbitrary stage

and carrying out measurements of the rate of surface adsorption of different species using AES whilst

monitoring the residual partial pressures by mass spectrometry. For example, when water vapour
-9

dominates the residual spectrum, even at a partial pressure of 4.5 x 10 m bar, saturation of the

surface by oxygen occurs within 20 minutes as shown by figure (4). This is predicted by equation (1)
1

5

using a value of s of 0.40. For a ZnSe growth rate of 2 ym/h (an impingement flux of 1.22 x 10
-2 -

1

molecules cm sec ), the maximum concentration of H
?
0 adsorbed within a layer would be 0.05%. This

-1 3-1
formally results in a film absorption coefficient of 0.5 cm at 10.6 ym assuming en? o

= 10 cm .

10
In general however, the partial pressure of FLO in a UHV system is of the order of 10 m bar

resulting in a maximum concentration of adsorbed F^O in the ZnSe of only 10 ppm.

When the dominant residual species present in the coating plant are ti^ and CO, AES measurements

show (figure 5) that only carbon is adsorbed on a clean ZnSe surface. Very little oxygen is detected

which implies that under these conditions, the carboxylate ion^ is not formed. Presumably the
-9

oxygen is being removed by reaction with the hydrogen present. For P^q = 5.3 x 10 m bar, assuming

a sticking coefficient of 0.1, coverage of the surface by CO is expected within 80 min. This is

approximately equal to the time observed for the carbon AES signal to reach saturation. Measurements

of the rate of carbon adsorption at lower CO partial pressures confirm that the surface coverage

rates are substantially reduced (figure 6) and are only just detectable at P^q = 9 x 10" m bar.

6. Assessment of ZnSe films

Films of ZnSe produced in this work on CVD ZnSe substrates have been assessed by laser calori-

metry. Under the growth conditions listed in section 5 the following results were obtained.

Sample Absorbance

ZnSe specimen, solvent cleaned, before

coating 0.0019

Same specimen, following MBE deposition of

ZnSe coating 1.7 ym thick 0.0018

Within the limits of experimental error, the two values are identical, signifying at the most a

very low value of coating absorptance. This compares with an expected increase in absorptance of the

order of 0.002 that would have occurred had the coating been produced by conventional techniques.

In each case, the coatings produced by MBE are mirror smooth and free from surface topography.

The ZnSe coatings are always polycrystall ine at growth temperatures near 200°C even on (100) oriented
r 1 21 T 1 31

GaAs wafers. Comparison with the work of Smith and Pickhardt 1 J and Yao and Maekawa suggests

that the growth temperatures used above are some 150°C too low to ensure a single crystal epitaxial

product on GaAs, although Jones et al report epitaxy on (100) GaAs at temperatures as low as 160-

200°C. The essential difference in the technique of Jones et al is that they utilise RF sputtering

in UHV rather than growth from thermal beams. In their case, the RF excited plasma may be contri-

buting to surface diffusion processes during growth of the film, ensuring single crystal growth.

Although the ZnSe films produced in this work by MBE are polycrystal 1 ine, X-ray diffraction

studies have shown that they are highly ordered and of (111) orientation. This is the case even when
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ilsti
1

This

! films are produced on glass substrates. It is believed that this highly oriented microstructure may

associated with the lack of surface topography of the films, and would be expected to result in low

lues of optical scatter. Together with their freedom from pores and inclusions, these low absorption

5e films have the potential of having a high failure threshold. It is arguable whether a single

/stal film, with its freedom from impurity absorption at grain boundaries, would be less susceptiable

laser damage than polycrystal 1 ine material, since it is possible by UHV techniques to ensure that the

in boundaries are free from impurities. However, by virtue of the dangling bonds present, the grain

jndaries may be effective as sinks for free charge carriers.

pyright © Controller HMSO, London 1983.
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The audience questioned whether MBE techniques could be scaled to produce thick
coatings on large laser optics. The author replied that there does not appear to be a

technical reason limiting MBE to small samples and coating thicknesses . Alternately , if

one used MBE as a tool to improve more conventional coating processes , it would be less

expensive than building a large MBE system.
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Figure (1) Schematic Diagram of Ultra High Vacuum Facility for Fundamental

Research on Optical Coatings.

1000 600

Electron energy j eV

Figure (2) Auger Electron Spectrum of surface species on solvent-cleaned

ZnSe. Very little change in the overall spectrum was detected
-8

even after the sample was left at 10 m bar for 15 hours.
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Figure (3) Micrograph of film of ZnSe on GaAs showing effect of delamination

in lower region which was not cleaned by ion beam.

Time / min

Figure (4) Increase in surface coverage of oxygen on pure ZnSe film on

exposure to residual atmosphere with partial pressures =

4.5 x 10" 9
m bar, Ph

2
= 2.8 x 10" 9

m bar, P
CQ

= 2.1 x 10
-9 m bar,

Pqq^ = 6.1 x 10" m bar. No increase in carbon signal was

detected.
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Figure (6) Comparison of rates of increase in surface coverage of carbon

on pure ZnSe films on exposure to residual atmosphere containing

different partial pressures of carbon monoxide.
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Development of RF-Sputtered Laser Coatings at Burleigh Northwest

David L. J. Lunt

Burleigh Northwest Optical, Inc.

Burleigh Park

Fishers, NY 14453

Complex dielectric coatings, with up to forty-three layers have been deposited using RF diode sputtering

techniques. Deposition parameters have been established for ZrC»2, S1O2 and AI2O3. Fabrication consistency

has been high in both material properties and spectral response, and the coatings have shown useful damage, loss

and environmental attributes, for laser applications, in the realms so far investigated.

Key Words: environmental stability; Excimer laser mirrors; infrared dichroics; monitoring accuracy; rf sputtering;

thin film polarizers.

ij
Introduction

We report here on preliminary results in the production of laser coatings by RF Sputtering. At Burleigh, we are concentrating

this form of deposition in an attempt to discover it's attributes and limitations in commercial applications. So far, three types of

iitings have been investigated, and, in all cases, they show promise with respect to certain characteristics, and point to areas of

i-ther development.

Most of the previous work in this field (i-2
-
3

) has been done with either single layers of material or small stacks of relatively

iple structure with the aim of optimizing their laser damage resistance. The main emphasis of the present investigation is to look

the viability of the RF Sputtering process to deposit complex, large structures with specified spectral parameters and to look at the

vironmental stability of such structures.

Experimental

All depositions were performed in a modified, commercial sputtering chamber, arranged as an RF diode system (fig. 1).

iwer from a 3 KW, 13.56 MHz RF Generator can be directed to one of three, 8-inch targets via an impedance matching network,

ibstrates are supported, face up, on a water-cooled, indexing table such that the substrate/target distance can be varied between

5 & 4.0cm. The whole is supported on, and pumped by, a 6-inch diffusion pumped vacuum system incorporating a liquid nitrogen

iffle and 'Venetian blind' throttling valve.

Piezoelectric controlled gas inlet valves control the sputtering gas and reactive gas partial pressures, the former being in a feed-

ck loop with a capacitance manometer which monitors, and adjusts, the overall pressure in the chamber.

RF POWER SUPPLY

VACUUM
CHAMBER
WALL

INDEXING
TABLE

MATCHING
NETWORK

I Zr TARGET ~]

02 INLET

At INLET

Si TARGET

1 : g
_ - SUBSTRATE

r Z
TO VACUUM PUMP CAPACITANCE

MANOMETER

Figure 1. Schematic of RF Diode Sputtering System.
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The mechanism of sputtering, in such a system has been described,

(

4
>
5

) adequately, elsewhere and will not be repeated here.

In accordance with our present aim of looking at the design and structure of practical coatings for commercial applications,

we have limited the number of materials used, so far, to three. The three target positions were installed with 8" x lA", water-coole

targets of Si, Zr and Al. Each has an impurities level of < 1.10'6 . Similarly, we have limited the reactive gas to C>2, thus we have c 1

all the investigation with the three oxides - ZrC>2, SiC>2 and AI2O3.

Overall, sputtering gas pressure has been maintained at 2.7Pa, a level deemed suitable, for present purposes, from previous

reports/ 1
-
2'^) Reactive gas partial pressure has been varied between 10% and 17.5%.

I

1

6 ij

3. Material Constants

Prior to constructing coating stacks, an investigation was made of the refractive indices, dispersion and deposition rate of the

three materials. These values are summarized in Table 1. There are some differences in these values compared to reports of previo

work,(2-3) and these are merely noted here as they require further investigation. Significantly, the refractive index of the SiC>2 is v

similar to that of bulk material. The refractive index of Z1O2 is somewhat lower than previously reported/ 1
) and the deposition n

in all cases, are also lower than in previous work. The deposition rates were calculated from the results of making single order
j

(i.e. X/2) filters of the appropriate material. For instance, for SiC>2, a coating was deposited consisting of:

HLLH

and for ZrC>2 the coating design was:

HLHLHHLHLH

where H represents X/4 ZrC>2 anc* L represents A/4 SiC^. Both of these examples give transmission peaks sharp enough that measui

their wavelength position is very accurate.

Refractive index data was derived from measuring the reflectance of X/4 layers deposited at various wavelengths. For this

work, Z1O2 and AI2O3 were deposited on fused silica substrates and SiC>2 on sapphire.

Table 1 . Measured Characteristics of Reactively Sputtered Materials

MATERIAL Zr02 Si02 A1203

DEP. RATE (@3W/cm2 ) 9.35nm/min. 9.70nm/min. 6.60nm/min.

n @ 1064nm 2.00 1.45

n @ 550nm 2.03 1.46

n @ 350nm 2.10 1.475 1.63

n d> 308nm 2.15 1.48 1.65

n @ 249nm 2.25 1.50 1.75
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Coating Design

:.3

Optimization of coating designs was performed on the Code V(R)* system. The coatings, so far investigated, were chosen from

sting commercial requirements. The first example is a thin-film polarizer at Brewster's angle centered at 1064nm. In order to

nimize the effects of environmentally induced spectral shifts, a primary consideration of the design exercise was to produce as

lea bandwidth as possible. In this instance, bandwidth refers to the spectral width over which the transmittance in 'P'-polarization

ligh and that in 'S'-polarization is low. The first design consisted of 43 layers made up of a 27 layer, A/4 stack with "matching"

ers of unequal thickness on either side to flatten the P-polarization transmission band. This example had a theoretical bandwidth

45nm.

2 sir

Results with this coating allowed us to embark on a second, improved polarizer. It was deemed advantageous to reduce the

mber of layers, if possible, in order to decrease total losses in the coating. Measurements of the environmental stability of the

tings and the reliability of deposition allowed this to be done by decreasing the required bandwidth and letting the computer
re™ ,(!pgram vary all the layers. The result was a 33 layer design with layer thicknesses all different and a theoretical bandwidth of 30nm.

aaui

The second coating example is an infrared dichroic. We had three similar requirements from customers. All three required

jh reflectance (> 99%) at 1064nm in 'P'-polarization. All required high transmittance in 'P'-polarization but in different wavelength

jions. They were, respectively:

1300 - 1800nm
2200 - 3300nm
1500 - 4500nm

It was decided to attempt a design that would suffice for all three cases. This ultimately consisted of a 29 layer, all different

ickness, stack of Zr02 and Si02 and had, theoretically, > 99.5% transmittance from 1230nm to 4500nm.

The third coating, for which we have only very preliminary results, presently, was a high reflecting, A/4 stack for use with

:cimer lasers. This was done with both ZrC^/SiC^ and Al203/Si02 combinations with the stated aim of being able to use the

sultant mirrors with the coating in contact with the laser gas.

Results

Adequate spectral characteristics were achieved from the first coating runs of both the thin-film polarizer and the infrared

chroic. Specifically, 'P' transmittance for the polarizer was 98% and 'S' transmittance < 0.5%, both measured at 1064nm. The

indwidth was 42nm. Reflectance measurements in 'P' polarization, indicated a total loss of ~ 0.7%. Eleven subsequent depositions

so achieved a minimum of these specifications. The infrared dichroic had a measured 99.5% R at 1064nm and > 99% T from

240nm to 4500nm. This coating has now been run seven times with similar results. These seven coatings were distributed between

jpositions on substrates of fused silica, calcium fluoride and sapphire.

The spectral shift versus humidity was determined for the polarizer by measuring the central wavelength after immersing the

loating in distilled water for 72 hours and after subsequent baking for 24 hours, in vacuo. The resultant shifts of l-2nm were probably

ithin the measurement error of the equipment. This result indicated that it was not necessary to rely on excessive bandwidth in

rder to overcome the difficulties of environmental instability, and resulted in the second polarizer design. This again worked from
le first deposition and is the solution presently in production. The measured losses in this coating appear to be < 0.4%. A typical

igular scan, at 1064nm, of one of these polarizers is shown in figure 2.

The only result presently available for the excimer mirror sample, is a lifetime of 8.107 shots, for the ZrC^/SiC^ sample, in

commercial XeCl system, noted by one of our customers in a private communication. Investigations are presently being conducted
long similar lines with Al203/Si02 stacks at 249nm as well as 308nm.
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10° 50° 60° AOI 70°

Figure 2. Angular Scan @ 1064nm of Thin Film Polarizer.

Conclusion

Current results indicate that coatings as deposited by RF Sputtering at Burleigh have significantly reduced the environmenta

instabilities caused by moisture which are a characteristic of evaporated coatings. It would also appear that the control presently

excercised over the process parameters and the accuracy of monitoring is such as to allow complex coatings to be fabricated reliabl

and consistently. Previous work(3 ) has shown sputtered materials to have usefully higher laser damage thresholds, and this, togethi

with the present work, indicates three criteria for assessing the potential of attempting a solution by sputtering. They are:

a) Requirement for higher damage threshold.

b) Requirement for high environmental stability.

c) The spectral characteristics requiring a highly complex design.

Thus far, our results have been commercially viable. However, further work is continuing in the use of other materials,

reducing scattering and absorption losses and the production goal of fully automatic deposition.
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In response to the question, the speaker stated that they had not made direct
measurements of the absorption coefficients of their evaporated layers, as distinct from
absorption itself. They believed that much of the observed loss in transmission arose
from scattered light rather than from absorption. Although evaporated zirconia is often
homogeneous, they have not noticed any inhomogeneity in rf sputtered zirconia which is

sufficient to affect the practical values of the multilayer coatings they have made. They
have not studied the question in detail, however. They are producing coatings containing
aluminum oxide and silicon dioxide which look quite promising in the ultraviolet from
spectrophotometry tests of transmission and reflection. More careful absorption
measurements are underway but no results yet. Varying the oxygen to argon rate from 17.5%
to 10% oxygen increases the deposition rate by about 20%, but they did not notice any
effect on the optical properties.
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Physical and Chemical Techniques*
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We have undertaken a systematic study of various methods of depositing good qual-

ity thin films of optically interesting materials by different physical and chemical
methods in an effort to identify promising techniques for producing low-absorbing,
low-scatter, high damage-threshold coatings. The deposition methods studied include
e-beam deposition in a UHV environment, sol-gel processes utilizing hot isostatic
pressing (HIP) to densify the films, photochemical deposition using organometal 1 ic

reagents entrained in inert or potentially reactive gas flows, and ion-beam deposition
in a reactive environment. The deposited single-layer films were analyzed using
various surface analysis techniques to provide information on film composition,
stoichiometry, and impurity level.

Key words: A1N, hot isostatic pressing, organometal 1 i c reagents, photochemical
deposition, reactive ion beam, sol -gel, surface analysis, Ti02, ultrahigh
vacuum.

1. Introduction

The extremely demanding environment of high-energy laser systems and the stringent requirements
of laser gyro-based navigational systems have created a critical need to develop optical thin film

coatings with properties more nearly approaching those of the bulk starting materials [1], Unde-

sirable properties exhibited by many present coatings include absorption due to impurities and de-

fects, nonuniformity in chemical composition, thickness, and index of refraction, and high levels of

stress between layers. These properties can lead to low damage thresholds and environmental insta-
bility in deposited coatings. The study of novel methods of thin film deposition reported here was

undertaken to identify alternative techniques which show promise for circumventing some of these

problems. The resultant coatings were analyzed using various surface analysis techniques including

X-ray photoelectron spectroscopy (XPS), secondary ion mass spectroscopy (SIMS), and scanning Auger

microscopy (SAM).

Several deposition techniques were used to deposit single-layer thin films of optically inter-

esting materials. One material, Ti 0 2 , was deposited using each technique and offers a basis for

comparison. The methods studied were

1. conventional thermal evaporation using an electron beam source in a UHV deposition chamber;

3. photochemical deposition using low pressures of organometal 1 ic reagents entrained in inert

and reactive gas flows and irradiated with ultraviolet and visible lasers and lamps; and

4. ion-assisted deposition in a reactive environment.

Single layers of thin films were examined in order to simplify analysis and to be free of com-

plications caused by additional interfaces, materials, and other sources of defects and absorption

present in multilayer films.

*This work is supported in part by the Air Force Office of Scientific Research (AFSC) under Contract

F49620-81-C-0074. The United States Government is authorized to reproduce and distribute reprints

for governmental purposes notwithstanding any copyright notation hereon.

2, sol-gel processing using hot isostatic pressing to help densify the films;
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Electron Beam Evaporative Deposition Studies

Since many film properties, such as stoichiometry, purity, uniformity, and stress distribution,

ire inherently established by nucleation and interfacial effects, ultra-high vacuum (UHV) technology
irovides a means of depositing thin film coatings under conditions such that contamination of the

ilm and interfaces by the chamber environment are minimized. We have designed and constructed a

JHV thin film deposition chamber to study both conventional evaporative deposition as well as ion-

>eam assisted deposition methods.

The chamber consists of a stainless steel cylinder with multiple ports for the incorporation of

various vacuum pumps, deposition sources, and monitoring and characterization instruments. A base

)ressure of less than 5 x 10" 10 Torr is achieved after bakeout using a cryogenic pump on an 8"

Mange. A 330 1/s turbomolecular pump is used for initial high vacuum pumpout of the chamber or

substrate load-lock as well as to maintain an operating pressure in the 10
_l+

Torr range during depo-

sition when the system is operating with high gas flows. A Thermionics three-crucible electron beam
hernial deposition source is mounted in the bottom of the chamber and shielded from the main deposi-
tion region by a cryopanel, which can be cooled with water or liquid nitrogen. A sample manipulator
^ith micropositioners provides for both heating and cooling of the substrates as well as three-
iimensional alignment, rotation, and tilt adjust. A sputter ion gun is directed at the sample and

as used to clean the substrates prior to evaporative deposition. Windows allow access for an opti-
al thickness monitor, el 1 i

psometer, and laser beam irradiation of the substrate. A quartz crystal

jscillator is used to monitor the thickness of the depositing films, and a residual gas analyzer
monitors chamber gases at partial pressure as low as 10" 13 Torr over a mass range 1 to 200 amu.

Ti 02 films were deposited on 1 in. diameter Pyrex or fused silica disks which were cleaned with
ilute Alconox detergent, rinsed in deionized water, methanol, and ethanol , and then oven dried at

00°C. The Ti 02 starting material was Marz pure, and the 02 was of research grade purity. Sub-
trates were heated to 150°C by a ceramic element or an electron gun sample heater. The e-gun ther-

mal source was degassed in vacuum at low power levels, and then depositions were carried out with a

reactive O2 background at pressures between 10" 5 and 2 x 10" 4 Torr. Deposition rates were on the
order of 10 nm/min, and quarter- or half-wave optical thickness points were determined using the
joptical thickness monitor and an 800 nm narrowband filter before the detector.

The sample film absorption spectrum in the visible and near infrared was found to depend sensi-
tively on O2 background pressure, but optical absorption could usually be removed by heating in an

oven. Figure 1 shows a visible spectrum of a Ti 0 2 coating that had been heated in air for 16 hours

?at 300-400°C. The upper spectrum (squares) is due to the pyrex substrate, while the points in

circles trace the spectrum of the Ti 0 2 film after heating. From the match of the half- and full-
wave points to the substrate transmittance, it can be seen that absorption is negligible to the
accuracy of the measurement. The solid line is a numerical fit of the data which uses for the
refractive index of Ti 0 2 a dispersion equation of the form

n
2 = A+ B_

(1)

r - C

'for wavelengths longer than 350 nm, below which Ti 0 2 absorption quickly dominates [2]. An observed
shift in the half- and quarter-wave positions in the thin film spectrum after heating suggests a

densification of the film, while XPS analysis shows that oven treatment caused the [0]/[Ti] ratio in

the film to increase to the full stoichiometric value of 2. After oven treatment the film passed
both adhesion and scratch tests, whereas similar films without oven heating failed. The likely ex-
planation for the improved characteristics in oven treated films is that the films deposited under
these conditions are porous and nonstoichiometric, but heating promotes further oxidation of the
film, improving both the stoichiometry and film morphology. Scanning electron microscopy showed
smooth surfaces, without the pinholes seen in some of the commercial films we have examined,
although spitting by the evaporation source was evident from the 0.2-2 um-sized particles in some
films. X-ray diffraction measurements on several films revealed no Ti 0 2 diffraction patterns, in-
dicating very small-grained crystals are deposited under the conditions used here.

Examination of the spectral fit in figure 1 shows reasonable agreement between experimental and
calculated curves. Deviations are due mostly to the nonuniform film thickness. The numerical fit
for this sample yielded A = 7.053, B = 0.1500, and C = 0.1135, while literature values [2] for
rutile ordinary (extraordinary) rays are A = 5.913 (7.197), B = 0.2441 (0.3322), and C = 0.0803
(0.0843). These values give a refractive index at 633 nm of 2.76 for the fitted curve and 2.59
(2.89) for the literature ordinary (extraordinary) index.
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Figure 1. Visible spectrum of thermally-evaporated Ti02 film (circles)
and pyrex substrate (squares). The solid line is a numerical
fit to the data using equation 1 for the Ti02 dispersion and

a constant index of 1.52 for the substrate.

3. Sol-Gel Deposition

Sol-gel processing is a wet -chemical technique which has recently been applied to the deposi-
tion of optical thin film coatings [3], The fabrication of optical films through the use of sol-gel
technology is attractive in that the process does not involve the complexities and equipment associ-
ated with conventional vacuum or UHV techniques. In this process a thin liquid film is hydrolyzed
on a substrate, then rapidly fired to both oxidize and consolidate the film. The application solu-
tion is normally a dilute alcohol/water solution with an organometallic such as titanium n-propoxide.
Amorphous films up to several hundred nm thick can be deposited by dipping, spinning, or spraying
substrates with these solutions. Many favored optical materials can be deposited, such as Ti02,
Ta205, AI2O3, and Si O2. An advantage of this technique is that the refractive index of the films
can be changed by varying the sol-gel mix of the reagents and by introducing porosity.

The films produced in this manner have two major drawbacks for use in reflective coatings.
First the rapid firing process can produce enclosed porosity. While porosity may be desirable for

graded-index anti reflection coatings, it is not useful in high reflection mirror coatings.
Secondly, such porosity often serves as a site for the buildup of carbonyl impurities which act as

absorption centers lowering the damage threshold of the film. This carbonyl impurity appears to

arise from the metal alkoxide, not the solvent alcohol, judging from the similarity between XPS
spectra of sol-gel films and photochemical ly produced films. This behavior was observed in making
single layer sol-gel films of TiOj

+x on silicon and fused silica substrates.

To solve the problems of film porosity and residual hydrocarbon contamination, we embarked on a

study to apply the Hot Isostatic Pressing (HIP) technique to sol-gel deposited coatings. In this
method, the coatings are subjected to a high isostatic pressure of inert gas and high temperature
for times on the order of hours. In our experiments, the Ar contained minute quantities of residual

O2 which was hoped would help oxidize the incorporated hydrocarbons. In initial experiments, OXCO
Liquid Oxides (Oxitane Co., Akron, OH), proprietary alcoholic solutions of metal alkoxides, were
used to form thin film coatings of Ti02 on silicon and silica substrates. The substrates were
dipped or spun in solutions with an equivalent oxide content of 3% Ti02 under a He atmosphere, fol-
lowed by vacuum-drying at 50°C. The coatings were then densified by rapid firing in air at tempera-
tures from 400 to 600°C. Before HIP treatment the resulting films were approximately 5000 A thick.

XPS and SIMS were used to analyze the coatings. Figure 2a shows the C Is XPS spectrum taken on

the surface of such a film before HIPping. The higher energy peak at 287 eV corresponds to a

carbonyl carbon impurity in the film; the main line at 284.6 eV being that from adsorbed
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adventitious carbon (CH3-CHL). Ion beam profiling showed this carbonyl impurity to be distributed

throughout the film and to be present even after firing the films at 600°C for periods of 6 to 10

minutes. Longer or higher temperature firing of these films to remove the impurity leads to

annealing and grain growth, inducing undesirable stress in the near amorphous films.

To observe if low temperature-high pressure hot isostatic pressing (HIP) would be beneficial,

samples were HIPped at 600°C and 20,000 psi of Ar for periods up to one hour. As can be seen in

figure 2b, this process indeed removed the deleterious carbonyl impurity while increasing the oxygen

content of the film to TiOi.7. The HIP treated films showed good hardness and adhesion to the sub-

strates and no degradation in optical properties. Further work in applying this technique to multi-
layer coatings is being pursued.

294.60 289.60 284.60

BINDING ENERGY (eV)

279.60 274.60

294.60 289.60 284.60 279.60

BINDING ENERGY (eV)

274.60

Figure 2. XPS Cls spectra from sol -gel Ti O2 coatings
before and after hot isostatic pressing.

4. Photochemical Deposition

Chemical vapor deposition (CVD) is now routinely used for producing high purity semiconductor
materials. Although good quality dielectric films have reportedly been made with CVD techniques
[4], and there is a considerable literature on using photochemical methods of depositing thin films
for various applications [5-11], these methods are not generally employed in optical coating
fabrication. We therefore undertook a study to determine the feasibility of using photochemical
techniques in producing opti cal -qual ity thin film coatings.

Photochemical methods share many advantages with CVD over evaporative techniques, such as
allowing the deposition of refractory materials without using high source temperatures with their
resulting contaminants. Photochemical methods also avoid some disadvantages of conventional CVD,
such as high substrate temperature, which might aggravate problems due to thermal mismatch between
film and substrate. Masking of a substrate is straightforward in a photochemical process, and
thicknesses and mixture compositions can be well controlled using the excitation radiation intensity
or reagent pressures.
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Initial experiments were concerned with depositing films of Al 2O3 by ultraviolet irradiation of

flowing mixtures of trimethyl al umi num (TMA) and an oxidizer (e.g., N2O or O2). Later experiments
used the photodissociation of titanium (IV) isopropoxide, Ti ( OC 3H 7 ) 4 to make Ti O2 films, analogous
to the CVD reactions [12].

A variety of radiation sources were used in this work. Two excimer lasers offered high-power
pulsed ultraviolet light: a Lambda Physik EMG 101 operating on the XeCl lines at 308 nm (70-100
mJ/10 ns pulse), and a Tachisto TAC-II operating on the KrF transition at 248 nm (10-20 mJ/10 ns

pulse). A third laser, a Liconix 4050 He-Cd laser (8 mW at 326 nm), provided cw ultraviolet high
intensity radiation. In addition, three high output power lamps were used to give more uniform, if

somewhat less intense, cw radiation. These were an Oriel D2 lamp (60 W), an Oriel Xe arc lamp (500
W), and a Carl Zeiss 200 W Hg lamp. In most experiments the output radiation was spatially filtered
and focussed with lenses to obtain the most uniform beam profile.

The reagent organometal lie compounds were obtained from Alpha Ventron. Since both compounds
are water-sensitive, care was taken not to expose them to air. The TMA was subjected to freeze-pump-
thaw cycles and vacuum distilled in a stainless steel vacuum line, while the titanium compound was
used as supplied. Buffer gases (Ar, N2, or He) were at least 99.99% pure.

The experiments were carried out in a stainless steel cell shown in figure 3. The cell was

fitted with Si 0 2 or CaF2 windows mounted to allow irradiation either parallel or perpendicular to
the substrate surface. The light input windows were purged with a flow of inert gas (Ar, He, or N2)

to prevent film deposition directly on them. Substrates were mounted either in the output port or
in a copper holder in the cell which could be heated using ceramic-insulated hermetically sealed re-

sistance heaters. Substrate temperatures were measured with Pt element resistance temperature
detectors held against the substrate at two points. The cell was evacuated to the ~ 10~ 3 Torr
region using a trapped mechanical vacuum pump, and the entire vacuum system could be pumped to the
10~ 6 Torr range using a liquid nitrogen trapped oil diffusion pump. Pressures were measured a capa-

citance manometer.

SC82- 19884

O.M. + CARRIER

I

PURGE OR
O.M. + CARRIER

TO VACUUM

Figure 3. Schematic diagram of stainless steel photochemical deposition cell.

Organometal 1 ic reagent (M.0.) entrained in low-pressure inert gas
flows past the substrate mounted in the cell. Pressures are meas-
ured with inductance manometer (I.M.).
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Initial experiments were conducted using a KrF laser to deposit AI2O3 films on room temperature

CaF2 substrates. The substrates were cleaned in vacuo with 100 pulses of focused KrF laser (15-20

mJ/pulse) and then a mixture of 7 Torr TMA and 40 Torr N2) were added and irradiated with another

100 laser shots. Visual inspection of the substrates showed a clear rectangular deposit in the

focused laser-irradiated area, which XPS analysis showed to be AI2O3. The XPS spectra show not only

the usual adventitious C Is signal at 284.6 eV, but also a C Is peak at 289.3 eV. Ar+ sputtering of

a subsequent sample showed this signal to be inherent in the film. This high energy peak is very

likely due to a carbonyl, as in an ether or ester, and is strikingly like those found in the sol-gel

fi 1ms.

In the initial photochemical experiments to produce Ti O2 films from titanium i sopropoxi de , it

was hoped that optical excitation might proceed by a sufficiently different pathway from CVD pyroly-

sis experiments so that no oxidizing ambient would be required in the reaction cell, simplifying the

process. The vapor pressure of the isopropoxide at room temperature is estimated to be near

100 mTorr. The initial experiments were performed with the KrF laser at 248 nm, where the extinc-

tion coefficient is 2800 1/mole/cm [R13], Flows of the order of 50 cc/min of isopropoxide entrained
in He were pumped through the cell, while 100-200 pulses of 10 mJ each impinged on the room tempera-
ture quartz substrate. Smooth deposits with the profile of the laser spot were easily seen, but in

addition there were lighter deposits outside the laser irradiation zone. The XeCl laser at 308 nm

was also tried, and the resulting deposits, although optically i nhomogeneous, were hard and very

adherent.

XPS analysis showed that the film stoichiometry and mechanical properties were not as good as

those of the e-beam evaporated films. Oven treatment of the photochemical films increased optical
absorption in the films, in contrast to the thermally deposited films. The XPS data also show the
presence of a Ti-containing organometal 1 ic component to the deposited film, a consequence of

incomplete reaction.

Since the beam profile of our available pulsed lasers would not allow deposition of good opti-
cal quality films, high intensity ultraviolet lamps were used, which necessitated using longer
irradiation times but yielded optically more acceptable coatings. A focused D2 lamp (~ 30 W) was

directed on a CaF2 substrate for 15 hours in a cell with a total pressure of 10 Torr, mostly Ar. A

film measured with a profiling stylus to have a thickness of ~ 300 nm formed in the center, but in

addition there was a thinner, lighter annular film. An 8 mW He-Cd laser at 326 nm, directed through
a quartz light pipe to homogenize the output beam profile, similarly produced a film with a heavier,
well-defined center where the laser hit and a light annular deposit around it. Light from the laser
gas discharge, isolated by detuning the cavity mirrors to stop lasing, produced an even,
homogeneous-appearing coating on the quartz substrate.

In an effort to determine the origin of the homogeneous-appearing annular film outside the
irradiated zone, the standard gas mixture was flowed past the substrate for 3 days with no irradia-
tion. The fragile thin flakes found on the substrate blew off easily and probably resulted from re-

action with residual air or water contamination in the cell or flow system. When a Hg lamp was
masked and directed parallel to a substrate surface, a light even film formed on the surface after 6

hours of flowing the Ti reagent in Ar. Thus it appears that at the reagent gas pressures used, the
molecules which were dissociated some distance from the surface have time to diffuse to the
substrate and deposit.

The effect of temperature on the film properties was also studied. It was found that substrate
temperatures greater than 150°C caused film deposition over several hours, but that temperatures
less than 110°C did not. However, substrates at 110°C which were irradiated with Xe or Hg lamps
produced 0.3-0.5 nm thick deposits. These films were generally harder than most of the other photo-
chemical films.

Some of the films produced by this technique were analyzed with an X-ray diffractometer, but no
peaks were detected, indicating the absence of large crystalline grains. SEM photos 'with a resolu-
tion better than 100 nm similarly did not reveal large crystallites. XPS spectra were taken of
representative films. Peak binding energies were found to be characteristic of Ti and 0 in the
proper chemical environment for Ti O2 , but the 0/Ti ratios were less than 2. Examination of the
spectrum in the C Is region shows the same type of higher energy peak found in the TMA-produced
photochemical deposits as well as in the sol-gel films, characteristic of a C bonded to an 0, imply-
ing some organometal 1 ic incorporation in the Ti film.

Next, photolysis of the isopropoxide in the presence of oxidizer was attempted in order to im-
prove the stoichiometry of the deposited films. The photolysis cell was prepared before each
experiment by flowing dried N2 or O2 through the cell for several hours in order to purge the walls
of H2O. Early experiments used N2 (4 Torr) as the carrier gas and N2O (2 Torr) as the oxidant,
while later experiments used O2 as both carrier and oxidant gas at 10-20 Torr pressure. Reactions
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were carried out with either Hg or Xe lamps and with substrate temperatures up to 120°C. XPS and
SIMS spectra indicate that the best films result from photolysis of the isopropoxide in pure 02 at
pressures at or slightly above 10 Torr and with the substrate temperature about 120°C. They show
little sign of the -CO- contamination exhibited by films made without oxidant.

5. Reactive-Ion Deposition

The secondary ion sputter deposition technique provides the experimentalist with direct control
of primary beam energy, density, direction, and chemical composition [14]. Such independent control
of deposition variables has led to the use of a dual-ion deposition technique in the production of

ultra-high performance laser mirror coatings with reflectance better than 99.99% and scatter less
than 1 ppm [15],

In this program a single 3 cm Kaufman ion source (Commonwealth Scientific) with a collimated
beam was used to study the controlling process features. A single ion gun system was used in these
initial experiments rather than the dual gun approach to simplify the experimental configuration.
The primary ion beam (0-50 mA, 200-1500 V) passes through an electron neutral izer to minimize
divergence and target charging. Typical operating conditions used a beam energy of 600-1000 V with
an ion flux of 1 mA/cm 2

. The secondary ions and atoms produced at the target are emitted with
energies of 20 to 80 eV, producing film growth rates on the order of 40-50 A/min.

The experimental arrangement is similar to that used by previous workers [16], The ion beam is

directed at a metal target 15 cm from the source with its normal 45 degrees to the beam direction.
A substrate is mounted another 45 degrees from the target normal at a distance of 2-4 cm. A quartz
crystal thickness monitor is positioned next to the substrate to follow the progress of the deposi-
tion. The chamber is continuously pumped, and flow rates for the gases used (99.995% N2 with <1 ppm
O2 and 99.9995% Ar with <0.1 ppm O2) are maintained between 0.5 and 5 seem, using mass flow
controllers. During deposition, the total chamber pressure reaches typically 10" 4 Torr. No attempt
was made to heat or cool either target or substrate. After several hours of operation the substrate
temperature was measured to be less than 120°C.

Elemental metal targets were used for the deposition experiments because they are available in

higher purity and exhibit larger sputter rates than dielectric targets. Substrate materials used
were CaF2, fused silica, and single crystal Si. Substrates were cleaned in detergent, rinsed in

distilled water, cleaned again in ethanol, and dried in a 50°C oven, with final cleaning by ion beam
sputtering in vacuum.

The deposited films were characterized by XPS and SIMS. Optical spectra were recorded on a

Cary 14 UV-VIS-IR spectrometer, while refractive index data were gathered using an automated
el 1 ipsometer. Film thicknesses were measured using a Dektak II profiling stylus, and a scanning
electron microscope was used to examine microscopic details of the coatings.

The initial materials deposited by the single ion gun technique were oxide coatings of Ti and

Al . No 02 was flowed through the Kaufman type ion source to prevent oxidation of the hot filament,
so oxygen was provided by backfilling the chamber. Single layer films ~ 1000 A thick on CaF2 sub-

strates were deposited at various O2 partial pressures. The films showed adequate adhesion and

hardness, but were optically absorbing. XPS analysis showed [0]/[Ti] and [0]/[Al] ratios in the

films to be oxygen-deficient. At the highest O2 partial pressure in the chamber, (5 x 10" 5 Torr O2/

5 x io
-l+

Torr Ar) the observed [0]/[Ti] value was only 1.6; similar results were observed with Al

.

The standard means of optimizing stoichiometry is to use low 02 pressures in the Ar carrier gas
through the primary Kaufman sources, and to use a second ion source to sputter the substrate surface
with further oxygen ions and excited neutrals. These processes both require extensive optimization
and introduce further complexity in the chemical and physical process. A second approach to

improving the oxygen stoichiometry in these films would be the use of a FAB source, in which excited
oxygen neutrals could be produced exclusively without a carrier gas and the problems associated with

filament reactions in the Kaufman sources. Such experiments are currently beginning. Therefore,
the reactive ion studies were shifted to the fabrication of A1N, since with Kaufman sources, the

filaments last much longer with N2 rather than O2 as the reactive gas.

Al N was chosen for this study because it is a promising dielectric material for advanced coat-

ings. It is transparent from 200 nm to above 14000 nm and has a refractive index near 2, making it

a reasonable candidate for a high-index component. With its high melting point (>2200°C) and low
chemical reactivity, A1N is an excellent material for situations requiring chemical and thermal sta-

bility, such as excimer laser coatings, where photochemical degradation of the films is a problem,

or in ring-laser gyro mirrors, to avert damage to the coatings due to UV radiation from the laser

cavity plasma. Optical thin films of A1N for electronic applications have been deposited previously
by various techniques, including chemical vapor deposition [17-18], reactive evaporation [19-20],
reactive RF sputtering [21-23], and reactive ion beam sputtering [24-26].
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Initially a mixture of Ar and N2 was used in the ion beam source directed at the pure Al foil

target. The sputter rate decreased as the proportion of N2 in the beam gas mixture increased, but

the film stoi chiometry and other properties were found to improve with increasing concentration of

N2. Therefore, for many experiments, pure N2 was used as the sputtering gas, giving somewhat slower

deposition rates but enhanced film properties. Films were deposited on both glass and silicon sub-

strates. The ion gun was typically operated at 600 V with a beam current of 5 mA. Initial experi-
ments used Ar as the ionizing gas with N2 as backfill at 10" 4 Torr, but XPS analysis of the result-

ing films showed mixed Al /Al N deposition. Using mixed N2/Ar as the ionizing gas improved deposition

to where the film showed no elemental Al and Al N deposition rates of 25 nm/hr. This agrees with

work conducted by Harper, Cuomo and Hentzell [25] which has shown that stoichiometric A1N is formed

when the N2
+

and Al arrive at the substrate at a ratio N/A1>1.

Again, the physical properties (adhesion, hardness, abrasion resistance) were excellent. XPS

analysis showed a [A1]/[N] ratio of 1.0 for films deposited with the higher N2 concentrations in the

flowing gas mixture, as found by other workers using plasma and ion sputter techniques [25], The

optical spectrum of the best samples showed no appreciable absorption in the visible region, and el-

lipsometry revealed a homogeneous nonabsorbing film with a refractive index of 2.05 at 633 nm, com-
parable to previously reported values, and a short wave length cutoff of 0.2 microns. The films re-

sisted chemical etching in HF and in aqua regia, but could be etched in a mixture of HF and H2O2.

SEM analysis of the films showed them to have the roughened surface characteristic of ion depo-

sition and showed an indication of oriented columnar growth with column widths of 200-500 nm. XPS

analysis gave further indication that the film had some enclosed porosity in that oxygen was

observed in the bulk of the film. Since oxygen in the deposition chamber is present at less than
10~ 9 Torr level and does not appear in pure Al films it is concluded that the Al N film adsorbed
water into its structure upon exposure to air.

The excellent durability and optical properties of this film make it a candidate for further
development and use of dual ion-beam assisted deposition is currently being pursued to remove the
residual porosity from the films. It is expected that the problems with porosity in these A1N films
will be eliminated with the use of a second ion or fast atom source irradiating the substrate
directly. We are currently beginning such experiments with a view towards optimizing the deposited
film for good optical and mechanical properties to apply toward UV-visible laser coatings.

6. Summary

Table 1 shows a comparison of the stoichiometry of representative Ti02 films made in the

experiments described here. In general, experience has shown that there is a direct correlation be-
tween the [0]/[Ti] ratio and film properties: the closer the ratio is to the stoichiometric value
of 2.0, the better are the optical and mechanical characteristics of the films. Of all the tech-
niques used in these experiments, only e-beam thermal evaporation yielded films with the proper
stoichiometry, and then only after oven heating. However, TiO 2 is a difficult material to deposit,
since Ti can form compounds with oxygen in several stable oxidation states. Furthermore, the stoi-
chiometry of films deposited in these initial experiments improved steadily with our experience, and
there is every expectation that each technique can be made to produce films with the proper chemical
composition, and by implication, the proper physical properties. For example, work on photochemical
deposition has shown that the incorporation of O2 into the flowing gas mixtures greatly improves

Table 1. Some properties of the best Ti 0 2 films resulting from these studies.

Mechanical Tests

Sample [0]/[Ti] Adhesion Hardness Comments

Ti02 Standard 2.0 Powder

E-beam evaporated 2.0 Pass Pass After oven treatment

Sol -gel 1.5 Pass Pass -CO- present

Sol-gel + HIP 1.7 Pass Pass -CO- reduced

Photochemical , no O2 1.6 Pass Fail T ~ 100°C; -CO- present

Photochemical + O2 1.8 Pass Pass T ~ 120°C; -CO- reduced

Reaction ion 1.6 Pass Pass Single ion beam
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film properties. Optimization of pressures, flowrates, and other experimental conditions should re-
sult in good quality Ti 0 2 films. The dual-beam reactive ion method currently is used to produce
Ti 02/Si O2 films with extremely low absorption and good optical properties [15]. The second ion beam
in dual ion experiments adds 0 to the film in a more reactive form and provides energy to the grow-
ing film at the surface, which improves the morphology of coating by removing voids and reducing
crystallite formation. Similarly, refinements in the preparation and firing of the sol-gel coatings
are also expected to bring these coatings up to good quality optical coating standards. Experiments
on each of these techniques are continuing and are hoped to result in coatings with higher damage
thresholds and better mechanical properties.

7. References

[I] Winsor, H. V. Requirements and speculations about Air Force and DoD needs for a systematic
coating science and technology base. Optical thin films, Proc. SPIE 325: 12-20; 1982.

[2] DeVore, J.R. Refractive indices of rutile and sphalerite. J. Opt. Soc. Amer. 41: 416-419;
1951.

[3] Yoldas, B.E. Deposition and properties of optical oxide coatings from polymerized solutions.
Appl. Opt. 21(16): 2960-2964; 1982.

[4] Tietjen, J.J. Chemical vapor deposition of electronic materials. Ann. Rev. Mater. Sci . 3:

317-326; 1973.

[5] Coombe, R.O.; Wodarczyk, F.J. UV laser-induced deposition of metal films. Appl. Phys. Lett.
37(9): 846-848; 1980.

[6] George, P.M.; Beauchamp, J.L., Deposition of metal films by the controlled decomposition of

organometal 1 ic compounds on surfaces. Thin Solid Films 67: L25-L28; 1980.

[7] Allen, S.D. Laser chemical vapor deposition, a technique for selective area deposition. J.

Appl. Phys. 52(11): 6501-6505; 1981.

[8] Ehrlich, D.J.; Osgood, Jr., R.M.; Deutsch, T.F. Photodeposition of metal films with ultraviolet
laser light. J. Vac. Sci. Technol. 21(1): 23-32; 1982.

[9] Johnson, W.E.; Schlie, L.A. Photodeposition of Zn, Se, and ZnSe thin films. Appl. Phys. Lett.
40(9): 798-801; 1982.

[10] Solanki, R.; Boyer, P.K.; Collins, G.J. Low-temperature refractory metal film deposition.
Appl. Phys. Lett. 41(11): 1048-1050; 1982.

[II] Chen, C.J.; Osgood, R.M. Surface-catalyzed photochemical reactions of physisorbed molecules.
Appl. Phys. A31: 171-182; 1983.

[12] Yokozawa, M.
; Iwasa, H.; Teramoto, I. Vapor deposition of TiOp. Japan. J. Appl. Phys. 7:

96-97; 1968.

[13] Dijkgraaf, C; Rousseau, J.P.G. Electronic transitions in TiCU, Ti CI 30R , TiCl 2(0R)2, Ti CI

(0R)3 and Ti(0R)«» (R = 1C3H7). Spectrochim. Acta 24A: 1213-1217; 1968.

[14] Harper, J.M.E.; Cuomo, J.J.; Kaufman, H.R. Technology and applications of broad-beam ion

sources used in sputtering. Part II. Applications. J. Vac. Sci. Technol. 21(3): 737-756;

1982.

[15] Sanders, V. (Rockwell International Autonetics Marine Systems Division). Private
communication.

[16] Weissmantel, C. Reactive film preparation. Thin Solid Films 32, 11-18, (1976).

[17] Chu, T.L.; Kelm, R.W. The preparation and properties of aluminum nitride films. J.

Electrochem. Soc. 122(7): 995-1000; 1975.

[18] Zirinsky, S.; Irene, E.A. Selective studies of chemical vapor deposited aluminum nitride-

silicon nitride mixture films. J. Electrochem. Soc. 125: 305-314; 1978.

[19] Winsztal, S.; Wnuk, B.; Mayewska-Minor, H.; Niemyski, T. Aluminum nitride thin films and their'
properties. Thin Solid Films 32: 251-254; 1976.

300

i



let

[20] Yamashita, H.; Fukai , K. ; Misawa, S.; Yoshida, S. Optical properties of A1N epitaxial thin
films in the vacuum ultraviolet region. J, Appl. Phys. 50: 896-898; 1979.

[21] Duchene, J. Radiof requency reactive sputtering for deposition of aluminum nitride thin films.
Thin Solid Films 8: 69-79; 1971.

[22] Noreika, A.J.; Francombe, M.H.; Zeitman, S.A. Dielectric properties of reactively sputtered
films of aluminum nitride. J. Vac. Sci. Technol. 6: 194-197; 1969.

[23] McMahon, R.; Affinito, J.; Parsons, R.R. Voltage controlled reactive planar magnetron
sputtering of A1N thin films. J. Vac. Sci. Technol. 20: 376-378; 1982.

[24] Weissmantel, C. Reactive film preparation. Thin Solid Films 32: 11-18; 1976.

[25] Harper, J.M.E.; Cuomo, J.J.; Hentzell, H.T.G. Quantitative ion beam process for the deposition
of compound thin films. Appl. Phys. Lett. 43(6): 547-549; 1983.

[26] Birey, H.; Pak, S.-J.; Sites, J.R. Photol umi nescence of gallium arsenide encapsulated with
aluminum nitride and silicon nitride. Appl. Phys. Lett. 35(8): 623-625; 1979.

301



Optical Characterization of Low-Scatter, Plasma-Deposited Thin Films*

W. D. Partlow and W. J. Choyke
Westinghouse Research and Development Center

Pittsburgh, Pennsylvania 15235

and

Jean M. Bennett
Michelson Laboratory, Physics Division

Naval Weapons Center, China Lake, California 93555

and

Robert M. Silva
VTI, Inc.

4126 Linden Ave., Suite 102, Dayton, Ohio 45432

Plasma-deposited thin films, sometimes called plasma CVD or plasma-enhanced CVD, are
deposited in a low pressure gas phase reaction that is controlled by a glow discharge
plasma. Substrate temperatures of 200 - 300°C, low compared to conventional CVD processes,
are typical for plasma-coating processes. This new coating method has wide possible
applications in the optics area. In this paper we will describe studies that have been made
to determine if the films are suitable for critical optical applications requiring highly
uniform, low-scatter films that, for example, could be used as mirror coatings or as graded
index antireflection coatings. We have evaluated the surface quality of Si02 and Sis^ films
approximately 1000 A thick, plasma-deposited onto silicon and silicon carbide substrates.
Evaluation techniques have included surface profiling using a Talystep instrument, Nomarski
microscopy, and total integrated scattering. In all cases, comparisons have been made
between the coated and uncoated substrates. The best Si3Ni

t
films have been found to contour

the very smooth surfaces onto which they were deposited, while the Si02 films added only a

minimal additional roughness, of the order of 2.8 A rms . Some problems have been
encountered, however, with particulates contained in the films; techniques for minimizing
these effects will be discussed.

Key words: optical scattering; silicon dioxide; silicon nitride; surface roughness; thin
films.

Introduction

It is of interest to determine whether the new coating technique of plasma deposition, describe
in a companion paper in this conference [1] , is capable of producing films suitable for critica
optical applications that require highly uniform, low scatter films. In this paper we wil

describe studies made on films of two candidate materials, SiO£ and Si3N4. Evaluation technique
have included surface profiling, Nomarski microscopy, and total integrated scattering (TIS). We wil

show that under the proper preparation conditions, excellent, smooth, low-scatter films of thes

materials can be produced.

Experimental Measurements

The films were deposited in a transverse flow plasma reactor [1] using directly coupled R

excitation to maintain the glow discharge plasma, as shown schematically in figure 1. The depositio

parameters for the two types of films studied are presented in table 1. These parameters wer

selected to produce a low power density plasma to minimize volumetric reactions that can caus

particulate formation; these same deposition conditions minimize reactant depletion which cause

nonuniformity over the sample surface. Particulate formation in the gaseous phase was kept at

iWork supported by Navy Independent Research Funding.
Figures in brackets indicate the literature references at the end of the paper.
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sgligible levels by heating the upper electrode as well as the lower electrode, and by repeatedly

leaning the reactor by plasma etching followed by acetone swabbing with lint -free cloth.

Two types of substrates were used for most of the experiments: silicon wafers and

Ltralow-scatter ,
polished, single crystal bulk silicon. The silicon wafers, 5.1 cm in diameter and

50-pm thick, were commercial semiconductor grade material of 22-30 ft-cm resistivity that were

btained from Pensilco, Bradford, Pennsylvania. They were Czochralski-grown single crystals oriented

100> ± 1°. Both sides were polished to a "scratch-free" specification using a colloidal silica-based
lemical /abrasive technique.

Bulk <111> single crystal substrates 38.6-mm diameter and 9.52-mm thick were polished to an

Ltralow-scatter finish using a proprietary chemical/abrasive technique developed by VTI. The

ibstrates were polished in blocks of 18, and TIS measurements showed that the scattering from five

amples from this block sent to the Naval Weapons Center was very similar. One polished
9.0-mm-diameter <111> single crystal silicon substrate was also used (from a block of 10).

A film was also coated on a 38 . 6-mm-diameter , 6 . 35-mm-thick ,
polished CVD (chemical vapor

aposited) silicon carbide substrate. The silicon carbide had been polished to a low-scatter surface

lat, however, had a long range waviness component.

Nomarski microscopy [2,3] was used to inspect the bare and film-covered surfaces to determine
lat they were suitable for optical measurements, i.e., free of particulates, cleaning smudges, etc.

The bulk silicon substrates were shipped covered with a strippable film.) Surface profile
aasurements were made on the bare and film-covered substrates using a Talystep surface profiling
istrument [4] that had a special 1-ym-radius diamond stylus; 1-2 mg loading was used in order not to

image the coatings. The profiles were digitized into 1000 data points per profile (selected lengths
itween 1.5 mm and 15 Urn), and a linear least squares fit to all the data points gave a value for the

2an surface level. Root mean square (rms) values of the deviations of the measured points from the

rraight line were the rms roughness values. The Optical Evaluation Facility [5,6] was used for

iasuring scattering into a hemisphere with the red krypton laser line (wavelength 6471 A, beam
Lameter ~ 1 mm) as a source. Measurements were made in a series of concentric circles at

Dproximately 19 places on the sample.

In order to determine the uniformity of the refractive index and thickness of the films,
Llipsometric measurements were made on a Rudolph Auto EL-2 ellipsometer (70° angle of incidence,
i-Ne 6328 A wavelength). Measurements were made at 9 points in a square grid, with 1.3-cm separation
stween points.

asults

Ir.itial experiments were made on silicon wafers. The surface texture was barely observable in
le Nomarski microscope, and no difference could be seen between the uncoated wafers and those coated
Lth Si02 , as shown in figure 2. Incidentally, it was found that the standard microelectronics "scrub
id clean" cleaning procedure increased the surface roughness by a factor of between 2 and 10 over
lat of an as-received or chemically cleaned wafer. (The roughness for a 600-pm-long profile
lcreased from about 10 A rms to over 20 A rms, while the very short range roughness for a 15-Mm-long
rofile increased from about 0.6 A rms to over 7 A rms.)

Figures 3 and 4 show surface profiles for a 1925-A-thick Si02 film on a silicon wafer and a

it .Lmilar uncoated wafer. By comparing the profiles in these two figures, it is seen that the Si02 film
imtained a few imbedded particulates (fig. 3, 600-ym-long scan) and had a microstructure that was

^.Lightly rougher than that of the bare substrate (figs. 3 and 4, 15-Um-long scans).

! In order to determine the added roughness contributed by the Si02 film, one can use the
^proximate relation:

i:i
-

x

6
f = /6

fs
2

" 6 -
2

(1)

lere 6f, <5f s , and 6 S are the rras roughnesses of the film, the film-coated substrate, and the
are substrate, respectively. From the 15-ym-long scans in figures 3 and 4, the added film roughness
is determined to be 2.8 A rms. No added roughness could be detected for Si 3^ films on silicon
if ers

.
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Ellipsometric measurements were made on films deposited on silicon wafers to determine refractive;
index (n) and film thickness (t) uniformity, with the following results at a wavelength of 6328 A:

Si02 : n = 1.717 ± 0.009 n = 1,868 ± 0.001
t = 1925 ± 88 A (±4.6%) t = 992 ± 23 A (±2.3%)

From our previous experience, the standard deviation of ~ 0.01 obtained for the refractive index pis

the Si02 film is typical of these coatings; the 0.001 value for the 5i3Nit film is probabl;
fortuitously low. The film thickness uniformity of ±4.6% for the Si02 and ±2.3% for the S13N1+ ii

excellent, making these films suitable for critical optical applications.

As can be seen in figures 3 and 4, silicon wafers are not the best optical substrates because o

the ripple or surface waviness, which is particularly evident in the 600-um-long scans, and can als'j

be seen in the Nomarski micrographs of figure 2. For this reason, further experiments were performe
on high-quality, low-scatter, polished optical substrates.

In the next experiment, an attempt was made to deposit a Si3Ni+ film on a ver I

low-scatter silicon carbide substrate. Unfortunately, the film contained a large number o

particulates; it was removed by repolishing the substrate. The surface finish on the repolishe
substrate was not as good as had been obtained originally, and the bare substrate was not reprofile
before depositing the second film. However, it appears that the Si 3^ film prepared using th

parameters in table 1 did not increase the roughness of the substrate. The Nomarski micrograph of th
:

film-coated silicon carbide surface shown in figure 5 is essentially featureless. (A slight mottlin!

is barely detectable on the original photograph.)

After the deposition process was optimized, Si3Ni4 films were deposited on 38 . 6-mm-diameter an

19.0-mm-diameter ultralow-scatter , polished silicon substrates. The Nomarski micrograph of th;

film-covered surface (fig. 5) showed no detectable surface detail; none was evident on any of th

unfilmed silicon surfaces. Figures 6 and 7 show surface profiles for an approximately 1000-A-thic
Si3Nit film on a 38 . 6-mm-diameter ultralow-scatter silicon substrate and for a comparable uncoate
substrate. The differences between the roughnesses on the filmed and unfilmed substrates are nc|

significant. Comparable profiles were measured on the 19.0-mm-diameter silicon substrate. It is see!;

that the microroughness of the SisN^ film is less than the instrumental noise for the 15-um-lor
profile, suggesting that much thicker films could be made before the added film roughness would becon

appreciable

.

For many optical applications, scattering is the most important parameter since it can adverse!

affect system performance. Therefore, scattering into a hemisphere was measured relative to tl

incident beam intensity. The results are given in table 2 for the krypton A 6471 A red line. Sine

the film had two boundaries and since interference effects of the scattered light could occur with:

the film if the roughness on the two film surfaces was correlated, no attempt was made to obtain <•

effective rms roughness for the surface, or even a value for the TIS, which requires a knowledge <

the total reflectance (specular plus diffuse) of the surface. The values in table 2 are not scaled 1

the reflectance of the surface; the film changes both the scattering level and the reflectance. Fi

this reason, it is not fair to say that the film reduces the surface scattering. However, it is cle;

that scattering levels of filmed and unfilmed surfaces are not greatly different. The results for tl

SisN^ film on the repolished silicon carbide substrate and the original bare silicon carbide surfa*

are not directly comparable; the repolished surface is actually rougher than the original surface an<

in addition, particulates in the film added to the scattering level. We can conclude from the resul

shown in table 2 that the scattering into a hemisphere measured relative to the incident be

intensity is not greatly different for film-covered and bare surfaces. Also, all the values are

the 10 range, comparable to the scattering level for a high quality silver film on a very smoo

polished fused silica surface.

Conclusions

In conclusion, we have shown that it is possible to produce smooth, particulate-f ree , low-scatt 1

films of Si3Ni+ and Si02 that have uniform thickness over diameters as large as 5.1 cm. The resul

reported here are initial attempts, and presumably even further improvements can be made. Thus

have shown that excellent optical properties can be obtained in these films, which can be deposited
j

relatively low substrate temperatures, and offer a high degree of selectability of composition f'i

critical optical applications.
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Table 1. Deposition parameters

Electrode Deposition
temp .

,

rate

,

Coating Reactant gas ratios °C A/min

Si02 SiH l+ /N2 0: 1/5.2 300 400

Si 3 N4 SiH 1+ /NH 3 /N2 : 1/18. 5/8.6 300 100

Table 2. Hemispherical scattering measured relative to the incident beam
intensity for plasma-deposited films and uncoated substrates (X 6471 A)

SiaNit on silicon (0.75" diam) 1.94 + 1.43 X <
silicon (0.75" diam) 2.64 + 1.24 X 10

Si3N4 on silicon (1.52" diam) 2.63 + 1.16 X <
silicon (1.52" diam) 2.76 + 3.45 X 10

3

SiaN^ on silicon carbide (1.52" diam) a 7.25 + 2.01 X <
silicon carbide (1.52" diam) 2.59 + 0.33 X 10

Silver on fused silica 4.82 + 1.15 X io'
5

Aluminum on Zerodur 1.11 + 0.24 X io"
4

aRepolished; rougher than original surface; particulates added to scat-

tering level.
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REACTANTS

SUBSTRATE

Figure 1. Schematic diagram of plasma reactor.

0.5 mm

Figure 2, Nomarski micrographs of a plasma-deposited Si(>2 film on a silicon

wafer and a bare silicon wafer.
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WESTINGHOUSE Si0
2

FILM (224 - 77-1) ON 2" DIAM SILICON WAFER 1/27/83

0 5 SCAN LENGTH (MICRONS) 10 15

Figure 3. Talystep surface profiles of a plasma-deposited Si02 film on a silicon wafer.
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WESTINGHOUSE 2" DIAM SILICON WAFER - CLEANED, NOT SCRUBBED (1/7/83) 1/27/83

20

2G

20

5 5CAN LENGTH (MICRONS) 10

Figure 4. Talystep surface profiles of an uncoated silicon wafer.

15
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0.5 mm
J

Figure 5. Nomarski micrographs of a plasma-deposited SisN^ film on an ultralow
scatter polished silicon substrate, and a similar film on a polished CVD silicon
carbide substrate.

SILICON NITRIDE ON VTI POLISHED SILICON, NO. 16-1, 1.52 INCH DIAMETER 10/26/83

Figure 6. Talystep surface profiles of a plasma-deposited Si3Nit film on an ultralow scatter silicon
substrate.
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VTI POLISHED SILICON, NO. IB2-I5, 1.52 INCH DIAMETER 10/26/83

1 MICRON SriUlS^ItSrrr

-25

500 SCAN t£NGTH"~WtCROKSl lDCft ISOfi

-25

25

SCAN LENGTH : fMICRQN51 ±0fL

0 5 SCAN LENGTH (MICRONS) 10 15

Figure 7. Talystep surface profiles of an uncoated ultralow scatter silicon substrate.

In response to a question, the speaker stated that the films were first deposited on
silicon in order to do ell ipsomet ry and then on soda lime glass. They were about 500
thick. Most of the photoreaction is believed to take place on the surface, according to
experiments at Lincoln Laboratory. Volume reaction vs surface reaction is one of the
questions remaining to be investigated at Westinghouse. The lasers used were mostly in
the ultraviolet and included krypton fluoride (248 nm) , xenon fluoride (350 nm) , cadmium
(356 nm) , and various ultraviolet lamps. The yields appear to be similar at the different
wavelengths although possibly slightly better for XeF.
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Optical Properties of Ion-Beam Sputtered TiC^ Films

H. Demiryont, D. B. Kerwin, and J. R. Sites

Physics Department, Colorado State University
Fort Collins, CO 80523

Ion-beam sputtered Ti O2 films were simultaneously deposited onto Corning 7059 and

silicon substrates for el 1 ipsometric and spectrophotometry investigation of optical
parameters. Film thicknesses ranged from 5 to 500 nm, and spectrophotometer wavelengths
from 400 to 2500 nm. Results from the two techniques agree well at the 632.8 nm wave-
length used for ellipsometry.

At thicknesses above 100 nm and wavelengths above 1 ym, the Ti O2 refractive index

was insensitive to changes in thickness or wavelength. It increased, as expected, at
shorter visible wavelengths, and it decreased markedly for films below 100 nm in thick-
ness. The index varied with the oxygen to argon ratio of the ion beam, showing a

maximum value of 2.52 for 632.8 nm wavelength light. The extinction coefficient was too

small for spectrophotometric measurement in the infrared; previous calorimetric measure-
ments for half wave films at 1.06 ym showed absorption below 100 p/m. The extinction
coefficient, however, increased in the visible, typically reaching values corresponding
to a few tenths percent absorption at 0.4 urn.

Key words: optical coatings; ion beam; Ti^; S^; refractive index; ellipsometry.

In. Introduction

Titania, Ti O2 , is one of the more common high refractive index materials used in optical

coatings. When layered alternately with Si O2 , reflectivity in excess of 99.99% is possible. The

jDptical properties of titania, however, are strongly dependent on fabrication procedures. Titania
can be deposited by reactive e-beam evaporation of any of several oxides of titanium [1]. Such films

are often porous and low in packing fraction. Martin et al [2] and Allen [3] have shown that ion

bombardment of the growing film during deposition can increase both the packing fraction and the

refractive index. The absorption of such films is strongly affected by the type of ions used and the

ion to molecule arrival rate. Rf sputtered titania layers also vary considerably in their optical

properties. The refractive index in this case shows a strong correlation with the structure and the
size of the crystallites [4]. In this paper, the optical properties of ion-beam sputtered Ti O2
films will be discussed. These films are nearly amorphous, low in absorption, and relatively high in

refractive index [5].

A titanium metal target was bombarded by a beam of argon and oxygen ions from a Kaufman-type ion

source [6]. The ion energy was 1100 eV and the beam current density was 1.0 mA/cm^. The argon and
joxygen flow rates were adjusted so that the total chamber pressure was 8 x 10"5 torr. The ratio of
joxygen to argon was varied, but most data was taken with a 1:1 mixture of ions. The resulting
titania was simultaneously deposited onto silicon and Corning 7059 glass substrates at a rate of
20 A/min. All deposition parameters, including growth rate and beam conditions, were continuously
jiTioni tored and recorded with the aid of a small computer.

A series of titania films were deposited that ranged in thickness from 5 to 500 nm. In addition
jseveral thin (4 to 8 nm) films of Si02 were deposited using a fused silica target and a reduced
oxygen to argon ratio. These films were used to calibrate the effect of native silicon oxides on the
optical measurements.

The transmission spectrum for each titania film on a glass substrate was measured with a Beckman
spectrophotometer. A typical example for a relatively thick film (531 nm) is shown in figure 1.

This film was deposited with argon and oxygen flow rates that led to equal partial pressures. The
dashed lines labeled T+ and T" are the envelopes of the maximum and minimum transmissi vity. The

Fabrication

3. Results
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Figure 1. Transmission spectrum of 531 nm thick ion-beam sputter deposited titania film. T
+ and 1

are envelopes of maxima and minima.

substrate transmissi vity is also shown in figure 1. On the scale used, it is indistinguishable frc

T
+

, except at the lowest wavelengths, indicating the film absorption is relatively low. We will

define

c(A) = (1/T~) - (1/T
+

)

where T+ and T" are evaluated on the envelope at wavelength X. The film index nf is evaluated
following reference [7]:

n
f
(A) = [n

s
c(A) + (n

s+
l)

2
/4]

1/2
+ [n

s
c(x) + (n

$
-l

)

2
/4]

1/2

or equivalently from reference [8] as follows:

n
f
(A) = {2n

s
c(x) + (l+n

s

2
)/2 + [(2n

s
c(x) + (l+n

s

2
)/2 - n

s

2
]

1/2
}

1/2
.

In both cases it is assumed that the absorption does not significantly affect the index determina-

tion. The Corning 7059 substrate index, n s , is 1.51 and nearly dispersion-free over the region of

interest.

The film thickness df can be calculated from the wavelengths of adjacent extrema, i and i+1

,

follows:

d
f

= l/4[n
f
(A

i
)/A

i

- n
f
(A

i+1
)/A

i+1
]

-1

The extinction coefficient k is given by the following:

x/ 2 2X J/2
u+(u -c +o)

k
fu; 4nd,

In
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vhere

The deduced values of nf and kf for several ion-beam sputtered films are shown in figure 2. As

u(x) = 1/T" + 1/T

a = ((n
s

2
-l)/4n

s
)

2
(n

f
-l/n

f
)

2

a = ((n
f
+l)

3
(n

f
+n

s

2
)/8n

s
n
f

2
) .

(6)

(7)

(8)
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Figure 2. Wavelength dependence of titania refractive index and extinction coefficient. Triangular

point is from el 1 ipsometry ; others from spectrophotometry.

expected the index vs. wavelength curve is flat and the extinction coefficient close to zero in the

infrared. Moving into the visible, nf increases and kf becomes non-negligible, reaching a value of

approximately 0.004 at 400 nm.
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El 1
i psometri c measurements were made only at 632.8 nm, but the deduced values of nf and df

agreed well with the spectrophotometry values at this wavelength. Table 1 shows the comparison for
three titania layers, and the triangular point on figure 2 shows the el 1 ipsometric value, the error
bar referring to the three films that varied slightly in index.

Table 1. Comparison of El 1 ipsometric and Spectrophotometry Data at 633 nm

Sample
Thickness Refractive Index

El 1 i psometer Spectrophotometer El 1 i psometer Spectrophotome te

30905H1 221.7 nm 221.2 nm 2.431 2.432
30909H1 306.0 305.6 2.337 2.380
3091 0H1 328.2 328.6 2.385 2.381

The refractive index of the ion-beam sputtered titania was found to vary with the ratio of
oxygen to argon ions in the beam. This effect is shown in figure 3 where the total chamber pressure

was held constant at 8 * 10~5 torr, but the fraction of oxygen was varied. At low oxygen pressures,
as expected, the films were rich in titanium, had a metallic appearance, and gave large values of
optical absorption.

2. 6

X
LdQ 2. 4

LU
> 2-2

I—o<
q:
Lu 2. 0

LU

1. 8
O. 1 O. 2 O. 3 0. 4 0. 5

FRACTIONAL OXYGEN PRESSURE

Figure 3. Dependence of refractive index in Ti0 x films sputtered with varying oxygen to argon ion

ratios. All films were in the 300 nm thickness range.

At oxygen levels above 30% the absorption was low, but at 40% and above the index of refractio
dropped from its maximum value. The latter effect is tentatively attributed to a reduced atomic
density of the films, but no direct evidence is currently available. The optimum ratio for high
index and low absorption with the deposition system used appears to be around 35%.

The thickness dependence of the refractive index for ion-beam sputtered titania films is shown

in figure 4. These films were sputtered with a 0.5 fractional oxygen pressure. All the data for

films below 100 nm was ell ipsometric. The thicker films, as discussed above, showed a close agree-

ment between the two techniques. The thinner films shown in figure 4 have a marked decrease in

refractive index. The curve in fact is very similar to reported data on refractive index vs. grain

size for polycrystal 1 ine titania films [4].

We had some concern, however, that instrumental effects or analytical problems could have led

to erroneous results in the thin film region. We therefore very carefully plotted the measured
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Figure 4. Thickness dependence of refractive index of titania films.

ell ipsometric parameters against film thickness for both Ti02 and Si02 films in the thin film limit
as shown in figure 5. The thickness scale in this case was taken from the deposition time multiplied

if)
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FILM THICKNESS (nm)
Figure 5. El 1 ipsometric angles, showing smooth extrapolation to zero thickness. Triangles are

thermal Si02 on silicon, open circles sputtered Si O2 » and filled circles sputtered Ti02-

by the previously determined deposition rate. That scale should be quite accurate and independent
of the ell ipsometric measurements. Both the Ti02 and Si02 data appear smooth and approach a linear
curve for the parameter a and a constant value for the parameter ifi in the thin film limit. The
extrapolation to zero thickness yields the following:

1.2' 11.0' (9)
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which for the 70° angle of incidence used corresponds to a substrate complex refractive index of

n
s

= 3.827 - 0.032i (10

a value within the range of those attributed to silicon. Thus we conclude that the el 1 ipsometric
analysis is consistent and the decrease in index for the thin titania films in figure 4 is real.

4. Discussion

The refractive index of ion-beam sputter deposited titania films can be very high. Its magni-
tude, however, depends on the deposition conditions, especially the ratio of argon to oxygen in the

ion beam. There is a problem, at least with the higher oxygen ratios, with a reduction of index in

the thin film limit. This reduction likely indicates that voids are formed in the initial growth
stages. Additional studies are planned to test whether the thickness effect can be eliminated with
lower oxygen ratio, and whether it is affected by pre-deposition etching, substrate bombardment, or

deposition rate.

This work was supported in part by the Air Force Weapons Laboratory under Contract
F29601-83-K-0079.
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Development of new high power laser for laser-matter interaction in C.E.A. Limeil requires the

realization of H.R. coatings with damage thresholds above 8 J/cm 2
.

MATRA 1

s laboratory "couches minces optiques" (thin optical layers) production commercial mirrors

was around 3.5 J/cm 2 in 1982. In order to obtain better results we decided to improve the control of

evaporation parameters such as :

- vacuum and regulation of oxygene pressure by means of a mass spectrometer

- better measurements of evaporation temperature and regulation of evaporation rate

- measurement and control of substrate temperature by pyrometric observation

and to automatize the process.

These different measurements and controls enable us to establish new processing operations gi-

ving better evaporation conditions.

The result was an increase of damage threshold from 3.5 J/cm 2
to 8 J/cm 2

.

Key words : Damage threshold - Evaporation deposition - Mass spectrometer - Evaporation tempera-

ture, substrate temperature - Ti

0

2
/Si

0

2
.

jl. Analysis of residual gases in vacuum and control of oxygene

1.1. Analysis of residual gas in vacuum

Coupling a mass spectrometer to the evaporation chamber enables us to reach the optimum vacuum

conditions by decreasing water vapor pressure and backscattering of hydrocarbon from the pumps.

1.2. Control of oxygene pressure

The mass spectrometer measures the pressure of the different gases in the evaporation chamber

and drives the oxygene pressure, keeping it constant at the desired values throughout the different

phases of evaporation.

It's then possible :

- to reproduce and change accurately those pressure conditions from one run to the other

- to make better correlation between damage threshold and evaporation conditions.

317



In all the evaporation described in this paper oxygene pressure was kept constant at

3.5 x 10 torr during the evaporation of Ti O2

-

2. Measurement of evaporation temperature and regulation of deposition rate

Ti O2 and SiC^ were used as high and low index materials for our H.R. mirrors.

We were very careful about TiC^ evaporation.

2.1. Evaporation temperature of TiO^

Ti O2 melt at 1800°C and at higher temperature the following reaction happens

2Ti0
2

, Ti
2
0
3

+ i 0
2

This reaction is reversible but most of the time TiC^ dissociated and reoxygenation is diffi-

cult. In order to avoid dissociation and have a good deposition rate temperature should be kept at

reasonnable level. Temperature was measured at 2200°C by means of pyrometric observation.

2.2. Control and regulation of deposition rate

A 2200°C evaporation temperature of TiC^ corresponds to a deposition rate of 3 A/s which is

measured with a piezo-electric quartz coupled to a system which makes an automatic feed-back contrc

of the evaporation.

This has many advantages :

- regulation of deposition rate

- automatic stop at the required thickness

- no interruption between successive layers

- the reproducibility of our coatings is accurate enough to make a well defined parametric

study.
o

Evaporation rates TiC^ 3 A/s

Si0 9 10 A/s.

3. Measurement of substrate temperature

Evaporation and substrate temperature have been measured at the same time with pyrometric

observation.

Substrate temperature was choosen around 200°C, which seems to be a good value to obtain high

damage threshold according to our experience and litterature

Substrate temperature is very sensitive to the optics dimensions and the pollution of the eva

poration chambers walls ; it's important to measure this parameter accurately to reproduce it from

one run to the other.
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4. Damage threshold measurements

Our laser test facility is shown on figure 1. It was described last year in Boulder Damage

Symposium. The main characteristics are :

- dimension of the spot around 2 mm (1/e
2

)

- one shot every 10 s

- pulse duration 3 ns

- maximum delivered energy 300 mJ

- maximum delivered energy density 15 J/cm 2
.

Sample

li-
lt

Microscope
x 100

Ampli . 'I' 7

cz_Li

—

j ns oscillator

-/I 1) *

3 mJ
u r "J

Anpl i . * 7

A200 mJ

-f—

Attenuator

f = 2.5 m Polarizer */2 Polarizer

+—I—/—i ^

—

r

PIN 10 D

Figure 1 - Dage test facility at 1.06 ym in LIMEIL

Results of two sets of 4 different runs are reported on table 1 and 2.

5. Results

On table 1 all the improvements of the evaporation conditions are related to vacuum quality

and a better regulation of oxygene pressure. TiO^ evaporation is made with a focused e-beam.

On table 2 vacuum quality is slighty improved and evaporation occurs with an unfocused

e-beam. On both tables results are around 8 J/cm 2
.
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23 * 50 7.7

Table 1 - Evaporation realized in December 82 7 150 x 75 11.5

( 90/83/4 14

26

155 x 60

200

13.6

6.7

10.6

6. Discussion

Table 2 - Evaporation realized in June 83

Improvement of damage threshold seems to be influenced by the following parameters

- vacuum qual ity

- accurate regulation of oxygene pressure

- evaporation temperature

- better control upon parameters reproducibility from one evaporation to the other.

Damage threshold versus residual gas pressures is summarized on table 3.
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Table 3 - Average damage threshold per run as a function of residual gas pressures

Damage threshold is very sensitive to backscattering of hydrocarbon (as far as the other resi-

dual gases are accurately controlled). Oils of the primary and secondary pumps were changed in order

to obtain methane pressure as low as possible.

Water vapor pressure is more than 7 times lower than before these new processing operations

were used.

7. Conclusion

The new processing operations resulting from measurements with a mass spectrometer increased

the damage threshold H.R. mirrors from 3.5 to 8 J/cm 2
.

The following parameters :

- oxygene pressure

- vacuum quality

- evaporation temperature and deposition rate

- substrate temperature.

are accurately known and controlled ; we are ready now to make significant parametric studies in

the month to come.
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Phase shift variations on HEL mirrors

Thomas A. Leonard and John S. Loomis
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An automated IR ellipsometer was used to measure the el 1 i psometric parameters,
<J»

and A, on

multilayer mirrors at 3.80 urn. Spatial variations in differential phase shift, A, are modeled
by thickness variations in the multilayer coating and variations in are modeled by an absorp-

tion change.

Key words: infrared ellipsometry; phase shift; optical coating uniformity; FILM program

1. Introduction

Previous papers at this conference have discussed the use of differential phase shift variations
a sensitive measure of figure error caused by multilayer thickness variations [1,2,3]. In addition,
variations in the reflectivity ratio can be modeled by absorption changes. It is essential to measure
these variations at the wavelength of intended use because of the typically strong wavelength dependen
exhibited by multilayer films. A rotating polarizer, infrared ellipsometer, was used to characterize
three multilayer mirrors typical of damage-resistant HEL mirrors. The observed variations in phase sh

and reflectivity ratio are compared to the expected thickness and absorption changes required to produ

the variations.

2. Instrumentation

The ellipsometer configuration used for these measurements is shown in figure 1. It is based on

design described by Dignam at the University of Toronto [4] and developed further at the University of

Dayton [5]. The rotating polarizer, PR, which is bracketed by the two stationary polarizers, PI and F

produces second and fourth harmonic modulation in the detected signal. The phase and amplitude of the

two harmonics are determined by the azimuthal orientation of PI and P2 and also by the el 1 ipsometric

parameters of the sample. The detector signal is digitized and Fourier transformed to extract the har

monic phase information, and the sample properties can be displayed directly.

Several ingredients are essential to successful operation of this type of ellipsometer.

a. The use of a computer simplifies data collection and subsequent model calculations considerably.
The time required for multiple measurements is reduced from hours in a manual null ellipsometer to

literally seconds, and as a result precision is improved enormously.

b. The polarizers are ion-beam-etched wire grids with a contrast ratio of 5,000 at 3.80 pm [6]. Thi r

high contrast eliminates the need for accuracy-robbing, instrument-dependent corrections to the data.

Their broad wavelength coverage allows the instrument to be tuned from 2.5 to 5 pm.

c. Accuracy approaching 0.01° and precision of 0.001° requires a very stable and "massive" mounting
arrangement. Granite rails and heavy carriers provide the required stability.

d. The rotating polarizer assembly has gone through many design iterations to obtain suitable perfo
mance free of electrical noise and temperature rise. Both electrical noise and heat radiation can bei

phase locked to the rotating polarizer and can complicate the detector signal.

3. Parameters Measured

Changes in the polarization state of light as it reflects from a material are determined by the
optical properties of the material, which are in turn related to fundamental material constants. The:

are just two basic changes that can occur with an electromagnetic wave as it reflects from an interfa;:
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» phase (6) of the wave oscillations can change, and the amplitude (r) of the wave can change. These

anges are different for light which has its electric vector oscillating in the plane of incidence (p

larized component), and light for which the electric vector is perpendicular to the plane of inci-

ice (s polarized component). An ellipsometer measures the result of these two changes and presents the

asurement in terms of the el 1 ipsometric parameters, A and ip. The differential phase retardation, A and

amplitude ratio, tan are related to the complex reflection coefficients, r
p

and r
s , (the Fresnel

afficients) in the following way:

A = 6
p
-6

s
, tan ij;

r
s

(1)

ere

j6
D

j6
s

r = r e p
, r = r e . (2

)

P P S S

complex reflection coefficients are derived from electromagnetic propagation theory and contain fun-

mental material constants. El 1 i psometric data are sometimes expressed as the ratio of the complex

flection coefficients

P = / = tan * e
jA

. (3)

s

ide 1 lculation of the expected A and \\> for a complex multilayer coating is a fairly straightforward process

ich is part of most thin-film design programs. A thin-film design model with indices (X dependent) and
;r; ickness for each layer results in a unique, easily calculated A and iji for each q> 0 and X . However,

'^'jlculations in the reverse direction for more than two layers must be done on an iterative basis and do

Jt necessarily lead to a unique set of indices and thicknesses. In principle, given unlimited accuracy
the ell ipsometric data, multiple angle-of-incidence measurements can be used to uniquely define a

ltilayer coating. In practice, state-of-the-art accuracy requires that indices and thicknesses must be

ecified in the multilayer model for all but one layer.

Measurements on two samples from the same coating run

Figure 2 shows how the ellipsometric parameters vary across the aperture of a beam rotator witness
Imple (sample 81338-06) for a high-energy DF laser. There is considerable spatial averaging due to the
|mm diameter probe beam, but the general trends are clear. The sample was rotated 90° about its normal
id a second spatial scan was made. Regardless of spatial variations, the two scans should match at the
inter but they don't. Figure 3 clearly shows this azimuthal asymmetry or "birefringence" as the sample
rotated. This birefringence can be due to stress in the thin films, or it can be a direct result of

ymmetries in the coating process.

A second beam rotator witness sample (sample 81338-09) was measured in the same way and the results
e shown in figures 4 and 5. These samples were coated in the same coating run at different locations
i the chamber. At first glance figures 2 and 4 show that this sample has less birefringence in \j; and

T

t Ve in A than does the first sample; however, the azimuthal variations show the same magnitude of fluc-
tuations. In fact, the two azimuthal scans (figs. 3 and 5) can be overlaid exactly if they are shifted

i phase by 150°. The starting point for the azimuthal scans is based on a tapped hole in the circum-
;rence of each substrate, but this may not correspond to any particular orientation in the coating

inUpamber or to any preferential axis in the substrate material.

There is an offset of 0.6° in the absolute value of A between the two samples, but this does not seem
rft'tp have affected the azimuthal scans. This A difference is probably a surface effect due to the past
History of each sample or differences in the cleaning process before measurement. The samples were
leaned with acetone and lens tissue several times and then allowed to dry for 20 minutes before measure-
ment. Phase shift typically changes by up to 10° on cleaning and then relaxes to a stable value in about
5 minutes. Both A and measurements have been repeated (to +_ 0.05°) on these samples up to two days
3ter with no further cleaning.

i

rfal
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5. Model calculations

The ellipsometric data presented here were compared to a multilayer model using the University of

Dayton Research Institute FILM program developed by John Loomis. Indices were assumed for all materials;

at 3.80 urn and the layer thicknesses were also specified. The thickness of all layers was allowed to

vary by the same percentage to fit A. The i|> variations were fit by varying absorption. This is the san

approach suggested by Bennett and Burge [2],

Figure 6 shows the expected variation in A for a given percent change in the thickness of all layet

A one percent change in thickness should produce a -1.1° change in A. If the spatial fluctuations in a

shown in figures 2 and 4 are indeed due to thickness variations, we see that they can be caused by a 2

percent variation. This is indeed a sensitive measure of thickness uniformity. Although the model

assumes all layers vary by the same percentage, the outer-most layers will produce the greatest effect.

Figure 7 shows the expected variation in for an increase in the absorption coefficient, 0, for a'

of the layers. A b increase of 10 cm" 1 which corresponds to an extinction coefficient increase of 3*10'

will change \j; by -0.1°. The actual absorption coefficients for each material are quite different so th

modeling approach is not correct but it is perhaps indicative of changes expected. Changes in the outei

most layers will again have the greatest effect. If the spatial fluctuations in i> shown in figures 2 aij

4 are indeed due to absorption changes in the layers, they can be caused by a change of about 10 cm" 1
.

This would correspond to a reflectivity change of one percent on these samples.

6. Measurements on a third sample

Spacial variations in A and <j; for a third sample from a different HEL program are shown in figure I

This sample has minimal birefringence and less a variation than the previous samples; however, <j>

variations are greater. Graphs from the Bennett and Burge paper [2] can be used to estimate figure em
or reflection changes for this mirror if desired; however, the main point is that these variations are

quite different in shape then the first two samples.

7. Conclusions

We have demonstrated measurement of A and i|j variations to a precision of better than 0.01° at

3.8 pm. These variations are an extremely sensitive monitor of possible film thickness changes and

absorption changes. There are obviously other causes for A and \p variations, such as the birefringence
demonstrated on two samples, but regardless of the causes, ellipsometry provides an excellent method of

monitoring these effects.
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gure 1. Schematic representation of the automated, infrared rotating polarizer ellipsometer at the
liversity of Dayton. This instrument is tunable from 2.5 to 5 um and can be used from 0.4 to 12 urn with
mple changes in the light source, detector, and polarizers.

325



278

S 277

a,

O
276

275

44.6

£ 44.4

44.0

<*b
= 45°

X = 3.80 /im

Sample no. 81338-06

Left
side

Right

side
BIREFRINGENCE

Left
side

AZIMUTHAL
ASYMMETRY

Right

side

• —• •— •!
Sample rotated 90°

Sample
center

15 10 5 0 5 10

Position of 5mm probe beam (mm)

Figure 2. Spatial variations in a and ijj across
the aperture of a high-reflectivity mirror. The
sample was rotated 90° about a normal to its

face to make the second orthogonal scan. This

is an early beam rotator sample from the TAU

program.
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Figure 3. Azimuthal variations in A and \\i as the

sample in figure 2 is rotated about a normal to i

face.
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Figure 5. Azimuthal variations in a and <|> as the
second sample is rotated about a normal to its face.

The comment was made that the rotational symmetry anomaly reported in this paper had
also been observed at BTI and may be related to the way in which the metal substrate is
prepared . It disappears in very well prepared substrates but is nearly always present.
The orientation of the mirror in the system can thus affect the p and s reflectivities and
phase shifts observed. The effect can in some cases be quite strong.
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A Review of UV Coating Material Properties"*"
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Ultraviolet coating material properties are of considerable interest in coating analy-
sis, coating fabrication, and UV laser system design. This review of the coating materials
properties in the UV is intended to provide these interested parties with an up-to-date
compendium of the relevant data available in this area. Examples of the material proper-
ties included are optical constants, physical constants, thermal constants, and laser
damage thresholds.

Key Words: coating materials; properties; ultraviolet

1. Introduction

Ultraviolet coating materials are becoming more important as jiew laser sources are developed at
these wavelengths. The coating material properties of most interest to a laser system designer are
the optical properties and the damage threshold at the wavelengths of interest. However, other
material properties may be necessary to model the behavior of these materials when they are subjected
to heating, stress, abrasion, etc. In addition, material characteristics such as solubility, vapor
pressure, hardness, and toxicity are important to coating fabrication personnel. Many of the

parameters given in this review are the bulk material parameters because these are the only available
!
values.

2. Materials

The coating materials covered in this review are limited to eleven fluorides and twelve oxides
which all exhibit low loss spectral transmission in the ultraviolet. While other materials could
have been included, the available data on these other materials did not warrant their inclusion in

this compilation.

3. Physical Properties

Many applications of coating materials necessitate knowledge of the physical properties of the
materials in order to assess performance limitations. The physical properties of the twenty materials
surveyed are given in tables 1, 2, and 3. The values given in these tables for density, elastic
and dielectric constants, and vapor pressure are bulk values and therefore these values should be

used with some caution when applying them to thin films.

4. Thermal Properties

The thermal properties of these ultraviolet materials are given in table 4. Knowledge of these
properties is important in modeling the thermal behavior of coatings made from these materials. The

values given in the table are bulk values and therefore should be used with some caution when
: ' applying these values to thin films.

;
!

' 5. Parameters of Evaporated Films Compared to Bulk Values

Table 5 illustrates the kind of difficulty one might encounter when attempting -to use bulk values
for thin film parameters. Note particularly the large discrepancy in Young's modulus for magnesium
fluoride and magnesium oxide as well as the change in sign for the coefficient of thermal expansion
of thorium tetrafl uoride . The author is grateful to Hal Bennett and his co-authors at NWC, China

Lake for their permission to reprint this table from reference [3].

+ This work was sponsored by DARPA Contract F29601 -82-C-0048.
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6. Optical Properties

The optical properties of ultraviolet coating materials given in table 6 indicate that there is

a diverse group of coating materials available for use in the ultraviolet spectrum. The spread in

coating index of refraction (1.32-2.28) is suitable for most coating design requirements. The coating
index of refraction is generally less than that of the bulk value due to the porous nature of thin
f il ms.

7. Laser Damage Threshold on Single A/4 Layers

Single layer damage thresholds are given in table 7. These damage thresholds were reported in

a previous Boulder conference [1] by Walker, et. al , or were published [2] by Gill and Newnam. This
data shows clearly that laser damage thresholds for these materials increase with increasing wave-
length and pulse width.

8. Laser Damage Threshold for Multilayer Coatings

Multilayer coating laser damage thresholds are given in table 3. These damage thresholds were
measured by Steve Foltyn [10, 11, 12, 13] at the Los Alamos National Laboratory. Again, we see a

clear trend of increasing damage thresholds with increasing wavelength. The data for a non-quarter
wave design using Scandia/Magnesium Fluoride is shown to illustrate the improvement that can be

achieved with manipulation of the internal standing wave field in the multilayer.

9. Laser Damage Thresholds for Bare UV Substrates

Substrate laser damage thresholds are given in table 9. These damage thresholds were also
measured by Steve Foltyn [11] at the Los Alamos National Laboratory. The damage thresholds for bare
substrates is seen to be significantly higher than coated substrates in most cases. Again the in-

crease in threshold with an increase in wavelength can be noted.

10. Further Investigation Required

It is obvious from the omissions in the data tables given in this review that further measure-
ments are required for these UV materials in all areas covered. In addition, the author would suggest
that laser damage thresholds should be measured at longer pulse lengths in order to extend the

validity of pulse length scaling rules established by these data.
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Table 1. Physical properties I

Density Hardness Packing Density Stress Structure Vapor Pressure

(g/cm^) T(C°

)

P(TORR)

NoF 2.6 Soft • • Crystal 1 lne 1704° 760

L1F 2.64 Soft • Small tensile Crystal 1 ine 1681" 760

CaF
2

3.2 Fairly Hard 0,57 a 30°C 1 nw tpns i 1

p

L Jll L v 1 IO 1 It- Crystal 1 lne 1400° 0.1

Na
3
AlF

6
2.9 soft 0.92 a 190°C Tensi le Crystalline 935° 0.1

A1F
3

2.9 Soft 9,64 a 35°C Low tensl le Amorphous 1537° 760

MgF
2

ThF,

LaF
3

3.2

6.3

6.0

Hard

Soft

Hard

0.96 a 300°C

•

0.80 a 30°C

5000 Kg/cn 2 tensile

1100 - 1500 Kg/cm
Tensi le

1000 Kg/cm2 tensile

Crystalline

Amn rnhni k

Crystal 1 lne

1400°

900°

0.01

10- 4

NdF
3

CeF
3

PbF
2

6.5

6,2

8.2

Hard

Hard

Soft

0.80 a 30°C

0.80 a 30°C

0.91 a 30°C

•

2300 Kg/cnr
High tensile

Compressive but -

tensile for thick

Crystal 1 ine

Crystal 1 ine

PbF
2

Crystalline

900°

900°

1293°

10" 4

10- 4

760

i . I Hard 0.98 a 150°C 1579 Kg/cm2

Compressive Amorphous 2227° 760

A1
2
0
3

3.98 Hara 1.0 a 30°-300° » Amorphous 2977° 760

ngu

Gd
2
0
3

5 . b

7.64

Hard

Fairly Hard

14000 Ka/cm2

Comoressive

•

Crystal 1 ine IbOO 10

•

Th0
2

10.0 Hard • • 2100° 19' 4

Y
2
0
3

4.8 Hard • Amorphous •

Sc
2
0
5

• Fairly Hard • Amorphous •

La
2
0
3

6.5 Hard • Amorphous 2000° 10" 4

Zr0
2

5.6 Hard 0.82 a 250°C • • 2200° 10" 4

Hf0
2

• Fairly Hard 3500 Kg/cm2
tensi le

• •

Ta
2
0
5

8.2 Hard • Amorphous 1920° 10- 4

Sb
2
0
3

5.2 • • 1425° 760
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Table 2. Physical properties II

DURABILITY SOLUBILITY HYGROSCOPIC TOXICITY

NoF

LiF

CaF
2

Na
3
AlF

£

A1F
3

MgF
2

ThF^

LaF,

NdF-j

CeF,

PbF,

SiO,

A1
2
0
3

MgO

Gd
2
0
3

Th09

Y
2
0
3

Sc
2
0
3

La
2
0
3

ZrO-,

Hf0
2

Ta
2
0
5

Sb
2
0
3

Removable with soft cloth rub

Removable with soft cloth rub

Removable with soft cloth rub

Removable with soft cloth rub

Not damaged by strong rub

a.22g/100cc water, HF, slight alcohol

0.27g/100cc water, acids

Ammonia salts, slight acids, hot H
2
S0

2

Slight cold water, decomposes in alkali

u.56g/100cc cold water

Exceptionally abrasion resistant 0.0076g/100cc cold water HN0
3

Slight decomposes in dilute f^SO^ s HCI

Insoluble In water and acids

Soluble In water

Insoluble In water and acids

0.064g/100cc cold water, HN0
3

Soluble in HFVery good abrasion resistance

Good abrasion resistance

Forms hazy blue scattering
film when used as an outer
layer

Exceptionally good abrasion
resistance

Exceptionally good abrasion
resistance

Exceptionally good abrasion
resistance

Very soluble In alcohol, soluble
in acids and alkal

i

0.0086g/100cc hot water, soluble in
acids and ammonia salts

Soluble in hot H
2
S0

a

Soluble in dilute acids

Soluble In hot acids

Decomposes in hot water, soluble in
acids

Soluble in HNO*, hot concentrated HCI,
and in HF and H

2
S0

q

a

Soluble In HF

Soluble In HCI and H9S0j. and In strong
alkalies L 4

Yes

Yes

Yes

Moisture
Sensitive

No

NO

Resistant to
humidity

Resistant to
humidity

No

NO

No

Resistant to
humidity

Resistant to
humidity

No

No

No

No

Poisonous

Non- toxic

Non-toxic

•

Slightly toxic

Poisonous

Lung Fibrosis

(dust)

Non-toxic

Non-toxic

Toxic
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Table 3. Elastic and dielectric properties

Youim's Modulus Shear Modulus Bulk Modulus Dielectric Constant
(psi) (PSl) (nsl)

NaF 3.73 X 10
6

2.80 x 10
6 i).86 x 10

6 6.0

L1F 11 x 10
6

8 x 10
6

9 x 10
6 9.0

CaF
2

15 x 10
6 i|.9 x 10

6
1,2 x 10

6 6.76

Na
3
AlF

6
• • •

A1F
3

• • • •

MaF
2

211.5 x 10
6 ^9.42 x 10

6
-v. 20.4 x 10

6
14.87

ThF^ • • 13

LaF
3

• • •

NdF
3

• • • •

CeF
3

• • • •

PbF
2

• 0 • 26.3

sio
2

10.6 x 10
6

tl.52 x 10
6 5.37 x 10

6
3.78

A1
2
0
3

53 x 10
6 21.5 x 10

6
30 x 10

6 10.55

MoO 36.1 x 10
6

111.66 x 10
6

22.1» x 10
6 9.65

Gd
2
0
3

18 x 10
6

• • •

Th0
2

34.9 x 10
6

13.66 x 10
6 25.9 x 10

6 10.6

Y
2
0
3

16.6 x 10
6

• 5.0

sc
2
o
3

• • •

La
2
0
3

• • •

Zr0
2

33 x 10
6

13.5 x 10
6

12.5

Hf0
2

• • •

Ta
2
0
5

• • •

Sb
2
0
3

• • 12.8
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Table 4. Thermal properties

Coefficient of Thermal
Melt Temperature Thermal Expansion Conductivity Specific Heat

(C°> (C°) (cal/cn/sec/C°) (cal/OVmole)

T(C°)

HaF 988 36 X 10"6 5.05 x 10"2 11.85 127°

L1F 870 37 x 10" 6 2.7 x 10"2 11.12 127°

CaF9 1360 2H x 10"6 2.32 x 10" 2 17.65 127°

Na^AlFc 1000 • 0 56.08 127°

A1F,
0

1100 (sublime) o 20.62 127°

MnF9L
1266 16 x 10"6 3.5 x 10"2 16.39 127°

ThF, 900 -2.5 x 10" 5 • 26.45 25°

LaF, 1750 4.6 x 10" 6 1.22 x 10"2 •

NdF, 1410 • • •

CeF, 1160 • • 22.65 127°

PbF,
£

855 10.8 x 10"6 • 18.18 127°

S10,
£

1710 0.5 x 10"6 0.282 x 10" 2 12.98 127°

AUO, 2050 5.9 x 10"6 io-
5

22.96 127°

MgO 2800 10.5 x 10"6 6 x 10" 2 10.17 127°

Gd
2
0
3

2329 6.6 x 10"6 o 30.25 127°

Th0
2

3350 7.24 x 10" 6 3.38 x 10"2 16.10 127°

Y
2
0
3

2410 7.3 x 10"6 3.19 x 10" 2 27.09 127°

Sc
203

• 6.6 x 10" 6 o 25.43 127°

La
2
0
3

2215 10.8 x 10"6 ® 28.04 127°

Zr0
2

2700 4.2 x 10"6 0.307 x 10"2 15.26 127°

Hf0
2

2838 3.8 x 10" b 0.39 xlO"2 14.73 260°

Ta
2
0
5

1800 2.5 x 10" 6 35.26 127°

Sb
2
0
3

656 • o 25.94 127°
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Table 5. Parameters of evaporated films compared to bulk values

Deposition Film Final av. Expansion Young's modulus,
Material temp., thickness, stress, rnpf . r -l „<.,

urn kg/cm
coer " L psl

Film0 Bulk0 Film
0 Bulkc

sio
2

230 0.48 -1500 0.70 X 10* 6 0.55 X 10' 6 3.1 X 10
6

10.6 X 10
6

ThFjj 200 1.40 1200 2.9 X 10" 6 -2.5 X 10" 5 2.0 X 10
6

MgF
2

230 1.00 2300 30 X 10" 6 13.7 X 10"6 0.28 X 10
6

20 X 10
6

MgO 230 0.40 -14000 28 X 10" 6 10.5 X 10" 6 0.38 X 10
6

51 X 10
6

Hf0
2

200 0.75 3500 1.4 X 10" 6 3.8 X 10" 6 11 X 10
6

Zr0
2

200 U.60 3200 1.1 X 10" 6 4.2 X 10" 6 17 X 10
6

33 X 10
6

Ti0
2

150 0.55 2250 2.1 X 10" 6 7-9 X 10" 6 13 X 10
6

LaF
3

250 0.85 1000 1.9 X 10" 6 4.6 X 10" 6 7,8 X 10
6

a Film values determined by Dr. A.M. Ledger of the Perkin-Elmer Corporation as part of this program.

D
n. Sparks and C.J. Duthler. Theoretical Studies of High-Power Ultraviolet and Infrared Materials , 8th Technical

Report, December 1976, DARPA Contract No. DAHC 15-73-C-0127, pp. 72-96.

c
D.P. DeWitt. Handbook of the Optical, Thermal and Mechanical Properties of Six Polycrystal 1 Ine Dielectric Materials ,

TPRC Report 19, December 1972. Thermophysical Properties Research Center, Purdue University, Lafayette, IN, 1972.

+
Reprinted with permission from "Ultraviolet Components for High-Energy Applications," H.E. Bennett, et al., NWC TP

6015, March 1978.

335



Table 6. Ootical properties

Band Edge Transparancy Bulk Film

( um ) Range (um) Index of Refraction Index of Refraction

NaF .128 .2 - 11 1 .32 - 1.33 (.55 - .40 um) 1.29 - 1 .30 ( .55 Mm)

L1F .105 .11 - 7 1 .39 - 1.40 (.55 - .40 Mm) 1.3 ( .55 um)

CaF
2

.124 .15 - 12 1.43 - 1,44 (.55 - .40 urn) 1.23 - 1 .46 ( .55 um)

Na
3
AlF

b
• .2 - 14 1.34 - 1,36 1.32 - 1 .35 ( .55 Mm)

A1F
3

• ,2 - ? 1 .38 1 .23 - 1 .38 ( .55 um)

MgF
2

.113 .11 - 4 1 .38 - 1,39 (< 1 Mm) 1.38 -
1 .40 ( .55 M m)

ThF^ .250 .3 - 15 1.52 (< 1 um) 1.5 ( .55 Mm)

LaF
3

.135 .25 - 2 1 .60 - 1.61 (.55 -' .40 um) 1.55 - 1 .65 130° - 300°C1 (.55 urn)

NdF
3

0 ,25 _ 7 1 .60 (< 1 pm) 1 .61 ( .55 Mm)

CeF
3

• .3 - 5 1 .62 (< 1 um) 1.63 ( .55 Mm)

PbF
2

.185 .25 - 17 1.76 1.75 - 1 .98 ( .55 - .30 Mm)

sio
2

.159 .2 - 9 1 .46 (< 1 ym) 1.45 - 1 .46 ( .55 um)

A1
2
0
3

.141 .2 - 7 1 .77 - 1.78 (.55 - .40 Mm) 1.54 - 1.63 140° - 300'Cl (.55 um)

MgO .175 .2 - 8 1.73 - 1.76 (.55 - ,40 Mm) 1 .70 - 1 .74 !50° - 300°C1 (.55 um)

Gd
2
0
3

ft .32 - 15 1 .8 .55 um)

Th0
2

.214 .3 - ? 2.2 ( < 1 Mill) 1.86 - 1.95 (.55 - .30 um)

Y2°3 .200 .3 - 12 1.88 (< 1 Mm) 1 .87 - 1 .89 (.55 - .33um)

Sc
2
0
3

0 .35 - 13 1 .82 (< 1 um) 1 .84 - 1 .88 ( .55 um)

La
2
0
3

• .3 - ? 1 .87 (< 1 um) 1.90 - 1 .98 (.55 - .33 Mm)

Zr0
2

.270 .34 - 12 2,15 (< 1 um) 2.05 -2.11 (.55 - .40 um)

Hf0
2

.240 .32 - 12 2.15

Ta
2
0
5

• .35 - 10 2.22 - 2.28 (.55 - .40 Mm) 2.10 - 2.25 ( .55 - .40 um)

Sb
2
0
3

.3 - ? 1 ,85 (< 1 um) 2.04 - 2.29 (.546 - .366)
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Table 7. Laser damage threshold on single X/4 layers

5ns 15 ns 5ns 15ns 5ns 15ns 5ns 15ns 22ns 27ns

1.06um 0.53pm 0.353wm 0.265um 0.26fium 0.355um

NaF • • • • 10.8 >38

LiF • • • • •

CaF
2

20.00 33.23 13.20 19.70 2.76 5.22 2.29 3.55 • •

Na
3
AlF

6
• • • • •

A1F
3

• • • • •

MgF
2 13,37 19.57 7.99 15.99 3.09 5.37 2.13 3.25 6.8

ThF
4 40.92 7.66 16.50 3.90 9.12 1.32 4.39 • •

LaF
3

• • • • 6.7

NdF
3 • • • • •

CeF
3 • • • • •

PbF
2 • • O • •

sio
2 23.62 47.36 9.54 19.88 6.06 11.76 1.10 1.94 9.4 (A/2) •

A1
2
0
3 13.15 20.14 7.33 13.39 2.79 6.07 2.21 2.02 2.6 5.9

MgO 14.95 15.01 8.87 16.25 2.86 3.91 1.31 2.34 •

6d
2
0
3 •

Th0
2 • • • • 2.C 9.1

Y
2
0
3 • 0.6

Sc
2
0
3

• • • • • •

La
2
0
5

• • • • • •

Zr0
2 10.08 9.53 6.78 6.23 1.89 2.27 0.54 1.5 7.1

Hf0
2 8.52 13.16 5.08 9.20 3.47 4.32 0.77 1.42 1.3

Ta
2
0
5 • • e •

Sb
2
0
2 • • • • • •

i
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Table 8 . Laser damage threshold for multilaye r coatings

HR HR HR AR BEAMSPLITTER

(.351 win, 12 ns) ( 308 urn. 12 ns)\ S \J\J Hill/ 1 t— 1 IO / ( 7UH urn IS n<;)i itTJ Hill/ l J \\Ot (.248 um, 15 ns) ( .248 nm, 15 ns)

(J/cm
2

) (J/cm
2

) (J/cm
2

) ( J/cm ) (J/cnf

)

2 3 2
15.0 0 6.4 6.5 •

Al 2°3/S i0
2

8.5 5.2 3.0 • •

Sc
2
0
3
/MgF

2
6.9(10.6)* 5.4(6.8)* 2.9(4.2)* 4.2 2.3

Sc
2
0
3
/SiO2 6.3 ® 2.4 • •

HfO2/S 3.3 2,8 2.5 © *

Zr0
2
/S10

2
3.0 © • • *

To
2
0^/S10

2
1 .3 • • • •

Y
2
0j/MgF

2
• • 1 .2 • •

Y
2
0
3
/S10

2
0 3.2 O •

• • r r ri7Pri

ThF
iJ
/MgF

2
• • * 6.0 •

ThF
i4
/Na

3
AlF

6
2.8 3.3 • •

LaF
3
/MgF

2
• O

® 4.0 •

* Value in parenthesis Is for non-quarter wave design.
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LASER DAMAGE THRESHOLDS FOR BARE SUBSTRATES

.248 urn .351 Mm

(15 ns) (12 ns)

(J/cm
2

) (J/cm
2

)

Fused Silica

Dynes il 1000 6.9 21.1

Suprasil 2 7.7 21.8

Suprasil 2 9.0 30

Sapphire 1.3 ©

CaF
2

3.3 18.3

LiF 4-6 •

MgF
2

17.4 20.2
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Recent Damage Results for Anti reflection Coatings at 355 nm

T. Tuttle Hart and C. K. Carniglia

Optical Coating Laboratory, Inc.

2789 Northpoint Parkway, Santa Rosa, CA 95407-7397

and

F. Rainer and M c C c Staggs*

Lawrence Livermore National Laboratory
University of California

P.0„ Box 5508, L-470, Livermore, CA 94550

High-index and low-index thin-film antireflection (AR) coatings for use at 355 nm

have been tested to determine their resistance to laser damage. All coatings consisted

of dielectric materials which were vacuum deposited onto bowl-feed polished Suprasil II

by evaporation. Laser damage studies were made by irradiating several sites on each

sample with a 0 o 6 ns, 355 nm laser pulse. Each site was irradiated by only one pulse.

High-index coatings were made with both a high-index material and a low-index

material „ The high-index materials chosen for this study were scandia (Sc^O^Jj hafnia

(H^), and zirconia (ZK^), while the low-index materials were silica (Si^) and magnes-

ium fluoride (MgF2). All coatings had four non-quarterwave thick layers plus a halfwave-

thick undercoat (barrier layer) of the low-index material. Average damage threshold

values for four samples of each type ranged from 2.4 J/sq. cm to 3.1 J/sq. cm. Coatings

made from scandia/magnesium fluoride had the highest damage thresholds 0

Low-index coatings contained only low-index materials. The low-index materials cho-

sen for this study were samarium fluoride (SmF^), lanthanum fluoride (LaF^) thorium

fluoride (ThF^), silica, magnesium fluoride, and lithium fluoride (LiF). AR coatings

containing three to six quarterwave-thick layers plus a hal fwave-thick barrier layer were

made from nine combinations of these six materials. Average damage threshold values for

four to six samples of each type ranged from < 1.0 J/sq. cm to 2.8 J/sq. cm 0 Coatings

made from samarium fluoride/magnesium fluoride had the highest damage thresholds c

One set of four scandia/si 1 ica coatings was measured at both 355 nm and 248 nm.

Damage thresholds at 248 nm for these parts were determined using 20 ns laser pulses.

The average threshold was 4.2 J/sq. cm»

Keywords: antireflection coating; barrier layer; electric field; laser damage; optical
coating.

*Work performed under the auspices of the U.S. Department of Energy by Lawrence Livermore

National Laboratory under Contract #7405-ENG-48.
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I. Introduction

AR coatings on transmitting optics reduce the reflection losses in a laser system. AR coatings

jwith good resistance to laser damage are, therefore, essential if high output energy is to be ob-

tained from a laser.

The purpose of this study was to determine which dielectric materials would yield AR coatings

Lrith the highest laser damage thresholds at 355 nm, the third harmonic wavelength of NdrYAG. Fif-

teen different AR coatings of two basic types were studied: high-index/low-index coatings with con-

ventional four-layer non-quarterwave designs, and low-index/low-index coatings with three- to six-

llayer quarterwave designs. The high-index materials (scandia, zirconia, and hafnia) were chosen

oecause they are UV transparent and commonly used in the industry. The low-index materials (lithium

fluoride, magnesium fluoride, silica, thorium fluoride, lanthanum fluoride, and samarium fluoride)

Were chosen because they had high damage thresholds when tested as single layers at 248 nm (KrF

laser) by Lawrence Livermore National Laboratory [1].

12. Samples

All coating consisted of dielectric materials which were vacuum deposited onto bowl-feed
polished Suprasil II substrates by evaporation. Only bowl -feed polished substrates [2] were used

jfor this study because coatings on this type of substrate historically have higher damage thresholds

than similar coatings on conventionally-polished substrates [3],

Because it has been successful in increasing the damage thresholds of AR coatings in other
studies at 1064 nm [4,5] and 248 nm [6,7], a hal fwave-thick barrier layer was deposited between the
substrate and the first layer of the AR coating for all coatings in this study. This barrier layer

affects neither the electric-field distribution in the coating nor the spectral performance of the
coating, but apparently provides better mechanical and/or chemical properties at the substrate/film
interface.

Hal fwave-thick overcoat layers have been shown to increase the damage thresholds of high re-

flector coatings [5,6,7], presumably by increasing the mechanical strength of the film. Although no

ihigh reflector coatings were made in this study, one AR coating design contained a halfwave silica
overcoat because the material combination (silica/lithium fluoride) lent itself well to this experi-
ment.

Conventional AR coatings are made from a combination of a high-index material and a low-index
material. A two-layer design provides a low reflectance value at the design wavelength, but the
spectral width of this reflectance minimum is narrow, and the spectral positioning of the minimum is

very sensitive to coating errors. A four-layer design provides a broad minimum in reflectance and
allows a much larger production tolerance. In fact, if a four-layer design is optimized with an

emphasis on spectral width, a reflectance minimum wide enough to encompass two wavelengths of inter-
est (in this case 248 nm and 355 nm) may be obtained. One such coating was made for this study and
will be reported on later in this paper.

All high-index/low-index coatings contained four non-quarterwave thick layers plus a halfwave-
thick barrier layer of the low-index material used in the design. Each material combination re-
quired a slightly different design. The spectral performance and E-field distribution for a typical
high-index AR are shown in figure 1. Four material combinations were tested: scandia/magnesi urn

fluoride, scandia/silica, hafnia/si 1 ica , and zirconia/silica. Two samples of each material combina-
tion were coated per run. Additionally, scandia/silica AR's of a different design were coated and
had three samples per run. Each run was repeated as a check of run-to-run variation. All coatings
were designed to be AR's at 355 nm; however, one of the scandia/silica designs was also an AR at
248 nm. This set of four parts was, therefore, damage tested at both wavelengths: The spectral
performance and E-field distribution at 248 nm for these dual-wavelength coatings can be seen in

figure 2.

Low-index AR coatings were made with two low-index materials. Since low-index materials have
higher laser damage thresholds than high-index materials [8,9], it was hoped that AR's made only of
low-index materials would have damage thresholds that exceeded those of conventional high-index/low-
index films. The indices of refraction for the six materials used in these low-index coatings
ranged from 1 .35 to 1 .62.

Taking into account that some difference in refractive index is necessary to achieve low reflec-
tance, nine low-index material combinations were chosen. Two samples of each material combination
were coated per run, except for the cases of samarium fluoride/magnesium fluoride and samarium
fluoride/silica, which had three samples per run. Each run was repeated as a check of run-to-run
variation.
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TYPICAL HIGH-INDEX AR DESIGN FOR 355nm
5 i . . — 1 .

300 350 400

WAVELENGTH (NANOMETERS)

Figure 1. Spectral performance and E-field distribution (at 355 nm) for

a typical high-index AR.

HIGH-INDEX DUAL-WAVELENGTH AR DESIGN

WAVELENGTH (NANOMETERS)

Figure 2. Spectral performance and E-field distribution (at 248 nm) for
a high-index dual -wavelength AR.
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Designs for these coatings contained three to six quarterwave-thick layers plus a halfwave-

hick barrier layer of silica, with the exception of the samarium fluoride/magnesium fluoride design,

fhich had a magnesium fluoride barrier layer,, The number of layers in each design was determined by

Jhe difference in indices of the two coating materials,, In general, the smaller the difference in
;i ndex, the more layers required to achieve low reflectance. The spectral performance and E-field

istribution for a typical low-index AR are shown in figure 3. Note that the reflectance minima for

jhese low-index AR coatings were narrow compared to those for four-layer hioh-index/low-index coat^

ngs.

TYPICAL LOW-INDEX AR DESIGN FOR 355nm

300 350 400

WAVELENGTH (NANOMETERS)

Figure 3. Spectral performance and E-field distribution (at 355 nm) for

a typical low- index AR 0

13. Damage Testing

Laser damage testing was done at Lawrence Livermore National Laboratory using a 1064 nm Nd:YAG
laser which had been frequency tripled to give 0„6 ns, 355 nm laser pulses. The laser beam was
ifocused to give a beam with a diameter of approximately 2.0 mm at the sample surface. The beam pro-
ifile and pulse energy were recorded for each shot,,

The laser damage threshold of each sample was determined by irradiating several different sites
on the sample with one laser pulse per site. Each site was inspected immediately prior to and after
irradiation with an optical microscope employing Nomarski differential interference contrast. Dam-
age was defined to be any visible change to the site caused by the laser pulse. The threshold of a

sample was that value halfway between the lowest fluence which caused damage and the highest fluence
which did not.

The thresholds at 248 nm were determined using 20 ns pulses from a 248 nm KrF laser c At the
jiample surface, the laser beam was 1.5 mm in diameter with an intensity spike 100 ym in diameter.

4. Data and Discussion

The results of the laser damage studies at 355 nm are summarized in figures 4 and 5 and in
table 1 0 In both figure 4 and figure 5, the vertical axis represents the damage threshold in
J/sq. cm. The same vertical scale is used for both figures. The horizontal axis serves to identify
the coatings whose thresholds appear directly above 0 Coatings are grouped by material combination
and/or design and each darkened circle represents the damage threshold of one sample. The error bar
for each sample represents the range between the lowest fluence which caused damage and the highest
fluence which did not. Vertical lines separate the groups (types) of coatings. The average damage
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4

Ss s0 3 /8I02 2i0 2 /SI0 3 Hf0 2 /SI0 2 Se 20 3 /SI02 * Sc 20 3 /l»gF 2

Figure 4. Laser damage thresholds of high-index AR's. Each darkened circle

represents the damage threshold of one sample. The error bar for

each sample represents the range between the lowest fluence which

caused damage and the highest fluence which did not. The average

damage threshold for each type of coating is indicated by a hori-

zontal bar. The coatings are arranged in order of increasing

average threshold. *Dual -wavel ength AR.

LASER DAMAGE THRESHOLDS OF LOW-INDEX AR's AT 355nm

If

4 M l

III)

llll

SIOj/LIF ThF4 /MgF 2 ThF4 /SI02 SmF3 /SI02 SI0 2 /MgF2 SmF 3 /MsF2
LaF3 /MgF2 8t02 /LIF L*F3 /SI0 2 ThF4 /LIF.

srlth O/C

Figure 5. Laser damage thresholds of low-index AR's. Refer to caption

for figure 4.
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threshold for each type of coating is shown in table 1 and is indicated by a horizontal bar in fig-

ures 4 and 5 0

Table 1. Table of Laser Damage Thresholds

Material Combination Coating Type1"

Threshol cT( J/cm
2

)

Sc
2
0
3
/MgF

2
High-index 3.1

SmF
3
/MgF

2
Low-index 2.8

SmF-j/SiC^ Low- index 2.7

Si0
2
/MgF

2
Low-index 2.7

Sc
2
0
3
/Si0

2
* High-index 2.6

Hf0
2
/Si0

2
High-index 2.6

Zr0
2
/Si0

2
High-index 2.4

Sc
2
0
3
/Si0

2
High-index 2.4

ThF
4
/LiF Low-index 2.3

ThF
4
/Si0

2
Low- index 2.3

LaF
3
/Si0

2
Low-index 2.1

ThF
4
/MgF

2
Low- index 2.0

Si0
2
/LiF + 0/C Low- index 2.0

Si0
2
/LiF Low- index 1.9

LaF
3
/MgF

2
Low-index <1 .0

^See description of high- and low-index coatings in Section 2<

Dual-wavelength design.

As seen in figure 4, the average damage thresholds for the high-index coatings were essentially
'the same (2.4 - 2.6 J/sq. cm), except for the scandia/magnesium fluoride coatings,, The scandia/
magnesium fluoride coatings had an average threshold of 3.1 J/sq. cm, and one of these parts had a

ithreshold of 3.6 J/sq. cm. This average threshold value is approximately 20^ higher than the aver-
jage threshold values for the other high-index coatings.

As seen in figure 5, the average damage thresholds for the low-index coatings (with the excep-
tion of lanthanum fluoride/magnesium fluoride) were fairly evenly distributed over a range of values
of 1 0 9 - 2.8 J/sq. cm. The coatings made from samarium fluoride/magnesium fluoride had the highest
average thresholds (2.8 J/sq. cm). The highest damage threshold for a single low-index AR sample
was 3.4 J/sq. cm for a samarium fluoride/silica coating. The addition of a halfwave silica overcoat
to the silica/lithium fluoride coating did not increase its damage threshold to any significant
degree.

The range of thresholds at 248 nm for the four scandia/si 1 ica dual -wavelength AR's was 3.0

J/sq. cm to 4.8 J/sq. cm. The average damage thresholds of previously-studied, single-wavelength,
248 nm scandia AR's had a range of 4.0 to 6.1 J/sq. cm [7]. Thus, the dual-wavelength AR's were

comparable in performance to the single-wavelength AR's. At 355 nm, these coatings had an average
damage threshold of 2.6 J/sq. cm, while the scandia-si 1 ica coatings of the single-wavelength design
had an average threshold of 2.4 J/sq. cm.
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5c Conclusions

The highest average laser damage thresholds for 355 nm AR coatings in this study were achieved
with coatings made from scandia/magnesium fluoride and samarium fluoride/magnesium fluoride. Coatings
made with only low-index materials had thresholds comparable to those made with conventional high-
index/low-index material combinations, even though the thresholds of low-index materials exceeded
those of high-index materials when tested as single layers. The AR's which had magnesium fluoride
as the low-index material and as the barrier layer had the highest thresholds for both high-index
coatings and low-index coatings. This indicates that AR coatings containing magnesium fluoride as

the low-index material should be studied further.

The authors wish to acknowledge the work of Bill Klapp in preparing the coatings for this study,,
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Recent Damage Results on High Reflector Coatings at 355 nm

C. K. Carniglia and T. Tuttle Hart

Optical Coating Laboratory, Inc.
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Several studies of damage induced by 0.6 ns, 355 nm laser pulses have been carried
out on thin-film reflectors. The reflectors consisted of dielectric materials vacuum-
deposited onto BK7 substrate by evaporation. Each part was damage tested on several

sites using one laser shot per site.

Quarterwave stacks of various material combinations were used to make a series
of reflectors. Four to six parts were tested for each of four materials combina-
tions. The average damage thresholds obtained for these coatings were 3.5 J/sq. cm
for scandia/magnesium fluoride, 3.0 J/sq. cm for zirconia/sil ica, 2.4 J/sq. cm for
tantala/sil ica and 1 J/sq. cm for hafnia/si 1 ica . Interestingly, there was no improve-
ment in those reflectors to which a halfwave silica overcoat was added. This is con-

trary to previous results at 1064 nm and 248 nm.

A series of zi rconia/si 1 ica reflectors was made using coating temperatures ranging
from 150°C to 300°C. The thresholds were slightly improved by coating at higher tem-

peratures .

Coatings made of zirconia/sil ica with outer quarterwave layers of samarium
fluoride and either silica or magnesium fluoride were also tested. Thresholds for
these coatings ranged from 1.7 to 2.8 J/sq. cm and were slightly lower than the

thresholds of the zi rconia/si 1 ica stacks alone.

Scandia/magnesium fluoride coatings with non-quarterwave designs have been shown
to be effective in raising the damage threshold of high reflectors at 248 nm. Such
designs reduce the electric field intensity in the outer scandia layers. The damage
thresholds of several non-quarterwave designs were compared. The highest threshold,
5.1 J/sq. cm, was achieved by reducing the electric field in the two outer scandia
layers

.

Key words: damage; electric field; high energy laser; laser damage; reflectors;
thin film.

1. Introduction

One of the continuing challenges facing the high energy laser field is the development of opti-
cal coatings that can withstand high laser fluences. This paper reports the results of research
efforts to improve the laser damage resistance of high reflector (HR) coatings of the type that
would be used in a 355 nm laser system. The research was a joint effort between Optical Coating
Laboratory, Inc. (0CLI) and Lawrence Livermore National Laboratory (LLNL).

*Work performed under the auspices of the U.S. Department of Energy by Lawrence Livermore
National Laboratory under Contract No. W-7405-ENG-48.
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The coatings were made at OCLI in a 1.2 meter box coating machine. All materials were depositee
by evaporation using an electron gun source. The substrate for all coatings was BK7, which had been
polished by Zygo Corporation using a continuous feed polishing technique.

The damage testing was done by LLNL using a frequency tripled Nd-glass laser. The 355 nm,
0.6 ns laser pulses were focused to give a beam with a 1 mm diameter at the coating surface. Each
test site was irradiated with one laser pulse and the presence of damage was determined visually
using Nomarski microscopy. The accuracy of the damage threshold determination was ± 10% for each
part.

We have looked at the effects of coating materials, coating designs, and process parameters on
laser damage thresholds. Several of the ideas reported here have been motivated by previous suc-
cesses with 20 ns pulses at 248 nm (KrF laser) [1-4], and 1 ns pulses at 1064 nm (Nd-glass) [5,6].
The next five sections discuss the results of our studies of coating materials, silica overcoats,
coating temperatures, an alternate high-index material for the outer layers, and effects of electric
field distribution within the coatings.

2 . Coating Material

s

A standard HR coating consists of alternate layers of two materials having different indices of
refraction. Each layer has an optical thickness of one quarter of the laser wavelength and the
outermost quarterwave layer must be of the high-index material. For this study, four high-index and

two low-index materials were incorporated into the HR coatings tested. These six materials are
listed in table 1, together with their refractive indices and approximate UV cutoff wavelengths.

Table 1. Coating Materials for 355 nm HR's

Refractive UV Cutoff
Index Wavelength (nm)

Ta
2
0
5

(tantala) 2 .27 297

Zr0
2

(zirconia) 2 07 230

Hf0
2

(hafnia) 2 .04 225

Sc 2°3 (scandia) 1 97 215

Si0
2

(sil ica) 1 48 <200

MgF
2

(magnesium fluoride) 1 39 <200

Tantala, zirconia, and hafnia were combined with silica in standard 1 5-quarterwave layer HR

designs. Scandia was combined with both silica and magnesium fluoride in a quarterwave design that
had demonstrated a high damage threshold at 248 nm [2,3]. The design incorporated five scandia/
magnesium fluoride pairs on top of five scandia/sil ica pairs. In addition, a halfwave protective
layer of magnesium fluoride was added to the top of this quarterwave stack. The complete design
is given in table 4 in section 6.

1

Six HR's containing scandia and four HR's of each of the other material combinations were tested

The damage thresholds are given in figure 1. The circles represent the damage thresholds of indi-
vidual HR's, and the error bars indicate the uncertainty in the thresholds. The line through each
set of data represents the average threshold for those data. The scandia/magnesium fluoride/silica
HR's averaged 3.5 joules/ sq. cm, which was the highest average threshold of the group. The 3.0
joules/sq. cm average for zi rconia/sil ica HR's was also quite high. However, the 1.0 joules/sq. cm
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Average for the hafni a/silica coatings was quite low. Based on UV cutoff wavelength (lower) and

*efractive index (lower) one might have expected the HR's containing the hafnia to have higher

;hresholds than those containing zirconia and tantala.

DAMAGE THRESHOLDS FOR 3S5nm HR'S

8
5

cr
w 4
\

3 •

o

o
u

0

-5—5-5-
Q

Sc 203/MgF2/Sl Og ZrOg/SlOg TagOs/SlOg HfOg/SlOg

Figure 1. Laser damage thresholds of 355 nm HR's. Each circle represents the
damage threshold of one sample. The error bar for each sample repre-
sents the range between the lowest fluence which caused damage and the
highest fluence which did not. The average damage threshold for each
type of coating is indicated by a horizontal bar. The coatings are
arranged in order of decreasing average threshold.

The success of the scandia design might be due, in part, to either the presence of magnesium
fluoride instead of silica in the outer layers, or to the magnesium fluoride overcoat. Because of
the high cost of scandia compared to zirconia, it is important to determine whether the higher
thresholds of the scandia HR's are due to properties inherent to scandia, or whether they are due
to the silica or magnesium fluoride. A zirconia/magnesium fluoride/silica HR with a design similar
to the scandia HR should, therefore, be tested.

1

3. Halfwave Silica Overcoat

A design trick which has proven useful at other laser wavelengths is the addition of a halfwave
silica overcoat to the quarterwave stack. This layer, which affects neither the reflectance of the
stack nor the electric field distribution within the stack, has produced significant improvements in

damage thresholds. For example, at 1064 nm, the halfwave silica overcoat increased the damage
threshold of titania/sil ica HR's by a factor of 1.6 [5,6]. The factor of two improvement observed
for 248 nm scandia/magnesi urn fluoride/silica HR's was even more dramatic [1,2].

We investigated the effectiveness of halfwave silica overcoats for the zirconia, hafnia, and
tantala HR's reported on in section 2. In each coating run, four HR's were coated - two with and
two without the overcoat. This was accomplished by first coating all four parts with the HR com-
bination. Next, two of the parts were covered using a movable mask and the overcoat was applied to
the remaining two parts. Two runs were made using each combination of coating materials, resulting
in four parts of each type.
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The effect of the halfwave silica overcoat was a 20% decrease in the average thresholds of the
zirconia/sil ica and tantala/sil ica HR's. Thus, the overcoat was detrimental to the performance of
these HR's. The average threshold of the hafnia/sil ica HR's was unchanged by the overcoat, but it

was so low to start with (1 joule/sq. cm), that the overcoat would not be expected to have much of
an effect. These results indicate that the damage threshold of silica may be a limiting factor at
355 nm. This was unexpected since silica works well at 248 nm [1,2].

4. Substrate Temperature

One of the parameters affecting the properties of optical coatings is the temperature of the
substrate during the coating process. Higher temperatures generally lead to coatings with larger
grain size and lower damage threshold. Lower coating temperatures have been helpful in increasing
the damage thresholds of tantala/sil ica antireflection coatings at 1064 nm [7]. Zirconia/sil ica
HR's were used to study the effects of temperature on damage thresholds. This material combination
was chosen because the threshold of the zirconia HR's is relatively high (see fig. 1) and because
zirconia is a common coating material and is relatively inexpensive compared to scandia. Therefore,
any improvement in threshold would be beneficial.

The zirconia/sil ica HR's were coated using four substrate temperatures: 150°C, 200°C, 250°C,
and 300°C. Four parts were coated at each temperature in two separate runs of two parts each. The
average damage thresholds are summarized in table 2. The HR's made at the three higher temperatures
had essentially the same average threshold of about 3 joules/sq. cm. The lowest coating temperature
produced a slightly lower threshold. Thus, we conclude that for coating temperatures over 200°C,
the threshold of zirconia/sil ica HR's is unaffected by temperature.

Table 2. Average Damage Thresholds for Zirconia/Sil ica HR's

Coating Threshol

d

Temperature J/cm?

300°C 3.2

250°C 2.9

200°C 3.0

150°C 2.3

5. Samarium Fluoride Outer Layers

Samarium fluoride is a material with an intermediate refractive index value of 1.63 at 355 nm.

Damage results on antireflection coatings at 355 nm indicate that samarium fluoride has a damage
threshold comparable to scandium oxide [8]. To test samarium fluoride as the high-index layer of

an HR would require a large number of layers. An alternate approach to testing samarium fluoride in

an HR configuration is to incorporate it into a small number of the outermost layers of a standard

HR. The basic HR would then provide high reflectivity, but the samarium fluoride would experience
the largest electric fields and thus be the major factor in determining the damage threshold of the

coating.

The basic reflector used for this test was a zirconia/sil ica HR with 15 layers. Six such HR's

were coated in a single run. Then, with the help of movable masks, two pairs of samarium fluoride/

silica layers were added to two of the parts and four pairs to two other parts. Finally, a halfwave

silica overcoat was added to all six HR's. A similar coating run was made using magnesium fluoride

as the low index material in the outer pairs (but still using silica for the halfwave overcoat).

The damage results for these twelve parts (two of each type) are presented in table 3. These data

350



ndicate that the samarium fluoride outer pairs were detrimental to the damage threshold of the base
tack. The thresholds for the outer pairs containing magnesium fluoride were somewhat better than

hose containing silica. In either case, the samarium fluoride outer layers failed to improve the

hreshold of the basic HR's.

Table 3. Zirconia/Sil ica HR's with
Samarium Fluoride Outer Pairs

Number of Pairs

Average Damage Thresholds (J/cm )

SmF
3
/MgF2 SmF3/Si0

2

0 3. 0 2 8

2 2 5 1 85

4 2. 4 1 9

. Suppressed Electric Fields

It is possible to modify the thicknesses of the outer layers of an HR to reduce or suppress the
lectric field in the high-index material. Because high-index materials are generally more damage
rone than low- index materials, reducing the electric field in the high- index layers is expected to
ncrease the damage threshold of the HR [9,10]. This approach has proven successful for scandium
xide/magnesium fluoride/silica HR's at 248 nm [3] and also at 308 nm [11],

Four different HR designs were tested. They are listed in table 4. The basic HR consisted of
ive pairs of scandia/si 1 ica followed by five pairs of scandia/magnesium fluoride. The use of silica
ti the first five pairs helped to reduce the overall stress in the coating. If only magnesium
luoride is used for the low index layers, the stress becomes quite tensile and crazing of the
oating may occur. Damage results for the basic HR have already been reported in section 2. The
esign labeled "one pair suppressed" has a thinner outer scandia layer and a thicker magnesium
luoride layer beneath it. The thicknesses have been chosen so that the peak electric field in this
candia layer is reduced to the same level as in the next lower scandia layer [10]. A similar
pproach was used to suppress the field in the outer two scandia/magnesium fluoride pairs. To pro-
ide an additional test, the reverse approach was used in the design labeled "one pair suppressed
MgF2)" in table 4. Here the thickness of the magnesium fluoride layer was reduced and the thickness
f the outer scandia layer increased until the peak field in the modified magnesium fluoride layer
ias equal to the peak field in the next lower layer. Note that all four designs ended with a half-
fave magnesium fluoride overcoat.

Table 4. Suppressed Electric Field Designs

1 . Basic HR

2. One Pair Suppressed

3. Two Pairs Suppressed

4. One Pair Suppressed (MgF^)

Quarterwave layers at 355:

sub/(HL)
5
(HL')

5
H L'L'/air

sub/(HL)
5
(HL')

4
H 1.5L' 0.6H L'L'/air

sub/(HL)
5
(HL')

3
H 1..5L' 0.6H 1.6L' 0.5H L'L'/air

sub/(HL)
5
(HL')

4
H 0.5L' 1 .4H L'L'/air

H = Sc
2
0
3

,
Si0

2
,

MgF,
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Alumina/Silica Multilayer Coatings for Excimer Lasers

S. R. Foltyn and L. J. Jolin

Los Alamos National Laboratory
Los Alamos, NM 87545

The coating parameter that most strongly influences optical damage resistance is the
choice of materials used to produce a component. During the course of testing of hundreds
of ultraviolet reflectors involving 12 different material combinations, multilayer stacks
of Al 203/Si0 2 have demonstrated a superior ability to resist laser-induced damage. Fur-
ther, damage thresholds for these coatings are at least twice as high as for reflectors
composed of other materials: In particular, thresholds of 6 J/cm2 at 248 nm (15 ns) and
12 J/cm2 at 351 nm (12 ns) have been measured. Comparative results are presented for a

variety of materials at both wavelengths as are preliminary results for alumina-based
antireflective coatings.

Key words: AI2O3; coating materials; excimer optics; laser-induced damage; multilayer
dielectric reflectors; ultraviolet reflectors.

1. Introduction

In this work we report on an extensive survey of materials and vendors for multilayer dielectric
reflectors at excimer wavelengths. As a result of this study we provide a ranking of material com-

binations for ultraviolet reflectors with alumina/silica demonstrating the best performance. In an

attempt to explain this ranking, two theoretical models are invoked. Although based upon distinctly
different physical phenomena, both demonstrate how A1 20 3 could be more damage resistant than other
common materials and, interestingly, both models predict even better performance for BeO.

2. Test Conditions

Laser pulse lengths at 248 and 351 nm were 15 and 12 ns FWHM, respectively, and the pulse repet-

ition frequency was 35 pps. Both sets of results were generated with a nominally 0.5 mm mean spot

diameter; however, a spotsize-independent method of measuring the damage threshold [1] was employed.

Briefly, damage threshold was defined as the zero-percent intercept of a damage probability curve, or

alternately, as the highest fluence at which damage could not be produced. Damage consisted of

physical disruption of the coating which generally began within the first few shots and which fre-

quently evolved, during successive shots, from micron-size pits to a complete failure of the irradi-

ated area. Finally, all testing was of the n-on-m variety wherein m sites were tested at each flu-

ence (m=10) and each nondamaging site was irradiated for n shots (n=140).

3. Results and Discussion

In figure 1 are summarized test data for both 248 nm and 351 nm reflectors with each point

representing a single coating run. Excepting the aluminum reflectors, which are shown for purposes

of comparison, the coating designs were all of the type

S H(LH)
n
LL

This research was performed under the auspices of the U.S. Department of Energy and the Defenst

Advanced Research Projects Agency.
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lere S is a fused silica substrate, H and L are quarterwave layers of the high- and low-index raater-

ils, and n is the number of layer pairs deposited in order to achieve high reflectance. Some gen-
al comments on these results are summarized below.

• Thresholds for various material combinations range over nearly two orders of magnitude and,

lile it is probable that some rearrangement will occur in material rankings as testing continues,
lly Al203/Si02 has demonstrated 248-nm performance at levels in excess of 4 J/cm2

.

• Assuming, as discussed in a later section, that the high-index material controls damage
esistance of a material pair, a question is raised regarding the poor performance of alumina with
Lther NaF or NasAlFg, especially when both were produced by vendors who had been successful with
Lumina/silica . In the case of the former, the reason is almost certainly related to the fogged
rmdition of the reflectors as delivered. In the alumina/cryolite, however, no problem was indicated

/ physical appearance or optical performance of the coatings. It was later found that the vendor
ad used a different coating chamber than that used for alumina/silica depositions, but in the ab-
nce of any additional details, no conclusion can be drawn.

• Implicit in figure 1 is a factor-of -two increase in 351-nm thresholds over those for the
ime materials at 248 nm. Assuming a power-law wavelength dependence, this translates to a threshold
:aling of A2

.

• The reflectors of figure 1 were provided by over fifteen vendors. Alumina/silica samples
:re purchased from seven vendors; of these seven, four have delivered parts with thresholds over
J/cm 2 at 248 nm, and/or over 8 J/cm 2 at 351 nm. These vendors"" are:

Airtron Optical and Magnetic Components
Broomer Research Corporation
Coherent Optics Division
Spectra Physics, Inc. - Optics Division

• Examination of figure 1 reveals, qualitatively, an inverse relationship between threshold
'md index of refraction of the high-index component. A practical consequence of this is that, for
amage-resistant components, system designers will be constrained to use materials with a low index
atio. The result is shown (fig. 2) in spectral transmittance curves for reflectors of Sc 20 3 /Si0 2

nd Al203/Si02 • The sample using scandia (n=1.90) achieves a good broadband reflectance with only 23
ayers , while the alumina (n=1.65) version requires 49 layers—resulting in the narrow band—to
chieve a somewhat lower reflectance.

Although the emphasis thus far has been on reflectors, some preliminary results have been ob-
ained for antireflection coatings as well. Table 1 contains a summary of these results showing
hat, for an appropriate design, AR thresholds can be as high as for reflectors composed of the same
aterials

.

Table 1. Alumina-Based Antireflection Coatings

Design'
Threshold (J/cm2

)

248 nm, 15 ns

S HL

S LLHL

S L'L'HL

S L'L'HL'

3.4

6.0

5.1

4.9

S = substrate (Suprasil 2) , H = A1 20 3 , L = Si0 2 , L' = MgF 2 . All designs had R < (0.5%).

2
3 This list is not the result of a comprehensive vendor's survey, nor does it constitute an endorse-
ment by the University of California, the Los Alamos National Laboratory, or the authors.
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4. Modeling the Results
• " (ll

Empirical studies such as the one previously described frequently lose their significance with-
out a suitable physical argument to explain the results. It is fortunate that, in this case, two
models exist which potentially offer such an explanation. Unfortunately, at this point neither
theory nor experiment is sufficiently mature to allow a conclusion about which model, if either, is

correct

.

4.1. Damage as an Avalanche Breakdown Process
J

The first of these two models was presented at the Boulder Damage Symposium in 1975 [2]. It is

an avalanche breakdown argument which concludes that the first electrons in the avalanche process are
liberated when the local rms electric field in the coating reaches a value proportional to the quan-
tity N/n 2 -l, where N is the atomic number density and n is the index of refraction of the material
being damaged. It was soon realized, however, that when the proportionality constants are in-
cluded—the complete expression for the threshold electric field is

N qe 177^5
-r.— — x J1Q
2 , £ cr

n -1 o

where x is the critical electron displacement of about 2 &—the result is a threshold prediction
which is highly optimistic. For the present results, the prediction is optimistic by two orders of

magnitude in fluence theshold, or by a factor of ten in terms of field strength. Nevertheless, by

ignoring for now the magnitude discrepancy and simply considering the proportionality, very 'good

agreement is found between the material ranking predicted by N/n2 -l and that observed experimentally
(fig. 3).

At this point, a digression is necessary to discuss the assumptions that were made in the con-

struction of figure 3.

• Damage occurs in the high-index component of a multilayer. This follows from the generally
accepted argument that high-index materials are more readily damaged than materials with a low index.

• Only the performance envelope of figure 1 is used in the plot of figure 3. This assumes
that the envelope represents optimum performance for each material and in addition allows that less

damage resistant coatings can be made from any material.

• The factor needed to account for magnitude differences between theory and experiment is

approximately the same for all materials tested. This implies that the data in figure 3 should lie

on a straight line and that only the slope of the line is in question.

• The linear regression fit in figure 3 uses the origin and all points except three. ZrO$

and PbF2 were excluded from the fit because both damaged in a non-normal mode that was indicative oi

a uniform absorption process—not surprising for these materials at 248 run. BeO was also excludec

but for a different reason: It is assumed that the single coating run evaluated here was not repre-

sentative of optimized BeO. More on BeO appears at the end of this section.

Returning to the subject of the predicted magnitude of the threshold electric field: We postu-

late that electric field enhancement at cracks or voids in the coating is responsible for the factor-

of-ten discrepancy. It is well known that coatings possess a columnar structure and it is not un-

reasonable to expect that within this structure exist localized geometric imperfections of an appro-

priate size. Calculations of electric field enhancement at defects of an appropriate size are avail-

able [3] ,
although the enhancement magnitude is far lower than a factor of ten. This subject will b<

revisited in a future paper.

As mentioned previously, it appears that BeO in figure 3 is not performing as expected. If thii

is the case continued development work should lead to 248-nm thresholds of about 10 J/ cm2 for reflec-

tors based on BeO. Work is currently underway to test this hypothesis.

4.2. Damage as a Thermal Process

Another model has recently been proposed [4] in which, instead of being geometric features, th(|

defects are strongly absorbing spherical inclusions (later versions of this model generalize th<|
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iclusion shape). The theory predicts that damage occurs when the inclusion/host system reaches some
itical temperature and that this temperature is related to the ability of the host to conduct heat

t?ay from the defect site. Numerically, the damage threshold fluence should be proportional (for

instant pulselength) to (pC K) 1/2
, where the quantitites represent the density, specific heat, and

lermal conductivity, respectively of the host material.

Figure 4 is a plot of various oxide damage thresholds versus the thermal properties of the
aterials in bulk form. Absolute threshold predictions are not possible due to a general lack of

lermal properties of thin films, and because the critical temperature is unknown. As a result of

lese uncertainties, the credibility of figure 4 is in question. It is shown here because, as meas-
red, good performance is indicated for alumina, and because a completely different physical model
as again predicted even better performance for BeO. If the fitted line is correct, 248 nm thresh-
lds in excess of 15 J/ cm2 could be expected for BeO-based reflectors.

It should be noted in closing that preliminary evidence exists [5] which indicates that BeO is

ore damage resistant than AI2O3 in the ultraviolet.

Conclusions

We have presented the results of a large survey of vendors and materials for ultraviolet reflec-
rs. We find that Al203/Si02 is the most damage resistant material combination, but that, based
on either of two theoretical models, BeO may prove to be a superior high-index material.

2,

:: :
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Figure 3. Measured threshold electric fields at 248 nm, 15 as plotted

against N/n2 -l after reference [2] . While Zr02 and PbF2 absorb strongly

at this wavelength, it is postulated that BeO could approach the fitted

line with continued optimization.
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Figure 4. Measured thresholds plotted against (pC K) after reference

[4]. Although lacking thermal data for thin films , this analysis also

predicts very high damage resistance for BeO.
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Photothermal Deflection Microscopy of HR and AR Coatings+

W.C. Mundy, J.E.L. Ermshar, P.D. Hanson and R.S. Hughes

Department of Physics and Computer Science
Pacific Union College
Angwin, CA 94508

Last year at this syposium we reported on the initial results of photothermal deflec-
tion microsocopy (POM) studies of single layer dielectric thin films [1]. The high spatial
resolution, low-level absorption capabilities of PDM were demonstrated in the form of two-
dimensional absorption contour maps of such films.

In this paper we report on PDM measurements of a number of HR and AR coatings provided
by Lawrence Livermore Laboratory and the Naval Weapons Center. The absorption data obtained
from these measurements provide the first phase of absorption/damage correlation studies and

as these absorption measurements were recently completed, no correlation data are yet avail-
able.

Resolution improvements, measurement methodology and a number of absorption contour
maps are presented. Two interesting observations yet to be explained are described and

some future experiments are suggested.

Key words: defect location; optical absorption; photothermal deflection; surface defects;
thin films.

1. Introduction

The physical phenomena responsible for the photothermal deflection effect have been reviewed
earlier [1]. Meanwhile it has come to our attention that the radiant energy which is converted to

thermal energy may cause local thermal expansion (surface buckling) [2] as well as variations in the

index of refraction of the medium and/or the atmosphere adjacent to the sample surface [3]. In any

event, the probe beam is deflected indicating absorption at or near the sample surface. Investigate
of the nature of the deflection can yield information as to whether the deflection is caused priman"
by surface or volume absorption [2]. This paper simply reports further application of photothermal
deflection microscopy (PDM) to locate defects in HR and AR coatings on high energy laser optical
elements, refinements in the system, and some interesting characteristics of some of the samples.

2. Experimental Arrangement

An optical schematic of the PDM system is presented in figure 1. While the basic arrangement H
the same as that reported last year, the focal lengths of both the pump beam and probe beam focusing
lenses were changed from 120 mm and 75 mm to 50 mm and 25 mm respectively. This change resulted in s

fifty percent reduction in detector output signal and increased the resolution so that absorption
sites exhibiting full-width, half-maximum (FWHM) diameters of 8 um were observed, about half that of

the minimum FWHM previously obtained.

3. Sample Discussion

Since last year's symposium at Boulder we have performed PDM measurements on a variety of

uncoated substrates and thin film coatings. Eleven samples have been studies under contract, six fo

the Naval Weapons Ceneter (NWC) and five for Lawrence Livermore Laboratory (LLL). Also, Optical

Coating Laboratory, Inc. has provided samples to help quantify absorption data.

+Supported in part by the Lawrence Livermore Laboratory and the Naval Weapons Center.
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Of the eleven optical components studied under contract, seven were high reflectance and three

e anti-reflective in nature and one was a super polished silica substrate. It is not the intent of

s paper to present the details on either the samples or the PDM results as this will be done in the

relation papers to follow. We wish, however, to convey the capabilities of PDM, a sampling of PDM

ults and some of the trends observed to date.

Measurement Methodology

Prior to mounting the optical element under investigation, fiducial marks are scribed on opposing

jes of the coated surface. After sample mounting, the coordinates of each mark are recorded when
? focused pump beam is centered on the mark. Thus, when the sample is remounted, the new coordinates
the fiducial marks are compared to the earlier ones and simple geometric considerations, which can

readily programmed, allow for any rotation or translation between the two mountings.

The samples are thoroughly cleaned a minimum of three times using lens tissue and methanol imme-

ately before mounting. When an absorption signal is obtained, the site is again carefully cleaned
i rescanned to insure the validity of the signal. (On occasion the signal disappears after this
;ond cleaning process.)

The study of a sample is initiated by making "area" scans of about 1 mm x 2 mm with the sample
ing translated in 12 ym steps. Absorption sites that appear in these area scans are then scanned
)cally" in 4 ym steps covering an area of about 80 ym x 160 ym centered on the site of interest,
torial representations of the sample including fiducial marks and areas scanned are an important
"t of the data recording and tracking process. Figures 2 and 3 are representations of the same
nple drawn to the scales of 4.5/1 and 22.5/1 respectively. The number of each scan in the order of
ich it was performed is indicated in figure 3.

The PDM signal must be maximized for each sample and the relative positions of the focused pump
i probe beams on the sample surface play an important role in the signal maximizing process. Data
the nature of the signal (level and response curve) as a function of pump and probe beam displace-

"it are presented in the following section.

Results

Figure 4 shows a number of absorption sites detected while performing area scan number 14 of
gure 3. The local scan of the uppermost absorption site, i.e., scan number 24 of figure 3, is

sented in figure 5. Keep in mind that each pixel in the local scans corresponds to a 4 ym x 4 ym

nple area. This absoption site is composed of two overlapping absorbers with their centers sepa-
ted by approximately 20 ym.

A close approximation of the size of an absorber (FWHM} can be obtained from a knowledge of the

r niform background signal level and the signal level corresponding to each color break point. Using
ese data for the two overlapping absorber shown in figure 6, FWHM diameters of 18-20 ym (upper) and

ym (lower) were obtained.

As one would expect, absorption site densities have been found to vary dramatically from sample
sample, from 17 sites in only 0.00435 sq. in. (Zr02/Si0 2 HR) to zero sites in 0.045 sq. in.

a 20 5/Si02 AR). Also, absorption site sizes varied from 8 ym (current resolution limit) to of the
der of 100 ym. The level of the uniform background absorption signal also varied significantly from
nple to sample and that of AR coatings was generally lower than that of HR coatings.

An interesting phenomenon was observed on a half-wave coating of Ti0 2 provided by 0CLI. When the
up beam was kept fixed at one location for a period of time, the absorption at that location in-
eased, doubling in about two minutes. Subsequent to turning the pump beam off for a period of time,
scan across the site indicated that the absorption had decreased. Figure 7 shows a scan across four
tes each of which had been exposed to the pump beam for two minutes at about forty minute intervals,
e scan was made immediately after the fourth exposure. The plot of signal versus time in figure 8
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indicates a linear dependence and that the background signal level should return to its unaffected
value in about six hours. Making sure that the power density on the film was held constant in each
case, this experiment was repeated using the seven highest gain argon-ion laser lines. This effect
was found to be independent of the argon-ion laser wavelength.

The reverse effect, i.e., a decrease in the absorption signal with pump beam exposure, was
observed in a Zr0 2/Si02 HR coating. Further studies have not yet been made on this sample.

For most coatings studied the signal was maximized when the pump and probe beams were adjacent ti

each other at the surface. This would be expected if there was either a "buckling" of the surface or

a bubble of heated air centered at the pump beam. The signal typically dropped to zero when the beam

were coincident and the phase of the signal shifted 180 degrees when the relative locations of the
pump and probe beams were swapped, which is consistant with either the buckling or the bubble effect.

In addition, when the detector was translated across the probe beam, the resulting intensity versus
detector position curve resembled that of the derivative of a Gaussian. However, the signal from one

sample, a Hf0 2 /Si02 HR, was maximized when the pump and probe beams were coincident. Figure 9 shows
the signal strength plotted as a function of probe beam detector position for this sample. These dat

are shown for four relative positions of the pump and probe beams ranging from separated to ccinciden
Increasing separation of the beam centers was accompanied by not only a decrease in signal strength,
but also a change in the shape of the response curve. In all cases other than coincident, an unsym-
metrical response curve was observed. For the case of coincident beams, the response curve indicates

that the intensity of the probe beam rather than the angle of reflection was being modulated. We

refer to this effect as intensity modulation in contrast to the normally observed deflection modula-
tion. The unique characteristics of this coating responsible for this behavior are unknown.

6. Future Work

As damage site diameters of the order of 1 ym are routinely observed in large spot, short pulse
damage testing, it is planned to improve the resolution of Pacific Union College's PDM system (cur-

rently approximately 8 ym). It is anticipated that changes in both hardware and software should
provide for a resolution close to 1 ym.

We are currently studying the pump beam exposure-induced change in absorption reported above anc

the relaxation times associated with these absorption changes.

A study of the intensity modulation effect reported above may lead to an explanation of the

responsible mechanism.

A better understanding of the nature of the deflection signal (with regard to phase, deflection
amplitude, and chopping frequency dependence) could possibly lead to a separation of surface and bull

absorptions.

A collaborative effort will continue with OCLI in an effort to obtain a calibration of the systi

and on some of the above projects.

The authors are indebted to C.K. Carniglia of Optical Coating Laboratory, Inc. for helpful dis-

cussions, cooperative experimentation and sample design and fabrication.
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Laser Damage in Porous-Silica Ant i reflection Films*

W. H. Lowdermilk, J. G. Wilder, N. J. Brown,
C. A. Gunderson, D. Milam, F. Rainer, and M. C. Staggs

• 1 If

Lawrence Livermore National Laboratory
Livermore, CA 94550

We used 355-nm, 0.6-ns pulses to measure laser-damage thresholds of porous-silica
antiref lection coatings deposited from a polymer solution onto fused silica substrates.
For 118 coatings with optical thickness of 500-600 nm, the median threshold was less than
2 J/cm2, and thresholds were not systematically dependent on either the level of
filtration of the coating solution or the procedure used to clean the substrates. For
coatings 87-90 nm in optical thickness, thresholds were as large as 9 J/cm?, which is

the threshold of the bare polished surfaces of the fused silica substrates. The data
suggests that carbon residues from the coating solution are responsible for damage in

the thicker coatings.

Keywords: porous silica antiref lection coatings; uv laser damage; polymer silica.

|

1. Introduction
I

Antiref lection coatings on fused silica lenses and windows in the output stages of the NOVA
laser may be subjected to beam fluences as large as 5 J/cm? delivered in 1.0-ns, 351-nm
pulsesJ A major effort to develop damage-resistant antiref lection (AR) coatings for NOVA is

being made through a contract with the Westinghouse Research and Development Center in

Pittsburgh. The contract will provide evaluation of porous silica coatings deposited from a

polymer solution derived from ethyl silicate. Study of this coating process has been broken into
three major segments: (1) research at Westinghouse to define a usable coating solution and to
demonstrate fabrication of solution-deposited broadband antiref lective coatings, (2) transfer of
the coating technology to a clean room environment at Livermore to allow final development of a

damage-resistant coating, and (3) fabrication of an apparatus for coating large (1-m diameter)
optical components. Here we review laser-damage studies associated with the first two phases of
the work

.

2. Evaluation of Porous Coatings 500-600 nm in Thickness

Westinghouse personnel have demonstrated broadband antiref lectivity in coatings with
thickness of 500-600 nm, and provided coatings with thresholds of 2-4 J/cm^ (0.6 ns, 355 nm,

1-mm diameter beam). 2 The laser-damage pits in these coatings suggested that the damage was
caused by heating of dirt particles deposited from the solution, or by heating of contaminants
that were either in or on the substrate surface. Because cleanliness seemed important, the
research coating apparatus at Livermore was installed in a class-100 clean room. Initial emphasis
at Livermore was given to filtering the coating solutions, cleaning the substrates, and to studies

\

of contamination that might be introduced while the coatings were being baked or etched.
i

We found that the constituents of the polymerized solution, ethyl alcohol, nitric acid, water*
and ethyl silicate, could individually be filtered to 0.02 urn. Polymerized solutions could
readily be filtered to 0.1 um, and with some difficulty could be filtered to 0.02 um.

To address the concern that contaminants on substrate surfaces might be incorporated into
coatings, we evaluated several procedures for substrate cleaning. In a typical cleansing, the
substrate was soaked in mild acids or bases, scrubbed with rotary brushes while immersed in a

solution of water and surfactant, rinsed with ethyl alcohol, and then spun dry. Various acids,
bases and degreasing agents were tried, including mixtures of HF acid and water which completely
removed the polished surface. In study of a given cleaning procedure, coatings were deposited on

some substrates which had been subjected to the entire procedure, and on some substrates which had I

been subjected to various permutations or subgroups of the steps in the procedure. As a control,
some substrates were cleaned only by drag-wiping them with tissue wetted with ethanol or acetone.

?

•
•-• 11

*Work performed under the auspices of the U.S. Department of Energy by the Lawrence Livermore
National Laboratory under contract W-7405-ENG-48.
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We also varied the conditions under which the coatings were deposited and cured. The wet

coating layers were initially dried in the ambient air of the clean room. Later, a cover was

installed over the coating station so the coatings could be dried in filtered nitrogen. The

coatings were baked in various ovens, some of which were lined with fused silica and could be

filled with a flowing mixture of selected gases. We evaluated coatings baked in oxygen, and in

mixtures of oxygen and nitrogen.

During this study of deposition parameters, the coating thickness was maintained at about

500 nm, which, with proper index gradation, is adequate to provide antiref lectance between 350 and

1000 nm. The laser-damage thresholds of many of the test coatings were measured with 0.6-ns,
355-nm pulses focused to a diameter of about 1 mm at the sample surface. For 38 coatings made at

Livermore from carefully filtered solutions, on substrates cleaned by several procedures, the
median threshold was 1.2 J/cm?. For 89 coatings made at Westinghouse under less stringent
control of cleanliness, the median threshold was 2.1 J/cm?. Only two coatings had thresholds
greater than our goal, 5 J/cm2. Histograms of damage thresholds are shown in Figs. 1 and 2. We

are reasonably certain that some of the least of these thresholds resulted from use of improperly
filtered solutions or non-optimum deposition parameters that were included in some parameter
studies. Further, we have since determined that the bare-surface threshold of some substrates
provided by one vendor is less than 5 J/cm2. However, many of the coatings were deposited under
supposedly optimum conditions on substrates whose median bare-surface threshold is 9 J/cm?.

Therefore, we concluded that the thresholds were being limited by an intrinsic characteristic of

the coatings, thought to be carbon residue from the coating solution.

3. Sources of Carbon in Porous Silica Coatings

There are two potential sources of carbon in silica films made by the Westinghouse process.
The coating solution contains polymer silica molecules that are produced in a two-step process.
Ethyl silicate is stirred into a mixture of ethyl alcohol, water and nitric acid, producing the
following reactions:

SiX4 + H 20 + X3SiOH + HX,

X3SiOH + SiX4 -> X 3Si-0-SiX3 + HX,

X 3S-0-SiX3 + H 20
> X 3Si-0-SiX 20H + HX,

X3Si-0-SiX 20H + SiX4 > X 3Si-0-SiX 2-0-SiX3 + HX,

etc.

,

where -X represents -0CH2CH3. In the second and fourth steps, polymerization may also proceed
through reaction of hydrolyzed ethyl silicate molecules;

X 3Si0H + X 3Si0H * X 3Si-0-SiX 3 + H 20.

4. Elimination of Carbon from Porous Coatings

The carbon contained in ethyl side groups and in the ethanol solvent is a necessary
constituent of the coating solution. Ethyl side groups could be eliminated by additional
hydrolysis, but excess hydrolysis of a solution produces a rigid gel and excess hydrolysis during
drying of a wet layer produces a dense coating. Therefore, carbon must be present to retain
fluidity in the solution and porosity in the coatings. However, because the coating layers were
only 500 nm in thickness, we initially believed that the solvent would be eliminated by
evaporation and that ethyl side groups would decompose during the post-deposition bake at
400-500°C. Our failure to control coating thresholds by manipulation of variables such as
substrate cleanliness suggested that carbon was being retained.

We are evaluating two general procedures for improving carbon elimination; (1) addition to
the solution or wet coating of a chemical agent which attacks the carbon, and (2) thinning the
coatings to ease carbon removal.

The additive first evaluated was water. While excess water promotes densif ication of wet
coating layers, we thought it might be possible to maintain porosity by adding water to coatings
which had been thoroughly dried. We applied air saturated with water vapor to coatings which had
first been thoroughly dried in dry N 2 at room temperature, and to coatings which had been baked
for 30 minutes in dry nitrogen at 130°C. In all instances except one, additional hydrolysis
produced dense coatings whose refractive indices were only slightly less than that of fused
silica. Etching simply removed such coatings without significantly altering their porosity. The
exception was a single sample that was dried at 130°C in dry nitrogen and then held in steam at

130°C for an hour. The coatings on this sample remained somewhat porous and after etching
provided partial antireflectivity (two-surface transmission > 97% at 355 nm). While hydrolysis
deserves additional study and may be useful in making fully dense coatings, it seems unlikely that
hydrolysis is a usable technique for eliminating carbon from porous coatings.
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Figure 1. Laser-damage thresholds (0.6-ns, 355-nm) of porous silica coatings made at Westinghouse
Research and Development Center. The median threshold was 2.1 J/cm?. Coatings with
thresholds of 5.2 J/cm^ or less were 500-600 nm in optical thickness. The two
coatings with thresholds > 9 J/cm? were < 200 nm in thickness.
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Figure 2. Laser-damage thresholds (0.6-ns, 355-nm) of porous-silica antiref lection coatings
500-600 nm in optical thickness. The coatings were fabricated at Livermore.
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We have also attempted to incorporate oxidizing agents directly into the coating solution.

for example, ammonium nitrate is slightly soluble in ethanol, and would decompose into ammonia and

.nitric acid during the baking of the coating. The nitric acid would be locally available to

assist in oxidization of hydrocarbons. However, we have not yet managed to fabricate damage

resistant coatings by use of oxidizers.

The most successful technique yet found for aiding carbon elimination is to thin the

coatings. We modified the coating process to produce coatings with optical thickness of 80-90 nm.

Details of this modified process are given in an appendix. Study of thin coatings produced two
results. First, thresholds of some thin coatings were as large as 9 J/cm? which is the
threshold of the bare polished surface of the substrate, see Fig. 3. Further, the thresholds were
rather insensitive to the cleanliness of the process. Large thresholds were obtained using
;solutions filtered only to 0.2 urn deposited on substrates cleaned only by drag-wiping with
tissue wetted with alcohol. This confirms our belief that carbon entrapment limited thresholds of

the thicker (500 nm) coatings that we initially studied.

Secondly, we found that the refractive index of the thinner layers was homogeneous rather
than graded. Fig. 4 is a transmission spectrum of a fused silica window with thin silica coatings
on both surfaces. The spectrum can be closely modeled by assuming that the layers are homogeneous
films 69 nm in thickness with refractive index n = 1.28. The only indication of index gradation
is that the transmission in the near infrared slightly exceeded the transmission computed for
homogeneous layers.

The thinned layers will meet the immediate requirements of NOVA for damage resistant 351 -nm
antiref lection coatings. Thicker coatings will be required to obtain broadband antiref lecti vity.

Current research involves determining the maximum thickness that can be deposited in a single
layer without trapping carbon, evaluation of thick coatings made by stacking multiple thin
coatings, and studies of additional procedures for making carbon-free thicker coatings.

5. Summary

Porous silica coatings were produced by a sol-gel technology using polymer silica coating
solutions. Porous layers ^ 500 nm in thickness provided broadband antiref lecti vity. The median
damage thresholds of such coatings made at Westinghouse and at Livermore were, respectively, 2.1

and 1.2 J/cm? (0.6 ns, 355 nm). The damage threshold was relatively insensitive to the
cleanliness of the coating process, and seemed to be limited by an intrinsic characteristic of the
coating.

Porous layers with optical thicknesses of 80-90 nm were antiref lecti ve at 351 nm, and had
thresholds as large as 9 J/cm2, confirming our belief that thresholds in thicker coatings were
limited by trapped carbon residues.

We have not yet identified a reproducible process for producing damage-resistant films
(thresholds > 5 J/cm?) that are antiref lecti ve over the whole spectrum from 351 to 1053 nm.

6. Appendix. Procedure Used to Make Thin Porous Silica Coating

Small quantities of solution used for coating 5-cm diameter test substrates were made by
adding 208 g of ethyl silicate to a mixture containing 127 g of ethanol, 38.7 g of water and

0.25 g of 70% concentration nitric acid. The molar ratio of water to ethyl silicate was 2.15:1.
The solution was stirred for 4 hours at the reflux temperature of ethanol, cooled to room
temperature, and diluted by addition of 382 g of ethanol to reduce the silica content to about
8%. Coatings were deposited by withdrawing a substrate vertically from the solution at the rate
of 4 cm/min. The wet coatings were thoroughly dried in dry nitrogen and then baked 4 hours at 400
to 500 C in flowing oxygen. After the coated substrates cooled, they were etched 4 min. in a

0.00002 molar solution of hydrofluoric acid, rinsed in water, then in ethanol, and allowed to dry
in air.

Although this process produced useful coatings, it may not be optimized and its development
is continuing. For example, the coating thickness is controlled by the silica content and

viscosity of the polymer solution, the withdrawal rate of the substrate, the drying rate of the
wet layer, and by partial sintering of the porous layer which occurs at temperatures above
450°C. The optimum procedure for stabilizing and controlling coating thickness has not been
determined.
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Figure 3. Laser-damage thresholds (0.6-ns, 355-nm) of porous silica antiref lection coatings
80-90 nm in optical thickness. The coatings were fabricated at Livermore.

Figure 4. Two-surface trans-
mittance spectrum of a fused
silica window with porous
silica antiref lection
coatings. The lower curve

is transmittance measured
after completion of coating
deposition but prior to

etching. Circled data were
computed by assuming the

coatings were homogeneous
layers with physical thick-
ness of 69 nm and refractive
index n=1.28. Abrupt steps
at 900 nm are an artifact

caused by detector changes
in the spectrometer.
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The question was raised as to whether a low film damage threshold might not simply be
lie result of a low damage threshold substrate. The speaker replied that if the substrate
d a low damage threshold , it would not support the high film threshold trying to be
itained. In the data he showed, however, all films were on Zygo-polished fused silica,
lich they have tested enough over the years to be confident that the substrate thresholds
11 run over 8 J/cm •

Another questioner pointed out that if one of the big lenses was damaged by a laser,
promising outcome of this coating technique was the possibility of being re-treated
ithout loss of a very expensive optic. The speaker stated that although they do no yet

ive specific data on that point for fused silica, it is probably poss ible. For BK-7 , a

)t of careful work has been done with the neutral solution process, and in that case one

m recoat the optic up to 10 times without damaging its figure.

377



ManuAcAipt fincoAMud 5-1 4-&4/iaA

j

Defect Damage Precursors in Visible-Wavelength Mirrors

C. D. Marrs and J. 0. Porteus

Michelson Laboratory, Physics Division
Naval Weapons Center, China Lake, California 93555

J. R. Palmer

Comarco, Incorporated
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Video monitoring of pulsed visible-wavelength mirror damage has led to observation of
illuminated defects as a precursor to observable microscopic damage. The blue-green
illuminating radiation is produced in individual 0.5 ys pulses by a tunable
flashlamp-pumped dye laser. The laser light is focused on multilayer dielectric or metal
surfaces in an - 0.5 mm (D - 1/e ) spot with a reproducible, flat-top spatial profile. An
area slightly larger than the focal spot is viewed with a close-focusing Questar telescope
equipped with a highly sensitive video camera. Typically, at nondamaging energy densities,
defect sites within the focal spot area appear to be brightly illuminated at the laser
wavelength. In dielectric mirrors, the illumination pattern depends on the laser
wavelength, suggesting a sensitivity to defect position with respect to the standing wave
field. At higher energy densities, laser damage originates only at certain defect sites,
while other areas fail to damage even after many laser pulses. This paper presents results
of an experimental characterization of the described phenomena.

Key words: dielectric mirrors; laser damage; nondestructive test; visible mirrors.
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Introduction

The resistance of optical coatings to pulsed laser-induced damage is limited by certain types of

defects introduced during substrate preparation and coating fabrication [1]. These defects adversel)
influence the local optical and thermal properties so as to initiate laser-induced damage well belov

the intensity required to damage the host material. An understanding of critical defect

characteristics and their relationship to damage initiation is important for development of optica]
coatings that can operate at their intrinsic limits. This understanding has been severely limited by

the inability to detect these defects nondestructively

.

Recently, video microscopy of pulsed visible-wavelength laser damage on multilayer dielectric
mirrors has revealed a defect illumination (DI) effect that offers a means of nondestructive defect

detection. Typically, the effect appears as a pattern of several intense highly localized images in

the laser irradiated area. These images tend to persist for some time after the larger image of

background laser light has vanished. Correlation in position with damage initiation sites appearing

at higher laser intensities indicates that the point-like images are in fact defects. This paper

describes qualitative characteristics of DI as observed with the video microscopy system (VIMS) and

provides a tentative physical interpretation based on these observations.

Experimental Procedure

The test facility (fig. 1) has been described in detail in the literature [2], The laser source

specifications are given in table 1. The VIMS is composed of a Questar Model QM1 close-focusing^

telescope coupled to a color video camera and broadcast-quality video recording system. Two different

color video cameras were used because of their differing image retention time (lag) and light level

sensitivity. The lag was determined for each by viewing submillisecond strobe pulses through a

pinhole. Pinholes of 390 and 50 pm were used to approximate the laser-illuminated area and the DI

image size, respectively. The results given in table 2 show a marked dependence of lag on image size

for the Saticon camera, which was used for most of the DI observations.

Work supported by Defense Advanced Research Projects Agency and Navy Independent Research Funds,

lumbers in brackets indicate the literature references at the end of the paper.
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The test specimens were four multilayer dielectric mirrors and two diamond-turned (DT) metals

ee table 3). Of the former, three were broadband mirrors designated BBM//1, BBM#2, and LDM (low

feet mirror). The fourth was an edge mirror (EM), which is highly reflective at only one of the

ser wavelengths used. The DT metals were of 2024 Al and oxygen-free high-conductivity Cu.

suits and Discussion

Four DI characteristics evaluated within the limitations of the VIMS were (1) intensity decay

me, (2) wavelength (apparent color) compared to the laser light, (3) intensity dependence on laser

velength, and (4) polarization. Using the charged coupled device (CCD) camera, the DI decay time

j.s observed to be no longer than the 16.7 ms field display time of the recording system.

As the wavelength is changed between 476 and 515 nm, the DI light maintains the same color as the

ser light. This result argues more strongly for scattering than for defect luminescence as the

feet illumination mechanism. The wavelength modulation of p-polarized DI intensity is demonstrated
. figures 2(a) and 2(b). These patterns were obtained from the same area of BBM#1 at 515 and 476 nm,

:spectively. Differences in intensity are especially apparent in the circled areas. At least two

:fects visible at 476 nm cannot be seen at 515 nm. Observe that the reflectance of this mirror is

sentially the same at both wavelengths (see table 3). On another mirror, denoted EM, the same
periment yielded similar results. Yet this mirror was designed to be reflective at only 476 nm (see

ible 3). The variation in intensity is shown in figures 3(a) and 3(b); specifically notice the

.rcled areas. Possible explanations are (1) modulated differences in the standing-wave intensity at

fferent defect depths in the multilayer coating and (2) differences in scattered intensity, which
mid depend strongly on the wavelength relative to defect size [3], To determine if any laser
>dification of the samples was occurring and to check the reproducibility of the patterns , the
ivelength was varied from one to the other several times. The DI patterns were quite reproducible,
id no detectable modification was observed at the energy densities used.

The polarization of the DI light relative to the p-polarized laser light was evaluated with a

jlarizer placed in front of the VIMS. Figures 4(a) through 4(c) show the polarization
laracteristics from BBM//1 at 515 nm. Comparison of these DI patterns viewed under the indicated
slarization shows a substantial s-component even though illuminated with p-polarized laser light,
imilar observations were made on BBM#2 and EM. These results contrast to those observed from the
T metals, where virtually no s-polarized DI light was detected (see figs. 5(a) through 5(c) and 6(a)

tirough 6(c) for results on DT Al and DT Cu, respectively). It was found that the DI pattern on the
etals did not vary after rotation of the DT marks from perpendicular to parallel with the polarized
aser light. The same observations were found when the wavelength was changed to 476 nm. For
ielectric mirrors, the depolarization of the laser light could arise from a large defect size
jelative to the wavelength (Mie scattering) or an anisotropic polarizability of the individual defects
3]. On the metals, an isotropic polarizability of the defects and small defect size relative to the

"avelength would support the observed results.

The progression from DI to laser-induced damage as the laser intensity is increased is shown in

igures 7(a) through 7(e). The mirror is BBM#2 irradiated at 515 nm and viewed with p-polarization.
tarting at a level sufficient to observe the DI pattern, the energy density was increased ~ 20% on
uccessive laser pulses until damage occurred. Figure 7(a) shows the undamaged surface before laser
rradiation, illuminated with a tungsten lamp. Comparison of DI with a nondamaging [fig. 7(b)] and
ubsequent damaging [fig. 7(c)] pulse of roughly 200% higher intensity shows damage initiated at the
aser-illuminated defect enclosed by the solid circle. This damage is shown under tungsten
'llumination in figure 7(d). The defect enclosed by the dashed circle in figures 7(b) and 7(c) damage
>n a later pulse, as seen by tungsten illuminated in figure 7(e). Many similar test sequences have
hown that damage occurs only at defects indicated by DI. Although such defects are usually visible
>n the first laser pulse, occasionally they do not appear until after several nondamaging pulses of

ncreasing intensity. Not all Dl-indicated defects produce damage; for those that do, we have not
been able to determine any peculiar polarization or intensity characteristics. Experience with one
lirror, LDM, which has a damage threshold roughly seven times higher than the others, suggests some
jeneral correlation of damage with apparent defect size. This particular mirror produced no large
lefect images (see fig. 8) but showed an unusually large number of small images and had a

:orrespondingly high measured scatter (see table 3).

Conclusions

Defect illumination (DI) characteristics obtained with the video microscopy system (VIMS) are
:onsistent with scattering from defects that interact strongly with laser radiation by virtue of their
size and location in a multilayer dielectric coating. The persistence of DI after the laser pulse,
tfhich greatly enhances defect visibility, is explained by the peculiar lag characteristics of video
cameras. Defect-initiated laser damage requires the same strong defect interaction that produces DI
ut may involve additional defect characteristics not revealed by DI. Determination of such
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characteristics will require more definitive analytical methods such as scanning electron microscopy
Auger microscopy, and laser-induced desorption [4], in conjunction with DI and laser damag
measurements

.
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Table 1. Laser source specifications

Laser pulsed dye laser
Dye/solvent LD490/MeOH
Tuning range 460 to 530 nm

Pulse width 0.5 us
, a
Lens 280 mm
Spatial profile FW at 1/e

2 420 \m

Flat top to ±5% over 240 um
Polarization P

Effective focal length.

Table 2. Light levels and lag characteristics of cameras

Minimum Lag (No.
a

Lag (No.
a

luminescence of fields) of fields)
Camera (lux) 390 um image 50 pm image

Three-tube Saticon 150 3 > 10

CCD, solid-state 500 < 1 < 1

Field display time is 16.7 ms.

Table 3. Sample characteristics

Total integrated
Reflectance Reflectance Reflectance Absorptance scattering

(515 nm) (497 nm) (476 nm) (497 nm) (497 nm)

Dielectric mirrors

BBM#1 0.995 0.995 0.992 4 x 10
1

2 x 10

BBM#2 0.995 0.995 0.995 5 x 10

EM 0.269 0.984 0.994 8 x 10
4

6 x 10

LDM 0.991 0.987 0.946 4 x 10

Metal mirrors

Al, DT
a

0.918
Cu, DT 0.466
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Figure 1. Test facility and VIMS.

(a) (b)

igure 2. Wavelength modulation of p-polarized DI intensity from BBM# 1 at (a) 515 nm and (b) 476 nm.

(a) (b)

Figure 3. Wavelength modulation of p-polarized DI intensity from EM at (a) 515 nm and (b) 476 nm.

381



(a) (b)

(c)

Figure 4. Polarization dependence of DI intensity from BBM#1 at 515 nm viewed with (a) unpolarized,
(b) p-polarized, and (c) s-polarized light.

-MM

(a) (b)

Figure 5. Polarization dependence of DI intensity from DT Al at 515 nm viewed with (a) unpolarized
and (b) p-polarized light.
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(c)

Figure 5 (Contd.). Polarization dependence of DI intensity from DT Al at 515 nm viewed with (c)

s-polarized light.

1

4

(a) (b)

(c)

Figure 6. Polarization dependence of DI intensity from DT Cu at 515 nm viewed with (a) unpolarized,

(b) p-polarized, and (c) s-polarized light.
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(a) (b)

Figure 7. Progression from DI to laser-induced damage on BB#2 at 515 nm viewed with p-polarization:
(a) surface, no damage, (b) nondamaging laser pulse, (c) laser pulse producing observable damage
shown in (d), and (e) damage produced after another laser pulse.

Figure 8. DI intensity from LDM at 497 nm.
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Characterization of Micron-Sized, Optical Coating Defects by Photothermal Deflection Microscopy
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Information about the localized absorbing defects in optical thin films is

required for a better understanding of laser-induced damage. Photothermal deflection

I

microscopy offers a nondestructive optical diagnostic which can yield spatially
resolved absorption data on simple and multiple-layer AR and HR dielectric coatings.
This paper describes the computer-controlled apparatus used to generate absorption
maps of dielectric thin films and an experiment in which a partial correlation between
localized absorption sites and damage caused by nanosecond laser irradiation at 351 nm
is established.

An absolute calibration of absorption for our measurement technique is presented
here. Micron-sized absorbtive defects of Cu were introduced into our coatings to
provide a means of calibration. Also presented here are some preliminary data on the
modification of the absorption signatures measured by photo-thermal deflection as a

function of the location of the defect within the coating layers.

I

Key Words: coating defects; laser damage; photothermal deflection

Presently the most successful theory 3,4 describing the damage of optical thin films by high
Itwer laser radiation attributes the damage process to isolated microscopic impurities, or defects, in

lie deposited coating. In this theory, the impurity absorbs the incident radiation causing the local

emperature to rise, eventually producing melting, vaporization, or fracture of the material surround-
'hg the impurity.
3

This impurity model can explain many of the observed scaling effects seen in thin film damage
:udies. The observed decrease in damage threshold with decreasing wavelength can be attributed to the

Ificrease in Mie absorption with decreasing particle size, and the well-known result that Mie scattering
i strongest for particles whose size is comparable to the incident light wavelength. The observation
lat the damage threshold increases with thinner films can be explained by the exclusion of larger,
asier to damage, impurities as the physical thickness of the film is reduced. The observation of very
igh damage thresholds for small incident laser spot sizes is consistent with damage being caused by
Dcalized impurities: when the spot size is small compared to the mean distance between impurities, it

s possible to avoid these weaker areas and measure higher thresholds. In addition, it has been shown
Dr oxide and fluoride films that the dependence of damage and thermal properties on laser pulse width
Is consistent with the impurity model. 3

Very little is known, however, concerning the exact nature or density of these damage-causing
mpurities. It has been determined from damage morphology 5-7 that the impurities must be small in

ize, typically several microns or less in diameter. One of the objectives of this work has been to
'<ee if a direct connection exists between the localized absorption properties of a thin film and the
ppearance of damage in a thin film.

pparatus

Several attempts have been made to use photothermal effects to investigate surface and sub-
urface structure in solids and in thin films. ^-13 Photothermal imaging has developed into a very
'owerful non-destructive testing technique. All previous methods have lacked sufficient spatial resol-
ition to detect subm^cron-sized objects of interest to laser-damage studies. Some defects have been
een in thin films, 9-12 their size, typically 20 microns or larger, is not consistent with the
?xperimental observation of micron-size pits in damage coatings at threshold.

The apparatus we have used to locate micron-size absorbing impurities in dielectric thin films is

shown schematically in figure 1. It relies on the photothermal deflection " 0f a probe laser to
neasure the absorption of energy from the pump laser in a localized area. The pump beam consists of
:emporally modulated light (800 Hz) from an argon-ion laser (351 nm or 514 nm) focused to a spot by a

50X microscope objective. The sample of interest is kinematical ly mounted on a computer-controlled X-Y
translation stage, which has a minimum step size of 0.4 un. A HeNe laser probe beam is reflected off
the sample surface at a shallow angle (fig. 2).
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Figure 1 Block diagram of the phot ot hernial deflection apparatus.
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Figure 2 Photothermal -Deflection mapping of defects in a thin film sample. Pump laser energy is ab

sorbed by a defect with two consequences: (i) the surrounding air is heated, leading to

refractive index gradient; and (ii) thermal expansion in the absorption region causes
"bump" to form on the sample surface.

The probe beam is focused to a spot size of 75 un surrounding the pump beam focus. The probe

center intersects the sample surface slightly displaced from the pump beam. This particular geometry
was first used by Olmstead et al . 14 and was pointed out to us by Mundy et al . 12 The probe beam is

deflected off the "bump" caused by the local heating and resulting thermal expansion of the substrate.

The modulated displacement of the probe laser is measured by a position sensor (United Detector
Technologies SC-25) connected to a set of lock-in amplifiers arranged in quadrature to measure both the

amplitude and phase of the position signal. A DEC 11/23 computer controls the position of the sampl

and reads the output of the lock-in amplifiers. False color absorption maps of the coatings of in

terest are produced on a Chromatics color graphics display.

In order to demonstrate a connection between absorptive impurities and damage, we have made

absorption maps of several coatings and then exposed these coatings to high intensity laser light on
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is LLE UV damage-testing facility. " Photomicrographs and absorption maps of sample coatings were
ken both before and following the damage test. Typical examples are shown in figures 3 and 4. The

mp beam's wavelength was 351 nm and its spot size was 1.0 ± 0.2 microns. The pump power was
0 mwatts. The coating sample was raster scanned with a step size of 0.8 microns. In many cases the

sorption map before damage showed small areas of high absorption that were not visible in the

jrkfield photomicrographs (See fig. 3). When the coating shown in figure 3 was exposed to a laser

radiance approximately 20% above its single shot damage threshold, several localized areas on the

ating were afterwards seen to have damaged (photomicrograph of fig. 4a).

(a)

G125S

gure 3 (a) Photomicrograph and (b) absorption

test.

(b)

map of Ta205-Si02 351-nm HR coating before damage

(a) (b)

igure 4 (a) Photomicrograph and (b) absorption map of Ta205~Si02 351-nm HR coating after damage test.

::

In addition, the absorption map of the same area (fig. 4b) shows clearly increased absorption
n the region which showed a defect in figure 3b. There are also several areas which show damage in

igure 4a but no strong absorption signature in figure 3b. In these cases, it is uncertain whether our
ensitivity is insufficient to detect the damage-causing impurities, or whether other mechanisms be-

sides linear absorption are acting to initiate some of the damage. Attempts are being made to increase
he sensitivity of our apparatus to further explore this question.

II
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Absorption Calibration

In order to relate the photo-thermal deflection signal measured on our apparatus to the absorptii
coefficient of the material causing the deflection, we deposited small "islands" of a known materia"

of a known size and thickness on a fused quartz substrate. The material chosen was Cu and the islam
were created by coating through a laser drilled mask. The geometry for the calibration is shown

\

figure 5. It consisted of a 4 x 4 array of one micron spots and a set of 4 ten micron spots on tl

perimeter to aid in locating the array. The pump laser was operated at 514.5 nm with a power c

2 mwatts and had a spot size of 2.0 ± 0.2 microns. The thickness of the coating was determined !

standard laser ratiometer absorption techniques in an area of the coating adjacent to the masked art

and using tabulated values for the absorption coefficient of Cu. The coating uniformity over the mas

was quite good. The Cu coatings used were typically 480ft thick. The mask's small holes were measure
using an SEM and were found to vary from 0.5 to 1.5 microns in diameter. A scan of the Cu islands
shown in figure 6 along with a calibrated gray scale indicating the product of absorption coefficien
and thickness.

Coated Islands of Known Size and
Thickness and Known Material

, o

G1352

Figure 5 Geometry used in absorption calibration.

G1346

Figure 6 Calibrated absorption map of 1 micron and 10 micron diameter copper islands.

When the cross-sectional area of the absorbing volume becomes smaller than that of the pump beam

only a portion of the incident energy is transformed into heat and into resulting thermal and acousti

waves. The ultimate detectivity in this case will depend not only on the absorption coefficient

the thickness of the inclusion, but also on the ratio of the cross-sections of the pump beam and
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If the defect is larger than the pump beam spot size then the photothermal deflection method is

jpable, as we have shown here, of giving a quantitative result for the absorption coefficient-
lickness product. If the detailed intensity profile of the pump beam were known in the plane of the

)Sorbing defect, it would be possible to deconvolute a scan like that shown in figure 7 to obtain
-

£
>solute absorption information. For the cases of interest for dielectric coating defects, spatial

^solution of the pump beam's profile would have to be better than 0.1 micron, which would be diffi-

jlt.

•ici

isorbing region, the distance between the inclusion and the coating surface interface, and the thermal
operties of the material in which the inclusion is embedded. It should be clear that the pump-beam

jltot size must be kept as small as possible in order to detect the absorbing inclusions in thin films

th maximum sensitivity.

G1347

igure 7 Absorption map of 1 micron Cu island on the surface of a fused silica substrate,

efect Signatures

The same masking geometry was used to investigate the effect of the position of a known defect
laced within the coating's thickness. The reproducibility of our apparatus is demonstrated in

igure 8. A single Cu island on the surface of a fused quartz substrate was scanned (2326 in fig. 8)

nd then removed from the photothermal deflection apparatus and sent through a typical coating run
hernial cycle. The sample was then scanned again (2328 in fig. 8) several days later. With this as a

eference we investigated the effect of overcoating the Cu island with different thicknesses of a

ransparent material.

ON SURFACE AFTER HIGH TEMF"

.

EXPOSURE

:ii

4

'. Figure 8 Absorption maps of the same 1 micron Cu island before and after thermal cycling of the sub-

strate.
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Figure 9 shows that there was very little effect when the 48 nm thick Cu island was overcoatec
with 200 nm of MgF'2. The strength of the photo-thermal signals was the same, within our reproduci-
bility (see fig. 8). We next overcoated the same island with an additional one micron of Si02 and a<

is seen in figure 10, the signal increased slightly even though the absorbing material was now burie<

below more than one micron of material. There was an even more dramatic change in the photo-def lectioi

phase map in this case. Figure 11 shows the phase relationship between the photothermal-def lectioi
signal and that of the pump beam. The area affected by the pumping beam seems to be somewhat larget

when buried inside the Si09. Much more data, with materials of varing thermal properties, are needei

before the current models for this effect can be tested. We are, however, encouraged that thi:

method of detection holds the promise of more information on the nature arid location of absorbing
defects in thin films.

G1348

Figure 9 Absorption maps of 1 micron Cu island before and after overcoating with 200 nm of MgF2.

G1350

Figure 10 Absorption maps of 1 micron Cu island before and after overcoating with an additional

micron of Si02-
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G1351

igure 11 Phase maps of 1 micron Cu island before and after overcoating with additional 1 micron of

Si02-

Inclusion

We have taken a first step towards understanding the role of absorptive inclusions in the damage
rocess of thin films. We have demonstrated that photothermal deflection microscopy can detect sub-
icron absorbing impurities in optical coatings. We have also demonstrated a method that allows for
he absolute calibration of the photo-thermal deflection technique for a particular apparatus when the
bsorbing defect is larger than the pump beam spot size. We have also described some of the limit-
tions of the technique when the absorbing inclusions are smaller than the pump beam spot size'.
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32. Abate et al

.

The speaker stated that they have gone to a grazing incidence technique rather than a

skimming technique over the surface because they find it far more sensitive (about an
order-of-magnitude increase in signal). It is not the refractive index change of air
above the sample that they are measuring hut actually a thermal expansion of the
material. Since possible scattered light from the surface would not be modulated
temporally , the phase-sensitive detection system will not see scattering. They find that
for a good coating, they do not see any permanent change in the coating at power levels of
100 mW in a 1- m spot (10 MW/cm^). They thus typically scan at this power level. Some
coatings do damage, and they have to reduce this level in that case. They chose this
technique rather than scanning with an electron beam (the so-called thermal wavelength
processing) because the optical technique is nondestructive. The e-bean technique gives
higher spatial resolution but is a destructive test.
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EXPERIMENTAL OBSERVATION AND COMPUTER SIMULATION OF THE
MICROSTRUCTURE OF VAPOR DEPOSITED THIN FILMS

K. H. Guenther

Balzers AG
FL-9496 Balzers, Liechtenstein

The microstructure of thin films applied by conventional physical vapor deposition for
use as optical coatings is columnar for most of the materials commonly used. This has

been established for about a decade through numerous experimental observations employing
microfractographical replication for use with high resolution transmission electron
microscopes. Scanning electron microscopes are more useful investigating coating de-
fects, the most remarkable of these defects being known as nodules. From fundamental
considerations of nucleation and growth of thin films, the origin of both columns and
nodules, and the dependence of their appearance on the deposition conditions, are
discussed in some detail. A simple 2-D simulation model assuming very limited surface
mobility of adatoms or admolecules shows striking similarities to peculiar properties of

both columnar and nodular growth seen in actual investigations. Conclusions are drawn as

to how the two types of microstructures described influence general thin film proper-
ties, but in particular as to how they influence possible laser damage mechanisms.

This paper is of a tutorial nature, although most of the results presented are from the
author's own work, some of them having been published previously.

Key words: computer simulation; electron microscopy; microstructure; optical coatings;
physical vapor deposition (PVD); thin films

1 . Introduction

1.1. Coating Techniques for High Energy Laser Components

Thin films for optical applications have been produced for many years. The main method is

thermal evaporation of coating materials from either a boat or an e-beam source in a high vacuum
environment. This simplest of physical vapor deposition (PVD) processes is most likely still the
standard industrial technique used to produce high quality optical coatings. Some novel deposition
methods have been recently developed and applied to produce high energy laser (HEL) coatings [1].
Frequently, the coatings obtained by these novel methods are claimed to have superior properties
as compared to conventional ones in terms of optical and environmental stability, and hopefully
also in terms of improved laser damage thresholds. These properties are critical for any film and
they are strongly dependent on its microstructure [2,3]. In order to understand the origin of thin
film microstructure and how it is influenced by the deposition parameters, we should restrict our
investigations to films prepared by a straightforward, well characterized process, which is the
aforementioned thermal evaporation PVD.

1.2. Nucleation and Growth of Thin Films

Papers on numerous fundamental experiments, employing well defined substrates (vacuum cleaved
crystals or mica), deposits (noble metals) and deposition conditions (point sources, molecular
beams, ultra high vacuum environment) have been published [4]. The results of those experiments
show that the impinging particles (adatoms, admolecules) have a specific surface mobility, which
can range from zero on up.
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One parameter determining the surface mobility is the ratio of the substrate surface tempera-
ture to the bulk melting point of the coating material. If this ratio is low, which is the case
for most of the oxides commonly used in optical coatings for example, the surface mobility is also
low. This means that the incoming vapor particles may stick where they arrive first. In contrast,
low melting point metals have a rather high surface mobility, which allows the adatoms or admole-
cules to travel across the surface after condensation to energetically preferred sites, where they
nucleate. Surface mobility increases as the substrate temperature increases, even during the
thermal post-treatment after deposition.

Surface mobility (or surface self diffusion) is, of course, also dependent on the nature of
the momentary surface i.e. whether the adspecies undergo heterogeneous or homogeneous condensa-
tion. Usually, low surface mobility is connected with three dimensional island growth, whereas
high surface mobility means that the growth of the film takes place in a more or less two dimen-
sional manner, completing a monolayer before the second layer begins to form (layer growth). In

the case of gold deposited on single crystal sodium chloride, for instance, three dimensional
island growth with subsequent coalescence of the growing clusters has been observed for the
heterogeneous nucleation phase. Once the film becomes continuous, homogeneous condensation causes 1

further growth to be by layers, indicating increased surface mobility of the adatoms as compared
to the initial stages of heterogeneous condensation with preferred nucleation at lattice sites

[5].
ij

The mobility of condensed vapor particles is also influenced by the presence or absence of
simultaneously impinging particles, either vapor atoms/molecules or residual gas atoms/molecules.
One has to bear in mind that at technical vacuum conditions of about 10" mbar background pressure,
the flux of residual gas particles impinging onto a surface is of the same order of magnitude as
the intentionally deposited vapor flux. If either flux is increased, for instance by raising the
evaporation rate or enhancing the 0~ partial pressure as used for reactive processes, the indivi-
dual adatom or admolecule is literally "frozen" onto the site where it initially arrived. This
yiels the same results as a comparable lowering of the substrate temperature, namely a highly
disordered film microstructure which becomes eventually amorphous when the surface mobility is

sufficiently lowered.

2 . Experimental Techniques for Microstructural Investigations

2.1. Morphological Characterization

The fundamental size of thin film microstructure, both in the condensation and nucleation
stage of growth, and in the final film is of molecular order, no matter how thick the final film
is. Hence, we need high resolution imaging techniques in order to be able to see these rm'crostruc-

tures. The technique of choice is electron microscopy [6]. Modern transmission electron micro-
scopes (TEM) offer a superior resolution of 0.1-0.2 nm as compared to scanning electron micro-
scopes (SEM) for which the best values are given as 3-4 nm.

Since it is very difficult and cumbersome, although not impossible, to prepare thin film
cross-sections for direct observation in the TEM [7], powerful replication techniques have been
developed [8,9]. The cleaved fracture edge of a thin film on its substrate is preshadowed with a

refractory metal (Pt, Ta, W) at a shadowing angle of about 10-30° both to the surface of the film
and to the fracture edge. We routinely use a mixture of platinum and carbon (Pt/C), which is

coevaporated by means of a thin Pt-wire on a sharpened carbon rod burning in an arc. The resolu-
tion of this shadowing technique is about 5 nm at best. Mixtures of tantalum and tungsten (Ta/W)

have been found to give even higher resolution because the shadowing particles are smaller [10],
but they are more difficult to evaporate (they need a point-source such as an electron beam eva-
porator), and the shadowing films are less stable chemically than Pt/C-films.

After preshadowing , pure carbon support films are deposited on the specimen. In case of

cleaved thin film cross sections which exhibit a 90° sharp edge between the surface of the film
and its fractured profile, it is advisable to use two different evaporation directions for the

supporting film, inclining to the surface and to the fracture at about 10°. Then, the shadowing

together with the supporting films are stripped from the specimen by inserting it slowly and at a

slightly oblique angle into diluted hydrofluoric acid, which dissolves the original specimen,
leaving a clean, electron transparent carbon replica on which the specimen's topographical fea-

tures are imprinted. Obviously, the investigation of the replica can only supply topographical

information, and no chemical analysis such as by X-ray fluorescence can be made from the replica.

Transmission electron micrographs were taken with a Siemens Elmiskop 1A electron microscope.
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The big advantage of the SEM is its capability for direct observation of the specimen surface
which also allows X-ray fluorescence analysis. Although the nominal best resolution values of SEMS

are about equal or even better than the approximately 5 nm of the Pt/C-shadowed replicas for the

TEM, the SEM gives inferior pictures at high magnifications. This is particularly true for dielec-
tric thin films which must be coated with a conductive film in order to prevent charging. However,

the SEM is very useful for the investigating rather macroscopic coating defects such as pinholes,
spatters, or nodules. SEMs used in this work were a Cambridge Stereoscan S-600, a Jeol JSM 35, and

an Amray AMR 1600, equipped with a Balzers-Pfeiffer turbomolecular pump.

2.2. Crystal lographical Analysis

There are a variety of methods available. Of the more conventional ones, electron diffraction,
both in transmission and in reflection, are well known and equally well understood from a theoret-
ical point of view. High energy electron diffraction (HEED) can be easily performed in a TEM with
appropriate diffraction stages and attachments. Depending on the primary electron energy, the
information depth for reflection HEED is about ten nanometers, which is also the maximum specimen
thickness for transmission HEED. In contrast, low energy electron diffraction (LEED) is very
sensitive to surface adsorbates and is thus preferentially employed for studying the interaction
of mono- and submonolayers on single crystal surfaces, rather than the microcrystall inity of thin
films.

X-ray diffraction is perhaps the most common method for investigating the structure and

microstructure of solids. Its application for thin films is somewhat limited, however, because of
the large penetration depth of the X-rays, which also contains contributions from the bulk sub-
strate. This limitation can be overcome by comparative studies of identical substrates, some
uncoated and some coated with the thin film to be studied. For the X-ray analyses of dielectric
multilayer coatings referred to later, a Philips PW 1050 powder X-ray diffractometer with a

graphite monochromator was employ. Cu Ka radiation was used (wavelength 0.154 nm).

More recent methods are Raman spectroscopy and Extended X-ray Absorption Fine Structure
(EXAFS) measurements which have been used, for example, in the microstructural characterization of

Ge thin films on glass and on silicon substrates [11].

3. Computer Simulation of Thin Film Microstructures

3.1. 2-D Model

Perhaps the earliest and meanwhile most frequently cited attempts to simulate columnar thin
film microstructure are those of Dirks and Leamy [12]. Their 2-D simulation model assumes hard
disks serially impinging onto a perfectly flat surface at a fixed oblique angle. Further, the

disks are assumed to stick where they arrive (either on the substrate surface or on another,
already deposited disk) or to roll into the nearest saddle position formed by previously deposited
disks. These assumptions represent the behaviour of real deposits having very low or no surface
mobility at all, which is equivalent to a high activation energy. It should be noted that the

simulations by Dirks and Leamy used a pure kinematical cardboard model which was also used in the
animated film by the same authors shown after this talk [13].

Since the activation energy is positively correlated with the melting point of the bulk
material, refractory oxides (as used for optical interference films) are perfect candidates for
the aforementioned simulation model of thin film microstructure assuming low surface mobility.
Hence, we are making use of this model by implementing it in a personal computer program, rather
than repeating the mechani stical animation of Dirks and Leamy.

3.2 Hardware

Two different personal computer systems were used. The one was an ITT 2020 (modified Apple II)

with 48kB RAM and a monitor with 192x360 pixels (full graphic screen). For hard copies of the

screen pictures, a Tectronix Video Hard Copy Unit 4632 was used. The second system consisted of a

Commodore 3032 (32kB RAM) used with a Tectronix 4662 Plotter. Whereas the "molecules" or "atoms"
are shown as dots in the first system, they appear as circles in the second computer output.
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4. Experimental Results

4.1. Cross-section Electron Micrographs of Dielectric Thin Films

4.1.1, Columnar microstructure

The microstructure most frequently observed in electron microscopical investigations of
fractured (cleaved) thin film optical coatings is that of columns, which are thought to be densly
packed, enclosing voids which are columnar as well. Important to note is that the voids are
hypothetical, as they have never been pictured, neither by direct observation nor by transmission
electron microscopy using replicas - because of their size which is below the resolution of both
methods

.

The microstructure depends strongly on the deposition conditions [14], as shown in figure 1.

The columns increase in diameter with the substrate temperature (fig. 2a) and also with the film
thickness (fig. 2b). The first function is easily explainable by an increase in the surface
mobility of both the vapor admolecules and impurity admolecules, allowing the first to pack more
densely and the second to segrate more easily at the forming grain boundaries. The film thickness
dependency of the column (grain) diameter is not as easily explainable. Since a growing column or
grain certainly does not know how tall it should become, it also cannot know hew large it would
get in diameter. A possible explanation would be that the columns consist of, for instance
fibrous, subunits which bunch together more and more as the film thickness increases. Indeed, such
fibrous substructures were found for TiO

?
single layers of intentionally exaggerated thickness

(fig. 3), which were not dissolved completely by the hydrofluoric acid etch routinely used with
the replica preparation of the specimen. A similar observation was made with likewise chemically
etched Ge films by Messier [15].

4.1.2. Nodular thin film defects

Nodular defects [16] - or nodules in short - are defined as isolated structures protruding
from the average thin film surface in a dome-like manner when observed with a high resolution
optical microscope (Nomarski), or with the SEM, from the undisturbed surface. Scratching the thin
film coating (which may be a multilayer) or cleaving it together with its substrate, reveals that
the nodules most often originate either at small asperities at the substrate surface (fig. 4e), or

at tiny coating material spatters incorporated in the growing film (fig. 4b).

Nodules are shaped like inverted cones, either parabolic or linear, increasing their diameter
considerably with the distance above the tip of the inverted cone. However, the protrusion of the
distortion has always been found constant along the axis of a nodule, and is the same for the

outermost dome and the nucleus of the defect. This feature can be seen particularly well in

multilayer stacks on which a smooth cross-sectional fracture has been made either by cleaving or
by metallographical polishing (fig. 5). From such micrographs, one can see that the individual
layer sequence is maintained within the multilayer stack, giving evidence that nodules are growth
defects and not massive spatter particles or empty bubbles, as sometimes assumed.

In fact, although a nodule is nothing else than the reproduction of an individual minute
particulate or an asperity, and is thus essentially of the same chemical composition as the
undisturbed film, nodules tend to behave like independent particles incorporated into the film.

For instance, they separate frequently as a whole from the surrounding, undisturbed film, popping
out and leaving a hole behind (fig. 6a). This may be caused by external forces such as cleaning or
wiping after the film has been completed, or even during the deposition process because of

intrinsic mechanical stresses. The latter case can be assumed if secondary nodular growth occurs
inside a hole presumably previously occupied by a nodule (fig. 6b).

An interesting case of nodular growth has been observed with TajOv/SiOp multilayer stacks. It

was dependent on the residual oxygen pressure during evaporation of the Tc^O^ layers. At higher
oxygen pressures, the multilayer coatings exhibited a very high density of nodules. The density
decreased dramatically as the oxygen pressure was lowered (fig. 7). This case of nodular growth

without apparent roots in terms of surface asperities or spatter particles will be discussed later

in more detail

.
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4.2. 2-D Simulated Thin Film Growth Structures

The aforementioned computer simulation model with its random serial deposition of hard discs
which stick immediately where they arrive (either on the substrate or on predeposited discs),
shows various patterns depending on the border conditions assumed in each case.

4.2.1. Undisturbed growth »_fixed substrate, normal incidence, constant particle flux

A chain-like network results with its general orientation perpendicular to the substrate.
Rather large voids occur, which correspond to a very porous structure in real thin films
(fig. 8a).

4.2.2. Undisturbed growth, _fixed_substrate, obligue incidence, constant particle flux

The mean orientation of the chains is such that they incline towards the angle of particle
incidence. If there are no obstacles in the trajectories of the particles, the resulting chain in-

clines exactly in the direction from which the particles came. However, if the particles already
deposited shadow the trajectories of the incoming particles, the resulting mean orientation angle
of the chains to the substrate normal becomes smaller than the angle of incidence (fig. 8b). In

fact, the inclination angle of the chain can be determined according to the tangent rule, which
was found empirically by Nieuwenhuizen and Haanstra [17]. More densely packed chains are observed,
which resemble the experimentally found columnar microstructure , if one allows for slight relaxa-
tion of the deposited particles. This means that the impinging discs can move into the nearest
saddle or triangle position formed by those discs already deposited [12].

4.2.3. Undisturbed growth, rotating substrate, oblique incidence, random variations of

particle flux

A more realistic simulation of the actual situation inside a coating chamber was carried out,
i.e. assuming substrates mounted atop a rotating cage, vapor sources located off the rotation
axis, fluctuating vapor rate. The rate was varied by multiplying a mean value with a random number
created by the random number generator of the particular computer. The substrate motion above the
vapor sources was taken into account by including a sinusoidal temporal change of the angle of

particle incidence between two (exaggerated) maxima. If the extreme angles of particle incidence
are equal but on opposite sides of the substrate surface normal, the mean orientation of the
resulting simulated microstructure is perpendicular to the substrate surface, which agrees with
the experimental findings. Strikingly, under these conditions the same branching, fibrous sub-
structure of columns can be seen in the model (fig. 8c) as are seen in the TEM replica micrograph
of the thick TiO^ layer (fig. 3).

4.2.4 Growth distortions (other conditions as in 4.2.3.)

We arbitrarily introduced a single non-uniformity - for instance a 2x8 disc array simulating
a surface asperity on the base line (fig. 8d), or a 7-disc densely packed hexagonal array formed
during the simulated growth (fig. 8e) which represents a microspatter (or a molecular cluster
formed in the vapor phase). The resulting 2-D patterns resemble in a very striking manner the
shapes of nodules seen in cross-sectional SEM micrographs. Just as in the micrographs, the
protrusion height of the nodular growth defect remained constant throughout the film, being equal
to the size of the triggering distortion. Void formation at the edge of the nodule, as distinctly
seen in the simulation, has also been found in fractured cross-sections of thick single layers
(fig. 4b) as well as in polished crosssections of multilayers [14].

4.3. X-ray Diffraction Analysis of Crystallographical Microstructure Modifications

A TiCL/SiOo multilayer system, designed as a broadband mirror for the visible, was manufac-
tured by vacuutrfdeposition onto glass substrates at a nominal substrate temperatur of about 250°C
(measured with an infrared radiation thermometer). An X-ray diffraction analysis of the coatings,
without further post treatment, revealed that only a very small amount of the TiCL was crystalline
and the rest seemed to be amorphous. After post-deposition annealing at 250°C for 2 hours in a hot
air oven, the microstructure changed to a predominantly polycrystall ine one, which was identified
as Anatas (fig. 9). Of course, these structural changes cracked the films, presumably because of
volume changes or intrinsic stress generation.
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5. Discussion

5.1. Columnar Microstructure

The thin films formed by the dielectric materials commonly used for optical coatings (refrac-
tory oxides, magnesium fluoride, zinc sulfide, etc.) almost always exhibit columnar microstructure
when they are vapor-deposited under standard high vacuum conditions. One definite exception is

SiO^, which has always been found to form structureless, amorphous glass-like films. This may be
due to the glass-forming properties of SiO

?
, but also to its relatively lower melting point as

compared to other oxides. From the positive correlation between surface (activation) energy and
the melting point of the bulk thin film material already mentioned, we can conclude that condensed
SiOp molecules have higher surface mobility and hence they can relax more easily, which leads to

the formation of the glass-like films.

Magnesium fluoride has an even lower melting point than SiC^, meaning it could be a candidate
for structureless films, but in fact it also forms columnar microstructures in its thin films. In

this case, the reason is the high binding energy which causes MgF~ to evaporate in undissociated
molecular form [18]. The comparably larger molecules have a reducea surface mobility.

For zinc sulfide, seemingly contradictory observations have been made. Lissberger and Pearson
[19] found ZnS to form structureless films like SiO,,, whereas our own electron micrographs always
showed a columnar thin film microstructure for ZnS. The only apparent difference between the two
experiments was the residual background pressure in the vacuum chambers. Whereas our films were
deposited under standard high vacuum conditions of about 1.10" rnbar- Lissberger and Pearson
deposited their ZnS films under better vacuum conditions of about 1.10" mbar background pressure.
The pronounced influence of the vacuum conditions can even be seen from the micrographs of ZnS/-
MgF

?
multilayer stacks (fig. 10). The very first ZnS layer, deposited onto the substrate, reveals

a very weak microstructure, tending towards the amorphous form as shown by Lissberger and Pearson.
However, the second ZnS layer on top of the first MgF^ layer, already exhibits the familiar
columnar microstructure. A possible explanation would be "the increase in the background pressure
during the course of the deposition caused by desorption from the chamber walls, stops, feed-
throughs, etc., in the vicinity of the heated evaporation source, due to the temperature rise.

From other investigations it is known that the incorporation of impurities into the growing
film leads to an increased formation and stabilization of grain boundaries. The impurities segre-
gate at these boundaries preventing the grains from growing together even when annealed at higher
temperatures. The impurities may be excessive sulphur originating from the dissociation of ZnS

[18] or hydrocarbon molecules from oil diffusion pumps [20], but also nitrogen, oxygen or water
vapor. For reactive metals such as aluminium, chemisorption of oxygen along the edges of growing
grains limits the mobility of atoms between grains, leading to the formation of pronounced columns

For the limit case of no surface mobility of the adspecies, there is a major discrepancy
between the experimentally observed and the computer simulated microstructures in the case of

fixed substrates. One gets loose packing of particles and high ratio of voids in the computer
simulation (fig. 8a), properties not found in real thin films. At oblique angles of particle
incidence the computer simulated columns incline according to the experimentally deduced tangent
rule (fig. 8b). Hence the simulation agrees fairly well with the experiment in this respect.

However, although the inclined simulated columns become somewhat thicker than those at normal

incidence, the packing density still does not. agree very well with the experimental findings. The
situation improves drastically for the simulation of film growth on rotating substrates. The voids

are apparently filled more easily by the varying angles of particle incidence, which leads eventu-
ally to the branching, fibrous substructures in the computer simulation (fig. 8c). These have been

found in at least one case of a real thin film (fig. 3).

It should be emphasized again that the computer simulation model used in this investigation

is a purely kinematical one, not taking into account surface or particle energies or potentials,

nor attractive forces, binding energies, crystallographical orientations etc. Hence, the influence

of substrate temperature, and effects of charging, diffusion, or crystallization cannot be con-

sidered. Nevertheless, the striking similarity of the basic microstructural patterns of real thin

films and computer simulated thin films indicates that the low or absence of surface mobility
assumed for the limit case model may apply [22].

[21].
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5.2. Nodular Thin Film Defects

From experimental observations, three different reasons for the formation of nodules have been
found so far:

(1) Surface asperities on the original substrate which may originate from general surface
roughness due to insufficient polishing, from polishing residues such as disintegrated agglomera-
tes of polishing grains, or from insufficient cleaning or dried-on cleaning agent residues. This
list is by no means complete and can be extended to include dust grains, fibres etc. We know from
practical experience that badly treated substrate surfaces are more prone to the formation of

nodular defects [23] than well-treated ones which are commonly called "superpol ished"

.

(2) Coating material spatters which are incorporated into the growing single or multilayer
thin film coating. This seems to happen particularly with high rate evaporation sources such as

e-beam guns and magnetrons, but of course has been also observed with conventional thermal (boat)
evaporation. Coating materials may behave very differently in this respect, and avoiding spatters
is a matter of technical experience.

(3) Excessive oxygen flux impinging on the growing thin film surface during evaporation
simultaneously with the deliberately deposited material. This has been observed for aluminium
films by Barna et al . [21], who describe this effect as whiskers growth, and for the aforementio-
ned Ta

?
CL/SiCL multilayer systems. In the latter case, the phenomenon can be thought to be caused

by the deposition of molecular clusters which form in the initial vapor phase under high partial
oxygen pressure. However, as there is no experimental evidence for this assumed cluster formation,
other mechanisms may also be the cause.

For coatings in HEL applications, nodules can be assumed to trigger laser induced damage.
Even if a nodule originates from a very tiny surface asperity, and thus does not contain any
foreign and in particular absorbing material, it will heat up much more than the surrounding
undisturbed film if it is actually separated from it by a small gap. (This gap can sometimes
actually be seen in electron micrographs). In fact, Donovan [24] has experimental evidence that
nodules indeed act as preferred laser induced damage sites. Whether or not thermal isolation is

the real cause has not been decided as yet. Another possibility would be a focussing effect of the
microlens shaped nodule on the triggering asperity or (perhaps absorbing) spatter particle. Murphy
has treated the micro-optical properties of nodules in infrared coatings in some detail [25].

Admittedly, the computer simulation results of growth distortions may be of limited value
because they were obtained with only a 2-D model and, moreover, are limited to a film thickness
of a few molecular layers. Thus the value of direct comparisons with real growth distortions of
much larger size is questionable. However, if one considers the simulation patterns as represen-
ting the very initial stages of defect growth, which can be assumed to proceed in the same manner
until the film reaches real dimensions, the simulation of growth distortions gives essential
clues:

(1) One major reason for the appearance of nodular growth seems to be low or no surface
mobility of the admolecules or adatoms, as assumed in the limit case simulation model. Low surface
mobility may have several reasons, such as a low ratio of substrate temperature to the melting
point of the coating material. If this is below approx. 0.25 to 0.30, a nodular-like growth
structure appears in the three temperature zone model of thin film growth according to Movchen and
Demchishin [261. Other reasons for low surface mobility may be high deposition rate or high
residual pressure (partial or total), as discussed earlier.

(2) Nodular-like growth patterns are observed even with minute distortions such as the
7-particle array shown in the simulation results. This would give a plausible explanation of the
influence of the oxygen partial pressure observed experimentally, if cluster formation in the
vapor phase is assumed.

(3) The simulation confirms experimentally observed properties of nodules, such as their
separation from the surrounding undisturbed film by pronounced void formation, maintainance of the
individual layer sequence, and constant replication of the triggering distortions height through-

' out the film, generated by the purely kinematical growth model.
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5.3 Crystal 1 ographi c Microstructure

Although not included in the 2-D computer simulation model, crystal 1 ographic orientation
certainly plays also a role in the formation of columnar microstructure [21] and hillocks [271. If

individual columns are faceted single crystals, the presence of such facets may further enhance
the self-shadowing effect. Just as for columnar growth, a certain surface mobility of the incident
atoms or molecules is also a prerequisite for microcrystalline growth. As can be seen from Fig. 1,

at low substrate temperatures a highly disordered morphological and consequently an almost amor-
phous microstructure results. In the same micrograph, pronounced columnar microstructure of the

TiCL films in the multilayer deposited at elevated substrate temperatures can also be seen. This

indicates that these films may be polycrystalline. These assumptions are backed by the X-ray
diffraction analyses of TiOo/SiO^ multilayers shown in Figure 9. Whereas the original multilayer
deposited at a nominal substrate temperature of 250°C reveals only a few crystalline phases, these

phases increase considerably after a thermal post-treatment in air for 2 hours at nominally the

same temperature. This example shows that crystallographic modifications can occur at relatively
low temperatures some time after deposition. If we keep in mind that the optical interference
coatings are heated to 600°C and more in laser damage events [28], we can imagine that their
crystalline microstructure is dramatically changed, which may eventually cause the coating to

fail. (Quasi -)amorphous coatings may be preferrable from the basic consideration that they contain

fewer inhomogeneities than columnar (and polycrystalline) ones, thus leading to higher laser

damage thresholds when deposited at lower substrate temperatures [29]. However, it has been shown

that the laser damage thresholds of low temperature coatings scatter more widely about their

(higher) mean value than the thresholds of coatings deposited at higher (conventional) substrate
temperatures [30]. This observation can also be explained by sudden modifications of the microcry-
stalline structure which can happen at elevated temperatures, caused by impurities in the film ab-

sorbing heat in the intense laser beam. Microstructural modifications are more likely to happen in

amorphous than in already polycrystalline films.

6. Conclusions

The morphological microstructure of conventional PVD coatings has been evaluated experi-

mentally by means of high resolution microscopy and microfractography. More detailed knowledge of

the observed microstructures has been gained by using a simple, 2-D simulation model. This leads

to the following conclusions and recommendations for the fabrication of low-defect optical

coatings, suitable for HEL applications:

(1) The surface of the substrate to be coated should be as smooth as possible, and free of

any particular asperties.

(2) For conventional PVD, the coating process must be adjusted so that neither material

spatters ejected from the vapor source, nor molecular clusters above a critical size (which

remains to be determined) reach the surface to be coated.

(3) The deposition rate must not be too high, otherwise relaxation processes of the particles

already deposited may be inhibited, and perhaps also allowing clusters to form in the vapor phase.

(4) The residual background pressure should be as low as possible, and the vacuum, in parti-

cular, should be free of hydrocarbon contamination.

(5) Novel deposition processes which supply more energy to the deposited atoms or molecules

promise better film properties, because these particles would have higher surface mobility and

form more bulk-like, defect-free thin films because of higher relaxation.

The crystallographic microstructure of thin films seems to be closely connected to the morpho-

logical one, in that at a low substrate temperature to melting point ratio (quasi-) amorphous

films are formed by high disorder. If this disorder becomes ordered because additional energy is

supplied to the film either during or after deposition (for instance by heating it), the micro-

structure becomes polycrystalline. At a sufficiently high surface energy during deposition such as

that supplied by an ion beam or a plasma, even a bulk-like thin film microstructure may be ob-

tained.

SiCL, as the material which always forms really amorphous thin films, may be an exception to

the dielectrics commonly used for optical coatings, in that it has a lower melting point compared
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to the other refractory oxides and hence a higher substrate temperature to melting point ratio

under standard conditions. This leads to enhanced surface mobility of the incident molecules which

in turn tends to eliminate column formation [22]. In addition, SiC^ has inherent glass-forming

properties not found with the other oxides.
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Figure 1. Cross-section of Ti0
?
/Si0

?
multilayers vapor-deposited at different substrate tempera-

tures T (transmission electron micrographs of Pt/C replica)
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a. increased substrate temp. Ts
aa) 30°C ab) 150°C ac) 400°C

b. increased film thickness t

ba) 170nm bb) 520nm be) 700nm

Figure 2. Cross-section of single TiOg layers with columnar microstructure
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Figure 3. Fibrous substructures in TiCL thin films, disclosed by incomplete dissolution of actual

film substance remaining on the carbon replica.
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Figure 4. Scanning electron micrographs disclosing the origin of nodules
a. substrate surface asperities b. coating material spatters
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Figure 5. Cross-sections of nodules in multilayer stacks showing that the layer sequence is main-

tianed inside the nodules (SEM-micrographs)
a. cleaved specimen b. polished cross-section

Figure 6. Holes in optical coatings caused by separating nodules (SEM-micrographs)
a. nodule popping out as a whole b. secondary nodule growth in a hole
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Figure 7. Nodular growth in a Ta^Oc/Si^ multilayer as a function of the residual oxygen
pressure:
a.-c. optical micrographs of coatings deposited d. nodule density vs. p(0

? )
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2
)= 0.9; 1.2; 1.5 x 10 mbar

a)

b)

tan (a) = 2 tan (0)

Figure 8. 2-D simulated thin film growth structure

c)
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d) e)

Figure 8. 2-D simulated thin film growth structure (see text)

20 b) 26

Figure 9. X-rav diffraction analysis of TiCL as contained in a TiO
?
/SiO

?
multilayer

a. as deposited (T =250°C) b. after annealing at 250°C for I

ZnS
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face
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Figure 10. TEM-micrograph of the Pt/C-replica of a ZnS/MgF„ multilayer cross-section, showing

nearly amorphous microstructure for the ZnS layer next to the substrate, whereas the

further ZnS layers exhibit a columnar microstructure.

In response to a question, the author pointed out that there is recent evidence in
the literature that, when nodules are present, laser damage occurs primarily at sites
where nodules occur. Nodules form from nucleation sites, which are not necessarily caused
by phenomena such as particles of molten material being ejected from a boat and striking
the substrate. The nucleation sites may be formed as part of the sane process by which
columnar structure in films is formed. For example, the speaker has done coating runs
with silica microlayers at different oxygen partial pressures and found a good correlation
between nodule formation and the partial pressure of oxygen. The model proposed is that
if there are too many oxygen molecules arriving simultaneously with the coating material,
it will cause very small localized clusters to form on the substrate surface. The
ultimate conclusion is that columnar structure is basically the same as nodule formation
but on an order-of-magnitude-lower scale. If one can arrange to have very high surface
mobility, for example, by supplying additional energy to the substrate surface, one should
get rid of columnar miccosturcture and inhibit nodule formation.
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A Wide Spectrum Ant i reflect i ve Coating For Silica Optics
And Its Damage Resistance At 350 nm

B. E. Yoldas and D. P. Partlow
Westinghouse Research and Development Center

Pittsburgh, Pennsylvania 15235

and

H. D. Smith
Westinghouse Hanford

Richland, Washington 99352

A wide-spectrum ant i reflect i ve coating has been developed for fused-silica optics. This coating
rovides anti ref lecti vity down to -300 nm on fused silica, increasing its transmission to better than
9%. The coating is a single-layer graded-index film applied from special polymer-oxide solutions,

he graded index results from nonscatteri ng porosity and tailoring of the pore morphology. Unlike
nate-of-the-art techniques, however, the method does not involve phase-separated glasses, not does it

equire etching for the creation of porosity. _ The damage thresholds of coated fused silica optics at

50 nm initially varied from less than 1 J/cm to 9 J/cm . The main causes of this large variation in

ne damage threshold were investigated and determined to be substrate polishing, substrate surface
leaning, and coating solution chemistry and processing which, under certain conditions, leads to
arbon formation during the heat treatment of the coating.

ey words: Anti ref lecti ve coating; coating for silica optics; graded index coating; laser damage
nreshold; laser-induced damage; polymer oxide coating; silica film; thin film.

Introducti on

Operation at the first (lw) and second (2cu) harmonics of the Nd glass laser, 1.05 inn and 0.53 \im,

aspectively, presents no outstanding problem for optical systems, since glasses with excellent
ransmission at these wavelengths are available, and methods of forming anti ref lecti ve (AR) surfaces
n these glasses are well known. Operation at the third harmonic, 0.35 urn (3to), however, requires
snses and windows of fused silica, since other available glasses absorb light at these short
avelengths [1]. Previously available methods for forming AR surfaces depend on the presence of

aparated glass phases, and thus cannot be applied to fused silica [2-5]. But operation of the laser
/stem without an AR coating on the fused silica lenses causes substantial energy loss, since there
re numerous lenses and windows in series. For this reason, Lawrence Livermore National Laboratories
-LNL) subcontracted a project to Westinghouse to develop a coating for fused silica lenses providing
3 properties over the first three harmonics, with an additional requirement that the AR coating be

aser damage resistant at 0.35 um.

If a homogeneous single-layer film, anti reflective at the 350 nm wavelength, were to be formed on
jsed silica, this layer would have to have an index of refraction of 1.215 (the square root of the
ubstrate index), and a thickness of 72 nm (t

c
= X/4 n

c
). This low index requirement makes it

ractically impossible to design a dense single layer AR film on Si O2 . However such low indices can
e attained by introduction of -60% non-scattering porosity.

The porosity and index of refraction in this type of material are related by [6]

(n
p

2
= (n

2 -l) (1-P) + 1 (1)

nere n„ and n are the indices of the porous and non-porous materials and P is the volume fraction of

!on-scatteri ng porosity. The requirement that the coating be non-absorbing at 350 nm limits the
oating material to a few oxides, e.g., S i O2 , Al 2O3 , La203, Th02> H^. All of these oxides except
i O2 have a rather high index of refraction, thus requiring substantial porosity, e.g., over 80%, to
ower their index to the level needed for a suitable AR coating on silica lenses. This limits the
omposition to Si O2 for all practical purposes.

Still, a porous coating whose refractive index is the square root of that of the substrate and
nose thickness is tuned to suppress reflection at a particular wavelength will not do so across the
ntire spectrum. Broad-band anti ref lection may, however, be accomplished using a coating whose
efractive index closely matches that of the substrate at the contact interface, but gradually
ecreases outward, ideally approaching the index of the surrounding atmosphere. The effectiveness of
tich coatings is much less sensitive to thickness variations.



Introduction of graded porosity in a glass surface layer may be accomplished in various ways.
Such porous layers have been formed by chemical leaching of a phase separated glass or by neutral
solution processing but, again, the glass compositions required are highly absorbing at 350 nm [2-

5]. Deposition of optical oxide films from metal -organi c compounds is also known [7-9]. This method
has the advantage that the coating is essentially independent of substrate composition. Furthermore,
these films can be made to include rather high porosities, and the pore morphology can subsequently b

graded. This paper describes the formation of such a graded-i ndex, wide-spectrum AR coating of SiQ^

for silica lenses, and includes results of an initial investigation on the laser damage resistance of

coated silica optics.

2. Formation of Ant i reflect i ve Coating on SiC^

The Si Op film is deposited from a polymer solution produced by controlled hydrolysis of silicon
ethoxide, Si TOC2H5 )4 , in ethanol , C2H^(0H), with HNO3 as a reaction catalyst. Depending on the methc

chosen for film deposition, the solution may vary from -15 to 16 wt . % equivalent Si O2 , and the water

of hydrolysis may vary from ~2.0 to 2.2 moles per mole ethoxide. The details of solution preparatior
and resulting polymerization are presented elsewhere [10]; control of these processes is necessary tc

ensure wetting of the S i O2 substrate and attainment of a specific pore morphology, while avoiding
densi f i cati on of the film during heat treatment. It has been shown that such properties of oxide
polymers can be significantly altered through substructure modification by controlled processing of

precursor solutions [11,12],

Deposition of the coating from a solution can be done either by a spinning or by an immersion ar

draining process. Spin application was used in the early development of the AR coating, where the

substrates were 5 cm diameter quartz discs. In this method, cleaned substrates were vacuum mounted
j

a variable speed chuck, the solution was deposited on the top surface, and the substrate was spun at

rate of 2500-5000 rpm (fig. 1).
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Figure 1. Fi lm thi ckness decreases as spin application speed is increased and is further reduced

during heat treatment and etching. Area I designates the unfired film thickness range which, afte

firing and etching, translates to Area II. Only films falling within Area II show acceptable AR

characteristics.

The transition from spin-coating to drain coating proved to be more than just a mechanical one;

it required fundamental changes in the chemistry of the polymer solution as well as in the heat

treatment of the coating.

The thickness of the film applied from a solution depends on two groups of factors: those
related to the solution and those related to the processing. In drain coating, the thickness, t, of

the film can be represented by the equation:
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2 V n
s

1/2

(2)

here V is the pull or drain rate, n is solution viscosity, d is the density of film and g is the

'ravitational constant. It must be noted that this equation is for undried films and, in our case, a

jrying factor must also be introduced. Wet films, even at optical thicknesses, are observed to run

jnd drain when coated on vertical surfaces. A fast evaporation freezes the films and results in

leposition of thicker coatings.

Figure 1 shows coating thickness as a function of application rate in the spin coating of 5 cm

iameter quartz discs. Initial unfired coating thicknesses varying from approximately 500 nm to

1
100 nm were obtained. Under these conditions, films thicker than 1000-1100 nm tend to craze upon

jeat treatment and are not acceptable. On the other hand, films thinner than -600 nm become too thin

Ifter heat treatment to produce good anti ref lecti vity in the desired spectral range.

Figure 2 shows coating thickness as a function of pull or drain rate in the drain coating
Vocess. (Note that the drain coating solution differs from the spin coating solution). As shown, in

his case, polymer orientation is such that the coating starts to show crazing at 700 nm. It must

ll so be mentioned that the thickness dependence on drain rate, shown in figure 2, will change somewhat

|i t h drying conditions.
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igure 2. Thickness of a SiO? coating deposited on optically polished fused silica as a function of
application rate using the arain coating technique. (A) is for unfired films, and (B) is for heat-
treated films. Only films within region II show acceptable AR characteristics.

Ability to deposit very uniform thickness films by drain coating was demonstrated by
interferometer and profilometer measurements of such films. If the substrate is not totally immersed
,n solution, a thinner coating is deposited on the upper 0.5-1.0 cm before the coating thickness
Stabilizes at withdrawal rates of 5-10 cm/min.

The applied film dries to a porous polymer layer having a general composition of Si

|x+y/2)(0
H )y(0R)

x
. OH and OR groups constitute -25% of the total weight and are bound at the

erminating ends of the polymer molecules, whose main skeleton is similar to Si 0g glass. OH groups
lake up -20% of the total polymer weight, while (OR) groups contribute perhaps 2-4%. Heat treatment
s performed first to reduce the deposited coating to a pure organic-free oxide layer, S^, and
econd to modify the original pore size. Temperatures of 450-500°C are required for the pyrolysis
eaction.

Through complete pyrolysis of the material, a porous Si 0£ film is formed. The porosity is
,' ontinuous, that is, interconnected, and open, with a configuration somewhat similar to closely spaced

orm holes. The percent porosity and pore size depend to a degree on the preparation method, but the
yrolyzed material is normally about 55% porous with pore diameters of 2-3 nm. Grading of this
orosity to a depth of one quarter of the longest wavelength is accompanied by enlargement of the
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surface pores which is sufficient to cause the pores to join, leading to scattering at the shorter
wavelengths, e.g., 350 nm. For this reason the initial pore size must be reduced below a critical
size without causing pore closure (Fig. 3).

Dwg. 9356A31

(B)

I Scattering
|

Hi/

|non-scattenng]

Figure 3. Gradation of the initial pores (shown Schematically as cylinders) by etching to a depth d

may cause surface pore enlargement that results in joining of pores (A). This is prevented by
shrinking the initial pore diameter r

Q
to r' by a heat treatment before grading (B).

The heat -treatment designed for the spin-applied coating, i.e., 585°C for 16 hours, results in a

37-40% thickness shrinkage which corresponds to a reduction of approximately 70% in the pore diameter

reducing the original pore size to less than 1 nm (perhaps as low as 0.6 - 0.7 nm). Only such a smal

initial pore size appears to be suitable for index grading without causing scattering at the 350 nm
wavelength. The effect of this heat treatment on the index of refraction of the coating at various
stages is treated in detail elsewhere [13]. In the case of drain coating, the heat treatment of the
coating to produce a suitable pore size and matrix is significantly different. A 4-hour treatment at

485-500°C has been found to be sufficient.

Figures 1 and 2 also show the effect of such a heat treatment on the thickness of the film
deposited by spin and drain coating techniques. One noteworthy feature is that the shrinkages causec

by the heat treatment of drain coated films is much smaller than for spin coated ones (~23% vs 40%,
for example). Also, crazing of the film occurs at a lower thickness than for the spin coating
(-700 nm vs ~1000 nm). This phenomenon is thought to be due to deposition of the denser films with
drain coating by more efficient polymer orientation and alignment.

The subject of graded films and the mathematical treatment of the optical response that might b(

expected from such films have been addressed in the literature [3, 15-18], A schematic representatii
of such a graded film is shown in figure 4.

In the initial stages of this project, there was no difficulty in producing an ant i reflect i ve

coating with less than 0.5% reflectivity over the entire 350 nm to 1100 nm spectral range. However,

transmission curves of the same films showed precipitous drops in the transmission toward the UV, so

that the transmission was often as low as 70-80% at 350 nm. This problem of scattering was addresse
by first shrinking the pore size through heat treatment and second by formulating an etchant that ?

creates a gradation in pore size one-quarter wavelength deep without enlarging any of the pores to a)

size they join and scatter. When proper porosity grading was done, spin applied coatings (and that

particular solution) tended to produce transmission curves which sloped down toward the UV. Althoug
readings close to 100% were not unusual between 1100 and 800 nm, the transmission gradually dropped

about --98% around 300 nm. On the other hand, the coating deposited by draining often showed an

increasing transmission toward the UV. It is also possible to produce flattened curves where the
transmission stays over 99.5% through the entire 800 to 350 nm region (See figure 5).

? lit

3. Laser Damage Investigations At 3oj

Laser-induced damage to AR coatings is often the limiting factor in operation of high power
lasers [1-19]. The mechanisms which cause laser damage in optical materials are numerous and have
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: igure 4. Schematic representation of a graded index film on fused silica at 350 nm.
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Figure 5. Spectral transmission curves for a drain-coated fused silica substrate, before and after

gradation of the pores. Note that there is no deterioration in ultraviolet transmission of the

graded coating curve. Reference curves for silica and for air are also included.

ibeen reviewed by other authors [20-25]. These causes are generally divided into two categories. The

first is intrinsic non-linear processes which are determined by the nature of the material. This

category was not of particular concern to us since Si0
2

has a sufficiently high intrinsic damage

threshold for the intended purpose. The second category of laser damage is caused by included

particulates as well as chemical variations and inhomogenieties which lead to localized absorption;

this determines the actual practical irradiation level. This second category of laser damage
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essentially governed the threshold values in this work and therefore was a prime subject of
investi gat ion.

In this work the damage measurements were done exclusively at 3^ (350 nm). The coatings were
applied to 5 cm diameter optically polished fused silica discs provided by LLNL using both spin and
drain coating application methods. The damage measurements were done at LLNL under the supervision c

Dave Milam. In excess of one hundred samples were treated [26]. Damaged sites were later examined b

optical microscopy as well as SEM.

In the early part of the work, a great emphasis was placed on filtration of the coating solution
since it was thought that inclusion of particulates in the solution was the main cause of laser
damage. However, it soon became apparent that this was not a dominating factor, although it may have
been a contributing factor. First, some highly damage resistant coatings were produced without
solution filtration, and second, the density of the damage sites appeared to far exceed what one migh
reasonably expect from a population of particulate inclusions. Furthermore, when a group of

substrates was coated in succession with the same solution and heat treated together, they exhibited
entirely different damage behavior.

Optical observation of laser damage sites revealed a very significant piece of data: that almos
all laser damage sites were originating from the same depth, which corresponded to the coating
thickness. This indicated that the substrate surface or the substrate/coating interface was playing
very significant if not a dominating role in laser damage. Based on this observation various
substrate surface cleaning methods were investigated. These included both chemical and mechanical
techniques

.

The first group of samples showing encouraging damage thresholds had been made from substrates
which were cleaned using an automated scrubbing technique used in the semiconductor processing
industry. The thresholds of this group ranged from 3.5 to 5 J/cm (see table 1). However, further
experiments showed that scrubbing of the substrate surfaces in no way guaranteed a reproducibly high
damage threshold. Large numbers of samples were prepared to test the effect of variations in

substrate cleaning, coating deposition method, heat treatment, etching, etc. It became clear that
laser damage in these samples was being induced by a number of factors, and their effects overlapped

Table 1. Laser Damage Thresholds of Spin Coated Samples* At 351 nm With A 0.6 ns Pulse

(W) Sample No.

142-1
142-2
142-3
142-4
142-5
142-6
142-7

SiQ
2

Disk No.

3372
3368

3378
3391

3411
3415
3416

(#) L.L. Test

L-180
L-181
L-182
L-183
L-184

Not Tested
L-185

Damage Threshold
(J/cm

2
)

3.3 +

4.3 +

5.0 +

4.6 +

<2

Not Tested
4.3 + 0.6

0.5

0.6
0.7
0.7

^'As observed by Nomarski Microscopy.

(*^Spin coated on in-house polished 5 cm silica discs at 4000 rpm (142-1 at 300 rpm), fired at 585°C
for 16 hrs in a O2/N2 atmosphere, and porosity graded.

^'These discs had originally been polished and numbered by Zygo but were
re-polished by Westinghouse before these samples were coated.

The mulciplicity of the sources of laser damage is also indicated by Figures 6 and 7. Figure 7

shows that the activation energy for the origination of new damage sites was strongly sample-
dependent. The reason for this may be related either to the size of the absorption sites [20], or t

differences in the nature of the absorption sites. Indeed there are several distinctly different
types of damage morphology indicated by visual observations of hundreds of damage sites. Four types
of damage morphology often encountered in these samples are also shown in figure 7.

The presence of cracks or crazing in the coating also did not appear to cause laser damage.
Cracks in these coatings are generally caused by one of two mechanisms. One occurs when the deposit
coating is too thick, e.g., thicker than 500 - 600 nm. We have never observed any laser damage

412



igure 6. Number of laser damage pits vs pulse Figure 7. Scanning electron micrographs of some
energy density. typical laser damage morphologies observed in

SiC>2 polymer oxide coatings.

ssociated with this type of crazing. The other happens when an included contaminating particle
-• enerates a crack; we observed no laser damage sites associated with this type of crack either.

On the other hand, scratches on the substrate caused during polishing may be very detrimental,
or example, a sample exhibiting a very high laser damage threshold, i.e., 8.8 J/cm , contained a thin
treak of intense damage running across the laser-irradiated spot, as shown in figure 8. Further
xamination revealed that the damage streak coincided with a linear feature on the fused silica which
appened to cross the irradiated area. Basically, the feature looked like a polishing defect such as

n incompletely removed scratch, which extended some distance beyona the boundaries of the irradiated
rea in both directions. Such a defect might trap polishing compounds which would be extremely
;i ff i cult if not impossible to remove by normal cleaning techniques. With certain configurations,
uch features could exhibit damage by "self-focusing" at very high power.

Fused silica surfaces are susceptible to impregnation by submicron size polishing compound
articles during the polishing process. These particles may either get wedged into very small
•eatures on the surface (e.g., 1-2 nm), or may be partially embedded in the incompletely hydrolyzed
Jel-like skin of the polished Si surface. Some fusion or diffusion may also occur. It has been
hown that such particles cannot be removed by jets of liquid or gas or by routine cleaning
echniques; even further polishing may do nothing more than drive these particles toward the interior
if the substrate. This type of absorbing site on the substrate surface may not show apparent damage

: nless it is covered by a coating. Only the blowout of the coating may make the interaction of the
ite with the laser visible. The effect of polishing on the damage threshold has been noted by

ainer, Milam, Lowdermilk and others [27,28], They found that both fused silica and BK-7 glass showed
>i gni f i cantly higher laser damage threshold values when the polishing was done by the "bowl-feed"
lethod than by conventional polishing. The importance of polishing is confirmed in table 2 where
iamples made using Zygo-pol i shed substrates had damage thresholds of 3 to 9 J/cm , while the Unertl-
•olished substrates which were coated in the same batch damaged at 1.9 J/cm or below.

Another important factor involved in laser damage is the formation of carbonaceous clusters in

>he coating during pyrolysis. The possibility of such an occurrence was clearly known, since the
>recursor solution contains alkyl groups. However, efforts to analyze for carbon content of these
;

ilms by ESCA were frustrated by the thinness of coating and the low level of carbon. Finally, an

exploratory investigation of the coating material obtained in bulk form through the gelling of the
precursor coating solution revealed some very significant results, and these studies are ongoing.
Thus far it has been shown that thinner coatings as well as longer aging of the polymer coating

si' solution tend to alleviate the problem of carbon formation.
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Figure 8. Scanning electron micrograph of a linear array of damage sites in the SiO? coating
coinciding with a polishing defect in the underlying substrate (A). Enlargement of these damage
pits (B).

Table 2. Effect of Silica Substrate And Its Polishing On The Laser Damage Threshold At 350 nm

Damage
Threshold

Sample Polish Substrate (J/cnO

3629 zygo Suprasi

1

3.3
3621 zygo Suprasi

1

>9.06
3622 Zygo Suprasi

1

3.3
3630 Zygo Suprasi

1

3.0

86 Unertl Corning 7940 1.7
79 Unertl Corning 7940 1.7
36 Unertl Corning 7940 1.9
29 Unertl Corning 7940 0.8

3626 Westi nghouse Suprasi

1

3.1
85 Westi nghouse Corning 7940 2.8

All substrates were cleaned similarly, including scrubbing.

aTested at Lawrence Livermore National Labs by Dave Milam.
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4. Conclusion

A wide spectrum anti ref lecti ve coating for SiC^ optics covering the first, second, and third
harmonics of the Nd glass laser has been developed. This porosity-graded SiC^ coating has been

deposited from polymer solutions on fused silica substrates, and laser damage thresholds as high as

9 J/cm at 350 nm with 0.6 ns pulses have been measured at LLNL.

The sources of laser damage in this system appear to fall into three major areas:

o Substrate preparation; i.e., polishing, cleaning, handling.

o Coating solution chemistry and processing; i.e., carbon formation.

o External or environment-induced effects; i.e., inclusion of contaminants, etc.

The work done on this project was funded by Lawrence Livermore National Laboratories. The laser
damage measurements were done at Lawrence Livermore National Labs under the supervision of Dr. David
Milam. Authors also thank M. C. Staggs, F. Rainer and other Lawrence Livermore Personnel for their
valuable contributions.
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PLASMA DEPOSITED INORGANIC THIN FILMS FOR OPTICAL APPLICATIONS

W. D. Partlow and J.V.R. Heberlein

Westinghouse Research and Development Center
Pittsburgh, PA 15235

Plasma deposited thin films, widely used in semiconductor processing, have begun to be

used in optical applications such as anti -ref lecti ve coatings and optical waveguides.
Amorphous films of refractory materials such as Si O2, SiC, and Si 3N4. have been applied with
high optical perfection on substrates at 200-300°C with this process. Control of index of
refraction has been achieved by selecting appropriate deposition parameters.

We describe the plasma deposition process and the properties of these coatings. We
present applications and discuss how these coatings may be applied to more demanding optical
applications in the future such as graded index films, rugate coatings, and vacuum UV
reflecting films. We see that hydrogen inclusion in the films is a factor that must be

controlled, and we propose methods to accomplish this.

Key words: optical; thin films; plasma; deposition; inorganic.

itroduction

Plasma film deposition has been used as a low temperature deposition process for a number of

?ars. However, its applications have been restricted primarily to semiconductor processing. In

lis contribution, we want to describe what is known about the process and examine what properties
r the process would make it attractive for other applications, particularly as optical coatings,
e describe the physics and chemistry of the deposition process, properties of the films, and we
?view the types of films that have been produced with the process. The second section describes
le established applications, and in the last section we discuss the potential of the plasma process
or new applications and the research efforts needed to exploit the full potential of this
^position process.

j. Description of Current Technology

Amorphous thin films of inorganic materials may be deposited with high optical perfection on
jbstrates at typically 200-300°C in a glow discharge plasma operated at about 1 torr pressure,
lis modified CVD process accomplishes the reaction with high energy electrons from the plasma
nstead of thermal activation as in conventional pyrolytic CVD processes, producing fundamentally
ifferent types of films. Figure 1 shows schematically an example of how plasma silicon carbide is

roduced from silane and methane reactants via radicals formed in the plasma and combining on the
urface. [1] Plasmas generated with DC to RF sources have been used with a variety of excitation
oupling schemes. [2] Two examples are shown in figure 2. Substrates may be exposed to or shielded
rom direct contact with the plasma. A photograph of a reactor with direct coupling is shown in

igure 3. The reactions of the adsorbed radicals on the substrate surface proceed under strong non-
quilibrium conditions and under the influence of bombardment of both charged and neutral particles

j

rom the plasma.

These conditions result in film properties that can depart widely from the properties of the
orresponding equilibrium bulk material. However, variation of reacting gas composition, plasma
xcitation, gas flow kinetics, and substrate temperature and bias allows control of the film
omposition and properties over a rather wide range.

The films have in general smooth and glassy morphologies which are usually associated with
igher deposition temperatures, [3] and non-equilibrium compositions can be "frozen" into the films,
or example, SiO

x
films may be formed with 0 < X < 2. [41 The films usually are in compressive

tress, are non-porous, [5] and contain reactant species such as hydrogen. [6] They have good
dherence to many metal, glass and crystalline substrates, including Al ,

Au, Ag, Fe, Si02, AI2O3,
i, SiC, and LiNbOo.
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Deposition rates of 100 A/min. to 500 A/min. are typical for these coatings, and most reported
applications have used film thicknesses of 2 yn or less. Poor adherence has been observed for films
thicker than several urn due to the compressive stresses obtained at low deposition temperatures of

200-300°C. These stresses can be reduced with higher substrate temperatures. At temperatures of

600-700°C, the plasma serves as a mechanism assisting the pyrolitic CVD, increasing deposition rates
and increasing the "effective" deposition temperature with ion bombardment. Epitaxial layers have
been grown with plasma assisted CVD at these temperatures. [7]

Several of the properties of plasma deposited films make them very attractive for optical
applications. Visibly clear films are obtained for wide band gap materials such as silicon oxide
and nitride, although band gaps have been reported to be lower in the plasma thin films than in the
bulk materials. [8] Band gaps and refractive indices can be adjusted by controlling film
composition. The reported refractive index values of the films range from 1.4 for low density Si O2
to 3.8 for a-Si , and specific values between those extremes are obtained either by varying the
stoichiometry of a binary film such as Si

0

X , by using mixtures such as SiO N , or by varying the
film density.

Excellent film quality and uniformity have been observed in a comprehensive characterization
study of plasma thin films. [9] The best silicon nitride films were found to introduce less than
1 A rms roughness to smooth substrates, and a Si 0 2 film added only a minimal amount of 2.8 A rms.

Correspondingly low optical scattering was observed for these samples. Thickness uniformity of 2 to

5% and refractive index uniformity of about 0.5% have been obtained on 5 cm discs.

Plasma deposited thin films can be applied with a high degree of conformal ity, so that micron
size surface features such as steps and grooves are covered with high uniformity, as shown in

figure 4.

Table 1 lists a number of thin films that have been produced by plasma deposition. [2,10] The fi

most widely used films are silicon compounds generated using silane chemistry, and require only
readily available bottled gas reactants. Vapors containing cations other than silicon can be

obtained at sufficiently high vapor pressures, for example, as halides, but relatively few types of

films using this approach have been reported.

2. Existing and Emerging Applications

Most applications that have reached commercial status are in semiconductor processing. [6,10]
Plasma deposited silicon oxide serves as an excellent transfer layer for tri-level resist pattern
deposition schemes because of its uniformity and excellent etching properties. Plasma silicon
nitride is used as a dielectric insulation layer in IC devices, and as a diffusion barrier because
of its non-porous nature. Its high hydrogenation makes it a good passivation layer for silicon
surfaces. Both the oxide and nitride are useful as encapsulation and protective coatings in various

semiconductor device applications. Doped plasma deposited amorphous silicon has been used for both

p and n junction layers. [11] It has been considered as an approach for producing low cost solar
cells. [12]

Considerably less use has been made of plasma deposited films in optical applications. Among
the applications in the literature are a four layer broadband antireflective coating produced with
off-stoichiometry silicon nitride, [13] and a low loss silicon nitride optical waveguide. [14] We

have also produced selected refractive index single layer AR coatings for several applications with
silicon rich silicon nitride.

3. Future Applications and Research Needs

We are presently developing silicon carbide thin films as high normal incidence reflectors of
10-20 eV UV radiation, and for high hardness coating applications. It is necessary to control the

band structure of this material to duplicate the high VUV reflecting properties of pyrolytic CVD

silicon carbide. [15] Reduction of hydrogen inclusion and control of stoichiometry is required, and'

use of halide reactants or other alternatives to conventional silane chemistry may be necessary.

There are many properties of plasma deposited thin films that make them appear to be promising
as coatings for high power laser optics. Their high optical quality has been demonstrated, [9,14]
although as yet laser damage tests for these coatings have not been reported. The selectabi 1 ity of

the refractive index of these films make them attractive for multilayer dielectric coatings, and

since the film properties can be continuously varied during deposition, rugate and other graded

index coatings may be obtained with the plasma process.

Other promising future applications exist in the field of integrated optics, where low loss

waveguides with specially tailored properties are needed for temperature sensitive devices, and
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where the conformal property of these films will be useful for coating grooves and shaped surface

features.

Besides the research necessary for controlling the band structure and gas atom inclusions in

plasma deposited thin films, we see a need to obtain and characterize coatings with a large variety

rbf materials. We anticipate further increases in the range of refractive index, and optical

'transparency for a wider range of wavelengths. Also, compatibility between the films and a larger

variety of substrates can be achieved with different types of films. Ultimately, an understanding

Ijnf the deposition process has to be obtained using sophisticated diagnostics and modelling, both of

the gas and solid phases. Theoretical modelling of the plasma composition and of the band structure
|jof the films would be useful. Desorption spectroscopy of adsorbed species is needed to understand

j

the fundamental deposition processes. [16]

m. Summary

Plasma deposition is a promising technique for highly demanding optical applications. In

particular, extremely smooth surfaces have been obtained with films deposited at relatively low
substrate temperatures of approximately 300°C. Also, the selectabi lity of the refractive index over

a wide range (1.4 to 3.8), and the waveguiding capabilities of the plasma deposited thin films have

been demonstrated. In order to fully exploit the potential of plasma deposited thin films for
optical applications, research is needed on the effect of gas atom inclusions on the band gap, and

on the use of a larger variety of materials, as well as studies of the fundamental surface
deposition processes.
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Table 1. Plasma Deposited Inorganic Thin Films

Commerci al

:

Silicon Oxide
Silicon Nitride
Amorphous Silicon

Well Developed:
Non-stoichiometric Silicon Oxide, Nitride
Mixed Silicon Oxide-Nitride
Silicon Carbide
Amorphous Germanium

Reported

:

Aluminum Oxide, Nitride
Germanium Oxide, Carbide
Boron Nitride
Phosphorous Nitride
Arseni c

Titanium Oxide
Other Oxides (B, Sn, Fe, Ta, Mixed)

Substrate

(Negative Self Bias)

Figure 1. Schematic representation of the important processes in the plasma deposition of silicon
carbi de.

420



Indirect Coupling

Substrate

Direct Coupling

Figure 2. Two types of excitation coupling schemes used in plasma deposition.

Figure 3. Research plasma deposition reactor.
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Figure 4 Micrograph of a 4000 A layer of plasma deposited Si 0 2 conformally covering a two micron
size surface feature.

In response to a question , the speaker stated that they had not made any detailed
measurements of absorption on the films they produced. (Very low absorption coefficients
can be achieved , however. 1 dB/cm, which is equivalent to a 10 ^ cm ^ absorption
coefficient, has been achieved in a silicon nitride film.) The films show good
transmission at a wavelength of 6328 ' , are generally clear since they are silicon-rich,
but begin to yellow as the band gap moves. The refractive index can be selected over a

very broad range of values and can be tuned to three decimal places. The temperature of

the deposition process is typically 200 to 300°C, which is significantly lower than
pyrolytic CVD. The plasma replaces the pyrolytic reaction mechanism, lowering the
temperature. Even the room-temperature components in the system get coated, but the film
stresses increase as the temperature becomes lower and the films tend to pop off. By

learning how to control the ion bombardment , this problem can be attacked and the
deposition temperature probably can be pushed even lower than we have used so far for good
films. In addition to oxides, the technique has been used for at least one phosphide , but

no sulfides so far. What is needed is to find compounds having a vapor pressur of 1 torr
or more at room temperature or to put the entire reactor in an oven.
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Laser-Induced Emission and
Laser Damage of Optical Components

D. B. Nichols, D. J. Morris, M. P. Bailey, and R. B. Hall

Boeing Aerospace Company
Seattle, WA 98124

The role of point defects in the failure of high-power laser optical components has been the

subject of many analytical and experimental studies. We describe a related surface effect, newly
observed, which is visible-wavelength emission from component surfaces undergoing exposure to

infrared laser radiation at levels far below the visible damage threshold. This effect has been
observed on a variety of optical components, including coated reflectors and uncoated window
materials. In large-spot tests, the total emission amplitude exhibits strong time dependence. Spatial

imaging shows distinct point sources of the visible emission, some of which recur during multiple-shot

tests. Spatial correlations between (a) microscopic surface defects visible before damage, (b) emis-
sion points due to laser irradiation, and (c) damage points due to high-power laser irradiation, have
been studied using spatial mapping techniques with indexing uncertainties of ~ 25 fim. For dielectric

coatings, a strong correlation is observed between the recurrent visible emission points, and pulsed

laser damage points.

Key words: damage precursors; high-power laser optics; infrared lasers; laser damage; microscopic

surface mapping; multilayer dielectric films; optical components; point defects; pulsed DF chemical
lasers; surface diagnostics; visible-wavelength emission.

1. Introduction

In the initial stages of large-spot pulsed laser damage, failure is often observed as a pattern of scattered

craters on an optical-component surface. This behavior is usually attributed to point defects which have a lower
damage threshold than the surrounding areas. The effects of such discrete centers of damage can be evident

even after catastrophic damage of a dielectric-coated element (see figure 1 of reference [1]!).

2. Laser-induced Emission

In work designed to clarify the mechanisms of defect damage, we have observed visible-wavelength

emission from the surfaces of several types of optical components during exposure to non-damaging infrared

laser pulses. In one configuration, an evaporated-aluminum mirror was exposed to a 4 /xsec FWHM DF laser pulse

at a fluence below 1 3/cm2. Light collected from a large solid angle (~7rsteradians) was directed to a

photomultiplier tube. The resulting signal, figure 1, showed strong time dependence. The dotted curve is the

waveform of the incident laser pulse. Several tests showed that this radiation, induced by the incident DF laser

pulse, lay in the visible wavelength region. The phototube spectral response (S-ll) peaks at 440 nm, and is down
two orders of magnitude at 310 nm and 660 nm. Visible flashlamp radiation from the pulsed DF laser was
excluded from the target room by 13 mm of silicon, and the visible radiation from the target did not correspond
to flashlamp radiation either in time or in pulse shape.

Under similar conditions a CaF2 sample also exhibited strongly time-dependent visible emissions, as shown
in figure 2. The solid curve is for exposure to high, but non-damaging, fluence. The dashed curve, with a large

change of scale, shows the response when the incident DF pulse fluence is reduced by a factor of more than 300.
This illustrates the fact that visible-wavelength emission can be observed on a variety of materials, and can
occur far below damage threshold.

The time structure of these total-sample surface emissions indicated that several individual points, with
distinct temporal waveforms, could be contributing to the total signal. Comoonent surfaces were therefore

Numbers in brackets indicate the literature references at the end of this paper.
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optically imaged in order to spatially resolve the emission, and visible emission during laser exposure was
recorded on film. The film had a long-wavelength cutoff of 650 nm.

Distinct points of emission were observed. As an example, a diamond-turned copper sample was repeatedly
irradiated with the DF pulse of figure 1, at a fluence near 5 far below the damage threshold. In six

successive laser exposures, some 40 emitting points were observed. A number of those recurred on successive
shots. A small subset of these points showed emission on every shot.

3. Damage Correlation

Correlation between emission points and damage points was investigated using the pulsed chemical laser

beam of the PHOCL-10 device [2]. Figures 3 and 4 give the beam characteristics. The DF laser pulse had a 4.7

(is full-width at half-maximum, and produced the spatial profile of figure 4 at the focal plane of a 50.8 cm focal-

length final mirror. The effective e"2 diameter was 0.7 cm.

Figures 5-8 are photographs of the surface of a reflector, dielectric-enhanced for A - 3.6 - 4.2 (im. The
sample was a ThF^/ZnS coating on a molybdenum substrate. Fiducial marks in the lower left and upper right

corners are separated by about 1 cm. Figure 5 shows the sample surface before any laser exposure, illuminated

by a microscope light ("illuminated" hereafter), and photographed at 10X. Figure 6 shows the same area

observed in a darkened target room, during exposure to an 8 j/cm2 pulse. The fiducial marks are separately

illuminated to provide spatial indexing. Several emitting points are visible. Figure 7 is an illuminated

micrograph of this area after the exposure of figure 6. Figure 7 is nearly identical to figure 5, demonstrating
that the laser shot of figure 6 did not produce microdamage points, which would be readily visible in figure 7 i W

down to diameters of 10 /xm.

m
Figure 8 is a similar illuminated photograph showing the initial microdamage pattern which occurred at

higher, damaging, fluences. A spatially indexed comparison of figures 6 and 8 shows that, of the eight prominent
|

emission points of figure 6, six correspond exactly (i.e., to within 30 f/m in both X and Y coordinates) with

damage points. Thus six of the some 29 damage points of figure 8 were "predicted" by the non-damaging
"interrogation" shot of figure 6.

Figure 9 gives results for fifteen such interrogation shots. The lower plot gives the exposure schedule, and

the upper plot indicates the occurrence of laser-induced emission points. The emission data of Run Number 6 of

figure 9 is the example used for figure 6. For purposes of tabulating results, a circular boundary was drawn
around the final cluster of damage points in figure 8; figure 9 refers to the area inside that boundary.

In figure 9, each emitting point is designated by an index number, in order to show which points exhibited

emission more than once, and to determine possible patterns of recurrence. Those which later became damage
points are marked with an "x." It is apparent, first, that the probability of observing emission is higher for laser

runs which have a significant fluence increment over previous runs; a step upward in laser energy enhances
emission, while emission diminishes during repeated runs at constant fluence.

Secondly, it can be seen that emission points which did not go on to damage (observed in Runs 9 and 12)

were precisely those points which did not recur on successive shots of higher fluence. This is related to a useful

rule, which we have not yet seen violated: Every emission point which recurs becomes a damage point.

A closely connected question is the relationship between damage points and the usual anomalies or points

visible under a microscope before any laser exposure. Historically this relationship has been shown to be weak
and of little use. This was also observed in the present work. Within the final damage circle, (figure 8) fourteen

points were visible in the illuminated pretest micrograph of figure 5. Eight of those became damage points, and

the total number of damage points was 29. In other cases, such pretest illuminated micrographs were unable to

indicate any of the final damage points, while infrared-induced emission successfully predicted several of the

damage points.

4. Summary

Characteristics observed to date for pulsed-laser-induced emission may be summarized as follows:

(1) Visible wavelength emission may occur during the exposure of an optical component to pulsed

infrared laser radiation.

(2) The emission is not specific to one exposure wavelength, although the discussion in this report is

restricted to the wavelengths of pulsed DF lasers.

(3) The emission is observed on a variety of optical components, including coated reflectors and uncoated

window materials.

(4) The emission can occur at incident fluence levels far below the visible damage threshold of the

optical component.
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(5) The emission from an extended sample surface exhibits significant temporal structure (on a

microsecond scale in the present work).

(6) The emission from an extended sample surface can be spatially resolved into discrete contributions

which appear as point sources of visible light.

(7) In multiple-exposure measurements, emitting points on a component surface can be identified as

recurrent or non-recurrent.

(8) Initial tests on dielectric-enhanced reflectors have shown a strong correlation between (a) recurrent,

non-damaging, laser-induced emission points, and (b) subsequent laser-induced damage points.

This method does not designate all the points which will fail, but it shows promise of reliably indicating, in

a non-destructive predamage diagnostic, a subset of points which will certainly fail. Successful application of

such a diagnostic would clearly be important both for studies directed to understanding point-defect damage
nechanisms, and for improving damage thresholds through modification of fabrication techniques, guided by

oredamage analysis of points which can be expected to fail.

This work was supported by Boeing IR&D funds, and by the U. S. Army Missile Command through Contract

DAAH01-81-D-A019 with M. K. Associates, Inc.
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Figure 1. Light emission (solid curve) due to expo-

sure of an evaporated aluminum mirror to a DF
laser pulse (dotted curve). Peak fluence is 0.6

J/cm 2
, and spot size (effective e -2 ) is 0.5 cm

diameter.

Figure 2. Relation of light emission to an incident

DF pulse (dotted curve) for non-damaging exposures

of widely different energies. The solid curve is for

incident fluence eQ . The dashed curve, plotted with

a large change of scale, is for incident fluence of

eo/350.

Figure 5. Illuminated micrograph of a ThF^/ZnS
Sample (G24) before laser exposure. Fiducial marks
in two corners are separated by about 1 cm.
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Figure 6. Surface area of figure 5 as observed
during exposure to an 8 J/cm^ DF laser pulse.

Several emitting points are visible. The two fiducial

marks are separately illuminated.

Figure 7. A repeat of figure 5, taken after the laser
exposure of figure 6.

Figure 8. Surface area of figure 5 after exposure to
damaging fluences, exhibiting microdamage pattern.
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Charge Emission and Related Precursor Events
Associated with Laser Damage

Michael F. Becker, 9 Fred E. Domann,'3
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Charge emission and surface photoconductivity were used to investigate possible precur-
sors to laser damage, including surface cleaning and hardening. Experiments were conducted
with a 1.06 micron ND:YAG laser with 5 nsec pulses. A wide range of samples were investi-
gated, including diamond-turned copper mirrors, silicon wafers, and half-wave dielectric
films of ThF^, Al^Ogj and Ta^O^ on fused silica.

Charge emission at 1/10 of the single pulse damage threshold was observed for the

copper mirrors. Declining emission for successive pulses was characteristic of surface
cleaning. Emitted charge quantities increased monotonically with fluence prior to damage,
but the charge emission was noisy with site-to-site variations. For silicon, damage was
simultaneous with charge emission for both 1 -on- 1 and N-on-1 tests. The damage morphologies
for the two cases were distinctly different. Nonlinear absorption measurements were con-
ducted on silicon for fluences below the single pulse damage threshold.

The two oxide dielectric films had gold electrodes evaporated on them leaving gaps of

0.75 to 2.0 mm for measuring surface conduction. Charge was collected from this configura-
tion at 1/20 of the single pulse threshold. The charge quantity was very noisy and appar-
ently uncorrelated with fluence. Surface hardening was observed for the ThF^ film and it

did not emit until damage was initiated.

Key words: charge emission; photoconductivity; diamond turned copper; silicon; thorium
fluoride; tantalum oxide; aluminum oxide; surface cleaning; surface hardening; thin films.

Introduction

In this work, charge emission and surface photoconductivity were used to investigate possible
recursors to laser damage, including predamage effects, surface cleaning and hardening, and damage

ignatures. Experiments were conducted with a 1.06 micron Nd:YAG laser with 5 nsec pulses. A wide
range of samples were investigated, including diamond-turned copper mirrors, silicon wafers, and
dielectric films on fused silica.

Our objective was to investigate the relation between charge evolution processes such as emission
and photoconductivity, and laser induced damage or precursor events to laser damage such as laser sur-

face cleaning. In that this work is of a survey nature and was conducted mainly during the course of

summer, it tends to suggest more questions and promising lines of investigation than it does answers

Laser induced cleaning of alkali halide surfaces was observed by Allen et al [1] using 2.8 urn and
3.7 urn laser radiation. Although they monitored neutral particle emission, it is reasonable to assume
that a fraction of the desorbed species will be ionized, especially at the shorter laser wavelength of
.06 urn. Laser induced emission of both ions and neutral atoms was reported by Schmid et al [2] for

several alkali halide materials. Such emission was observed at energy fluences below the single shot
damage threshold, at a laser wavelength of 694 nm.

There are a wealth of similar observations of laser induced charged and neutral particle emission
from semiconductors such as CdS [3-4], CdSe [5], and silicon [6-7, 11-12]. In the case of silicon,
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some controversy has been generated in the relation of laser induced melting to the process of annealing
ion implantation damage. In addition, the emission from silicon has been ascribed to thermal emission,
while the emission of alkali halide species is believed to be multi-quantum, rather than thermal, in

nature. Emission from silicon has been observed only accompanied by damage, and can be used as a reli-

able indicator of damage [11-12]. The suggestions of this previous work are that charge emission is

useful in the study of pre-damage surface cleaning, for those materials which emit prior to damage; and

in the study of multi-pulse damage statistics, for those which do not emit prior to damage.

An additional aspect of this work is an attempt to extend the experiments on bulk photoconductivity
induced during damage by Yasojima, et al [8], and Sharma and Rieckhoff [9], to the area of thin film
coatings. Experiments will be described in which a substrate-electrode configuration is designed and
the various photoconduction paths for this configuration are analyzed.

2. Experimental

2.1 Laser System

The laser system used in these experiments was a Quantel Nd:YAG laser with one amplifier module.
The output pulses at 1.06 ym were 5.1 ± .1 nsec long as determined by a fast vacuum photodiode. The
passively Q-switched pulses were single longitudinal and axial mode. After amplification, the laser
pulses passed through an attenuator consisting of a rotating half wave plate and a polarizer. At the

sample location, the beam was brought to a focus by a 2 m focal length lens. The focal plane of the

lens was scanned with a narrow (<50 urn) slit to determine the beam spot size. The l/e^ radius was
180 ym. In addition, the beam profile was reasonably Gaussian. The laser energy in the focal plane was

determined using a reference energy meter sampling a split off portion of the incident beam. It was
calibrated using a second meter placed behind the focal plane. Using this data, which is acquired for

every shot, the fluence (energy/area), and the intensity (power/area) for each shot is determined.

2.2 Samples

A wide variety of samples were used in these experiments. Single crystal <1,1,1> silicon wafers
1 mm thick and polished on both sides represented semiconducting materials. In fact, 1.06 ym represents
band edge optical excitation for silicon. Metals were represented by diamond turned OFHC copper mir-
rors. Several thin film coatings were tested representing fluorides and oxides. One sample of a

quarter wave of thorium fluoride film on fused silica was tested. A set of samples from OCLI, each con-

sisting of a half wave layer of tantalum oxide or aluminum oxide on a fused silica substrate, were
tested. One sample of each coating type was tested without modification while one of each had surface
electrodes deposited for photoconductivity experiments.

The photoconductivity samples are shown in fugure 1. Evaporated chrome-gold electrodes 100 nm

thick are placed on top of the dielectric film. When a bias is applied and if appreciable photoconduc-

tivity exists, the charge flow to the electrodes can be measured. The stainless steel evaporation mask

was designed with recessed areas so that minimal area of the dielectric film is actually contacted by

the mask. (fig. la.) The array of electrodes, shown in figure lb, has various electrode gap widths
ranging from .8mm to 2.0 mm. At typical bias voltages of 800 to 1500 V, this gives tangential electric

fields in the dielectric films from 5 x 10^ to 2 x 10^ V/m.

All the samples were cleaned in an automated photoresist spinner using acetone, deionized water,

and dry nitrogen without their surfaces being touched by any solid materials.

2.3 Diagnostics

The principal diagnostics used in these experiments are Nomarski microscopy, collection of emitted

charge using a biased charge collection electrode, and collection of photoconduction charge on thin

dielectric films using the evaporated electrode structure described previously. All the samples and

charge collection diagnostics were placed in a vacuum chamber pumped by a cryopump to about 10"^ torr.

The samples were held on a 3-axis remotely controlled stage.

The microscopic observations were conducted on a matching, manually controlled stage, so that each

irradiation site could be inspected for possible damage. Damage was defined as any discernable change

in the surface at up to 400x magnification. The smallest damage features observed were pits on the

order of one micron in size.

Emitted charge was collected by a biased wire placed 2 cm above the sample and only slightly off

the beam axis. The bias potential was +1500 V which was found to be sufficient to collect all emitted

negative charge. Emission current versus bias voltage was found to saturate several hundred volts below
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Is value. The negative charge pulses were amplified by a charge sensitive amplifier (Amptek A-203 and

[06) which had a sensitivity of 1.75 x 10"^ 3 V/Coul . In practice, the ultimate sensitivity was

iiited by interference from local electromagnetic sources to about 10" 1 5 Coulomb with a dynamic range

Itwo orders of magnitude. The signal from the charge amplifier was processed and stored by a

:tronics transient recorder and mini-computer.

The photoconductivity samples were used with the same charge amplifier and data acquisition system
described above. The samples with electrodes were placed in a Macor ceramic holder as pictured in

pure lb. Gold plated relay contacts made contact with the gold electrodes to supply the bias potential

i collect the charge signals. It should be pointed out that only the dominant conduction signal can be

served with this configuration, and that three potential conduction paths exist: through the vacuum
ove the sample, through the thin film, and transverse to the film and in the substrate or substrate-

Im interface. In the presence of large charge emission, the first of these paths will dominate.

)toconducti vity in the solids can only be studied when there is no charge emission.

Silicon was investigated with the main objective to extend previous studies of the damage morphology
j charge emission of silicon for picosecond laser pulses [10-12] to the nanosecond pulse regime. For
psec pulses, no charge emission was observed unless there was also surface damage of the silicon in

th the 1-on-l and N-on-1 damage regimes. The threshold for N-on-1 damage was found to depend inverse-
on the number of pulses, and the damage morphology changed distinctly between the 1-on-l and N-on-1

gimes. All of these effects were found to repeat for 5 nsec pulses.

I ?
In these experiments with 5 nsec pulses, the threshold for single pulse damage was 1.6 J/cmc

. For
ix pulses, the threshold was 1.1 J/cmS in agreement with the expected behavior. In addition, the

solute magnitude of these threshold fluences is very nearly identical for 60 psec and our 5 nsec
;Tses. Typical damage morphologies for these experiments are shown in figure 2. Figures 2a and 2b

ow single pulse damage near the threshold fluence and above the threshold fluence respectively. Both
dw generally smooth, melt-like features. Near threshold, ripples can be observed with a spacing equal
the free space wavelength as predicted by Sipe, et al [13]. Figure 2c shows N-on-1 damage morphology

r N=6. In this case, the groove structure is somewhat more developed than in similar tests at other
ftes . The resulting chains of pits, spaced by the free space wavelength normal to the optical electric
eld, are identical to those observed by Becker, et al [10-12] for multi-pulse damage with picosecond
lses. This change from smooth to pit morphology is believed to represent a change from a uniformly
fl ted surface (starting from heterogeneously nucleated sites) in 1-on-l damage to only heterogeneous
It sites in N-on-1 damage.

Large charge emission, which saturated the detection electronics, was found to accompany those
,ots in which damage was observed; and no detectable charge emission was observed for the undamaged
tes. In addition, in picosecond pulse N-on-1 experiments, the onset of damage was found to correlate

i

th the onset of charge emission. This finding was not explicitly verified in the study; however, in
r N-on-1 experiments, damage was always found to accompany one or more charge emission events and
ver found when no emission occurred.

The nonlinear absorption of the silicon sample (1 mm thick) was measured for fluences below the
ngle shot damage threshold. The experiment was conducted in exactly the same way as the damage experi-
nts except the sample was not in vacuum and a second energy probe was placed behind the sample. The
ta is shown in figure 3. There is a large increase in absorption versus increasing fluence. This is

qualitative agreement with the expected increase due to the excitation of free carriers and their
ibsequent optical absorption. The small signal intercept is in agreement with accepted values for the
flectivity and absorption coefficient for high resistivity silicon.

Diamond Turned Copper

Diamond turned copper mirrors showed very different charge emission behavior from silicon. For
ngle pulse experiments, two thresholds were observed, one for damage and another for charge emission

; less than one-tenth the damaging fluence. The data for one sample is shown in figure 4. The damage
ireshold is at 2.1 J/cm? while the threshold for charge emission is at .12 J/cm .

When N-on-1 experiments were conducted, behavior resembling charge emission associated with the

jrface cleaning of the sample was observed. A set of experiments with sets of six nearly equal energy
alses on the same site was conducted to explore the cleaning behavior. These results are also shown in

igure ^ with data represented by the "6"s. At fluences not too far above the threshold for charge
[rission, the emission fell to zero before the sixth pulse. The emission would not resume at this site
lless the laser fluence was raised. At higher fluences, the charge emission would not terminate after

Si 1 icon
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six pulses. This type of behavior resembles that observed by Allen, et al [1] for the desorption of

water from CaF2 by 2.8 ym laser radiation. That is, the flux of desorbed molecules or ions is limitec

by the density of foreign particles on the surface, and cleaning can be achieved with a finite number
pulses. Just below the single pulse damage threshold, damage was observed after six pulses (although
is not known at which pulse the damage was initiated). Little data was taken at this fluence, but the

behavior indicates that the N-on-1 threshold is lower than the 1 -on- 1 pulse threshold as predicted by

Lee, et al [14].

For fluences just above the threshold for charge emission, the charge amplifier did not saturate,
and the amount of charge emitted could be studied as a function of fluence. That result is shown in

figure 5. The emission shows a noisy but monotonic increase as a function of fluence. Because of the

scatter in the data, there is no way to discriminate between a power law dependence and an inverse neg

ative exponential dependence. Theoretically, the former dependence is associated with multi-photon
processes and the latter is associated with thermal emission over an energy barrier.

Nomarski micrographs of single pulse damage sites on copper are shown in figure 6 at fluences jus;

above threshold and well above threshold. Again, the expected optical wavelength spaced ripples are

clearly seen in figure 6b. Small melt pits are seen at lower fluences. Because the damage threshold
for this mirror is not near the best for diamond turned copper mirrors, the pit damage may be associat
with local imperfections.

5. Dielectric Thin Films

Both fluoride and oxide dielectric films were tested. Surprisingly, the thorium fluoride film
showed charge emission very different from both oxide films. It behaved like silicon and did not emit
until damage occurred, while the oxide films resembled copper in that the emission or photoconductivit
initiated at fluences well below the 1 -on- 1 damage threshold.

5.1 Thorium Fluoride

The thorium fluoride film was tested for damage threshold and accompanying charge emission. As

mentioned above, this film did not show any measurable charge emission when damage did not occur, and

always gave emission when damage was observed. The data is shown in figure 7 and indicates identical
1 -on- 1 damage and charge emission thresholds of 10.4 J/cm^.

A second major difference in the thorium fluoride film was that it showed an increase rather than

decrease in threshold for repeated pulses at the same site. This hardening effect is illustrated in
,

figure 7 by the horizontal bars. Each bar represents a site which was irradiated by a sequence of
pulses of monotoni cal ly increasing fluence. The initial fluence is at the left end of the bar and the

final damaging fluence is at the right end of the bar. The total number of shots is shown on the bar,

and these shots are roughly equally spaced in fluence between the highest and lowest values. The

hardening effect raised the damage threshold from 1.5 to 2 times. Although this effect is no doubt
dependent on the exact sequence of processing pulses, this dependence was not explored in further deta

The damage morphology did not yield any additional information. Dielectric film damage morphologies
,

will be discussed briefly later.

5.2 Oxides

Most of the experimental work and all the charge measurements with the oxide coatings were done oi

the samples prepared with photoconductivity electrodes. Both the tantalum oxide and the aluminum oxidi

coatings showed lower thresholds for charge collection than damage. Based on the fact that the photo-
conductivity time waveforms were identical to the charge emission waveforms and the fact that the

charge signal decreased when the samples were tested in air, we conclude that the photoconductivity
signal is primarily due to charge emission. Subsequent reference to "charge emission" for these samplf

is referring to data collected by the surface electrodes. They are clearly capable of collecting all

the emitted negative charge when biased above 1200 volts. The fact that these films showed apparent
cleaning effects at low fluences lends further credibility to the assertion that only emitted charge i:

being observed and that any true photocurrent is much too small to be observed.
«

The emission and damage threshold behavior for the two oxide coatings is shown in figures 8 and 9,i

Both show charge emission thresholds 10 to 20 times lower than the 1 -on- 1 damage thresholds. The N-on-

damage behavior of these samples was not studied.

The matching non-electroded films were tested for 1-on-l damage threshold to compare with the

electroded samples. The non-electroded tantalum oxide film was found to have a slightly lower damage

threshold than the electroded sample, 10 versus 18 J/cm^. On the other hand, the bare aluminum oxide
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nple had a much larger damage threshold than the electroded sample. The plain sample threshold was

eater than 50 J/orr, and difficult to measure with the experimental configuration used, versus 8 J/crrr

r the electroded sample.

Every effort was made during the electrode evaporation to avoid contamination of the film between
:

|e electrodes. The evaporation mask was etched such that it only contacted the film near the edge of

e electrode. There is, however, a precedent for a metallic electrode affecting the electronic proper-

es of a substrate up to one millimeter away in the transverse direction. Such an effect has been

served using photoemission techniques [15]. In addition, high migration rates for metal ions have

cently been measured in oxide films [16]. It is possible that there were subtle effects due to the

ectrodes on the photoconductivity samples.

Data was taken on the quantity of emitted charge versus laser fluence with the electroded samples,
like the copper mirror, no trend could be observed. The extreme site-to-site fluctuations coupled
th the somewhat limited dynamic range of the charge amplifier frustrated attempts to observe any sys-

matic dependence of the emission on fluence.

The damage morphology of the dielectric films is generally uninformative. Holes in the films as

ial1 as several microns were observed. Typical micrographs are shown in figure 10. It is perhaps
triguing that each damage hole shows a central feature, regardless of the film composition.

Conclusions

We conclude that charge emission is a useful diagnostic in the study of laser damage. The charge
nissioft behavior of different optical materials falls into two distinct groups: emission coincides
th damage, and emission precedes damage at roughly one-tenth of the damaging fluence.

Of the samples observed in this study, single crystal silicon and thorium fluoride thin films fall

ito the first category. This makes charge emission a useful tool in N-on-1 damage experiments in which
large emission reveals the first pulse at which damage occurs, and experiments may be designed to stop
t this point. Other observations on the damage of silicon showed the same behavior for 5 nsec pulses
5 had previously been observed for 60 psec pulses. These observations include the inverse dependence
threshold on number of pulses incident on the same site, and differing damage morphologies for 1-on-l

id N-on-1 damage.

Whereas in silicon the damage threshold decreases with increasing numbers of pulses, thorium
luoride films hardened with repeated laser shots and the damaging fluence increased by 1.5 to 2 times
tie oxide dielectric films were not examined for this behavior.

In the second group of materials, charge emission prior to damage seems to be at least in part
ssociated with laser cleaning of the sample surface. Diamond turned copper and the oxide thin films
howed this behavior; with copper being studied more extensively. The charge emitted from copper with

'^he first laser pulse increased monotoni cal ly with fluence. After repeated pulses, the charge emission
ould disappear until the laser energy was increased. Copper also showed evidence of having an inverse
ependence of threshold on the number of pulses.

Dielectric film samples with surface electrodes to measure photoconductivity effects showed conduc-
ion due solely to charge emission and conduction in the vacuum above the film. The process of adding

1

1 ectrodes to the samples had an unpredictable effect on the damage threshold.

For this second group of samples, charge emission seems to be a simple way of studying laser surface
leaning prior to damage. With more dynamic range in the charge detection electronics it may be possible
o differentiate between cleaning events and damaging events.
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STAINLESS STEEL
EVAPORATION MASK

b. Photograph of a sample mounted in a Macor holder with electrodes.

Reference laser damage spots are visible on the center electrode

Figure 1: Photoconductivity samples.
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a. Single 1.82 J/cm , pulse, near threshold.
Bar is 50 ym.

b. Single 2.62 J/cm pulse. Bar is 100 ym.

2
c. Six pulses, 1.12 J/cm average fluence, charge emission

occurred for the last three pulses. Bar is 50 ym.

Figure 2: Nomarski micrographs of damage morphologies on <!,!,!> silicon.
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Figure 4: Damage and charge emission statistics
for diamond turned 0FHC copper mirror. The

dots represent single shot events. The sixes

represent the results of 6 pulses at the aver-
age fluence indicated. Their interpretation is

discussed in the text.

i xi
o~

.

.15 .2

INCIDENT FLUENCE J/ca 2

Figure 5: Negative charge emission versus laser fluence

for diamond turned copper mirror. Fluence is near

the 1-on-l threshold for charge emission.
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a. Single 3.13 J/cm pulse, near threshold, two

small damage pits are visible.
b. Single 6.08 J/cm pulse.

Figure 6: Nomarski micrographs of damage morphologies on the diamond turned copper mirror. Bars are

50 pm.

THORIUM FLUORIDE

NO EMISSION

NO DAMAGE

DAMAGE AND EMISSION

INCIDENT FLUENCE J/cm!

Figure 7: Damage and charge emission statistics for a quarter wave thorium floride coating on fused
silica. The dots represent single pulse events while the bracketed lines indicate sequences of pulse

of increasing of energy and are discussed in the text.
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Ta2 Os WITH Au
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Figure 8: Damage and charge emission statistics for a half wave tantalum oxide film on fused silica
with gold photoconductivity electrodes. All points represent single pulse events.

Al 2 0 3 WITH Au

DAMAGE AND EMISSION

EMISSION WITHOUT DAMAGE

NO EMISSION

NO DAMAGE

i i ' iii i i i I i i

.4 1 4 10 40

INCIDENT FLUENCE J/cm2

Figure 9: Damage and charge emission statistics for a half wave aluminum oxide film on fused silica
with gold photoconductivity electrodes. All points represent single pulse events.
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a. Single 14.5 J/cm pulse on the quarter wave
thorium fluoride coating. Bar is 50 ym.

b. Single 22.5 J/cm pulse on the half wave
tantalum oxide coating with electrodes.
Bar is 100 ym.

c. Single 23.3 J/cm
1

" pulse on the half wave aluminum oxide

coating with electrodes. Bar is 50 ym.

Figure 10: Nomarski micrographs of damage morphologies for the dielectric film samples.
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It was suggested that the 3-orders-of-magnitude difference reported in the paper may

have resulted from a combination of two-photon absorption and, for the longer pulses,

free-carrier absorption arising from the few two-photon-generated carriers. A way to get

around this problem is to look for two-photon absorption at very low fluences and then

look at varying pulse widths to obtain the free-carrier parameter. A paper describing

such an approach for II-VI compounds was given by M. J. Soileau and others at this

conference two years ago. The speaker said they had taken some preliminary data using low

intensity nanosecond pulses which seemd to show the same larger number found for the other

data, but they had used only two pulse lengths. He felt the questioner could very well be

correct. However, in response to another question, he pointed out that the observed
effect could not be explained in terms of thermally generated free-carrier absorption from
uniformly heated silicon even though the wavelength, 1 )m, is within the band edge. The
heating is 100 to 200°C at most. If nonuniform heating occurred , as suggested by the

microscopic evidence, hot spots could appear which melt and potentially influence the

nonlinear absorption. With a nanosecond pulse one gets more heating than from a

picosecond pulse.

A suggestion was made that the emission observed may have been related to the
desorption mechanisms reported by Allen and Porteus. The speaker replied that only for
copper was there enough data to relate to the Allen-Porteus experiment. The little data
available on the dielectrics suggest that fluroides do not emit and that oxides do. This
determination should be followed up to see if the above is a general characteristic of
these classes of materials.

In response to another question, he replied that there were too many parameters in
the experiment to extract meaningful activation energies. They also were unable to
measure the uncoated substrate threshold , which was fused silica.
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Predamage Threshold Electron Emission
From Insulator and Semiconductor Surfaces

W. J. Siekhaus, J. H. Kinney, D. Milam
Lawrence Livermore National Laboratory

Livermore, California 94550

Predamage electron emission shows a dependence on fluence, bandgap and wavelength
consistent with multiphoton excitation across the bandgap and inconsistent with avalanche
ionization and thermionic emission models. The electron emission scales with pulselength
as t

-1 /2
.

Key words: Ge02, laser damage, multiphoton excitation, predamage electron emission,
pulselength scaling, SiOo, ZnS

1 . Introduction

Optically transparent materials exposed to laser irradiation of sufficient intensity suffer
irreversible damage, thereby limiting the performance of most high power laser systems. The
damage threshold in the bulk depends on its impurity concentration. The threshold for optical
surfaces is usually lower, as much as an order of magnitude or more, and is highly dependent on
surface preparation. The physical phenomena involved in damage are presently not well

understood. [1]
Damage at bare surfaces appears to result from electron aval anche-ionization and subsequent

absorption by the created plasma. One has to postulate that the electron avalanche ionization
creates a conduction band electron density of N > 10'' el/cm^ in the surface region for
damage to occur. [2] Alyassini and Parks [3] estimated from changes in the reflected intensity of
a probe beam that 10^8 el/cm^ are present in the conduction band at the surface when damage
occurs.

In this study we measure the emission of these electrons from surfaces of insulators and
semiconductors as a function of laser intensity, wavelength and pulse duration.

The long range objective is to use photoelectron emission as a tool to predict surface damage
thresholds and to determine the effect of surface structures and surface composition on damage
threshol ds.

Laser induced charged particle emission from insulator surfaces has been studied before [see

ref. 4 and references therein], but found to be irreproducible. It is our contention that the
i reproducibility is a consequence of irreproducible surface conditions created by performing the

experiments in vacua with pressures great than 10~6 torr.

2. Experimental Procedure

We used equipment and techniques developed at LLNL for rapid and reliable laser-damage
threshold measurements. [5] The laser has a wavelength of 1064 nm and a pulse-width variable from
1 ns to 40 ns. Frequency doubling and tripling equipment has been used. Laser pulse energy is

measured by calorimeters developed at LLNL. The peak fluence is measured in two ways:

(1) A sil icon-vidicon system [6] electronically records pulse intensity and computer analysis
determined peak fluence within several minutes after exposure. (2) The pulse also exposes a

photographic plate, which is later developed, densitometered and analyzed to obtain peak fluence.

Agreement between these two measurements in now ±10%.
The target is held inside a insulated Faraday cup suspended on a precision manipulator in a

UHV vacuum system (Figure 1). The openings in a Faraday cup are slits 1/2 inch wide and 1 inch

high. The beam diameters is approximately 3 mm. The diameter of the inner Faraday cup is

4 inches. In the experiments reported here no voltage is applied between the target and the

Faraday cage. The emitted charge is measured with a Digital Keith! ey Autoranging Coulombmeter
(Model 616). During the laser pulse the ion pump and the ion gauge are switched off to reduce the
background of charged particles in the chamber held at pressures lower than 10~' Pa by a Helium
Cryopump. An experiment begins by exposing the target to several laser pulses with a fluence 1/4

to 1/2 of the damage threshold until reproducible electron emission is measured. These "surface
cleaning" pulses are associated with measurable bursts in the pressure of the vacuum chamber,

indicating that laser stimulated desorption of contaminants from the target surface occurs.
Re-contamination of the surface thereafter is small since the laser fires approximately every 3

minutes, and only a small fraction of a monolayer would readsorb from the vacuum environment
at 10 Pa during 3 minutes. All measurements are performed on the same precleaned spot unless the
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damage threshold is accidentally exceeded. A new spot is then cleaned. The new spot yields the

same results, within experimental errors. The data shown in the next section are usually from a

number of different sites.

3. Results

1. ) Electron emission as a function of Laser Fluence (Pulse length =1 ns). Figure 2 shows
electron emission as a function of fluence for ZnS and Si O2 for hv = 1.16 eV. The slope of
the best fit lines is indicated. Figure 3 gives electron emission as a function of laser fluence
for hv = 3.5 eV for W, ZnS, Ge02 and Si02. Table I summarized the observed functional
dependence of electron emission as a function of fluence for two wavelengths and a number of

different materials.
2. ) Electron emission as a function of pulselength. Figures 4 and 5 depict the electron

emission from CdTe as a function of laser fluence for hv = 1.16 eV at pulselengths of 1 ns, 9 ns
and 40 ns. In Figure 5 the fluences at different pulselengths are scaled according to (pulse

length e.g.. the electron emission observed for fluence I is plotted as fluence
Impulse-length)'/2

. Figure 6 documents for hv = 1.16 eV the electron emission as a function
of fluence from ZnS for 1 ns and 20 ns pulselength. In Figure 7 we have plotted for hv =

1.16 eV the electron emission from NaCl as a function of fluence for 1 ns and 40 ns pulselength.
In Figure 8 the results for 40 ns pulselength have been plotted at a flux scaled by 40~'/2

.

The results of laser induced electron from surfaces emission allow the following conclusions:
1) The electron emission shows a functional variation with fluence up to the damage threshold

consistent with a model that assumes that electron emission into the vacuum is controlled by
multi photon excitation across the bandgap (see table 1). The dependence on bandgap and wavelength
are inconsistent with a model assuming thermionic electron emission.

2) There is no evidence of an avalanche process as one approaches the threshold for optically
visible damage.

3) The electron emission scales with pulselengths for materials with narrow and wide bandgaps

5. Conclusion

Pre-damage electron emission is a reproducible measure of the approach of a surface to the
damage threshold. The spatial variation of electron emission will be used in the future to

determine which local impurities or local structural variations lead to damage.
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Table 1

M atPr i ptIVI d LCI lul F fp\/l F lo\/\bwork <eV >
cS N *

predicted observed

CdTe 1.5 6.0 1.16 2 2

NaCI 8.75 4.2 1.16 8 8-9

Si0
2

8-8.4 5.0 1.16 7-8 9

3.5 3 5

ZnS 3.88 5.5 1.16 4 4-5

3.5 2 2

*Predicted slope from a simple, multiphoton model : (E) = AI N

A member of the audience agreed with the speaker that a very good vacuum is needed
for emission experiments but pointed out that one cannot assume a negative electron is

emitted. It may be a negative ion, as was demonstrated by Schmidt of the University of
Rochester in 1975 for emission from sodium chloride. Also, charge emission from
semiconductor surfaces cannot be compared with those from dielectrics. The differences
relate to point defects production; one cannot draw charges out of a sodium chloride
surface without seriously affecting the surrounding lattice. In this case, entirely
different effects than electron emission can be seen. The speaker agreed that the matter
should be considered further.

Another member of the audience reiterated that semiconductors and insulators are
different , pointing out that in observations on silicon surfaces they saw equal amounts of
positive and negative charge, which appear to obey a multi-photon curve but can also be
fit to a thermal emission curve. The morphology and microscopy verify that there were
hot, molten areas on the surface.
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Laser Induced Damage of a Thin Film With an Absorbing Inclusion:
Thermal Considerations of Substrates and Absorption Profiles
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A study of pulsed laser induced damage to thin films is conducted within the context
of the impurity-dominated damage model in which the thin film component of the model is

emphasized. In this case, a cylindrical impurity is embedded in a single thin film layer
between a free surface and a substrate. The effect of the substrate is studied by varying
its thermal properties with respect to those of the thin film. The nonuniform
distribution of radiation in the film is incorporated into the model by assuming that the
absorption is proportional to the standing wave intensity pattern of the field. These
results are compared to the results found in previous studies of impurities embedded in
infinite mediums.

Key Words: cylindrical inclusions, laser induced damage; standing waves; substrates;
thermal properties; thin films.

1. Introduction

Recent studies have given credence to the general absorbing impurity model of pulsed laser

induced damage in optical thin films [1,2]. One gross feature in these models that has received
inadequate treatment is the thin film aspect of the problem. The incident laser pulse has been
assumed sufficiently short such that no significant effect could be produced by the thin film aspect
of the problem including the effect of an underlying substrate. The model has conveniently treated
the interaction as having taken place in an infinite medium of specified material properties.

The work presented herein, is a study of a cylindrical impurity embedded in a single layer thin

film with an underlying substrate whose thermal character ranges from non-conducting to highly
conducting. The reason for choosing a cylindrical impurity is three fold; cylindrical or columnar-
like impurities in thin films can occur [3,4]; the effect of the substrate is maximized (providing
an upper bound) by having a large area in contact with it (as opposed to a point contact such as
with a sphere), and finally because it affords a mathematical simplicity through the matching of
boundary conditions.

In addition, absorption profiles are investigated in the film by allowing the absorption to be
proportional to the local intensities. It is assumed that standing wave intensity distributions
occur in the film.

As a result of the analysis it is concluded that the geometry of a thin film along with the

shape of the particle is not significant as long as the volume to cross section ratio of the
impurity is the same as that of a sphere; that a substrate with a high thermal conductivity can have
a significant effect as a thermal sink for thin films and long pulses; and that the absorption
distribution can be an important consideration for high intensity short pulse irradiations.

The terms "thin films, short pulses etc." are those that are thin, short, etc. with
respect to the scale of diffusivities in (cm /s) of the materials involved.

448



2. Model

Aspects of the basic model are shown in figure 1. A cylindrical impurity of radius 'a' is

embedded in a thin film, thickness I, with different thermal properties. The diameter of the

inclusion is assumed to be much smaller than the spot size of the laser illuminating the sample so

that the impurity sees a uniform intensity in the radial direction. The film and inclusion are in

"perfect" thermal contact with an underlying substrate. The thermal conductivity h(J/cm-s-K) and

thermal diffusivity D(cm2/s) are labled by a subscript i, h, s refering to the inclusion, film

(host) and substrate respectively. The thermal properties of the system along with the absorption

cross section are taken to be independent of temperature. The inclusion is the only part of the

system that absorbs incident radiation. Furthermore, the absorption cross section is taken to be
equal to the geometric cross section (na 2

) of the cylindrical inclusion. As was the case for the
previously studied spherical model, damage is assumed to occur when the surface of the impurity
reaches some critical material dependent temperature T .

Exact solutions are found for the extreme cases of a non-conducting substrate and an infinitely
conducting substrate with either uniform or standing wave absorption distributions. These are
derived through a combination of integral (spatial) transform and Laplace (temporal) transform
technique. An approximate solution is also found for the important realistic case of a finite
valued thermally conducting substrate. All of these cases are compared with numerical finite
element analysis for consistency.

From the exact solutions of the diffusion equation one finds a temperature field as a function

of the incident intensity. This is inverted to solve for the incident intensity times pulse length
E(J/cm2

) at which damage ensues.

MODEL

INTERFACE

INTERFACE

HALF WAVE
INTENSITY
DISTRIBUTION
WITHIN FILM

Figure 1. A description of the general model is shown here. There is a cylindrical impurity of
radius "a" embedded in a thin film of thickness (interfaced with a substrate. The
thermal properties of the impurity, host and substrate and subscripted with i, h, and s,

respectively. The diameter of the inclusion is assumed to be much smaller than the spot
size of the laser illuminating the sample. Radiation is absorbed in the inclusion and
the diffusion equation governs the temperature field that results.
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3. Results

Once the solutions for the damage threshold in (J/cm2 ) for a given pulse length are known, the

thin film character and substrate effects in extreme limiting cases are determined. In order to
isolate the substrate effects from radial diffusion the limit as a > °° is taken. Expressions for

the damage threshold scaling are found to be:

T tK.

E <*

2D. t
1

(1 - Exp[-

4tt<
(1)

and furthermore as t

T £K.
c 1

D.

(2)

For the long pulse limit, that is t >> £ 2 /(4D^tt 2
) we find

T tK.

E cc 5

—

I (3)
2V

+ J_
4tt^

By comparison, for a substrate which is infinitely conducting for which t + 0,

T £K.
c c 1

" (4)
1

And finally, for the long pulse limit with an infinitely conducting substrate, t >> 4£ 2/(9D^ir 2
)

,

T tK.

E - -Ci (5)

The important scaling trends of the damage threshold are: the linear dependence upon
temperature T , the linear dependence upon the thickness of the film SL for very shortpulse lengths
(t -> 0) the inverse thickness dependence for long pulses with an infinitely conducting substrate and
the various pulse length dependences (e.g. none as t -> 0 and linear in t for long pulse with
infinitely conducting substrates). Some of these dependences begin to appear in figure 2 for the
range of pulse lengths plotted. For example we begin to see an inverted thickness dependence for

long. pulses and a highly conducting substrate.

It should be noted that these scalings are in extreme limits and are not intended to be useful

design relations. For example, no host dependence appears because of the limit (a * 00 ). These
relations are intended to give insight into the effects or lack of effects of thin film/substrate
system parameters.

450



Figure 2. The plot shown here is damage threshold "E" v.s. pulse length for two different film
thicknesses and three different substrate conductivities.

The general thermal parameter dependences of the problem due to radial heat diffusion is

determined by insulating the substrate and varying the host film and impurity thermal conduc-
tivities. As with previous spherical impurity studies [5]» the damage threshold increases with
increasing host thermal conductivity. Also, damage threshold is essentually insensitive to the
thermal conductivity of the inclusion.

A more interesting exercise is to set £ = (4/3 )a so that the length of the inclusion varies as

the radius of the inclusion. What this does is to force the volume to be proportional to a 3 and the
cross section to be proportional to a2

. When this is done a minimum value of the damage threshold
is found (i.e. a radius which damages easiest) and scaling laws for host conductivity and pulse
length are found much like to ones predicted for spherical impurity particles [5]. The end result
of this analysis is that the details of geometry are not that important to the thermal aspects of
the problem as long as the volume of the impurity is proportional to some mean radius cubed and the
absorption cross section is proportional to some mean radius squared. So, if the impurities are
irregularly shaped particles, as is probably the case, then the thermal scaling laws derived from an
ideal geometry model should still apply.

The final aspect of the problem studied has the effect of the intensity distribution within the
film. It is easily seen from figure 3 that high intensity I(j/cm -s) short pulses can lead to very
high temperature gradients. If the intensity is high enough (I 3 in fig. 3) with a sin2 half wave,
and the pulse length short enough, very high temperatures can be reached in the center of the film
while the boundaries remain nearly at their initial value. In this case a substrate will have very
little effect regardless of how highly conducting it may be.

Again, the descriptors short, long, ect. refer to a comparison with scales determined by the

diffusivities D involved. For example: the diffusion length <5 = /D^t for I3 is approximately 1/40
the thickness of the film. At this depth into the film the temperature is still quite small. Thus,
this rough measure of the range of effect of one point upon another indicates that the boundary
temperature will not be effected significantly. On the other hand if we decrease the thickness of
the film by a factor of ten with the same pulse length, 6 is approximately 1/4 of the film
thickness. Refering to figure 4 we see a significant effect on the temperature profile of
substrates with various conductivities.
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Figure 3. This is a plot of temperature v.s. film depth when the absorbed energy is proportional to

a standing wave. Three different Intensities are shown. The same total energy is

deposited for all three (i.e. It = Constant).
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Figure 4. This is a plot of temperature v.s. film depth when the absorbed energy is proportional to

a standing wave. The effect of three different substrate thermal conductivities are
plotted.
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If, instead of a half wave intensity distribution, we have a wave such that the maximum

intensity is at the interface with the film and substrate, there would be a considerable effect for

good conducting substrates at much smaller 6 parameters.

4. Conclusion

To understand the significance of the various effects addressed in this paper, the important

aspects of damage mechanisms must be determined. For example: in figure 4, for the parameters

given, the maximum temperature attained can be decreased by adding higher conducting substrates.

So, if a critical temperature maximum in the impurity or at the impurity surface is the criterion
for damage, the damage threshold has been increased. However, the temperature gradient has been
increased significantly. So, if mechanical stress due to a temperature gradient in the impurity is

the dominant factor, the damage threshold may have been decreased by using a substrate with higher
conductivity. It should also be noted that a substrate of higher conductivity decreases the
gradient with in the substrate.

For high intensity and short pulses the substrate may not play any significant role. This

situation could occur if the absorption is proportional to a standing half wave or if isolated
absorption occurs within the film. For optical frequencies and standard thin film materials the
absorber cannot be too isolated. Both experimental and theoretical evidence [2] indicates that
impurity dominated damage occurs for particles on the order of the film thickness. However, a

spherical particle with a diameter equal to the film thickness is only in point contact with a
substrate and therefore somewhat isolated. It should be safe to assume that if the diffusion length
6 << I, the film thickness, and substrate can not play a significant role. With the recent trends
towards repetitively pulsed lasers, though, this would not be the case.

Some of the effects mentioned above, such as intensity distributions due to various fractional

wave length films, film thickness variation for fixed half wave, or other standing wave patterns and
pulse length dependence may be observed in the experimental data of Walker et al. [1]. This model
is too simple to claim, an unambiguous or even an adequate explanation. It merely indicates that
these considerations should be kept in mind.

In Walker's data [1] the dependence upon film thickness is clear. If for example only half

wave films are compared, then as the film thickness decreases so does the damage threshold. This
may be crudely thought of as the effect of depositing some amount of energy in a smaller region.

On the other hand, as the film decreases in thickness for a fixed wave length, the damage
threshold increases. This process both changes the distribution of the standing wave and decreases
the region that is absorbing. All evidence tends to indicate that if the impurity can be restricted
to a size that is small with respect to the wavelength, the damage threshold increases. As
mentioned previously, this could also be due in part to the fact that for a particle that is small
compared to the wavelength, the absorption is probably uniform and does not have large thermal
gradients as shown in figure 3.

Perhaps the more important conclusion of this work is that the specific details of the shape of
the impurity are not important to the thermal diffusion aspect of the problem. This applies as long
as the volume, and therefore the heat containment, scales as some mean radius cubed, and the
absorption cross section (a strongly absorbing impurity [2],) scales as that radius squared.
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The influence of the thermal and optical properties of thin films on the damage
threshold for pulsed laser induced damage is studied via the spherical impurity damage
model. A previous study employing the geometric cross section of the impurity as the
absorption cross section of the incident laser predicted several scaling laws. Those
scaling laws gave the damage threshold as a function of the laser pulse parameters along
with the thermal properties of the thin film and impurity. That model neglected the
effect of the optical properties of the thin film and impurity and the wave nature of the
incident laser. These are incorporated in the present study by utilization of Mie
scattering theory resulting in somewhat modified scaling laws. The absorption cross
section results from Mie theory are presented and discussed along with a comparison of the
scaling laws with each other and with experimental data. No simple scaling laws for the
optical properties are apparent and, as such, a numerical study of these are conducted and
the trends suggested by the analysis are compared with experimental observation.

Keywords: absorption cross section; laser induced damage; Mie theory; spherical
inclusions; thermal properties.

1. Introduction

The damage of an optical thin film by short-pulse laser irradiation can be considered as due to

a combination of three physical processes. These are the absorption of radiant energy, the heating
of the impurities and adjacent film, and the thermo-mechanical response of the film/substrate
system. Of course, these processes do not occur independently. All take place during and to some
extent after the laser pulse. The complete process of absorption depends strongly not only upon the

optical properties, but as well on the temperature and state of the materials involved. Yet,
because the purpose of many damage studies is to determine the physical process whose onset
guarantees or at least precedes material damage, investigation of isolated mechanism can be of great
assistance in unraveling the role of material and design variables in the overall intricate
interact ion/response scenar io

.

The three most frequently proposed models that are used to describe the damage mechanisms of
thin films are avalanche ionization [1], multiphoton ionization [2] and enhanced absorption by
impurities embedded in the thin film [3-5], as well as a combination of two or more of them [6].

Because of gross uncertainties in the many parameters that are employed in these theories, none can
be relied upon to make an accurate prediction of absolute damage thresholds. For example, multi-
photon and avalanche ionization depend strongly on the band structure of the material; whereas the

impurity model requires the knowledge of the size, type, shape, and distribution of the inclusions.
These difficulties require that the comparison of these models with experiments be on the basis of
their ability to predict the variation of the damage threshold with easily controlled and measurable
experimental and material parameters.

In this paper, the emphasis will be on the impurity model since it seems to be the most widely
accepted at this time [7,8]. A study of the influence of the thermal and optical properties of the
host and impurity on the damage threshold is thus most suitable. In what is to follow, an analysis
of the heat conduction problem is formulated and solved exactly in terms of an integral for the case
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of a small absorbing sphere embedded in a dielectric matrix. Since the size of the inclusion is

generally limited by the thickness of the optical thin film (usually less than one wavelength in

optical thickness), Mie scattering is used as the origin for the absorption cross section. Results
of the numerical studies of the solution are then presented. Finally, an analytical expression for

the damage threshold is derived that is valid when the product of the thermal diffusivity and laser
pulse duration is large in comparison to the square of the radius of the impurity. The latter part
of this work compares the damage threshold predicted by this model with available experimental data.

The article ends with a summary of the sensitivity of the damage threshold to the thermal and
optical properties of the inclusion and host. Some of the limitations of the proposed model are
also presented.

2. Theory

The model most frequently employed in the study of impurity-dominated damage starts with a
spherical, absorbing particle embedded in a generally nonabsorbing host [9]. Damage is assumed to
occur when the surface of the impurity reaches a designated critical temperature. In reality, the
damage threshold may not be sensitive to the absolute temperature since the rate of change of
temperature with respect to time is extremely large. What is important is that whatever temperature
is chosen be material dependent (e.g.. its melting point).

The temperature (T) as a function of position (r) from the center of the impurity and time (t)

is determined by the equation:

D.

8T.
i_ J_ JL

o 3r

3T.

3r K.
l

0 <r < a
(1)

D, St 2 dr

9T,

r > a (2)

T
hM = o (3)

where D and K are respectively the thermal diffusivity in cm 2/s and thermal conductivity in

j/(cm-s-K), the subscripts i and h refer to the inclusion and the host, A is the source term in

j/(cm 3
s), and "a" is the radius of the impurity in cm. From the equations, it is evident that

absorption occurs solely in the impurity. The source term can be rewritten in terms of the incident
laser intensity (I in w/cm 2

) and the absorption cross section (Q in cm 2
) as:

3QI

4ira ;

0 < t < t,

A = 0 t > t,

(4)

where t is the duration of the laser pulse.

Because there is no experimental data to assess the degree of thermal contact between the host
and inclusion (i.e., the heat transfer coefficient), ideal boundary conditions are assumed: i.e.,
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T. = T.
1 h

(5)

dT. dT,_
i

1
i

n
k. -j— = k, -j— at r = a
l dr h dr

The exact solution to eq (1-3) with boundary condition (5) was obtained by Goldenberg and
Tranter [10]. Their result is:

x = 3Q 1 k h. + I
4?rk . a 1

3~ k, 6
i ( h

2ab
rn

-y 2
t y

f

00 -— (siny - y cosy) sin(r —
) dy

e
Y

y
2

[ (c siny - y cosy) 2 +b 2
y
2 sin 2

y]

(6)

where use has been made of eq (4). The constants in the expression are:

Y = g- , c = 1 - £ , and b = Ck
h
A

i
)(D./D

h )

32

This solution was based upon the assumption that the absorption cross section along with the
thermal constants are independent of T.

Because an optical thin film layer is typically an optical wavelength or less in thickness, the

radius of an inclusion will in most cases be a half-wave-length or less. For these sized particles,
the adsorption cross section^is derivable from Mie scattering theory [11,12] which depends on the
complex index of refraction n. and the radius of the inclusion as well as the nondimensional size
parameter

2ira/X, (7)
h

where

is the wavelength of the radiation in the host. Here, Ag is the wavelength of the radiation in free

space and n^ is the real part of the index of refraction of the host. Inasmuch as n^ > 1, the
optical properties of the host influence the absorption of radiation through the wavelength eq (8)

seen by the inclusion and therefore through the size parameter eq (7).

Using eq (6) and the well known expression for Mie scattering [11,12], the incident laser

intensity I that must be applied for a time t in order to raise a point at r to a temperature T can
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be determined. If T is chosen as the critical temperature T at which damage first occurs, then I

is the damage threshold for the point at r. In the remainder of this discussion, our attention will

be confined to a shell at r = a. Likewise, in keeping with common usage, damage threshold will from

now on refer to the quantity It = E in j/cm 2
, realizing one should always specify the temporal

aspect of the incident radiation.

3 . Results

Because of the complexity of the expression for the Mie absorption cross section and the fact

that no analytical expression is known to exist for the integral in eq (6), numerical methods must
be used to evaluate the damage threshold. In table 1, the numerical values of the parameters that

were used in this study are presented. They are chosen so as to correspond approximately to the

realistic case of a Th02 impurity buried in a ThF^ host.

Table 1. Quantities employed in the analysis of a Th0 2 ,
impurity (subscript i) embedded in a Hi

host (subscript h)

.

Thermal Properties Reference

K
h

0.1 (J/cm-s-K) (19)

K.
i

0.142 (J/cm-s-K) (22)

D
h

0.05 (cm /s) (19)

D.
l

0.0594 (cm /s) (22)

Optical Properties

y
n

i

1.6

1.9 - .005i

(17)

(17)

Laser

10
"
8 (s)

*o .

10" " (cm)

Damage Condition

T
c

2000 K

Figures 1, 2, and 3 show the sensitivity of the damage threshold to the laser pulse width, the

thermal conductivity of the host, and the thermal conductivity of the impurity for different film

thicknesses. In these cases, the minimum damage threshold has been chosen to correspond to the

thickness of the films. This is because Mie theory, with optical properties corresponding to

assumed impurities, places the minimum damage threshold generally outside of the film thickness.
These plots exhibit some interesting trends. For example, as "a" decreases, figures 1 and 2 show
that as a -> 0, ot 1 for

EaCK^)" (9)

f.
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Figure 1. Damage threshold as a function of pulse duration for different sized inclusions. The
values of the parameters associated with impurity/host combinations are listed in table
1.
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Figure 3. Damage threshold as a function of impurity conductivity for various impurity radii, the
ratio of the conductivity to the diffusivity is held constant (K^/D^ = 2.39).

This can also be concluded through an expansion of eq (6). When t /y - (D^t /a 2
) > 1, the integral

in eq (6) is dominated by the exponential quantity. To a good approximation, the remainder of the
integrand can then be replaced by its value at y = 0. Using these approximations. Equation (6) at
r = a reduces to

4 *T
C

aV*
E = It =
C I Q a

(10)

Furthermore, as a -* 0,

4irT,

en)

thus reflecting the trend indicated in figures 1 and 2. Note also that in this limit the damage
threshold becomes insensitive to impurity properties. On the other hand, when a 2

> l^t^, the
scaling for and t^ is no longer a simple power law. Here the effect of the impurity properties
also becomes more apparent, as can be seen in figure 3. This is shown both by increasing "a" or by
decreasing D. = (K^/p^C

p
), where C

p
is the heat capacity in J/g-K of the impurity at constant

pressure and
1
p is the density in g/cm .

Although the steps leading to eq (10) are independent of the absorption cross section, whether
or not this expression can be identified with the measured damage threshold of the system depends on
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Q. If Q is given by the Mie absorption cross section, using the initially assumed values of optical
properties, then as noted above the damage threshold is determined by the film thickness; and eq (9)
gives the correct expression. If, on the other hand, Q aa 2

7r, then the diameter of the inclusion
that is most easily damaged is less than the film thickness [13]. The damage is now determined by
the size of this critical particle rather than the film thickness (see reference 13 for details). A
comparison between the predictions of the two absorption models is given in table 2.

Table 2. Variation of damage threshold with impurity size "a" when a 2 < D^t .

Q I
Minimum

I Threshold

^ Mie a = L/2

Weakly absorbing

Region
a -> 0

a2 ^ D, t
l £

Thermal Properties

Host

No simple
Power Law

Inclusion

I Laser
"I Pulse

I Duration
No Dependence

I

Weak Dependence I No simple

I Power Law

Mie

2

(Ref. 13)

a 3

dE/da = 0

a 2 /D.t„ -> 0
l I

! hNo Dependence I (t.)

I

1

I

a 2 ~ D.tit
! (tj 2

Weak Dependence I

I

If the optical properties are not those necessarily of the assumed impurity or they are changed
by some process such as non-linear absorption, Mie theory is still applicable. Particles describing
a minimum damage threshold can have diameters generally less than the film thickness. That is to
say, Mie theory can produce absorption cross sections Q £ Tra 2

.

By considering some mechanism that increases the imaginary part of the index of refraction
Im(n)(e.g. Non-linear absorption) it is found that there is an Im(n) which provides a maximum
absorption. In other words Im(n) may increase to some finite value which maximizes the absorption.
The fact that there is a value of Im(n) that maximizes the absorption can be understood by
considering the limits of Im(n) in going to zero so that no volumetric absorption occurs and Im(n)

in going to infinity where the incident field is totally reflected, and again, no absorption occurs.

This maximum absorption cross section can be clearly demonstrated by referring to figure (4).

For moderate Re{n} of standard thin films, numerical studies exhibit trends as given in figure (4).

For small Im(n) = n' (n' << 1), the absorption cross section oscillates about the sloped dashed
line. As n' increases up to about 1.75 the initial sloping portion of the curve (region 1)

increases in slope and the oscillations damp out. The curve peaks at a size parameter "q" of about
tt/5. Following this peak Q/Tra 2 decreases and starts to asymptoptically approach Q = ira

2 in a manner
such that Q — a 2

. The beginning of this a region is generally at q - 1. As n' increases
further, the absorption cross section decreases along lines of constant "q" as if multiplied by
subsequently smaller multiplicative factors. To see how this affects the scaling, refer to figures

(5) and (6).

Figure (5) is a typical damage threshold v.s. impurity radius plot. The locus of points which
gives the radius of particles most easily damaged is determined for an assumed Q = Tra 2 and follows a
path of a min <*/K t». Along the path (dashed line) damage threshold E^v^t^. On either side of this
locus of points "E scales as (K^t^) Y where y is not in general a constant power. In the limit of
a >> y * 0 and as a -> 0, y * 1. Figure (6) demonstrates how the scaling is effected by the
absorption cross section as determined by Mie theory. The family of curves given by Q = ira 2 may be
shifted into region A or B on figure (5) when Q = Tra 2 is replaced by Q =

Q^ie* This shift (or

q-pulling) is driven by QMIE
giving a higher absorption, therefore a lower damage threshold, for

either a higher or lower generalized size parameter. For example: higher absorption occurs for
lesser generalized size parameters when the a-_. locus, given by Q = Tra 2

, falls in region 2 of
figure (4). Note that when the locus falls info region 3, there is essentially no pulling and
Q M — Tra

2 results. This regains the /K t dependence of Q = Tra
2 when using Mie theory for Q.
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Figure 5. Damage threshold v.s. impurity radius a for various thermal, pulse parameters K> t„ with
Q/ira* = 1.
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A SUPERPOSITION OF E = f (kn.t) AND Q = Q MiE DEMONSTRATING

THE PHENOMENA Of q-PULUNG
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E=f ( THERMAL

)

Figure 6. A superposition of E = f(K^,t) and Q = Q^j E
demonstrating the phenomena of q-pulling.

4. Experimental Comparison

Many experimental observations can be explained by this model. From figure (4) of the
absorption cross section versus the generalized size parameter, the wavelength dependence is quite
clear since varying the wavelength merely shifts the q-axis by a multiplicative factor (since

q e (2ira/A). Though the wavelength dependence is readily evident, it is not simple. It varies
differently depending upon whether a is in region one, two or three. It, as well, depends upon

If n' is <£ 1. Region 1 blends into region 3 without any region 2 (i.e. no peak occurs) and Q
approaches ita 2 asymptoptical from beneath. In this case as A decreases absorption always increases
(since (1/x) <* q) and thus the damage threshold decreases. If n' =1.75 the damage threshold can
increase or decrease with wavelength depending upon the region into which am ^ falls (note maximum
figure 4). Additionally, if n' << 1.75 the damage threshold can increase or

1
§ecrease with

wavelength as well since many peaks can occur due to multipole resonances. It should be mentioned
here that though resonances can lead to many very sharp peaks, damage threshold should not radically
change over a small wavelength region due to the fact that a distribution of particle sizes is

highly probable [14].

The data plotted in figure (7), with constants from table 3, shows a clear square root of
and ^dependence. This indicates that QMIE — ^a-

2 (region 3 of fig. (6)) as indicated in eq (12) and
shown in reference [13]. Since the two sets of data plotted are at different wavelengths, this
indicates no wavelength dependence. This is as it should be since Q — ira

2
. However, some other

data [5] at shorter pulse lengths (5 and 15 nsec) shows a very strong wavelength dependence. Since
the locus of points am^n

<* /t^ for Q = Tra 2 a shorter pulselength can move am^n and therefore qmin
into region 1 or 2 (see fig. (6)) from region 3. In region 1 or 2 one would expect a strong
wavelength dependence. Numerical studies indicate that an index of refraction can be chosen that
places these regions where just such a behavior could occur. Further study is necessary for more
quantitative results.

The dependence of the damage threshold on the thermal properties of the host is more difficult
to confirm unambiguously from the available experimental data. For instance, the damage thresholds
for different materials under identical conditions cannot be discussed as a function of the thermal
conductivities of the materials alone since the temperature at which a sample damages is also
material dependent, likewise structural factors such as stress [17], adhesion, etc. are material
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Table 3. Thermophysical properties of materials commonly used in optical thin film coatings.

Material Index

K

(j/cm-s-K)

C
P

(J/g-K)

P

(g/cm 3
)

T
(melting)

(K)
"

A1 20 3 1.72 0.346
[2 ° ]

Mil
0.774

[21] 4™ roil

2325
[21]

Hf0 2 2.25
* T201

^0.017 L UJ
0.168

L2UJ r 90

1

8.68 L2UJ
3137

L2UJ

LaF 1.59 0.0508 1 J 0.462 [23]
5.94

[23]
1763

[19]

LiF 1.37 -0.017*™ 1.61
[21]

2.635
[20]

1121
[21]

MgF 2 1.43 0.116 0.394 3. 1766
[ 20

]l536
[21]

MgO 1.83 0.6 UZJ (crys) 0.92 [21] 3.77™ 3098^
21

^

Si0 2 1.44 0.14 [25] 0.737^
20

^ 2.32
[20]

1696
[21]

1.59 o.i
[19]

0.359
[22]

6.32
[20]

1380
[20]

ThO ^J. 1 L\J o 1 9D
r 22

1

n 1 4? L J
r 22

1

10
[20]

3540
[ 20

]

JJ4U

Y20 3
2.10 0.0246* 0.451^ 5.01™ 2683^ 22

]

Zr0 2 2.25 o.on [22]

r2oi
0.0166 1 J

0.46C 21
] 5 . 7

[20] r 2 1

1

2950lJ

*Extrapolated

dependent and affect the damage threshold. Therefore, any change in the composition of a sample
changes several parameters at once; i.e., there is an as yet unknown interdependency. We are then
faced with the problem of solving eq (5) numerically on a case-by-case basis or else finding a
relevant asymptotic expression. An example of the latter approach is given in eqs (10), (11) and
(12). If we assume strongly absorbing particles so that Q^jg — fra 2 then

E " 16 T
c(

p
h
c
Ph

KhV
2

(12)

As mentioned previously this scaling agrees remarkably well with the data form Lawrence Livermore
National Laboratories [18] and the data of Bettis, et al. [15] in figure (7).

The data of Walker, et al. [5] does not scale according to this relation. The power scaling of
this data varies from y = 0 to 1 for (K^t^)^. As noted if am^n falls between region 1 and 2 as
indicated in figure (6) this is as would be expected. Further study is obviously dictated for more
quantitative results.

5;* Conclusion

In the work reported herein, the effect of the thermal and optical properties of the inclusion
and host on the pulsed laser induced damage threshold of optical thin film was investigated. The
major result of this work is that the size of the inclusion and its optical properties govern the
absorption of radiation, whereas the thermal properties of the host are most important in the
establishment of the damage threshold. In general, the damage threshold given in J/cm 2 has been
found to increase as the duration of the laser pulse increases, as the thermal conductivity of the
host increases, or as the imaginary part of the index of refraction of the impurity decreases (below
a certain point). Furthermore, the damage threshold is relatively insensitive to the thermal
properties of the impurity.
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Figure 7. Comparison between the measured damage threshold and that calculated from the
inclusion-dominated model. Damage threshold from two different experiments are used;
dots are data from reference [1%] with t^ = 40 ns and A = 0-248 pm, and x's are data from
reference [15] with t^ = 20 ns and A = 1.06 ym. The values from reference [15] had been
corrected for surface roughness. The thermophysical properties used to evaluate the
calculated damage threshold for different materials are listed in table 2.

The way in which the damage threshold scales with the thermal properties of the host is in

general a complicated function. Within certain limited ranges of pulse lengths and particle sizes
(Djt^ > a 2 approximate scaling laws can be derived. In this case, if the absorption cross section
is determined by Mie theory with weakly absorbing particles or even strongly absorbing for a2 << Dt^

and a > A/4 the damage threshold varies linearly as the thermal conductivity of the host and the
laser pulse duration. If, on the other hand, the cross section is determined by the area
intercepting the radiation (na 2

) which can occur for strongly absorbing particles with a 2 < Dt.,

a > A/4, then the damage threshold varies as the square root of the laser pulse duration and thermal
conductivity of the host [13]. Data is available that fits both scaling laws in the appropriate
limits.

The situation regarding the influence of optical properties is a complicated one. Behavior is

best understood by study of the absorption cross section. This seems to explain the trends in much
of the data studied. The largest uncertainty at present is the imaginary part of the index of
refraction. The data tends to indicate that it is larger than that of any of the previously assumed
impurities. This could be due in part to non-linear absorption. Indices of refraction can be
chosen that explain the behavior of the data, but this is as yet without any solid justification.
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There are a number of requirements in high energy laser systems to provide optical elements

that are not integrally cooled. However, there are many instances where a cooling gas, such

as helium or nitrogen, may be used to cool the front and back surfaces in order to reduce

optical distortion.

In order to evaluate the response of an optic to this type of cooling, first order analytical

techniques have been generated to determine transient and steady-state temperature distri-

butions through a fully irradiated optic, an irradiated spot on a large optic, and a toroidal

shaped beam (i.e., hole in the beam), on a large optical element.

Cooling temperatures and damage relationships coupled with optical path differences

of the flowing gas are treated for evaluation. Optical distortion of the element due to radial

and axial temperature gradients are treated for both transient and steady-state conditions

and for various gas flow dynamics.

Key words: cooled laser mirrors; mirror distortion; transient gradients; coating damage.

INTRODUCTION

It is not uncommon, in high energy laser systems, to minimize the cost of optical components by using uncooled polished, or

diamond turned, metal mirrors. Very often these mirrors are used in non-critical areas of the optical train. Even so, an effort is

undertaken to minimize the amount of optical distortion that these mirrors introduce in the optical path. A large component to

the distortion is generated by the thermal gradient that is manifested in the mirror.

Ideally, then, one would want to reduce the distortion, resulting from the thermal gradient, to the greatest extent possible.

One technique for reducing the axial thermal gradient is to pass an inert gas across the surfaces of the optic to remove the heat.

This technique lends more to optics that are not in a vacuum environment. It may, however, be valuable in those situations where

the inert gas may be used simply to remove dust particles or moisture from optics that will be subjected to a vacuum after the

cleaning process.

In other situations, one may wish to cool the metal optics to a particular temperature, i.e., back to ambient, after a laser run.

This may permit the system to be operated with more cycles than if the optics cooled down due to free convection and radiation.

The purpose of this paper, then, is to provide a first order analytical technique for evaluating velocities, film coefficients, and

gradient distributions for a fully irradiated optic, an irradiated spot on a large optic, and a toroidal shaped beam mode on a large

optical element. These techniques will permit the analyst to determine, in a reasonably quick fashion, whether the optic will re-

spond the way that it is required. This technique does not purport to provide the detailed information that may ultimately be

required and which is more suitable to a detailed numerical analysis technique.

* Numbers in brackets indicate the literature references at the end of the paper.
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Symbols used in this paper are given below. Metric values.

A-j = Irradiated area of optic, cm2

a = -0.5d, cm

b = Radius from center of optic for radius of toroid ring, cm

c = Specific heat, J/Kg - °C

d = Orifice diameter, cm

Et3
D = Modulus of Rigidity, N • M =

12(1 - Mo2 )

E = Young's Modulus, N/M2

90 = Absorbed flux density, W/cm2

GRh = Grashof Number, dimensionless

hc = Heat transfer film coefficient, W/cm2 - °C

lQ = Modified zero order Bessel Function, dimensionless

K = Thermal conductivity, W/cm - °C

LQ = t = Thickness of optic (face-plate), cm

M = Bending moment, N • M/M

Nt
= Index of refraction of gaseous medium, dimensionless

N0 = Index of refraction of gaseous medium at 273. 15°

K

P = [tt(D)R'(6)2], N

PQ = Absolute pressure, mm Hg

Q = Apparent load, N/M 2

R = Radius of optic, cm

R.I =_b

RQ = Free radius generated by axial gradient, m
R' = Half-width of toroidal ring, cm

VLp
Re = = Reynold's Number, dimensionless

r = Radius at which velocity is 1/2 Uz , cm

rQ = Radius at which velocity = 0

T = Average temperature through the laminar boundary layer, °K

T0 = Surface temperature of optic, °C

Too = Temperature of flowing gas, far removed from optical surface, °C

T = Temperature in the boundary layer at (X,Y) coordinate, °C

Tl = T0
T2 = Backsurface surface temperature of optic, °C

U s
= Cross flow velocity, m/sec^

Uz = Average axial velocity, m/sec

Up = Velocity at radius (r), m/sec

Up = Velocity in the orifice, m/sec

Uoo = Average gas velocity outside the boundary layer, m/sec

Vx = Velocity of the gas in the boundary layer at (X,Y) coordinate, m/sec

X = Distance along flow path from origin, m
Y = Distance removed from origin normal to flow path, m
a = Thermal diffusivity, cm2/s

a0 = Coefficient of thermal expansion, °C~1-0

p. = Viscosity, Kg/cm - s

M0
= Paesion's Ratio, dimensionless

v = nip

p = Density, Kg/cm3

t = Run time, sec
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?2
=

5 =

erf(x) =

erfc(x) =

ierfc(x) =

Coefficient of expansion of cooling median, °K"1-0

Eddy viscosity, Kg/cm - s

Eddy diffusion, cm^/s

Boundary layer thickness, m
"X

2

[1 -°erf(x)]

-?2
e

The first set of circumstances that must be addressed are the conditions of the flowing gas after the gas exits from a bounded,

Navier-Stokes, relationship into an unbounded environment where the gas is free to expand, virtually without restraint. What will

the velocity profile look like some distance away from the exit? What will be the velocity some distance away from the exit both

on axis and radially distributed? These questions must be answered in order to provide an average velocity for computing the heat

transfer film coefficients and the average thickness of the boundary layer so that the optical path distortion may be calculated.

The velocity distribution in a round free jet has been studied by a number of investigators. Hintz [1] describes the classical

theories of Boussinesq, Prandtl, and Reichardt. For the problem under consideration, however, the simpler theory based on the use

of eddy viscosity will be used. [2] [3]

For the case of a jet emptying into an unbounded plenum with eddy viscosity (em ) independent of axial length (z), and

dependent on eddy diffusion ($2) only:

The mass balance equation is:

a - 1

- (U. + U_) + -
3.

s 2 R

The similarity relationships are:

R
(R U R )

= 0

uj'i^f f (r2 i

(1)

(2)

u r
= Up[^r-) 9(f2 )

(3)

-U R U
z

= U
,

? t a

Substitution of the similarity relationships into Eq. 1 yields:

h (f2 )

(4)

clf 1 d
p^2 > -nr2

-- ir2 y(f
2 )l

=0
(5)

468



"hich is independent of (z) when p, q, and r satisfy:

P + q - r = l.o

he momentum balance equation for the (z) axial direction, applying the boundary-layer approximations, will be:

OIL dU ,

(U
s
+ U

2
) _i + U R _! = A. ± R (-U RUJ

tiR R cR

or the case of (Us
= 0), i.e., no cross flow of the fluid in the unbounded plenum, Eq. 6 becomes:

df \ (If 1 c|

" f + f2
f 17 + 9 T-

=
If, h)

For p = -1 and q = 1, Eq. 5 becomes:

1 A
r 2

ttf
2

ith integration,

Setting
J

2
d £2 f2 * = F (r 2 l

where

1 dF dF 1
i - — "T75" and g = — — F

r2 df2 dr f

So that Eq. 8 becomes:

d _F_ dF

or,
= THT (f2 h)
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Integration provides:

In accordance with the boundary assumptions,

-

~UrUz
m ~ aiyaR

= constant

,\ cm = 0.0116 U
p
d

from Eq. 9 and Eq. 1

1

_ F— — f '°'
> ± l±^L

Which integrates to:

em f{0)

(z + A)
(f

2

df2

dF 1 9
-2F) = - F

2

2
max

The constant of integration is zero because J2 = 0 and F(?2> must also be zero

Then;

2C f;

1 t|U
z

(z + A)/2e f(0) C{-
2

So that:

1 dF 4C

**2 d ^2 I 1 + C U (z + a)/2em f(0)
''max 111 t,

2 2

The constant (C) follows for the condition of f2 = 0; So that, C = 1/4 f(0)

Which provides:

U
1 +

U, (z + a)
max

zmax
8cm

•2.0
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u.
12+ ar'2/3»

max
(Up)

(18)

tor a constant value of (em ) across the main part of the jet with a subsequent velocity distribution, the shear-stress distribution is

)und from:

!fl! - 1
max

U

1 +
zmax ( * Ha

> 2

8 cm

-3.0

(19)

'he shear stress has a maximum value at:

(f2 )

optimum

8em

5 U (z + a!max 1
1

0.5

\nd the shear stress at half U 7 is found from:
-max

12

8 [J 2- 1.0) c m
U 7 U+a)

max

Q.5.

<nowing the value of (?2^/2 tne rac^'us f° r tms va ' ue is found from:

r =
<^l/2 (*

+ a
>

Consequently, knowing that the velocity distribution follows the Gaussian error integral, then,

rQ
=

(r2>1/2 ^ + a )3.0(.441)~'' 0

where

(20)

(21]

(22)

(23)

Uz
= 0

There will often be a concern, relative to an optical path difference that may develop, for the amount of temperature gradient

that will result in the flowing gas boundary layer. The laminar boundary layer thickness and velocity profiles are copiously

reported by the investigators. [3] [4] [5] [6] [7]

The approximate integral mtehod provides a velocity distribution as:

Y

4.64 [ix
Voo

0.5

4.64

0.5

[7] (24)

For 0 < Y < 5
(x)

i V

'rr>,? t_ 7 Vx

HYDRODYNAMIC BOUNDARY LAYER ON FLAT PLATE
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The boundary layer thickness, as a function of distance (x) is found from:

8
(x)

= 4.64

0.5
[7] (25)

Equations 24 and 25 require a steady, fully developed flow as boundary conditions.

Under steady-state conditions, the temperature gradient will follow the velocity gradient, i.e.,

T-T 3
1 'oo

T
0
Too

v0.5

4.64f£ 4.64

0.5
(26)

Figure (1.0) provides an illustration of how an optic may be provided with a cooling gas. The cooling jets are placed around

the periphery of the optic. Knowing the diameter of the optic, one may determine the maximum axial distance of flow, average

velocity, average Reynold's number, average boundary thickness, average velocity, and average temperature profile through the gas

boundary layer.

The change in the index of refraction for a gaseous median is found from:

T?j = 1 +

L\ 1 +pT/\760/. [8] (27)

The average heat transfer film coefficient will be found from:

For gases with Pr > 0.5 and Rex < 5(105 )

h
c= (*)

[
0 .332 R

°' 5
Pr

1/3

]
[9] (28)

For gases with Pr > 0.5 and Re >5(1Q5)

(JO
[o.0296 RO-8 pr0.6]

[9] (29)

Knowing the average film coefficient across the optic, the steady-state and transient temperature of the optic may be evaluated.

For a fully irradiated optic—steady-state conditions—back surface uncooled

ZQ = h
c A, (T, -Too] +- (T, -T

2 )

Lo

T
2 - (K)

2Q = h
c
A, [T, -Too] +

(ar)
0 0

2ierfc
|i^r)0.5]

A
l

(30)

(31)

472



or a known run time (t), the two equations are solved simultaneously for T-| and T2, so that:

KA
1 |<A,

" (T2 )

(32)

— KA. |(A,
iQ + hoA

1
T08

-
hc A 1

T
1

+—!-
(Tl )

--i-i
(T2 )

(«t)°- b 2ierfcltrV5)
A

11 Too K - h
c
A, T, + (ar)

0 - 5
2 ierfc^ V -1.0

x K x T

h
c
A

1

KAi
= B,

Then Eq. 32 and Eq. 33 reduce to:

(cit)
05

2ierfc

V(ar)7

-1.0

K = C
0

1Q + \loo = aqTi + B
Q T-j - B D T 2

- Q + c
0 Too - aqTi t c

o T 2

Tlhe next step is to check for the amount of time necessary to achieve steady-state on the first surface.

So that

2(33)

(34)

(35)

(36)

(37)

(38)

t, - T J«K)BJ
( 1 .-x*» f1-i\1

- k
—

\^F
e-^J d

M [10] [11] [12] (39)

Then, time to achieve steady-state temperature will be:

T, -Too(K)

<Jo ia)
0 - s

(1.1204)

(3GQQ) seconds /hr
(40)

If t ~ tq then the ambient temperature (Too) of the cooling medium should be reduced; or, the velocity of the cooling medium
should be increased.
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The thermal bowing due to the axial gradient if found from

m =
[13] (41)

Apparent load is found from

A m (16)
(42)

and, deflection of a circular plate, clamped at the edges, is found from:

A =
Sr4

64D [12] [13] (43)

Deflection of a circular plate, simply supported at the edges,

R„ =
° <*)T,-T

2 )

[12] [13] (44)

a
=

SDjl+Hj
[12][13]

R Q (R
2

)

(45)

and

A
<Q

0
R

A
,

Q0R

64D 16D(1+^)
13] (46)

For a circular plate supported at edge at 3 points, 120° apart, the load uniformly distributed, the deflection at the center is found

from:

A
0.0362* CL24

A = 13] (47)

For those cases and conditions where it is desired to cool the optic back to the original ambient conditions, after a laser run,

the final temperature may be found from:

For an initial constant temperature differential (V), the temperature change with time is found from:

(x + i])/2J ocq

d/j dr?v =
[10] (48)
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x/2/ar
2V r „22V C -u 2

A
v = / e f* d/i

V hx + h^vr
+ e

(ttcxt)
0.5

y p
-(x t tj + 2ho.Tr/4ar

dr? [15]

n the second integral set:

x + 77 + 2hor = 2v/lvf P

(49)

Then:

which will give:

v = 11 /e-
v'* 1

x/2(ut)
Q 5

2
dM + j^ e hx + h2 cvT /* e~^

2
dpi -

y,
-*Q o

(x + 2ha_r)/2(aT)
0 ' 5

e
-/J

dp
[10]

[10]

(50)

(51)

where

T
1
-T0

= V =
Gf0 (Q7)

0.5

1.1284 for a fully jrrqrljqted, pptic
[10] (52)

For the irradiated first surface only, set x = z = 0, then

v _
e
h ar

V
erfcjli (cvr)°-

5

J [10] (53)

There are systems which use a repetitive pulsed laser rather than single pulse or continuous wave. For this type of system, the

temperature of the optic, i.e., temperature gradient will continue to change with each duty cycle of the laser until quasi thermal

equilibrium is achieved.

The temperature rise for each pulse will be found from Eq. 52. So that:

AT = *™
^ 1.1284

o K

The temperature dimunition for each portion of the off cycle is found from Eq. 51

.

1 = erf
2(ar. >0.5

,(h x + h
2ar9 )2

' 6Hl^5 + h""2>
0 -5

}
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where

r-| = "on" cycle time

T2 = "off" cycle time

Then: For one complete duty cycle

v0.5

1

3 1.1284 {erf

K 2(ar)0.5

l +e (h x + h2ar
2 ) erfc f__^ +h (aT,)°-

5
\}

l2(ar
2
)°-5

2
j)

(54)

So that, for (N) number of cycles

(N)

N-1 N-2
AT (Y ) + At (V) + Aj (V) +...AT (Y')

IM = 1

(55)

where

Y' = Eq. 51

For no cooling except heat sinking to the back of the optic, the value of (h) is found from:

1

h = —

L Q
= Thickness of the optic

If the optics are in a vacuum, the temperature will continue to rise until an equilibrium between the optic and the surroundings

can be achieved through radiation.

That is, when

Q
in

= hR A
1
(T, -TJ = Q

[14] [15] [16]

Where

1.0

(^)-Si(iH 1-2 L

0.172
v)4

f

vy
100/ \1007

v-v [14] [15] [16] (56)

If the optic is not in a vacuum, the temperature will continue to rise until equilibrium between the optic and the surrounding

environment can be achieved through free-convection.

That is, when:

Q
in

= h
c
A

1 (""Woo) = Q
OL|t
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iVhere:

h
c

= .508

0.952 + P R

QR D P R

025
FOR GRD < 1010

Assuming vertical optic

[9] [16] (57)

h
c

- 0.024

P
R

1 + 0.494 P
R
2/3 u

2/5

for GRD > 10 10

Assuming Vertical Optic

[9] [16] (58)

iwhere

Pr = Prandtl Number
Cm

_ fg A T p3 ~j

- [—T2 J

For a cooled laser mirror the ramp temperature will continue to rise to the point of steady-state and will have a saw-tooth struc-

ture for each pulse thereafter. So that;

KA-,
= ^M^-TJ +

(T, -T2 ) (59)

= hc^XT^-Tj +

«T, -TJ K

(A^ (nTl )
P - 5

1.1284|eif
2(«T:

*0.5
exp

erfc
2(«r

2
)0.5

+ h (o*r0 )

(60)

where

ti = pulse width "on" cycle

T2 = pulse width "on" cycle + "off" cycle

z = face plate thickness of laser mirror

In order to determine the value of (Ti ) for the pulse "on" cycle, substitute t\ for T2 in the second expression of Eq. 60.

STEADY-STATE
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There are a number of cases whre the optic is not fully irradiated. This condition results from a large optical element

irradiated with a laser spot size substantially smaller than the diameter of the element.

The temperature distribution for this condition, with gas flowing over the front surface is found from:

R,

2(ot)
0~5 < 3.0, then, the following analysis applies

[12]

Temperature distribution for actively cooling the optic, follows:

1Q= h
c7rRf [ Tl - Too )

t-^
(Tl -T2 )

0

(T
2
- TJ l<

2 ierfc

l2(cvr)
0.5

— 2 ierfc

2 _i_ n2.0.5l

2(ar ,0.5

2 v0.5wRf (OCT)

Equations 61 and 62 are solved in similar fashions as Eq. 32 through Eq. 38.

So that:

A0 = h c7rR2

Bo =
KttR2

2 ierfc

2(aT )0-5.

- 2 ierfc
(Lo2 + R1 2

)

0.51

2(ar)0.5

Then:

2Q = AQT-| - A0Too + BoTt - B0T2

2Q = A0Tt - A0Too + CQT2 - C0To

Which will provide;

2Q + A0Too = AQTi + BQTi - BQT2

2Q + A0Too + CqToo - AqT 1 + CqT2

(61)

(62)

(63)

(64)

(65)

(66)

(67)

(68)

(69)
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A major difference, however, is to be found in the evaluation of the distortion. Because the gradient is localized in the center

of the optic, the deflection will appear to be resisted by a fully clamped geometry, so that

m -

A m(16)

(70)

(71)

where

Rl = radius of the beam

The deflection of the optic, assuming simply supported conditions, is a combination of the center deflection and edge deflection in

order to accommodate the slopes of the two. For a circular optic concentrically loaded over a circle of radius (R-j), the deflection

is found from:

.A =
16ttD

2
+ R>

1 + u~

RL _ 7 + 3wo_
r2

R 4(1+^0
2

) [13] (72)

It is not uncommon for a beam to be toroidal in geometry. In this case, the beam will appear as a ring on the optical element.

For this case, the temperature rise, as a function of run time, follows the equation of

Qr

! (F) 8(7rar) 1 - 5
pc,

exp _ Rf + R'
2

RjR'

4 (XT
>0

2ar
-

The temperature rise for the back surface is found from:

Qr

R(B) a, >1 5
exp

R 2
+ R'2 + L0

2
~

4ar 2ar

[10] (73)

(74)

Temperature distribution for actively cooling the optic, follows:

KA1Q = h
c
A

[Tl - ToJ +

vq = h
c
A [T, -TJ +

[T,-T
2

]

(T
2 -Tj8(7raT)1- 5

PPr

" 4ar / °L2aTJ

(75)

(76)

where

A = area of the irradiated toroid
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Again, Eq. 75 and 76 must be solved simultaneously.

The deflection for this type of geometry, on a simply supported round optic, is found from:

A =
8/iD

2\/ Vn + (R -\/)
R

(3+^R 2 _(l-^b2

2(1 +uj R

(77)

where

Rl = b = radius from center of optic to radius of toroid ring

Care must be taken when using Eq. 73 and Eq. 74. For materials with very low thermal diffusivities, the two equations "blow-up".

The suitability of these two equations may be evaluated using the following expressions:

Maximum AT over a rectangle is evaluated from:

ATmax " ja [fin (L + (L 2 + a
2

)

05
- l>n a)] +l_ [in (a + (a

2 + L 2 )°* 5- L)]| [10] (78)

where

a = R' = half-width of the ring

L = ttD

D = median diameter of the toroid

The time to achieve the maximum AT is found from:

r =
l< AT 7T

2 So<<*

0.5 1

0.5 (79)

Determine the value of (ZQ )

'< ATmax »0.5

2gar
1

0.5
(80)

where

j\ = actual run time

if YQ > 1.0, Eq. 73 and Eq. 74 are applicable;

if YQ < 1.0, Eq. 78 is applicable

1.0
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If Y0 < 1.0, the actual temperature rise for t-j is found from:

ATQ = ATmax <Y o> (81)

CONCLUSION

The basic techniques for evaluating an optical element with gas cooling have been presented. Obviously, not all of the possible

conditions and techniques can be presented in a single paper. However, those techniques which have been presented, while not

totally comprehensive, are at least representative of the more common problems associated with non-integral ly cooled optics.

Using these first order analytical tools will allow the analyst to obtain a "ballpark" value of what may be anticipated for a given set

of conditions to be employed. Once the analyst has determined the general amount of gradient and cooling for a given optic, or

system of optics, there may be a requirement to know in very great detail the precise amount of distortion and cooling. If precise

information is required, a detailed numerical analysis may be in order.
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"A COMPREHENSIVE ANALYTICAL THEORY FOR UNIFYING PULSED
AND CONTINUOUS WAVE LASER DAMAGE ON METAL MIRRORS,
ENCOMPASSING THE RELATIONSHIP OF SMALL SPOT TO LARGE

SPOT SIZE DAMAGE ON METAL MIRRORS."

James R. Palmer

Weapons Support Division

COMARCO, Inc.

1417 N. Norma Street, Ridgecrest, California 93555

Weapons System Effectiveness Contract N60530-83-D-0024

for the

Naval Weapons Center, China Lake, California 93555

A theoretical model has been developed which provides for evaluating both pulse and

continuous wave laser damage on metal mirrors. The model technique employs the three-

dimensional Palmer-Bannett model as a base. Using the fullwidth, half-band temporal profile

for the pulse time constant and the thermal diffusivity of copper as a baseline, the time con-

stant is corrected for other materials by the ratio of thermal diffusivities.

Basically, the theoretical concept rests on the premise that neither the Drude theory nor the

Jakob-Kelvin theory are completely correct for short-pulsed (i.e., less than a microsecond)

time constants. The heat sink below the first few angstroms acts as a dampening coefficient.

The metal does not appear to be able to respond to the very short time constants and, as a

consequence, the temperature versus reflectivity does not hold in straight-forward fashion.

As the time constants extend into the microsecond regime, and longer, the relationships of

temperature versus reflectivity become more representative.

Melt and Slip thresholds for copper, silver and gold have been presented previously [1].

The data have been generated for wavelengths of 1.06 nm, 2.7 /urn, 3.8 jum, and 10.6 urn.

Varying spot-sizes and different pulse widths were used. The theoretical model has been

applied against this datum with excellent results ranging from 99.8% to 82% agreement.

Based on the relationship suggested by the three-dimensional Palmer-Bennett model and

the unifying theory suggested, spot size dependence may be determined for given metal

diamond turned mirror substrates.

The basis for damage, selected for the theory, is the point where slip phenomena occurs

in the metal surface. This selection is more than arbitrary. Slip phenomena becomes the

first indication that there is a permanent disruption to the optical surface. Further, slip

and melt would seem to be the most thermally dependent manifestations of disruption.

Keywords: pulsed lasers; continuous wave lasers; diamond turned metal mirrors, slip band

damage; melt threshold.

*Numbers in brackets indicate the literature references at the end of the paper.
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INTRODUCTION

Both the Drude Model and the Jakob-Kelvin Model relate absorptance, reflectivity, and emissivity to the conductivity of the

metal. However, in both cases, the model depends on an adiabatic condition for the respective metal. For the conditions of a

pulsed, or continuous wave laser, the adiabatic condition may not exist. A non-linear gradient develops between the irradiated

surface and a depth into the optic where the temperature rise is 0. This axial depth for a pulsed laser will be on the order of

of several microns, depending on spot size, optical material, and pulse width. The axial depth for a continuous wave laser will be

of the order of several hundred microns, and again depending on the spot size, optical material, and run time.

The free electron theory of Drude is generally represented, for metals, as a number of free electrons moving in spaces between

the atoms. He assumed that the motion of these electrons can be treated as though they were molecules of an ideal gas as pictured

by the kinetic theory [2] . The electrical conductivity, from the Drude theory, is expressed as,

N e^Xv
C= -Trr~ [21 (11

where:

n = electrons per unit volume

e = electronic charge

v = electron velocity

X = vt

t = time between collisions

R = gas constant

T = absolute temperature

This expression for dc electrical conductivity has been metamorphased to.

M r [3] (2)

i o

and for frequencies in the range r < co < cop, the optical absorption, according to the Drude theory is,

a = Pft)P [3] [4] (3)i

P 2k

where:

p = resistance, ohm-cm

T = electron relaxation frequency, rad/sec

cop = plasma frequency, rad/sec

m = electron mass

The model used in the NWC prediction, for temperature dependent absorption, is,

am= a
P
+c

Vfrraf(To)
[5] (4)
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where:

Oq = total absorptance at room temperature

af(T) - «f (T0 )
= free electron contribution in excess of free electron absorption af(TQ ) at room temperature TQ

0.5 J). 5

cu = aco
TO HH-J

where:

cj = angular frequency of radiation

a = 3.948 (1(H 7 )f3/2 (sec)

b = 4.545 (1014 )f-3 (jufi - cm - sH-0
f = free electron sphere radius

p = resistance, - cm

The Jakob-Kelvin Model begins with Planck's theoretical expression for the intensity of monochromatic, upolarized radiation,

normal to the radiating surface. So that,

.-5 0 \— 5.0
A

5 -° 2^ A

= 2c2 h n/|<XT 1n
=

C /XTe—*",v,
_i.o ^2^' -i.o

where:

c = velocity of light

h = Planck's quantum constant

k = Boltzmann's constant

C] = first constant of Planck's Law

C2 = second constant of Planck's Law

The coefficient of refraction for waves entering a metal is found from:

0.5

[6] (5)

C [k
e pm r

c ] ; (6)

where:

c = velocity of light

ke = electrical conductivity, sec/cm^

jum = magnetic permeability, dimensionless

tc
= period of electromagnetic wave

The reflectivity for normal incidence of radiation (0 = 0)

2

Pm, X, 0 ~ 1 ~

and emissivity is found from

2
em,X,0 " -

n (7)

(8)
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1

Assuming jUm = 1 .0 for metals for air and vacuum, R e = —
, and A/c with X in centimeters;

t m, X. 0 - 1 -V X, 0
=

1 ~

0.5

(9)

From Kirshoff's law, emissivity perpendicular to the surface is found from:

^m, A, 0

m, X, Q

(10)

From Aschkinass; [7]

"m,X,0
=

°-74 V^e C
1

X-5.5

e
c
2
/XT-l.o (11)

where:

R e = R 3273 [273]
(12)

Re273
= electr ' cal resistivity of the metal ot 0°C = 273° K

T = temperature of interest - °K

Then:

'V X, 0 R
Q

= .0221
1

7>b.X

0.5

(13)

Schmidt and Eckert replaced Eq. 7 and Eq. 8 [7] with

pm,X, 0
~

2n z - 2n + 1

2n2 + 2n + 1

(14)

.,221 1-1 + ~2 - +
n n

z
n
3

2n 5 2d 1

So that, instead of Eq. 9

pm. X, 0
~_

60X/R
e -2[30X/R e

]0-5 +1Q

60X/R
a +2 [30X/RJ 0 - 5 + 1.0

30 V X /

PR,
= 1 -

30

0.5

(15)
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The approximate formula is then.

VA,0 =
1 ~ em, X, 0

= 10 ~ 0.365
R -|0.5
e

x~j
t 0.0464

(16)

Because the two models require an adiabatic boundary condition, we would argue that neither is a complete description of

the change in reflectivity for an optical element with a substantial heat sink immediately below the irradiated surface.

The Palmer-Bennett Model requires a time averaged absorbed flux density [9] [10] [11] [12] . For short pulse conditions, into

the microsecond regime, the optical material cannot respond thermally to the incident radiation. As a consequence, the material,

several microns below the surface, is not aware of the surface phenomena. The heat sink below the immediate surface would

appear to dampen the electron activity on the surface. The temperature distribution is not linear. It follows a curve as shown in

Figure 1.0.

A more representative change in the reflectivity would seem to follow:

PA
= p o, A

ex P (~ k * 0 5 * 7 >
(17)

where:

k =— fin

T

J
D, A

D. A

'; D, A-'J
J, A

1U-
<ti-tx :

" AT Tamb T
melt

T
x

= lT
aml) f T

me|t ]
2-10

(18)

(19)

(20)

(21)

where:

r = full-width half-band of pulse.

PD, A = diamond turned measured reflectivity at ambient temperature and wave length,

pj, X = Jakob-Kelvin reflectivity at ambient temperature and wave length.

The Palmer-Bennett Model requires a time averaged pulse width. This requirement may be accommodated by using the ratio

of thermal diffusivities for the various materials at ambient temperature. Because of the substantial data base regarding copper, all

other materials are related to the thermal diffusivity of copper.

The ability of a heat sink to absorb more, or less, of the pulse, then, is modified as follows:

A = _*-
(22)

vCu
(r)
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where:

t = full-width half-band of the actual pulse

aCu = thermal diffusivity of copper,
P Cp

ax = thermal diffusivity of compared, material (x)
Kx

Px cpx

For example:

The thermal diffusivity of copper = 1.14 cm2/sec

0 [13]
The thermal diffusivity of gold = 1.21 crrrVsec

If the full-width half-band is 0.5 Msec then, the pulse time of absorptance for the gold would be:

1 21
igold =

JJ4
(0.5 Msec)

Tgold
= 0.53 Msec

Because the gold can diffuse the absorbed flux density faster than the copper, the gold must absorb more of the pulse to

achieve the same temperature at the surface.

This mathematical technique was applied against the calculated and measured melt thresholds of diamond turned copper,

silver, and gold at 1.06 jum, 2.7 /im, 3.8 Mm, and 10.6 Mm [1] [5]

.

Spot dia.

The full-width half-band for 10.6 Mm (Cu) was 2.0 Msec 238.0 Mm

The full-width half-band for 3.8 Mm (Cu) was 0.40 Msec 63.2 Mm

The full-width half-band for 2.7 Mm (Cu) was 0.50 Msec 53.4 Mm

The full-width half-band for 1.06 Mm (Cu) was 0.009 Msec 52.4 Mm

The relationship between the predicted values for melt, using the foregoing model, and the actual measurements is shown in
r

Figure 2.0. The slip thresholds for these materials becomes the first plastic-permanent disruption of the optical surface. Based

upon the average melt to slip ratios for the various wavelengths, the slip temperature for copper is =732°C. For gold the slip

temperature is =637°C, and, for silver, the slip temperature is =336°C.

Then, the basic expression follows:

Basic Palmer-Bennett expression for temperature increase of surface

2I 0 (1-pX)(a
x rx

)° S /
, _ x 2 2x /V

J

(23)

For — > 3.0 Eq. 23 becomes
2v/ax7^

A
Io(l-^)(o^°'

5

1

K
284

(24)
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For — > 3.0, the axial thermal diffusion depth is found from:

0.5

For < 3.0, the axial thermal diffusion depth is found from:

Z=6 («t)
0
'L 2 .R

(25)

(26)

and the temperature increase is found from:

0 5
oo

2 ~l

(27)

which reduces to:

K
x ( L2(o

x
r
x
)0-5j >-2(Vx )

0 -5 J >
(28)

It becomes apparent that spot size dependence is a function of laser beam diameter, optical element thermal properties, and

pulsed or continuous wave run time.

So that when > 3.0 there will be no radial diffusion and Eq. 24 may be used. However, when < 3.0 then

Eq. 28 must be used. The use of Eq. 28 indicates spot size dependence. However, the same expression accommodates this

dependence. One may argue, then, that the larger the laser beam diameter, or the smaller the square root of the product of thermal

diffusivity and irradiance time, the less dependent is the spot size.

Figure 2.0 shows the relationship of the model prediction as the measured experimental results. There are two columns which

show the predicted fluence to melt using Eq. 24 and Eq. 28. Additionally, the model was compared to the experimental work of

S. J. Thomas, et. al. [14] . This experiment was conducted on the LASL.L-9 Gigawatt Test Facility. A Gaussian beam at 10.6 nm
and 1.7 ns pulse width is produced by this machine. The 1/e2 spot radius was 1 mm. Single point diamond turned copper mirrors

were subjected to one-on-one shots at twenty-five (25) different sites in both vacuum and in air. The average damage (melt)

threshold of both air and vacuum was 14.6 J/cm2 . The authors suggest, "On the average mirror 8.5 ±1.0 J/cm 2 is a safe level,

corresponding to 71 ±12% of the single-shot threshold."

Using Eq. 24 and allowing the temperature to raise 191 1°F from an ambient of 70°F, then;

l 0 (1 - pr)(ar)0.5
AT = z (1.1284)

will yield

1911(224)

_ o!99) (4.42 x 1.7(10-9)\0-
5

\ u.aa,
y 360Q f

= 2.6258O03 )

BTU

1.1284
HR - FT2

= 8.2281(9) W/cm 2

= 14.08 J/cm 2

489



As stated before, the average slip threshold for copper should be on the order of 732°C (1349°F).

Slip threshold should be Lg/
3

70)]
(14.08) = 9.6 J/cm2.

The suggestion by S. J. Thomas, et. al., is that a single point diamond turned copper mirror should not witness a fluence

greater than 8.5 ±1.0 J/cm2 to maintain a safe level below slip threshold which comports to the calculation above.

CONCLUSION

The free electron Drude Model and the Jakob-Kelvin Model satisfy the steady-state condition for temperature dependent

reflectivity. However, they do not appear to satisfy the conditions for fast transient response. The free electron thermal equilib-

rium relaxation time is on the order of 10"^ seconds. This is obviously a shorter time, by orders of magnitude, when compared to

the pulse width [15] . However, the thermodynamic response of a free electron metal, i.e., good conductor, at 1 pm of depth is on

the order of 1 (10"6) second for copper, aluminum, gold, and 0.5 (10~6) second for silver. Based upon the thermodynamic

response, as a function of thermal diffusivity, the presented model permits evaluation of both pulsed and continuous wave laser

response of diamond turned metal mirrors, to a first order approximation,^ the infrared wavelength regime.
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Figure 1.0

J/cm2 J/cm2
J/cm2

PALMER-
MEAS./PRED
AGREEMENT

SURFACE TEMP RISE
SPOT
SIZE SPOT

NWC MEAS. NWC PRED. BENNETT WAVELENGTH SIZE

FLUENCE FLUENCE PRED.

FLUENCE
NWC

PALMER-
BENNETT

EQ 24° F EQ 28° F YES NO w

Cu 476 415 482.8 0.872 1.014 1980.8 1981 X 10.6 0.99 238

Ag 373 349 377.7 0.936 1.013 1760.6 1760.6 X 0.99

Au 275 256 283 0.931 1.029 1944.9 1945 X 0.987

Cu 176 245 186.2 1.392 1.058 1979.4 1981 X 3.8 0.988 63.2

Ag 237 224 236.5 0.945 0.998 1780.8 1760.6 X 0.991

Au 120 161 120 1.342 0.000 1945.1 1945 X 0.9861

Cu 194 234 189.6 1.206 0.977 1991 1981 X 2.7 0.9872 53.4

Ag 201 224 238 1.114 1.184 1848 1760.6 X 0.99

Au 123 161 113.5 1.303 0.923 1959 1945 X 0.9832

Cu 9.0 14.7 9.36 1.63 1.04 1981 1981 X 1.06 0.9654 52.4

Ag 10.5 13.9 11.2 1.32 1.07 1760.6 1760.6 X 0.9724

Au 5.6 7.5 6.08 1.34 1.09 1945 1945 X 0.9582

FLT TEMP:

Cu = 1981°F = 1083°C

Ag = 1760°F = 960°C

Au = 1945°F = 1063°C

Figure 2.0
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The speaker agreed with a questioner that it was not clear whether the model
presented would apply to dielectrics. He suggested that the Drude model used might not
apply to pulsed laser damage to metals if equilibrium conditions were not established.
This conclusion was questioned by members of the audience.
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Catastrophic versus Microscopic Damage:
Applicability of Laboratory Measurements to Real Systems"

S. R. Foltyn and L. J. Jolin

Los Alamos National Laboratory
Los Alamos, NM 87545

At ultraviolet wavelengths, damage to both coatings and bare surfaces is dominated by
the presence of discrete localized defects. During multiple-shot irradiation, the over-
whelming majority of these defects are damaged by the first or first few shots. Initially,
damage morphology is that of a crater of approximately 10 pm in diameter; however, upon
continued irradiation, one of two events can occur: either the crater grows to catastrophic
dimensions or it remains unchanged. In the latter case, the damage is only observable
under a microscope, it may be indistinguishable from cosmetic defects present before irrad-
iation, and it is likely that any related degradation in optical performance is unmeasur-
able.

In view of the generally accepted definition of laser damage (i.e., any visible change
in the surface), it is important to consider the implications for real systems. These are
discussed in the context of ultraviolet test results for both coatings and surfaces.

Key words: catastrophic damage; damage morphology; laser-induced damage; microscopic
damage; multiple-shot irradiation.

1. Introduction

The subject of catastrophic versus microscopic damage is not new to these proceedings [1]. In

this paper we offer results of a preliminary investigation in which it was found that a rigid defin-
ition of damage may be unrealistic, may unfairly constrain the design of practical systems, and may
mislead investigators attempting to optimize a production process. A major question remains, how-
ever, regarding the actual optical degradation associated with microscopic damage. A possible solu-

tion is the establishment of an objective damage criterion.

2. Catastrophic versus Microscopic Damage: Definitions and Discussion

2.1. Catastrophic Damage

Figure 1. is a micrograph of catastrophic damage on a 351-nm reflector. 1 On the first shot, a

few barely visible pits were formed. On succeeding shots these pits grew, merged, and became the

1-mm-wide footprint that is shown. Although variable, this particular damage site has grown to the

25% intensity contour of the elliptical test spot—clearly a catastrophic failure. The peak fluence

in this test was slightly over threshold and damage at the edge of the footprint has occurred at a

fluence well below the threshold level.

This form of catastrophic damage, pitting followed by growth, is observed primarily in multi-

layer dielectric reflectors—over 90% of the uv reflectors tested at Los Alamos have damaged in this

mode. Another form of catastrophic damage is illustrated in figure 2. In this case, usually ob-

served at fluence levels well above threshold on AR's and bare surfaces, a dense collection of pits

has formed but no growth is observed during continued irradiation. In that a significant fraction of

the irradiated area has been disturbed, it is certain that an actual component thus damaged would be

rendered useless, hence the designation—albeit subjective—catastrophic. To quantify the degree of

"This research was performed under the auspices of the U. S. Department of Energy and the Defense

Advanced Research Projects Agency.

xTest conditions for all present results are: A=351 nm, 1=12 ns , and prf=35 pulses/sec. Testing

was n-on-m where, at each test fluence, ten sites were irradiated for 140 shots or more.
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damage would require a measurement of optical degradation2 such as a change in reflectance or scat-
ter. In a practical sense, damage may eventually be evaluated on the basis of comparing such meas-
urements to system requirements rather than on the basis of visual observations.

2.2 Microscopic Damage
Figure 3. illustrates the morphology of microscopic damage. The two damage pits (circled to

distinguish them from surrounding cosmetic defects) were produced in a 351-nm AR coating irradiated
at slightly above the damage threshold. At much higher fluence values, these pits would evolve into
catastrophic damage, but at an intermediate level, no further change was observed during irradiation
for 10 4 shots. This behavior is typical of most but not all uv AR coatings tested at Los Alamos.

Features of microscopic damage are summarized below.

• Small pits, usually less than 20-|Jm diameter.

• Indistinguishable from cosmetic defects (pinholes, dust) at 100X magnification.

• Low surface density—fewer than 10 mm" 2
.

• No growth under continued irradiation except at very high fluence levels.

• Observed primarily on bare surfaces and antireflection coatings.

3. Damage Morphology

The morphology of a precursor to catastropic damage is shown in figure 4. at various SEM magni-
fications. The frame in the upper left shows the pits as seen in the test facility viewing system.
The 49-layer coating has been removed down to the substrate and a commonly observed crater in the
fused silica substrate is visible. The author of reference [1] finds size to be a critical parameter
for damage growth related to absorbing defects under cw irradiation; we suggest that electric field
enhancement at the broken edges of the coating is a possible growth mechanism here.

The absence of these rough edges in a microscopic damage site is shown in figure 5. A cosmetic
defect appears in the frame at lower right to demonstrate the similarity between the two, and also to

illustrate that, by careful observation, damage sites are distinguishable from pinholes by virtue of
the discoloration that surrounds them.

4. Test Results and Discussion

Figure 6. is the result of separating catastrophic from microscopic damage events on uncoated
CaF2 at 351 nm. The curves are normalized to the catastrophic damage threshold. As fluence was

gradually increased, microscopic damage was first observed at about 30% of the catastrophic thresh-

old. The shallow slope of the probablity curve, and the resulting high level of statistical noise,

indicate a relatively low density of defects responsible for microscopic damage. At the catastrophic
threshold, a transition occurs to a higher density of defects that are now responsible for damage
accompanied by growth. Whether this is a result of the presence of two different types of defect, or

simply a different response at higher fluence levels by a single class of defect is, at this point,

unknown

.

Figures 7. and 8. are curves generated in a similar manner, but now the emphasis is on the

optimization of deposition rates for antireflection coatings. The results are summarized in table 1.

There are preliminary indications [2] that the energy loss associated with a damage pit is far

greater than would be expected from simple consideration of the amount of visibly damaged surface

area

.
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Table 1. Influence of Deposition Rate upon Damage Thresholds

Deposition Rate Microscopic Threshold Catastrophic Threshold

2S/sec 4.7 J/ cm2 5.9 J/ cm2

78/sec 3.9 J/ cm2 8.7 J/ cm2

3
Al 203/Si0 2 ;

4-layer AR's at 351 nm; R=0.3%.

As can be seen, if microscopic damage proves to be optically detrimental, slightly better performance
is available at the lower deposition rate. Alternately, if only concerned about catastrophic damage,

the higher deposition rate offers better performance. Admittedly, these considerations ignore other
factors such as durability or optical performance that may also vary with deposition rate: The point,
however, is that depending on the type of damage being considered, completely different results are

obtained in the attempt to optimize this coating parameter.

5. Conclusions

We have examined two different types of laser-induced damage behavior. One type is nongrowing,
possibly harmless, and is primarily observed on uncoated surfaces and antireflection coatings. The

other type involves growth to catastrophic dimensions with continued irradiation, and is generally
seen on reflectors. The significance of microscopic damage remains to be determined; it clearly

will always have a place in coating research, but may eventually be neglected in the design of real

systems

.
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Figure 1. Catastrophic damage in a 351 nm re-

flector. At slightly over threshold, the ini-

tially small damage sites grew with continued
irradiation to the 25% intensity contour of the

beam.

Figure 2. This type of catastrophic damage is

stable under continued irradiation, but, due to

the size and density of pits, optical perform-
ance has been degraded.

Figure 3. The microscopic damage (circled) is

nearly indistinguishable from cosmetic defects.
At fluence levels well above threshold, these
sites did not grow for 10 4 shots. The effect
upon optical performance is unknown.



MICROSCOf€/VJO£© at -100 a SEM ot ~1200x

Figure 4. Precursors to catastrophic damage in a 49-layer reflector. One possible growth mech-
anism is electric field enhancement at the broken edges of the coating.
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Figure 5. Microscopic damage in a 351 am AR.

The top frame (SEM at 1500X) shows a damage pit
and surrounding discoloration at left center and
a cosmetic defect at upper right. The cosmetic
defect was undisturbed at the fluence which
produced damage. The damage site and the de-
fect, which appears to be a 1-um pinhole, are
shown again (center and bottom, respectively) at
7500X.
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Figure 6. Damage probability curves for uncoated CaF2 at 351 nm. Two
distinct curves result from separating catastrophic and microscopic
damage

.
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Figure 7. Damage curves for an antireflection coating produced at a
slow deposition rate.

0 2 4 6 8 10 12 14

PEAK TEST FLUENCE (J/cm 2
)

Figure 8. Damage curves for an antireflection coating produced at a
higher deposition rate than that of figure 7. While the slower rate
gives a higher microscopic threshold, a higher catastrophic threshold
results from a higher deposition rate.
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It was suggested that to determine if a damage site is stationary or not as defined
in the theory presented , it would be necessary to perform n-on-1 tests, not merely the

more common 1-on-l tests. The speaker agreed and pointed out that it may be necessary for
the optical designer to determine the life of the optics in terms of number of shots and
the level of scattering that can be tolerated.

In response to another question, the speaker stated that he Tiad not worked out a

thermal analysis of irradiance-level-spot-size-growth for pulsed irradiation similar to

that reported by Dr. H. E. Bennett for cw irradiation. Such a relation apparently exists,

based on the qualitative information on spot sizes in the AR coating and reflector , and he

felt it should be explored. Experimentally , when pits which form in the wings of the

laser spot are moved into a higher fluence area, they do not grow in most cases. The
density of microscopic damage sites is probably very nearly equal to the number of

cosmetic defects that were present before irradiation. Also, experimentally , the damage
sites in high reflectance multilayer coatings tend to grow, whereas those in

ant ireflective coatings do not. There is no obvious explanation for this effect at

present.
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Toward Improved Accuracy in Limited-Scale Pulsed Laser Damage Testing
Via the "Onset Method"*

S. C. Seitel and J. 0. Porteus

Michelson Laboratory, Physics Division
Naval Weapons Center, China Lake, California 93555

A recently reported method for determining the defect damage onset (minimum intensity
for defect initiated damage) in optical surfaces offers certain advantages over more
conventional methods. First of all, the onset is a more reliable and useful indication of

operational performance than conventionally measured thresholds, which may depend strongly
on the size of the tested area. Secondly, measurement of damage frequency vs intensity
provides valuable information on defect densities. This permits more effective use of a
limited test area and provides a basis for defect classification. Effective limited-scale
testing is becoming increasingly important as larger optical surfaces and reduced defect
densities are made possible by improved coating technology.

In this p^aper, the onset method is mainly applied to 1.06 \iva coatings, tested with a

40 urn (D-l/e ) Gaussian focal spot and 2.7 um coatings, tested with a 67 um spot.
Comparisons are made between onsets and conventionally measured thresholds, including a

demonstration of convergence with large-spot- thresholds from other laboratories. Examples
of damage frequency distributions indicating the presence of more than one class of defect
will also be shown. Finally, the onset model is extended to include flat-topped spatial
profiles, and possible advantages over Gaussian profiles are noted.

Key words: defect-initiated laser damage; onset method; thin film coatings.

Introduction

Laser damage data often are expressed in terms of the intensity at which the probability of

failure on a single shot is 50%. This conventional damage threshold by definition represents the mean
of a distribution which may extend to much lower levels of test irradiation [1]. This is especially
important when the damage process is initiated at isolated defects whose mean separation is comparable

to the diameter of the irradiated area. Recent results suggest it often is more appropriate to

evaluate damage susceptibility in terms of the onset of this distribution. Foltyn [2] has reported
evidence that the conventional damage threshold definition is inherently dependent upon the diameter
of the illuminated area, concluding that the damage threshold should be defined as that intensity at

which the probability of failure first departs from zero, i.e., the maximum nondamaging intensity,
which is not spot-size dependent. Porteus [3] has reported similar findings and further has concluded
that, by appropriate modeling of the defect distribution functions, it is possible to extract most

probable values for this "onset" intensity from rather scattered failure-frequency data.

In this paper, the earlier work [3] in onset extraction is extended and applied to visible, near

IR, and IR multilayer coatings. A brief review of the onset method is given and a solution developed
for the special case of a Gaussian intensity distribution in the irradiated spot. An explicit
spot-size scaling rule results, independent of the defect ensemble. Different models for the defect

ensemble functions are used to fit experimental curves, and the necessity of assuming a nondegenerate
model for some coatings is demonstrated. An example of a coating with two well-defined defect types

contributing to failure is shown. Finally, the model is "extended" to the mathematically simpler case

of a "top-hat" spatial profile, and the potential advantages over a Gaussian intensity distribuiton
are noted.

s
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Onset Model Review and Spot-Size Scaling

A detailed theoretical development of the onset model and its associated data analysis algorithms

is given in ref. [4]. Only the principal conclusions and implications are reviewed in this section.

In the case of pulsed, laser-induced failure of optical surfaces and thin films containing isolated

defect sites, an appropriate expression for the probability of failure on a single shot is

P = 1 - exp dA /
o

Kx,y)
f(I

d
)dI

d
(1)

An important assumption made in the derivation of this expression is that each individual defect

has a uniquely defined failure intensity 1^. Of course, different defects may fail at different

levels, and thus the ensemble function f(l^) represents the number of defects per unit area which

will fail between I<j and I,j 4- dlj. Here I(x,y) may be interpreted either as the temporal peak

intensity or the fluence at a point x,y on the surface, as appropriate. The spatial integration is

taken over the area A of the irradiated spot.

Specification of the spatial intensity distribution I(x,y) permits development of a spot-size

scaling relationship, without requiring detailed knowledge of the defect ensemble. A Gaussian profile

may be expressed in polar coordinates as

1=1 exp(-r
2
/w

2
)3

(2)

where Ia is the axial intensity and w is the natural Gaussian radius, or half-width at 1/e.

Combining eqs (1) and (2) and differentiating on Ia yields

= 2ir / f[l exp(-r /w )]r exp(-r /w )dr
L-r aia 0 a

, J.

= TTW
2 i- /

3
f(l')dl'

La o

(3)

Reintegrating on Ia ,

I . I

P(I ) = 1 - exp{-iTw
2

/
3

[f / f(l')dl']dl}
a o 1 o

(4)

The significance of this last expression is that the integrals are independent of the spot radius w.

The nominal irradiated area (nw ) appears only as a simple scale factor multiplying them.
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It is possible to invert the damage probability expression and obtain a formal solution for the
damage ensemble:

f (1 ) = * [«_ + JL. (dJL.) 2
+ I

a ttw (1-P) dl 1-P dl a dl
a a a

In principle, an experimental measurement of damage frequency as a function of applied intensity
should reveal the appropriate damage ensemble directly. To accomplish this, the data would have to be

sufficiently well behaved to permit extraction of both the first and second derivatives. In practice,
it is seldom possible to obtain failure frequency data of the required precision. A useful alternate
approach is to postulate a simple trial model for the damage ensemble, calculate the corresponding
damage probability curve, and see how well it reproduces the experimental data.

Defect Ensembles and Experimental Examples

The simplest model for the defect ensemble is obtained by assuming that all defects do fail at

exactly the same intensity IQ . In this degenerate case, the ensemble function f(I') in eq (4) takes
the mathematical form of a delta function about IQ , normalized to the areal density of defects N:

f(I') = N6(I« - I
Q

) . (6)

The resultant probability of failure P(Ia ) is given by

(7)

This last expression essentially is identical to that derived in ref. [2] for a single layer.
Equations (6) and (7) are plotted in figure 1. Although the solid and dashed curves reach a 50%

damage frequency (or conventional threshold) at different intensities, they have the same onset. The

parameter separating these curves is the product of the Gaussian spot area and the defect density.
Thus, the smaller the irradiated spot or the lower the defect density, the higher the conventional
threshold, in agreement with experimental experience. The negative curvature of the damage
probability near onset is characteristic of this degenerate onset model and beam profile combination.
Physically, the increase of failure probability with applied intensity occurs only because the area

irradiated at greater than the damage level IQ increases, thus encompassing more defects.

An example of damage frequency data which is described well by the degenerate model is shown in

figure 2. This 1.06 um multilayer narrow-band antiref lection coating is a commercial product [5]

which was damage tested at the Naval Weapons Center (NWC) as part of the round-robin experiment
reported by Guenther [6]. Column 1 of table 1 contains pertinent measurement parameters. Of

particular interest is the nominal Gaussian spot radius of 14 um, which corresponds to a diameter at

1/e of approximately 40 um. In current laser-damage practice, this is a very small spot.

A typical data point was obtained by exposing many sites on the surface to single pulses at a

fixed intensity and noting the percentage which failed. The procedure was then repeated at other

intensities, to develop the overall experimental trend shown. The number of sites exposed at a giver

intensity was not fixed, in contrast to the procedure of ref. [2], but rather was determined byj

monitoring the standard error in the damage frequency as the data were acquired [4]. The solid curve

represents the least-squares fit to the theoretical model, assuming a degenerate defect ensemble,

More complicated ensembles, as described below, also were considered in analyzing this coating, but

n

T 2 MI —TTW N

ru
a > - 1 - If)

o
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the degenerate assumption yielded^ the least mean square deviation,

this procedure was 2.5 ± 1.0 J/cm .

The onset fluence extracted by

-2
The density of defects, also obtained as a fit parameter, was approximately 4 * 10 cm

This corresponds to a mean defe.ct spacing of about 5 0 pm, which is larger than the irradiated spot

size. Thus there should be a significant discrepancy between the conventional threshold and the

onset. The mos£ probable value for the threshold fluence was determined by standard techniques [7] to

Ibe 51 ± 43 J/cm . The large uncertainty is another consequence of the fact that the defect spacing is

mot small compared to the spot size. For this sample, tested with this spot size, the ratio of

threshold to onset is approximately 20.

Seven other laboratories also evaluated examples of this coating as part of the round-robin
jaxperiment [6]. Since the range of spot sizes employed varied two orders of magnitude, it should be

possible to test the spot-size predictions of the onset model. Unfortunately, the experimental
^parameters other than spot size also varied greatly, which makes interpretation of the round-robin
Vesults difficult. Three laboratories used experimental parameters (except spot size) sufficiently
similar to NWC's to make a rough comparison of results possible. That is, the temporal pulse duration
(FWHM) was between 1 and 20 ns, the sites exposed were randomly selected, only one exposure was made
per site, and the analysis was based on a "go/no-go" decision whether damage occurred at a particular
jite. Table 2 lists these laboratories, ordered by decreasing spot size, together with the number of

axamples of this coating tested, and the mean thresholds reported. Also shown is the onset value for

;he sample of figure 2. Clearly, it is this onset, rather than the small-spot threshold measured at

NWC, which agrees better with the large-spot thresholds from the other laboratories.

The important point is not the detailed quantitative comparison, which is rendered doubtful at

jest by remaining uncompensated differences in experimental parameters and procedures between the four

selected laboratories. Rather, the significant observation illustrated here is that the onset
approach does yield failure levels which are independent of spot size and which agree with
Conventional thresholds obtained with spot sizes much greater than the mean defect spacing. This

allows testing with smaller, less expensive sources, a desirable option as coatings continue to

Improve

.

Not all samples can be fitted so conveniently with the degenerate model. For some, it is

ecessary to use a more flexible model, which assumes that the defect damage levels are distributed
cross intensity. A simple power-law model for the ensemble function f(I') provides sufficient
lexibility to fit all of the data obtained at NWC to date:

f(I') = C(I' - I ) ; V > I
o o

(8)

= 0 ; I' < I .

o

lere the power p is an arbitrary real number, and the multiplying constant C is determined from the

cumulative normalization relation

f(l*)dl' = N(I
n ) (9)

here N(In ) is the density of defects contributing to failure when the local intensity has any

rbitrary value In .

Typically, negative, nonintegral powers are required to fit the coatings tested at NWC. Figure 3

hows examples of such defect ensembles. The simplest case, p=0, is shown at the upper left. Below
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onset, the number per unit intensity interval of defects which will fail is zero, while above onset,

it is a constant. As the power becomes more negative, the distribution of defect failure levels
becomes less uniform and tends to peak, about the onset intensity. In the limit as p approaches -1,

the ensemble becomes degenerate in nature, as indicated at lower right. While the degenerate (p=-l)
and the "uniform" (p=0) cases, which have easily visualized physical interpretations, serve as bounds
on the ensemble in the analyses reported here, p is not restricted to this range by physical
considerations. Positive powers may be appropriate for other coatings.

Figure 4 contains the failure probability curve corresponding to the uniform ensemble. As in the

degenerate case, the onset is independent of spot size and defect density,' while the threshold is

not. The shape of the curve differs, however. Near the onset, the curvature is positive, not

negative. This occurs because the continuum of failure levels in the ensemble function requires that

the density of damaged sites increase with intensity, as well as the area irradiated above onset.

An example of a coating which requires a nondegenerate ensemble is shown in figure 5. This

2.7 ym multilayer mirror was tested at its design wavelength using a 67-pm-diameter spot.

Experimental parameters are contained in column 2 of table 1. The dashed line represents the least
squares fit obtained with the degenerate ensemble and predicts an onset, in arbitrary units, of one.

The solid line results from a more general least squares analysis in which the power, p=-0.3, was

extracted as a fit parameter. The improvement in fit is obvious. It is significant that the onset

predicted in this case is lower than the degenerate case prediction by approximately a factor of two.

An example of a coating which is almost, but not quite, degenerate in character is shown ir

figure 6. This multilayer broad-band antiref lection coating also is a commercial product [8] which
was tested as part of the round-robin experiment. Because of the large uncertainties in the measurec
failure rates, it is difficult to argue that the solid (power-law) curve is superior to the dashec

(degenerate) curve. An additional data point, taken at approximately 8 J/cm , would resolve truj

question. Again, the onset predicted from the best-fit model, p=-0.75, is lower by about a factor oJ

two than the degenerate case prediction. _ 2
The density of defects contributing to failure when th<

damage frequency is 10% is 2 * 10 cm , corresponding to a mean separation of approximated
7 0 Mm.

Figure 7 contains an example of a coating which is more uniform in character. This 2.7-\i)

multilayer mirror was tested at its design wavelength, using the 67-ym-diameter spot. Once again, th

degenerate prediction is higher than the p=-0.25 best-fit prediction by about a factor of two.

A final example is shown in figure 8. Again, this is a 2.7-um mirror tested with
67-um-diameter spot. At about 2.5 times the onset fluence, the experimental data break sharpl
upward, as if a second damage process, different in character (i.e., with a different defect ensemble
and with a higher onset, were suddenly contributing. A modification of the onset analysis procedur

was required to fit this coating. The three lowest-f luence points were treated separately first; th

best fit was p=-0 . 65 . The fitted function then was subtracted from the data, and the remainin
experimental points analyzed. For this second component, the degenerate ensemble yielded the lowes

mean square deviation. The sum of these two components agrees with the raw data reasonably well. Th

lower component is apparent only when the failure frequency is 10% or less. Thus, for some samples a

least, it is necessary to acquire data at very low damage frequencies to avoid serious overestimatio
of the onset.

Extension to "Top-Hat" Spatial Profile

Gaussian spatial profiles commonly are employed in laser damage testing, since the TEM
C

spatial mode is reasonably easy to obtain from the test source, can be characterized accurately, ar

has desirable propagation properties. However, this introduces a complication into the onst

analysis, in that the sample area illuminated with more than the onset intensity is a function of fel

axial intensity. If the irradiated area were held constant, then the variation of failure rate wit

intensity would depend only on the form of the defect ensemble itself, and the analysis would 1

simplified. This can be achieved if the spatial profile in the target plane is a "top-hat"; that is

if the intensity is constant out to the beam radius, and zero beyond.

Equation (5) is the formal solution for the damage ensemble in the case of a Gaussian be;

profile. The corresponding formula in the top-hat case is [4]

£(I )
1

[—
a irw (1-P) dl.

(10)
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II

Since the second derivative of the damage probability curve does not appear in this expression, the

prospects for recovering the form of the damage ensemble directly from the experimental data are

improved

.

In figure 9, the calculated damage probability curves for the Gaussian and top-hat spatial
profiles are compared on the right. The curves are normalized to equal total powers at equal axial
intensities, and the degenerate defect ensemble, shown on the left, was assumed. At the onset, the

damage probability rises discontinuously from zero in both cases, but for the top-hat profile, it is a

true step function with height proportional to the product of the irradiated area and the defect
density. The slope is not dependent upon either spot size or defect density, in contrast to the

Gaussian case. The corresponding top-hat experimental data should rise sharply also. Thus, less
precision in the determination of the experimental failure rates would be required for an accurate
extrapolation to the onset.

Similar results are obtained with distributed defect ensembles. In figure 10, the uniform
ensemble, p=0, was assumed. Here the top-hat damage probability curve does exhibit some curvature,
since not all the defects in the irradiated area fail at the same level. But the slope still is

steeper than in the Gaussian case, making extraction of the onset from the corresponding experimental
data easier.

Conclusions

The onset intensity for defect damage is a more reliable and useful indication of the operational
performance of a coating than the conventional threshold, which depends strongly on the size of the

tested area. Experimental failure frequency curves may be analyzed, using simple physical models for

the defect ensemble, and information about the density of defect sites, as well as the onset itself,

may be extracted. This method allows more effective use of limited test area, a fact which is

becoming increasingly important as larger optical surfaces and reduced defect densities are made
possible by improved coating technology.

The 1.06 um coatings analyzed to date appear to be degenerate in character, in that a defect
ensemble sharply peaked about the onset intensity most closely reproduces the data. A logical
interpretation is that one or, at most, a limited number of closely related defect types contribute to

failure. In contrast, distributed defect ensembles are more appropriate to the 2.7 um coatings
studied, which may indicate that several different defect types are present. The complex failure
frequency curve for one 2.7 Um example strongly suggests that the defect types are grouped in two

broad classes, possibly corresponding to different damage processes. An alternate explanation, namely
that the two components originate from similar defects at different depths in the dielectric stack,

seems less likely in view of their different ensembles.

Tne true degenerate ensemble emerged unambiguously as the appropriate choice only for the

narrow-band antiref lection coating tested at 1.06 um. In all other cases, a distributed ensemble
provided a better least squares fit. Assumption of the degenerate ensemble where not appropriate led

to an underestimate of the onset intensity by about a factor of two. Good damage frequency statistics
near the onset are required for definitive characterization of the defect ensemble.

Finally, the onset model suggests that failure frequency data obtained with a top-hat spatial

profile in the target plane will rise from onset more steeply than their Gaussian counterparts. Less

precision in the experimental data is required for accurate extrapolation to the onset, and it may be

possible to recover the form of the damage ensemble directly.
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Table 1. Experimental parameters

Test wavelength 1 . 06 ym 2.7 ym

Sample preparation dry N2 blow dry N2 blow

Test geometry In focus of convergent beam

Lens focal length
Spot diameter at 1/e

Angle of incidence
Test site array
Test site separation
Pulses per site
Pulses per sample

165 mm
40 ym

3 deg
rectangular
0.5 mm
1

variable

126 mm
67 ym

5 deg
rectangular
0.5 mm
1

variable

Laser source Nd : YAG Nd : YAG

Polarization
Transverse mode
Spatial profile
Temporal profile
Pulse duration

linear
TEM00 c
near Gaussian
near Gaussian
13 ns

linear
L0URb

near Gaussian^
gain-switched
100 ns

Damage definition scatter change visible change

Detection method aux He-Ne beam 20X microscope

Notes

:

^Determined during experiment; see text.
Lowest order unstable resonator.

^See ref. [7].

See ref. [9]

.

508



Table 2. Damage threshold comparison

Spot No . of Mean thresh-
Laboratory size (Mm) samples hold (J/cm )

Naval Weapons Center 40 3
b

48 ± 9

Air Force Weapons 360 1 2.9
Laboratory

University of 470 6 20 ± 4

Kaiserslautern
Lawrence Livermore 4000 3 3.7 ± 1.9

National Laboratory

Onset fluence 1 2.5

Notes

:

^Round-robin data; see ref . [6] .

Round-robin data corrected for non-Gaus sian spatial
and temporal pro files; see ref . [7].
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pigure 1. Degenerate defect ensemble (left) and
corresponding damage probability curve (right),
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Figure 3. Examples of power-law ensembles
for -1 < p < 0. The power-law ensemble
approaches the degenerate ensemble as

p + -1

.

0.51 1
1

COATING DESIGN A
LEAST SQUARES FITS

Figure 2. Damage frequency versus axial
fluence for 1.06 um narrow-band anti-
reflection coating on BK-7 glass sub-
strate. The solid curve is the least-
squares fit, assuming the degenerate
ensemble

.

DEFECT ENSEMBLE DAMAGE PROBABILITY

Figure 4. Uniform (p = 0) power-law defect

ensemble (left) and corresponding damage
probability curve (right).

t I r

DEGENERATE MODEL

3 4 5

RELATIVE INTENSITY

Figure 5. Damage frequency versus axial fluence (arbitrary units) for an experimental
2.7 ym high-reflectance multilayer coating. The best-fit power-law ensemble (solid

curve) predicts a lower onset than the degenerate case ensemble (dashed curve).
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Figure 6. Damage frequency versus axial
fluence for broad-band visible/1.06 um
antireflection coating on BK-7 glass
substrate. The best-fit ensemble
(solid curve) is nearly degenerate but
predicts a lower onset.
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Figure 7. Damage frequency versus axial
fluence (arbitrary units) for an exper-
imental 2.7 um high-reflectance multi-
layer coating. The best-fit ensemble
(solid curve) is nearly uniform.

DEFECT ENSEMBLE DAMAGE PROBABILITY

TOP HAT ™2 N = 2

= 0.5 "

Figure 8. Damage frequency versus axial
fluence (arbitrary units) for an exper-
imental 2.7 um high-reflectance multi-
layer coating. The dashed curve is the
sum of two separately computed components
(solid curves) which assume different
defect ensembles.

Figure 9. Degenerate defect ensemble (left)

and corresponding damage probability
curves (right) for Gaussian beam profile
(solid curve) and top-hat beam profile
(dashed curve). The curves are normalized
to equal total powers at equal axial inten
sities

.

Figure 10. Uniform (p = 0) defect ensemble (left) and corresponding damage probability curves

(right) for Gaussian beam profile (solid curve) and top-hat beam profile (dashed curve). The

curves are normalized to equal total powers at equal axial intensities. Here N = ttw2N(2I ).
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It was pointed out that defect ensembles were addressed in the earlier Boulder
Symposium, particularly the 1973-74 symposium. Although they were not treated in the same
way, articles by Dr. DeShazer , Picard, and Milam in that period furnished a good
background for the present work. It was also pointed out that as coatings get better
there may not be enough defects to generate good statistics and one must test the whole
part. \
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The Effects of Self-Focusing on Laser-Induced Breakdown

William E. Williams, M. J. Soileau, and Eric W. Van Stryland

Center for Applied Quantum Electronics
Department of Physics

North Texas State University
Denton, Texas 76203

The polarization dependence of laser-induced breakdown and beam distortions in the
transmitted time integrated spatial profile were used to determine the effects of self
focusing on picosecond breakdown threshold measurements in fused silica and NaCl. The
results at 1.06 and 0.53 ym laser wavelength indicate that, for focused geometries, no
significant self-focusing occurs in these materials until the beam power approaches P

2 , the
second critical power for sel f-focusi ng.

Keywords: critical powers; fused quartz; laser damage; NaCl; picosecond pulses; self
focusing; 0.53 urn; 1.06 ym.

1. Introduction

Early in the history of studies of laser-induced damage effects, self-focusing was recognized as

one of the major contributors to catastrophic, irreversible changes in material properties [1]. Over
the years many studies, both theoretical and experimental , have been conducted in attempts to account
for self-focusing effects in bulk damage experiments. However, due to the complexity of the problem,
agreement between theory and experiment have been mixed. While accurate, direct measurements of the

nonlinear index of refraction, n
2 , have been made using interferometry [2,3,4], the power for which

significant changes occur in the linear propagation of focused Gaussian beams through nonlinear
materials is not well established experimentally. In this paper we will present data which indicates
that, for picosecond damage experiments, the important power for focused geometries is the so-called
second critical power, P

2
[5]. This conclusion is based upon measurements of the polarization

dependence of the breakdown powers and measurements of beam distortions in the transmitted, time-
integrated spatial profile made with an optical multichannel analyzer. The results for two mate-
rials, one sample each of NaCl and fused quartz, will be presented in the paper. Breakdown data for

these two samples has been presented in an earlier work for conditions in which self-focusing effects
were not important [6,7].

2. Experiment

The laser system used in this study and in previous studies of picosecond laser-induced damage
was a mode-lock, Nd:YAG oscillator-amplifier system producing 40 psec (FWHM) pulses at 1.06 ym. With
the ai d of a frequency doubl er, 30 psec pusj es at 0.53 ym were al so produced. The system produces
single pulses of measured Gaussian spatial profile. Essential details as to shot-to-shot pulse-width
moni tori ng , pu 1 sewi dth characteri zati on , energy moni tori ng , and spatial prof i 1 e measurement are
described in references 6,7,8,9.

As in earlier measurements, the pulse is focused into the bulk of the sample using various "best
formed" lenses designed for minimum spherical aberration. The polarization (either linear or circu-
lar) incident on the sample was changed by adding a quarter-wave plate before the focusing lens.
Transmission through the sample was monitored using a calibrated peak-and-hol d detector, or, in the

case of beam distortion measurements, using a vidicon tube operated in a region of linear response.

3. Theory

A large volume of work has been devoted to the study of sel f- focusing effects in solids [1]. In

all cases the theories developed to describe the process indicate that self-focusing is dependent on

the power of the laser beam in the material. Two critical powers of importance are often cited in

the literature for Gaussian beams. The first of these, P
l9

is as follows [5]:
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where c is the speed of light in vacuum, x is the laser wavelength and no is the nonlinear index of
refraction. Note that P^ is inversely proportional to n

2 . Many theories Dased on the constant shape
approximation have assumed that a catastrophic collapse of the beam will occur in the material when
the beam power approaches P^. This idea was first suggested by Zverev et. &1

.

[10] and later used
extensively by other workers in reducing damage data [11,12,13]. However, exact solutions of the
nonlinear wave equation made by Marburger [5] have shown that even for focused geometries, signifi-
cant deviations from normal 1 inear propagation do not occur unti 1 the beam power exceeds P^ and a

catastrophic collapse of the beam within the depth of focus does not occur until the beam power
exceeds the second critical power P

2 . Pi is defined as (for Gaussian beams)

P
2

= 3.77 P
x

(2)

The factor of 3.77 comes from numerical solutions of the nonlinear wave equation [5].

Up to this point the theories make no mention of the mechanisms producing the nonlinear index.

The only assumption made is that an index change is produced such that

^n = n
2

<E>
2

(3)

where in is the change in index and E i s the el ectric fiel d. An al ternati ve way of expressing the
index change which has come into more common use recently is

lt\ = Yl (4)

where I is the irradiance and y is a nonlinear index coefficient. Y and n ? are related by a constant

[2].

cn
o ..,_2

n
2

(esu) =
V40^ Y(m /w) (5)

where c is the speed of light in vacuum (m/sec) and n
Q

is the linear index of refraction. Many
mechanisms can give rise to self-focusing effects in solids. For nanosecond and longer pulse dura-

tions, el ectrostriction, thermal sel f- focusing, and the electronic Kerr effect can all contribute to

a catastrophic self focus. For picosecond pulse durations the dominant mechanism is believed to be

the electronic Kerr effect. Thus the use of short pulses presents us with the advantage that we need

only consider the fast nonlinearity in our data analysis. A second, and very important advantage is

that the electronic Kerr effect is polarization dependent. This polarization dependence presents one

with an easy way of determining whether or not sel f-focusi ng effects are present in damage measure-

ments .

Early papers in the literature have shown that the nonlinear refractive index for isotropic
materials (such as fused quartz) and linearly polarized light is given by [14,15]

n (ip): 12

1

y( 3
) (6)n

2
[L ' y ' }

n_ *1111 1
'

where n
0

is the linear index of refraction and is a third order nonlinear susceptibility
tensor element. If the incident field is circularly polarized then
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However, a symmetry relation exists for isotropic materials such that

X
1111 ~ iX

1122
+X

1221
(8)

Measured values for these tensor elements indicate that for fused quartz x ii^2 1 ^ approxi-
mately equal to x 1?21 C 1 5 ] . Thus we can express equation (7) in terms of the same x*

3
' tensor

element as equation (6) giving

"
2 =r l

!ui

Thus we see that the ratio of n
2
for circul ar pol arization to n

2
for 1 inear pol arization is 2/3.

This implies that the ratio of trie critical powers for self-focusing for the two cases is 1.5.

Let us now extend this idea to cubic materials such as NaCl. For a beam 1 i nearly polarized
along a 100 axis the expression for n

2
is the same as eq. (6), i.e.,

n
2

(L.P., 100) = Hi
x[l

]

n (10)
o

Forcircularly polarized light with the plane of polarization perpend icul ar to a 100 axis, n
2

is
given by [2]

n (CP, 100) = —Ex!?}, + 2x[
3

J - x
{3)

] (11)
o

and for a beam circularly polarized in a plane perpendicular to a 111 axis we have

n (rp nn = — Ty
(3)

+ 4x (3)
- X (3) 1 (1?)n

2
ltK

' n n
LX

1111 1221 1221 J UO
o

Using measured values of the various x^ tensor elements taken from the literature for NaCl [16,17]
we find that the mean value for the ratio of the critical powers is 1.41, nearly the same as the
isotropic case. Depending on the propagation direction this ratio can vary from 1.37 to 1.46 for
NaCl. If we extend this concept to measurements of bulk optical breakdown and if self focusing
dominates the breakdown process, then, in both the isotropic and cubic cases, the ratio of the
breakdown powers for the two polarization states should be equal to the ratio of the critical powers.

The polarization dependence of self-focusing has already been well established experimentally.
For example, Mo ran et. a 1 . [14] measured n 2

for various laser glasses using time re solved inter-
ferometry and found that n

2 (L.P.) = 1.5 n
2

(CP.). Fel dman et. al

.

[18] measured the breakdown
powers as a function of polarization for fused quartz and other g I asses using nanosecond pulse
durations at 1.06 ym. The additional contributions from el ectrostriction and thermal effects com-
plicated the interpretation of his data. However, he used the observed polarization dependence in an

attempt to separate the various contributions to n
2

and was the first to point out that the presence
or absence of self-focusing in breakdown measurements could be determined by measuring the breakdown
threshold power as a function of polarization. We use this concept in our own measurements to
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determine the contribution of self-focusing. In the next section we will present data which shows
the onset of sel f-focusi ng in a sample of fused quartz and NaCl.

4. Results

Figure 1 is a plot of the ratio of the breakdown power for circular polarization to the break-
down power for linear polarization as a function of the focal spot radius in air. The material is

fused quartz, the laser wavelength is 0.53 ym, and the pulse duration „is 30 psec (FWHM). Three
regions of interest are clearly evident. For small focal radii and small breakdown powers the ratio,
pBcircul ar/ p Bl inear' is approximately unity, indicating the lack of electronic self-focusing. For
focal radii greater than 23 ym and large breakdown powers the ratio has saturated to the theoretical
value of 1.5 indicating the dominance of self-focusing in this region. The transition regime shows
the data increasing from unity to the theoretical maximum. The data clearly shows the onset of
electronic self-focusing in fused quartz.

Now, rather than looking at the ratio of the critical powers as we did in Figure 2 let us

examine the behavior of the breakdown powers directly for the same sample and wavelength. In

Figure 2 we have plotted the breakdown power in megawatts as a function of the focal spot radius in

air for the fused quartz sample. The triangles represent the breakdown powers for linear polariza-
tion, the circles are the breakdown powers for circular polarization. The horizontal dotted line
represents the P2 critical power for linear polarization calculated from measured n£ values of this
sample. The measurements of which involve beam distortions in the transmitted, time integrated
spatial prof i 1 e, are descri bed more fully in reference 19, also in these proceed i ngs. As can be
seen, the breakdown power for linear polarization increases with increasing focal radius, then
saturates at ?2 for longer focal radii as long as the sample thickness is less than or equal to the
Rayleigh range. In the region where the breakdown power becomes constant, the polarization ratio
saturates to 1.5. Similar results are seen for fused quartz at 1.06 ym. Both of these trends
indicate that self-focusing dominates the breakdown process when the breakdown power approaches

In the next few paragraphs we extend this technique to study self-focusing effects in NaCl. We

will first examine the behavior of the polarization ratio. Figure 3 is a plot of the ratio,
pBcircul ar/ p

Bl inear' as a funct ion of the focal spot radius in air for NaCl. The laser wavelength is

0.53 ym and trie pulsewidth is 30 psec. As in the case of fused quartz we see three regions of
interest in Figure 3. For small focal radii and small breakdown powers the ratio is approximately
unity indicating the lack of electronic self-focusing. For large focal radii and large breakdown
powers the ratio saturates near the mean theoretical maximum of 1.41 indicated by the dotted line.

In this region self-focusing dominates the breakdown process. The transition regime shows the ratio
increasing from unity to the theoretical maximum.

Let us now examine the dependence of the breakdown powers directly rather than the ratio of the
breakdown powers for the same NaCl sample. Figure 4 is a plot of the breakdown power in megawatts as

a function of the focal spot radius in air. The triangles are the breakdown powers for linear
polarization, the circles represent the breakdown powers for circular polarization. The horizontal
dotted line represents the ?2 critical power for linear polarization calculated from measured n£

values of this sample. As in the case of fused quartz the breakdown power for linear polarization
increases with increasing focal radius then saturates to Po for larger focal radii. In the region
where the breakdown powers become constant the ratio of tne breakdown powers saturates near the
theoretical maximum. Similar results are seen for this sample at 1.06 ym. We will discuss some of

those measurements and their significance in the next paragraph. Thus, as for the case of fused
quartz the data shown in figures 3 and 4 show that self-focusing dominates the breakdown process when

the breakdown power approaches P2-

At thi s point we remind the reader of the definition of the critical power for sel f focusing.
P2 is the 1 east power for which a catastrophic collapse will occur for both focused and unfocused
geometries L5J. The point of maximum on axis intensity does not occur at the beam waist, it occurs
"downstream" of the beam waist at a distance comparable to the Rayleigh range in the material for P =

P2- If the sample thickness is thinner than the Rayleigh range then insufficient nonlinear material
exists for self-focusing to cause a catastrophic collapse of the beam to occur in the material at P2-

For damage dominated by sel f-focusi ng this means that the material will not fail until the beam power

exceeds P2* This type of behavior can be seen in the data presented in Figure 5. Here we have
plotted the breakdown power in megawatts as a function of the focal spot radius in air for the NaCl

sample. The laser wavelength is 1.06 ym and the pulsewidth is 42 psec (FWHM). The horizontal dotted
line represents the P^ critical power calculated from measured n2 values of this sample. The ver-
tical dashed line divides the data for which the sample thickness is less than the Rayleigh range

(region to the left) from that in which the sample is thick compared to the Rayleigh range (region to

the right). Let us first examine only the triangular data points which are for a sample thickness of

2 inches. If we examine the data for the "optically thick" (region to the left) case we see that the

breakdown power increases with increasing focal radius then appears to be saturating to P2 for larger
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focal radii up to the Rayleigh range. However, when the sample becomes "optically thin" i.e., short

compared to the depth of focus (region to the right) the breakdown power continues to increase. If

we now rotate the sample so that the beam propagates through 1 inch of material instead of 2 inches,

a dramatic increase in the breakdown power is observed. This is seen by examining the data points

for the 150 ym spot size. The triangular point is for a sample thickness of 2 inches, the point
represented by the X is for 1 inch of material. No other parameters have been changed. To show that

the change in the breakdown power was not due to an orientational effect a similar test was performed
for a case where the sample was thick compared to the Rayleigh range for 1 inch of material. No

change in the breakdown power was observed when the sample was rotated. This simple test clearly
shows the effects of self-focusing in the breakdown measurements. In all cases bulk damage data is

presented even though the rear surface often damaged prior to the bulk.

A separate method of detecting self-focusing in solids involves measurements of beam distortions
in the transmitted, time-integrated far fiel d spatial profi 1 e made with an optical mul tichannel
analyzer [19]. The results for fused quartz at L06 pm are shown in Figure 6. The solid trace is a

cross sectional slice through the center of the 1.06 ym beam after transmission through the sample
for an i nput power of 0.8 MW. The dotted 1 ine is a Gaussian fit to the pro file. The modulation on

the experimental trace is due to interference fringes from a 1.06 ym spike filter placed after the

sample and does not represent a real modulation of the beam in the sample. Measurements for smaller
focal geometries, i.e., tighter focusing, indicate that no measurable distortions exist for input
powers up to and beyond 0.8 MW. If we now increase the beam power to 4.0 MW, weak beam distortions
appear as seen by the dashed curve in Figure 6. Energy is being diffracted into the wings of the

beam due to the index nonl inearity. The sample damaged near the ?2 critical power of 6.5 MW for this
focal geometry. Similar results were seen for the NaCl sample in that no measurable distortion of

the beam existed until the beam power approached ?2 for the material.

5. Conclusion

In summary we have shown that the critical power of importance for focused geometries and
Gaussian input beams is the second critical power ?2- We base this conclusion upon measurements of

the polarization dependence of picosecond laser-induced breakdown and upon measurements of beam
distortions in the transmitted, time-integrated spatial profile. A simple extension of the beam
distortion measurements allowed us to measure the nonlinear refractive index, n^, in these materials.
The method, which is described in greater detail in these proceedings, is simple, it measures n£ near
the damage threshold, and it is independent of damage threshold measurements [19]. The significance
of this work should be emphasized. Much of the early experimental work on self-focusing used the

scaling law proposed by Zverev et. al. [10] to correct the data for self-focusing. In that work the

critical power of importance was assumed to be P^. Spot size dependences of the laser-induced damage

thresholds were assumed to be merely a reflection of the effect of self-focusing since the breakdown
powers were in most cases a fair fraction of [7,20]. However, si nee both sel f-focusi ng theory
predicts and this work confirms that the critical power is in fact ?2 an<* not p

i
then tne sPot size

dependences are due to other mechanisms in the material; possibly due to the contribution of defects

to the laser-induced damage thresholds. Work which used the method of Zverev et. a 1

.

needs to be

reexamined.

This work was sponsored by the Office of Naval Research; the National Science Foundation, Grant
#ECS-8310625; and the North Texas State University Faculty Research Fund.
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Simple Direct Measurements of no

William E. Williams, M. J. Soileau, and E. W. Van Stryland

Center for Applied Quantum Electronics
Department of Physics

North Texas State University
Denton, Texas 76203

A simple direct method for measurements of n? is described. The method involves
measurements of beam distortions in the transmitted, time-integrated spatial profile using
an optical multichannel analyzer. A model is described which allows extraction of no from
fits of experiment to computer generated theoretical spatial profiles. The results for
picosecond pulses at 1.06 ym and 0.53 ym are presented for three materials: fused quartz,
NaCl, and CSo^ Little dispersion in n

2
is seen for each material over the wavelength range

studied

.

Key words: beam distortions; CS
2 ; fused quartz; NaCl ; n

? ; picosecond pulses; 0.53 ym;
1.06 ym.

1. Introduction

In this paper a technique is described which allows the determination of the nonlinear refrac-
tive index, no in highly transparent materials. The technique involves measurements of beam distor-
tions in the Transmitted, time integrated, far field spatial profile using an optical multichannel
analyzer (0MA). A model is presented in which a Gaussian shaped phase transparency is created at the
beam wai st in an opti ca 1 1 y thi n materi a 1 ( sampl e thi ckness < Ray 1 ei gh range). The transparency
produces a phase retardation which is reflected in the far field transmitted energy distribution.
Comparison of experiment to computer generated theoretical curves allows the amount of phase retarda-
tion at the waist to be measured. n

2
can then be determined using the measured values of the phase

retardation, the sample thickness, and the peak-on-axis irradiance. The no values thus obtained for

CS
2 , NaCl, and fused quartz compare favorably with previous results which used i nterferometric

techniques [1,2].

2. Experiment

The experimental apparatus is shown schematically in figure 1. The laser source for this study
was a microprocessor-controlled, passively mode-locked, Nd-YAG system operated at 1.06 ym. A single
pulse of measured Gaussian spatial profile was switched out of the resulting mode-locked train and 'j

:'

amplified. The temporal pulsewidth was 40 psec (FWHM). Shot-to-shot variation in both energy and
pulsewidth were monitored by the methods described in reference 3. Attenuation of the energy in the

pulse was achieved using a half-wave plate, polarizer combination which produced no measurable
aberrations on the focused beam. Two wavelengths were used separately in this study, the fundamental

wavel ength of 1.064 ym and the second harmonic (0.532 ym). Generation of 30 picosecond pul ses at
0.53 ym was achieved using a temperature tuned CD*A crystal. Characterization of the 0.53 ym pulses
is described in greater detail in reference 4.

A single element 450 mm focal length lens was used to focus the beam. This lens is of "best
form" design, i.e., designed for minimum spherical aberration. The focal geometry was chosen so that

the Rayleigh range of the focused beam in the material was greater than the sample thickness. In

this manner for the powers used, the nonlinear index, n
2

, distorts only the phase of the beam while
it is inside the material. All changes in the spatial propagation of the beam occur after the sample

[5]. The transmitted spatial profile was monitored in the far field using a vidicon tube operated in

a region of linear response. The vidicon tube was interfaced with a microprocessor-controlled
optical multichannel analyser (0MA) [6]. This system allows shot- to-shot monitoring of the fluctua-
tion in the far field energy distribution. Since the vidicon detector looks at the time-integrated
spatial profile any absorption of the beam could lead to erroneous results. Transmission measure-
ments made with a calibrated peak-and-hol d detector indicate that less than a 10% reduction in the

transmitted energy occurs in the materials studied at the damage threshold and no measurable change
in transmission occurs below the damage threshold. Al 1 data presented in this paper was taken at

irradiance levels below the threshold for damage.
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3. Theory

As mentioned earlier, if we place the material in a focal condition in which the sample thick-

ness is smaller than the Rayleigh range the nonlinear index, r\2, will distort only the phase of the

beam while it is inside the material. This will hold true even for powers on the order of or greater
than the critical power for self focusi ng as long as the mate rial thickness is less than the self
focusing length [5]. This phase distortion will lead to a spatial distortion of the far field energy
distribution, which we measure. The model by which we numerically fit the spatial distortion in the

far field to the phase retardation in the material was first described by Weaire et. al

.

[7] in

studies of sel f-defocusing in InSb. The essential details are given in the next few paragraphs.

A Gaussian shaped phase transparency, T(r), is created at the waist of the focused beam. The
field incident on the transparency is given by

E
x
(r) = A Gaus (£) (1)

where we have used the notation of Gaskill [8] to express the radial component of E^(r), i.e.,

Gaus (£) = exp L-A^l (2)

where b is ^ times the HW 1/e^ M in irradiance. T(r), the phase transparency, is given by

T(r) = exp 12-nU Gaus (£)] (3)

where <J> gives the strength of the phase retardation at r=0, i.e., <j> is the phase retardation at the

peak of the beam relative to the wings. The field after the transparency, E
2
(r) is simply the

product of E^r) and T(r), i.e.

:

2
(r) = A Gaus (£) exp [2iri <j> Gaus (£)] (4)

By expanding the exponential term in T(r) we can rewrite this product as a sum of Gaussians of dif-

fering widths

oo

where

The problem now reduces to propagating each of the Gaussians to the far field and summing the result.

Thus the field E
3
(r) at some distance z (near or far field) from the phase transparency is given by

oo

E
3
(r) =

j?o
A
j

Gaus {h ] q (r 'iib
(J
jr^- (7)
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where

q (rSTSH = exp (-^-)
J J

J w. \AZ/

exp (kz + *.) (8)

R. = z
J

4>. = tan
J (f)

Again we have used the notation of Gaski 1 1 [8] to propagate each of the Gaussian beams. Final ly,
since detectors respond to irradiance rather than the field we square the result for E

3
(r)

I

I
3
(r) = E

3
(r) (9)

We now use the expression for I
3
(r) to numerically model the propagation of a Gaussian beam through a

phase transparency.

In figure 2 we present the results of such numerical computations. The curves in the figure
represent cross-sectional slices of the spatial profile along r through the point of maximum on axis

irradiance. These profi 1 es are anal agous to the beam scans obtained experimental ly with the OMA
system. Parameters such as wavelength, focal spot radius, and distance from the beam waist used to

produce the curves are shown within the figure. The solid line is the result for an initially
Gaussian beam at the waist with no phase retardation. If we now apply a peak-on-axis phase retarda-
tion of a/2 we get the result shown in the figure by the broken line (—

) which overlaps the

undistorted case near the peak. The intensity maxima in each curve have been normalized to unity.

In comparing the case shown by the dashed line to the undistorted case shown by the solid line we see

that energy has clearly been diffracted into the wings of the beam.

Let us now remind the reader that up to this point the model previously described assumes that

the phase transparency has already been created in the material when the pulse encounters it. The

case described in the previous paragraph is what would be seen if we could time-resolve the signal

from the vidicon detector and examine the spatial profile for the given phase retardation at the peak

of the temporal pulse. Since the phase transparency is created by the laser pulse, and our detector

looks at the time-integrated spatial profile, we must take these effects into account.

We first assume that the mechanism producing the phase transparency in the material responds

instantaneously to the field. We then modify equation 7 to take into account the temporal depend-
ence, i.e.,

E
3
(r,t) = Aj Gaus Gaus (-|-) q (r;

(-2^-)
J

a0 )
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where

<}»' = <}> Gaus (-|-) (11)

The f 1 uence distribution measured by the vidicon detector is then given by

I3M =
J E^(r,t) (r,t) dt (12)

Thus the final time integrated irradiance distribution [after normalization, i.e., plot I^rJ/IofO)]
is shown in figure 2 by the dotted line ( ) for the same peak phase retardation as the time
resol ved case-

As can be seen in figure 2 the effect is reduced but sti 1 1 easi ly detectabl e. The assumption
that the mechanism producing the phase transparency responds instantaneously to the field should be

valid for both Si Op and NaCl for our pulse durations (> 30 psec). In both cases, the dominant
mechanism producing the phase transparency is the electronic Kerr effect. The same should hold for

CS2 where molecular reorientation (2.1 psec response time) [9] dominates the sel f-focusi ng process.

For materials where the mechanism producing n
2

does not respond to the field on a time scale short

compared to the optical pulse width the material response function must be included in the time
integral

.

Let us now examine, theoretically, what happens to the beam profile as the peak phase retarda-
tion is increased. In figure 3 we examine the far field transmitted beam profile as a function of
phase retardation for the same input parameters as figure 2. Again the cases shown are the time-
integrated response. Significant deviations start to appear on the beam profile for a peak phase
retardation of 0.3X. As we increase the peak phase retardation, more and more energy is diffracted
into the wings of the beam.

By comparing these theoretical curves to those obtained experimentally with the OMA system we

can measure the phase retardation produced by a given material as a function of the input irradiance.

The change in index in the material can be determined by

<t>\An=— (12)

where 1 is the sample thickness. Since we measure the irradiance rather than the field it is con-

venient to define An as

An = y I (13)

where I is the peak on axis irradiance andYis a nonlinear index coefficient. The alternative
definition commonly used is

An = n
2

<E>
2

(14)

where E is the electric field and n
2

is the nonlinear index of refraction. By measuring both An and

I we can calculate the nonlinear index coefficient, Y . Y is related to n
2

by a constant [2].

^40* /
n
2

( (m
2
/W
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where c is the speed of light in vacuum (m/sec) and n
Q

is the linear index of refraction.

4. Results

Figure 4 is a single shot trace of the far field, 1.06 urn beam profile after transmission
through a NaCl sample. The sample thickness is approximately 1/2 the Rayleigh range. Other experi-
mental parameters are shown within the figure. The inset in figure 4 shows the transmitted beam
profile for the same input parameters as the main figure, but low input irradiance. If we increase
the peak-on-axis irradiance by a factor of 10 we get the results shown in the main figure by the
solid line. The dotted line is an excellent fit of the theory to experiment for a peak phase
retardation of 0.50a. From the phase retardation, sample thickness, and the peak-on-axis irradiance

|

we obtain a value for U2 in NaCl of 1.3 x lO
-13

esu for 40 psec pulses at 1.06 ym.

Figure 5 is an expansion of the inset figure shown in figure 4. The solid line represents a

single shot trace through the center of the beam for low input irradiance. The dotted line is a

theoretical fit of the data for no phase retardation. Thus the beam in the far field is clearly I

Gaussian and the beam width at this position closely matches the calculated linear optics beam width.

Ex peri men tal data for CS2 and Si O2 are shown in f i gures 6 and 7 respecti vel y. In f i gure 6 we
examine the far field beam profile after transmission through CS2 for 40 psec pulses at 1.06 ym.

j

Here the sample thickness is approximately 1/4 the Rayleigh range. As before, the inset shows the

transmi tted beam prof i 1 e for 1 ow input i rradi a nee. The excel lent fit of theory ( dotted line) to

experiment (solid line) gives n£ = 150 x lO
- * 3 esu. In figure 7 we examine the experimental results

for fused quartz for 30 psec pulses at 0.53 ym. The sample thickness is 1/2 the Rayleigh range.
From the data we obtain an value of 0.6 x 10~* 3 esu.

In Tabl e I we summarize the resul ts of n2 measurements in al 1 three material s at 1.06 ym and
I

0.53 ym. The error bars shown for n2 in our work are the relative errors obtained from at least ten I

separate measurements for each sample at each wavelength. The phase retardations used in the
measurements varied from 0.3 to 0.6X. The absolute errors for our measurements are estimated to be

|

±20%. The resul ts for CS2 are i n excel lent agreement with the results of Witte, et al

.

[1], using
{

700 psec pulses at 1.32 ym. The error bars shown for their work are the absolute errors. The I

measurement method was time integrated i nterferometry. In addition, the results for NaCl are in

exce 1 lent agreement wi th the work of Weber, et. a 1

.

[2], using 100 psec pulses at 1.06 ym. The
method of measurement was time resolved i nterferometry with the absolute errors for their work shown i

in the tabl e. The di fferences between our resul ts and those of Weber, et al . [2] for Si O2 wi 1 1 be
1

discussed in the conclusion. In all three materials, little or no dispersion in n2 was seen for the

two wavelengths at which measurements were made.

5. Conclusion

In this paper a technique for measuring n2 in highly transparent materials was presented. The

method involved measuring beam distortions in the transmitted, time-integrated, far field beam pro- -|

file with an optical multichannel analyzer. Comparison of experiment to computer generated theoreti- I

cal curves allowed the amount of phase retardation at focus to be measured. n2 was then calculated
using this and other known constants. The technique is simple, it measures n2 near the damage
threshold, and it is independent of damage threshold measurements.

The results of n2 measurements in CS2 and NlaCl are in excellent agreement with the results
obtained by other workers using i nterferometric techniques [1,2]. The results for fused quartz also
compare favorably to previous results but agreement is not as good as for the other two materials.
While the differences may simply be a reflection of the absolute errors, the possibility exists that
the differences are real. In comparing our results in fused quartz with Weber, et al

.

[2], one must
note that the irradiance values in our work are at least a factor of 10 higher than those in the
previous work. Other mechanisms may be coming into play at these irradiance levels which reduce the

value of n2 in this material. Further evidence for this is seen in recent work reported by Smith,

et al. [10], at the 1983 Cleo meeting held in Baltimore, Maryland, in May. In that work, an n2 value
oT 0.6 x lO

- * 3 esu was reported for fused quartz at a laser wavelength of 351 nm. The measurement
technique was very similar to our own in that distortions in the transmitted beam profile were
measured near damage and compared to numerical simulations using n2 as an adjustable parameter. Such

a reduction in n2 would have favorable implications in many areas of high energy laser research.

The authors would like to thank Dr. Thomas F. Boggess for his efforts in developing the numeri-

cal code which made this work possible. This work was sponsored by the Office of Naval Research, the

National Science Foundation and the North Texas State University Faculty Research Fund.

526



6. References

[1] K. J. Witte, M. Galanti and R. Volk, Opt. Commun., Vol. 34, pp. 278-282, 1980.

[2] M. J. Weber, D. Milam, and W. L. Smith, Opt. Eng., Vol. 17, #5, pp. 463-469, 1978.

[3] E. W. Van Stryland, M. J. Soileau, Arthur L. Smirl, and W. E. Williams, Phys. Rev. B, 23, 2144

(1981).

[4] M. J. Soileau, William E. Williams, Eric W. Van Stryland, Thomas F. Boggess, and Arthur L.

Smirl, Opt. Eng., Vol. 22, pp. 424-430, 1983.

[5] J. H. Marburger, Progress in Quantum Electronics, J. H. Sanders and S. Stenholm, eds., New York:

Pergamon, 1977, pp. 35-110.

[6] E G & G Princeton Applied Research OMA 2 System. Includes model 1252E IR enhanced vidicon
detector, model 1216 detector controller and model 1215 console with full memory. Address -

P.O. Box 2565, Princeton, New Jersey 08540.

[7] D. Weaire, B. S. Wherrett, D. A. B. Miller, and S. D. Smith, Opt. Lett., Vol. 4, #10, pp. 331-

333, 1979.

[8] J. D. Gaskill, "Linear Systems, Fourier Transforms, and Optics," John Wiley and Sons, New York,

pp. 420-443, 1978.

[9] J. Reintjes, R. V. Carman, and F. Shinizu, Phys. Rev., Vol. A8, pp. 1486-1503, 1973.

[10] W. L. Smith, W. E. Warren, C. L. Vereimak, and W. T. White, "Nonlinear Refractive Index at

351 nm by Direct Measurement and Modeling of Small Scale Self Focusing," Third Annual Conference

on Lasers and Electro-Optics, Baltimore, Maryland, May 17-20, 1983.

Nd=YAG

LASER SYSTEM

tp

wmmm

illicit

As

HeNe

LENS SAMPLE F

__f :•{] W VIDICON

VIEWER

Figure 1. Experiment.

527



1.2

1.0 -

•sr 0.8

S. 0.6
LklQ

0.4 -

0.2

0.0

A = 1.06/um

coo = 62/xm

Zr = 1.1cm

Z = 47 cm

Z»Zr (far field)

~~
l

1

0 = 0 —

-

<t>
- Q.5X

Time-Integrated

0.5X —
Not Time Integrated

-0.6 -0.4 -0.2 0.0 0.2 0.4 0.6

DISTANCE IN cm

Figure 2. Theoretical far field beam profiles after transmission through a Gaussian phase trans-
parency. A is the laser wavelength, w

Q
is the HW 1/e 2 M in irradiance, Zn is the Rayleigh

range, and z is the distance from the beam waist. The solid curve is the result for no

phase retardation (<j>=0). The dashed curve ( ) is the result for a peak phase
retardation of A/2 and no time integration. The dotted curve (

) is the result for

the same phase retardation as the dashed curve with the time integration included in the

theory. All curves are plots of 13(^/13(0).

0=O.6A
0=O.5A
0=O.4A

(/>=0.3A

0=0

-0.4 -0.2 0.0 0.2

DISTANCE IN cm

Figure 3. Theoretical far field beam profiles as a function of phase retardation. The same input
parameters (A, 10

0 , z) shown in figure 2 are used to produce these profiles. For compari-

son we have plotted 13(^/13(0) in each case.
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Figure 4. Far field beam profile after transmission through NaCI . The inset shows the beam profile
for the same input parameters as the main figure, but low input irradiance. The inset is

enlarged in figure 5. If we increase the peak-on-axis irradiance a factor of 10 we get the
results shown by the solid line in the main figure. The dotted line is an excellent fit of
the theory to experiment for a peak phase retardation of x/2. From the phase retardation,
sample thickness, and the peak-on-axis irradiance we obtain no = 1.3 x 10" 13 (esu) for
40 psec pulses at 1.06 ym. The input power for the high irradiance case is 8.0 MW.

1.2

Theory

EXP.

-0.2 0.0 0.2

DISTANCE IN cm

0.6

Figure 5. Far field beam profile after transmission through NaCI. The case shown by the solid line

is for low input irradiance. The dotted line is a theoretical fit for no phase retarda-
tion. The beam is clearly Gaussian and the beam width closely matches the calculated
linear optics beam width. The input power is 0.7 MW.
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1.2

DISTANCE IN cm

Figure 6. Far field beam profile after transmission through CS?. The inset shows the low irradiance
fit. The excellent fit of theory to experiment for the case of high input irradiance gives

= 1.3 x 10"^ esu for 40 psec pulses at 1.06 ym. The input power is 140 kW for the high

irradiance case.

1.2

DISTANCE IN cm

Figure 7. Far field beam profile after transmission through fused quartz. The inset shows the

resul ts for 1 ow i nput i rradi ance. The excel 1 ent f i t of theory to experiment gi ves =

0.6 x 10" 13 esu for 30 psec pulses at 0.53 um. The input power is 4.0 MW for the high

irradiance case.
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n0 MEASUREMENTS IN LIQUIDS AND SOLIDS

Material Wavelenath

In m)ill/

Cm

(x10~^ esu)

This Work

no

(x10~^ esu)

Othprs Workprs

CSo 1.06 128 ± 10 125 ± 30a
mm

0.53 123 ± 10

NaCI 1.06 1.37 ± 0.15 1.22 ± 0.21 b

0.53 1.38 ± 0.13

Si02 1.06 0.62 ± 0.03 0.95 ± 0.1

0

b

0.53 0.60 ± 0.04

(a) K.J. Witte, M. Galanti, and R. Volk, Opt. Commun., Vol.

34, pp 278-282, 1980; Time Integrated Interferometry at

1.32 iim.

(b) M.J. Weber, D. Milam, and W.L. Smith, Opt. Eng., Vol.

17, #5, pp 463-469, 1978; Time Resolved Interferometry

at 1.06 \xm.

Table I. n? measurements in CS
2

(reagent grade), NaCI (Harshaw laser grade) and fused quartz
(Corning 7940) at laser wavelengths of 1.06 ym and 0.53 ym. The error bars shown for our
work are the relative errors obtained from at least ten separate measurements for each
sample at each wavelength. The absolute errors for our work are estimated to be ± 20%. The
error bars shown for the results of other workers are the absolute errors.
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Refractive Index of Ternary and Quaternary Compound
Semiconductors Below the Funadmental Absorption Edge:

Linear and Nonlinear Effects

B. Jensen and A. Torabi

Dept. of Physics
Boston University

Boston, Mass. 02215

The index of refraction n is calculated as a function of frequency and mole

fraction x for the following compounds: Hg, CdTe, Al Ga, As , and In, Ga As P,
i
~xx x i

— x i~xXj/i ~y

lattice matched to InP. Lattice matching of I n-j

_

x
Ga

x
As

y
P-| to InP requires that

x = 0.466 y. The theoretical result for the refractive index is obtained from a

quantum mechanical calculation of the dielectric constant of a compound semiconductor.

It is given in terms of the basic material parameters of band gap energy, effective

electron mass m
n

, effective heavy hole mass m , spin orbit splitting energy, lattice

constant, and carrier concentration n
g

or p for n-type or p-type materials,

respectively. If these quantities are known as functions of mole fraction x,

there are no adjustable parameters involved. A negative change in the refractive

index near the fundamental absorption edge is predicted on passing radiation through

a crystal if the change in carrier concentration of the initially unoccupied conduction

band is assumed proportional to internal intensity I. Comparison of theory with

experimental data is given.

Key words: Optical constants; optical materials; refractive index; semiconductors.

1. Introduction

The refractive index of a ternary or quaternary compound semiconductor is an important

parameter in the guiding, coupling, and modulation of radiation for applications in integrated

optics. The spectral region of interest is the region near but below the fundamental absorption

edge, and lies in the infrared for the majority of materials we consider. Experimental data

on the spectral dependence of refractive indices are available for a number of compounds ri] -

However there have been few theoretical analyses of the subject. The usual Kramers Kronig

analysis requires a knowledge of the complete spectrum of the imaginary part of the complex

dielectric constant in order to calculate the real part of the dielectric constant at a single

frequency. Use of this method leads ultimately to the introduction of parameters whose relation

to experimentally available material parameters such as band gap energy, effective mass, and

carrier concentration, can be vague.

2. Theory

We give an expression for the real part of the refractive index n which is derived from a

calculation of the complex dielectric constant using the quantum density matrix equation of

motion [6] - [10] and the band structure and electronic wave functions of the Kane theory Ml].

This enables the calculation of n as a function of frequency, mole fraction, and the following

experimentally available parameters only, with no adjustable constants.
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G = band gap energy

m
n

= electron effective mass at the band edge

nip = heavy hole effective mass at the band edge

A = spin orbit splitting energy

a = lattice constant

n
g

= free electron concentration (for n-type materials)

p = free hole concentration (for p-type materials)

The above quantities are functions of temperature, and hence the refractive index is a

function of temperature.

The real part of the refractive index is given as a function of frequency and carrier

concentration, or z and yp, near the fundamental absorption edge by [7], [8]

n(z,y
F

)
= [1 + 2C

Q ((yB
-y

F
)

- z(tan
_1

(yB
/z) - tan

_1
(y

F
/z)

)

h h

where

z = (1 - (-hw/G))"2

C
0

= C
o
(G,m

n
,m

p
, A)

Y
F

= y
F
(G, m

n ,
n
e

)

y F
= y

F
(G s m

n
, m , p)

y F = o

-fiw - photon energy

for n-type materials

for p-type materials

for pure materials with n = p = 0

Also

2C
0

where n(0,0) is the refractive index of a pure material at the fundamental absorption edge (z

and a is the lattice constant.

3.04 ± 0.08

0.346 ± 0.020

•5.128 ± 1.210

7.49 ± 0.04

17.37 ± 0.88

5.238 ± 0.236

I I I - V compounds

I I - VI compounds

IV- VI compounds

III - V compounds

I I -VI compounds

IV- VI compounds
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The numerical values in eqs (5) and (6) are given for T = 300 K°. The quantities C
o
and yg

are

constants for a given compound which depend on lattice constant and on the band structure parameters

of the Kane theory. The carrier concentration dependence occurs through yp. Frequency dependence

occurs through z. Specifically,

(w
2
,

/ w
2

) (3/2) n

2/3, A/G « 1,

3/2, A/G » 1,

small spin orbit splitting limit

large spin orbit splitting limit

= G/fi = angular frequency at the band edge

2 * -2
4ne N

v
/m

n
(sec

'

J

v
(m

r
/m

n
)

3/2

(4/3)(2/tt
2
^) (7)

f/m
n
a
o
c cm

(G/2m
n
c
2

)

J'
2

m
n
m
p
/(m

n
+ m

p
:

y F
= 2(n

e
/N^

1/3

reduced mass

n-type materials

p-type material

s

(m„/»y) ' X
c
/2

(3,
2
P)

1/3

, pure materials

Therefore, if G, m
n

, m , A , a, and n
g

or p are known, there are no adjustable parameters, and

the refractive index is uniquely determined.

For a ternary compound, such as Hg^_
x
Cd

x
Te, one now requires G, m

n
, and n^as functions of mole

fraction x. Various expressions are given in the literature. We use

H
9l-x

Cd
x
Te :

G (eV)

m
n
/m

m
p
/m

6.006xlO"
4
T(l - 1.89x) + 1.948x - 0.337

O.llx + 0.029(l-x)

0.35x + 0.3(l-x)

(8)
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where T is the temperature in °K [12], [13]. The small spin orbit splitting limit applies for

x ~ 0.6. For x < 0.6, n is treated as an adjustable parameter in a comparison of theory and

experiment. This results in a value for n. of (0.687 ± 0.014) at T = 300 °K and (0.7686 ± 0.073)

at T = 250
0

K, as opposed to the small spin orbit splitting limit value of 0.667.

Al Ga, As:
x 1-x

G (eV) = 1.435 + 1.209x + 0.386 x
2

[14]

m
n
/m = 0.067 + 0.083 x [15] (9)

m
p
/p = 0.48 + 0.81 x [15]

The above numerical coefficients are for T = 300°K, and the small spin orbit splitting limit

appl ies

.

In^Ga/SyP^: (x = 0.466y)

G (eV) = 1.35 - 0.72y + 0.12y
2

[16]

m
n

= xym
n

(GaAs) + x(l-y)m
n

(GaP) + y( l-x)m
n

( InAs ) + ( 1-x) (l-y)m
n

( InP) (10)

m
p

= xym
p

(GaAs) + x(l-y)m (GaP) + y( l-x)m
p

( InAs) + ( 1-x) ( l-y)m
p

( InP)

The following values of m
n

and m
p

for the various compounds, and the small spin orbit

splitting limit, are used.

Sample
m
n
/m m

p
/m

GaAs 0.07 0.5

GaP 0.13 0.8

InP 0.07 0.4

InAs 0.028 0.33

Using available experimental results for the lattice constant, [16] - [18], the spectral

dependence of the refractive index can be calculated for the various compounds as a function of

frequency, mole fraction, and carrier concentration. Results are given, and comparison with

experimental data discussed, in Section 3.

The nonlinear intensity dependent refractive index can be calculated using the theory pre-

sented above and the following model. In the steady state solution of the rate equation, [19] the

carrier concentration n
g

is proportional to the internal applied field intensity I as follows.

n
e

= KI (")

where
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K = aT
L
/nw (12)

In (12), t
l

is the carrier lifetime, and a the interband absorption coefficient for-fiw < 6. It

therefore must correspond to an indirect absorption process, such as photon assisted absorption

or multiphoton absorption. As we are interested in applications involving integrated optics, at

relatively low intensities, we consider a to be intensity independent and use experimental

measurements for this quantity. The concentration dependence of the refractive index occurs

through

y F
= 2(n

e
/N

v
)

1/3
(13)

and results from a band filling model [7]. We now examine the change in n(z,yp) which occurs on

passing radiation of intensity I and angular frequency w, (where -fiw < G) through a pure crystal

in which the carrier concentration of the initially unoccupied conduction band, and hence the

initial yp, is zero. The initial index of refraction at the frequency corresponding to z is

n(z,0) = (1 + 2C
0yB

(l-(z/y
B

) tan
-1

(yg/z)))^2 (14)

For arbitrary values of yp/z such that z< 1, one can write the final index of refraction from

eq (2) as

n(z,y
p

) = n(z,0) + An (15)

An = -(C
oy F

/n(z,0))(l-(z/y
F

) tan"
1

(y
p
/z)) (16)

where terms of order yp/yn and z/yg have been neglected. This is permissible for y F
and z

sufficiently small, asyg ranges from around 3 to 6 while y F
and z are small compared with unity.

The inverse tangent can be expanded in two limits as

tan
_1

(y F
/z) =

(y
p
/z) - (l/3)(y

F
/z)

3
, (y

p
/z) « 1

(tt/2) - (z/y
p

) + (l/3)(z/y
F

)

3
, (y p

/z) » 1

(17)

One finds the following limiting forms from (16).

n(z,y
p

) = n(z,0) + An

An = ,- (C
Q
/3z

2
n(z,0)) y

3
, (y

p
/z) « 1 (18)

In the opposite limit, one has

n(z,y
p

) = n(z,0) + An

An (C
o/y F

/n(z,0))(l - (7T/2)(z/y
F

) + (z/y
p

)

2
) = -(C

o
/n(0,0)) y p

, (z/y
F

) « 1 (19)
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To proceed further, one must specify the form of t, eq (12). We consider two cases

Case 1: Concentration independent carrier lifetime:

= Tq ~ constant (20)

K = ax /-Aw = K
O 0

n
e

= K
Q

I = (aT
b
/fiw) I

y F
- 2(n

e
/N

v
)

1/3
= 2(K

Q
/N

V
)

1/3
I
1/3

An = - (8C
o
K
o
/3z

2
N
v
n(z,0)) I = n

2
I (y

p
/z) « 1

An .
-<Wv> 1/3

> ,„, .
X/3

, ( , K< ,

n(0,0)
3 h

For Case 2, in which the carrier lifetime is independent of carrier concentration, and for a fixed

nonzero value o f z, the chance in the refractive index is linear in I for low intensities such that

1/3
(yp/z) « 1, and goes as I for high intensities such that (z/y

p
) « 1.

Case 2: Concentration dependent carrier lifetime:

x
L

= T
Q
/n

e

2
= T

Q
n
2

/n
2

, T
Q

= constant - sec/cm
6

= x
0
n
2

(21)

K = aT
0
/(f1w) n

e

2
= K

q
(n

Q
/n

e
)

2

n
e

= KI = (aT
o
/-tiw)(l/n

2
) I

n
e

= (aT
Q
/fiw)

1/3
I
173

Y F
= 2(n

e
/N

v
)

1/3

o wo 1/3 1/9
In this case, An goes as yj: a n

g
a I for (y

p
/z) « 1, and as y p

a n
g

a I for

(z/yc) « 1. In either case, there is a tendency for the dependence of An on intensity to

1/3
saturate as carrier concentration is increased. The limits An a I and An a I have been

observed in InSb and in HgQ.ygCdg
2 i

Te
'
respectively [20], [21].

In the above, we have considered a pure crystal where the initial carrier concentration,

and hence the inital y
p

, is zero. In this case, the change in intensity AI is approximately equal

to I. In general, the change in refractive index An for a given change in intensity AI is

An =
3n(z 'y F > 6 y F

=

3 -V F

dn

dl
A I (22)
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<$y
F

= (Y F
/3)(6n

e
/n

e )

I7 = - (C
0
/n(z,y

F
)) (y* /(y

2
. + z

2
))

y
F

If n
g

= K I, where K
Q

as given in (20) is constant,

dn = -(8C
0
K
o
/3N

v
n(z,y

F
)) (l/(y

2
+ z

2
)) (23)

dl

and one obtains the previous result in the limit that yp/z > 0 and AI = I. In this case, the

change in refractive index is linearly dependent on I and dn/dl = is not a function of

intensity at low intensities, while at high intensities, a nonlinear regime is attained in which

dn/dl becomes dependent on I. One can calculate this effect for a given material if a and

can be measured or calculated. The absorption coefficient has been measured in the case of InSb,

and is known approximately. Hence numerical results can be obtained and compared with

experiment.

3. Comparison with Experimental Results

H
9l-x

Cd
x
Te:

Figure 1 shows the refractive index of Hg, Cd Te as a function of photon energy and different
1 ~ X A

mole fractions x. The numerical values given in tables 1 and 2 have been used in calculating the

theoretical results which are listed in table 3. The sample is assumed to be n-type with a

17 -3
carrier concentration n = 1.0x10 cm . The reduction of the refractive index as one increases

x, which is mainly due to the increase of band gap energy G with x, is noticeable. The same effect

has been observed in the compound Al Ga, As as one increases the Al mole fraction at frequencies
X J. — X

just below the fundamental absorption edge [2], The theoretical refractive index at T = 300°K and

at T = 250°K is shown in figure 2, and compared with experimental results [1] for Hg^ 795^ 205^e *

The decrease of the refractive index with temperature is due to the fact that band gap energy is

an increasing function of temperature for this value of x, while C
Q

is a decreasing function of G.

At T = 300°K, for Ug^ yggCdg 205^e ' t ^ie va ^ ues °f the material parameters are G - 0.18 eV,

a = 6.465 m , m
n
/m = 0.046 and nip/m = 0.31. Since the experimental value of n

g
was unknown, and the

small spin orbit splitting limit does not hold for x < 0.6, the comparison of theory and experiment
18 -3

assumed n
g
and n. as adjustable parameters . Thi s resulted in a value of n

g
= (1.30 ± 0.13)xl0 cm

and n = (0.687 ± 0.014) as opposed to the small spin orbit splitting limit of n = 0.667. A

similar treatment at T = 250°K yielded r, = (0.7686 ± 0.073) and n
g

= (2.06 ± 0.67)xl0
18

cm
-3

with G = 0.16eV. Further discussion is given in Reference [10].

A1
x
Ga

l-x
As:

Theoretical results have been calculated here for the ternary compound Al Ga^ As for

0 < x < 0.3 using the values of the experimental parameters at 300°K given in eq (9). In making

an effort to compare theory and experiment, one encounters difficulty due to variation in the

reported values of the band gap energy as a function of x. One also finds variation in reported

values of the electron and especially the heavy hole effective mass, and often there are no
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experimental values of electron or hole density for samples on which measurements are made. We

have therefore calculated theoretical results over the range of available reported values for G,

m
n

, and m
p

[8]. The example we present here is a typical result. As materials technology improves,

and more reliable values for material parameters become available, it will be possible to predict

the refractive index more precisely. As experimental results, we use the values for the refractive

index reported by Casey et al , as well as we can determine these from the data given there. All

calculations have been made on the assumption that the electron density is 10
16

cm
-3

, although

one might expect that the free carrier concentration would vary as x is varied for a given level of

doping. The lattice constant varies only slightly as x. is varied, and hence yg
is slowly varying,

ranging from 5.55 at x - 0 to 5.44 for x = 0.2. Results are shown in figure 4. Agreement is best

at smaller x. There is an uncertainty in x of ±0.02, and the best fit at higher x is obtained

on choosing the smallest value for x consistent with the uncertainty involved. For example, one

obtains a better fit of the curve marked x = 0.29 to the experimental data on taking x = 0.27

instead, which is still within limits of the uncertainty in x. The usual trend toward a smaller

refractive index for a material with a larger band gap energy is observed, and it is seen that one

can vary n continuously through a range of values by choosing x appropriately for a fixed frequency.

This is the property which is useful for guiding radiation for applications in integrated optics.

In
l-x

Ga
x
As

y
P
l-y

:

The quaternary material In, Ga As has generated much interest recently because it can be
i-x x y i —y

grown epitaxially on InP without lattice mismatch over the composition range 0 <_ y <_ 1.0 provided

x = 0.466y. We give the theoretical calculation of the refractive index of In-, Ga As P, „ as a
i-x x y i-y

function of frequency and mole fraction y (where x = 0.466y) using the material parameters given

in eq (10) for T = 300°K. The numerical values of G(eV), C
Q

, a(A), and y^ as a function of y are

listed in table 4. Results are shown in figure 4 as a function of photon energy and y increments

of 0.2. We have assumed the sample to be intrinsic, with no carrier concentration, which implies

that yp is zero. The decrease in refractive index with an increase in band gap energy at. a fixed

frequency is again noted. Theoretical (solid line) and experimental (open circle) values of

refractive index versus wavelength are shown in figure 5 for the case of y = 1.0 and x = 0.425.

The experimental results are taken from Reference [4], The fit of data to the theoretical
17 -3

refractive index gives the carrier concentration to be n
g

= (1.26 ± 0.60)xl0 cm .

The Nonlinear Refractive Index:

To compare theory and experimental results for the nonlinear change in the refractive index

we have calculated An and -dn/dl as a function of photon energy for InSb at T = 77°K. The

experimental results of Miller et al have been used [20]. Table 5 lists the experimental parameters

which enable one to calculate the refractive index change An. It also gives the calculated value

of An as a function of the photon energy. To calculate -dn/dl, which in the limit of low

intensity I or small yp/z becomes n
2

= An/I, one needs to know both the absorption coefficient

a (cm
-1

) and the recombination time t
l

- Miller et al T20] have measured the absorption coefficient

over a range of frequencies which includes the fundamental absorption edge. Such a measurement

includes the contribution of direct absorption above the fundamental absorption edge and the

contribution of free carrier absorption below the absorption edge. Free carrier absorption involves
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the absorption of a photon accompanied by scattering of an electron between initial and final

states which lie in the conduction band, and hence does not contribute to a filling of the

conduction band [22]. In the calculation of An, where n
g

is given by (11) and (12), we are only

interested in the contribution to a which results in a filling of the conduction band for

frequencies below the fundamental absorption edge. This contribution is expected to be only a

fraction of the measured absorption coefficient, which includes extraneous processes.

Figure 6 shows the experimental [20] value of -dn/dl as a function of photon energy along with

the theoretical value calculated using the measured a , which we expect to be an upper limit on

the correct value. Numerical values are given in table 6. The fit of theory with the experimental

results estimates the recombination time to be (16.27 ± 1.09)ns. The reported value of the

recombination time ranges from 200 ns to 800 ns [231- Miller uses 400 ns for the recombination

time in his calculations. As one can see from (12), use of an absorption coefficient that is too

large would be expected to result in prediction of a recombination time that is too small, as a

and t
l

appear as a product. The problem could be investigated by calculating theoretically the

contribution of free carrier absorption for frequencies below the fundamental absorption edge, and

subtracting the result from the measured absorption coefficient [24]. Regardless of the fact that

the theoretical calculations have been performed using values of a and x^ that are expected to be

too large and too small, respectively, the resultant value for K in eq (12) is thought to be of

the right order of magnitude, as there is qualitative agreement between theoretical and

experimental results in figure 6.

In conclusion, we have summarized the calculation of the linear index of refraction as a

function of frequency and mole fraction x for ternary and quaternary compound semiconductors with

the band structure of the Kane theory, and have discussed the calculation of the nonlinear effect

for the binary compound InSb. Theoretical and available experimental results are compared in all

cases

.
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Table 1. The values of lattice constants

a(A) and yD as a function of x for Hg, Cd Te.
' B 3 l-x x

6.464

6.469

6.473

6.475

6.477

Table 2. Values of G, y

Hg
l-x

Cd
x
Te using the

G(eV)

0.4057

0.6469

0.8880

1.0487

1.2095

, and C
Q

for

gap of Reference [12].

0.368

0.264

0.208

0.183

0.163
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'fiw

(eV)

0.10

0.20

0.30

0.40

0.50

0.60

0.70

0.80

0.90

1.00

1.10

1.20

n

3.232

329

459

649

Table 3. The theoretical value of the refractive

index n as a function of photon energy and cadmium

mole fraction x for Hg^_
x
Cd

x
Te calculated using the

parameters listed in tables 1 and 2.

n

2.960

3.010

3.067

3.134

3.217

3.334

n

2.801

2.834

2.870

2.910

2.953

3.005

3.066

3.148

n

2.724

2.751

2.779

2.810

2.843

2.880

2.922

2.972

3.033

3.120

n

2.661

2.683

2.707

2.731

2.758

2.787

2.819

2.855

2.896

2.944

3.007

3.109

0.35 0.50 0.65 0.75 0.85
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Table 4. The numerical values of G(eV), a(A), and

yg as a function of y for In
^ x

Ga
x
As with x = 0.466y,

R(eV) ajh C
o

0.0 1.350 5.86960 1.113 4.9246

0.1 1.279 5.86910 1.143 4.9261

0.2 1.211 5.86872 1.171 4.9273

0.3 1.145 5.86847 1.199 4.9280

0.4 1.081 5.86834 1.224 4.9284

0.5 1.020 5.86832 1.247 4.9285

0.6 0.961 5.86843 1.270 4.9282

0.7 0.905 5.86866 1.289 4.9275

0.8 0.851 5.86901 1.306 4.9264

0.9 0.799 5.86949 1.320 4.9249

1.0 0.750 5.87008 1.330 4.9231
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Table 5. Theoretical values of refractive index change An for InSb at 77°K.

1 A _->

6(eV) = 0.227 eV n
g

= 4xl0
iH

(cm )

m
n

= 0.0133 m
0

C
Q

= 3.047

m
p

= 0.18 m
Q yB

= 3.0634

n = 3/2 y F
= 0.162

An x 10
2

-fiw(eV)

1.52 0.215

1.63 0.216

1.75 0.217

1.88 0.218

2.05 0.219

2.25 0.220

2.48 0.221

2.79 0.222

3.18 0.223

3.73 0.224

4.52 0.225

5.88 0.226
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Table 6. Theoretical values of -dn/dl as a function of photon energy for

InSb at 77°K. The measured absorption coefficients of Reference [20] have

been used.

-dn/dl x 10
3 -fiw(eV)

0 84 0 217

1 07 0 218

1 29 0 219

1 53 0 220

1 75 0 221

2 08 0 222

2 60 0 223

3 .22 0 224

5 .60 0 .225

8 .16 0 .226
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Figure 1: Theoretical refractive index n (solid lines) and experimental

refractive index (dashed lines) for the compound Hgi_ xCd x
Te as

a function of photon energy (eV) and mole fraction x.
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5.0 7.0 9.0 11.0 13.0 15.0

Wavelength (/im)

Figure 2: The temperature dependence of the theoretical refractive index (solid lines)
and the experimental refractive index (dashed lines).

Figure 3: Theoretical ( ——
) and experimental (+++++++++) values of the refractive

index of Al xGai_ xAs versus photon energy. A carrier concentration n e
= 10*6 ctn-3

has been assumed in the theoretical calculation. There is an uncertainty in x

of ± 0.02, and the best fit at higher x is obtained on choosing the smallest
value for x consistent with the uncertainty involved.
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0.4 0.6 0.8 1.0 1.2 1.4

Photon Energy ( eV)

Figure 4: Theoretical values of the refractive index n for the quaternary compound

Ini_xGa x
As vPi_y as a function of photon energy (eV) and y increments of 0.2.

Lattice matching requires x = 0.466y. We assume the sample to be intrinsic,
with no carrier concentration.

n

1.6 1.8 2.0 2.2 2.4

Wavelength ( jum

)

Figure 5: Theoretical (solid line) and experimental (open circle) r 4] values of the

refractive index of Ini_xGa xAsyP^_y versus wavelength (vim).
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, dn
n

2
( cm 2 /W)= -—

i i i r

o Experiment

+ Theory

InSb

T = 77° K

1770 1790

fiw ( crrT 1

)

1 q

i i i
I I I L

Figure 6: Experimental [20] and theoretical values of -dn/dl calculated as a

function of photon energy.

Appl icabil ity of the theory to very wide bandgap materials was questioned. The
speaker believed it should apply. It was also pointed out that no contribution from core
levels was assumed in the theory. The speaker agreed but had not developed an estimate of

how important this contribution might be.
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