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Foreword

This report of technical highlights of the National Measurement Laboratory is the first in a series of annual reviews. It covers selected scientific accomplishments of the Laboratory for the calendar year 1979. A general Laboratory Overview as well as more specific Center and Program Overviews set the framework for the individual technical reports. These reports represent the wide range of Laboratory activities, the breadth of which should be apparent from the overviews themselves. Future editions of this report will present different, but nevertheless representative, selections of technical highlights reporting research activities of the preceding year.
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John D. Hoffman is studying, by means of a polarizing optical microscope, a polymer sample which has been crystallized under controlled temperature conditions while co-workers, Gaylon S. Ross and Lois J. Frolen look on. This work is part of an ongoing project directed toward an understanding of the nature of crystals and the crystallization process in industrially important polymers.

National Bureau of Standards was created by Congress in 1901 to meet the needs of a growing Nation for a unified measurement system. For more than 70 years the Bureau has contributed to advances in science and technology, the growth of industry, and efficiency in the marketplace. In so doing, the Bureau has built a scientific facility and staff that stand with the world’s best.

The basic enabling legislation of 1901, as amended, establishes these main purposes and functions of the Bureau:

- The custody, maintenance, and development of the national standards of measurement, and the provision of means and methods for making measurements consistent with those standards, including the comparison of standards.
- The determination of physical constants and properties of materials, of great importance to scientific or manufacturing interests “and not to be obtained of sufficient accuracy elsewhere.”
- The development of methods for testing materials, mechanisms, and structures, and the testing of materials, supplies, and equipment.
- Cooperation with other Government agencies and with private organizations in the establishment of standard practices incorporated in codes and specifications.
- Advisory service to Government agencies on scientific and technical problems.
- Invention and development of devices to serve special needs of the Government.
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Thus, NBS has both unique and special functions in relation to the Nation's science and technology, and very broad responsibilities as well. As part of the U.S. Department of Commerce, the Bureau carries out its mission in a variety of ways.

The cornerstone of the NBS mission is to serve, for the United States, as the authoritative source of accurate, compatible, and useful physical measurements and, further, to ensure their international compatibility. As the world's leading technological Nation, the United States has a vital interest in ensuring that the world system of measurement is not only internationally compatible but is also sufficiently sophisticated to meet U.S. needs.

The National Measurement Laboratory bears a large part of the responsibility for fulfilling this mission. The Laboratory was created in 1978 as a result of a major NBS reorganization. The following major objectives have been established to guide its programs.

1. Provide the central basis, within the United States of a complete and consistent set of physical and chemical measurements.

2. Provide reference measurement methods and reference materials so that measurements performed in diverse locations for industrial, commercial, or regulatory applications are consistent.

3. Assure that technological development is not hindered by a lack of accurate physical or chemical information.

4. Apply NML capabilities in the physical sciences and measurement technology to solving specific problems of national concern.

5. Provide outstanding comprehension and competence in selected fields of advanced scientific research with long-term relevance to areas of critical importance to NBS and the Nation.

To meet these objectives, the laboratory is managed in a matrix form, with five centers organized generally along disciplinary lines and a number of offices that direct the scientific programs by drawing on the competences in the centers and divisions. The centers cover absolute physical quantities, radiation research, thermal dynamic and molecular science, analytical chemistry and materials science.

The cross-cutting programs are nondestructive evaluation, environmental measurements, standard reference materials, standard reference data, nuclear technology recycled materials, and measurement services. The centers and programs will be described in more detail later.

NML has a staff of 1400. Approximately 80 percent are scientists and engineers, of which approximately 6 percent have earned doctorate degrees. The NML has a total fiscal year 1980 budget obligation of $75.4 million of which $45.8 million is directly appropriated fund (STRS money), $29.6 million is in return for technical services rendered.

One of the most important events for NBS in recent years was the recognition by the Office of Management and Budget and the Congress of the need to widen the Bureau's scientific base (competence building). The National Measurement Laboratory has invested almost $3 million in new programs in a variety of disciplines. In the area of surface science, a program has begun to characterize the structures and reactions of atoms and molecules adsorbed on surfaces. This area will also investigate other surface phenomena, such as catalysis. In electrochemistry, a study has begun of the mechanism and kinetics of complex electrochemical oxidation reduction processes involving organic compounds. The electrochemistry program will also develop methodologic and detector systems for analyzing selected organic and organo-metallic compounds.

A small angle neutron scattering system has been funded for the NBS reactor. This facility will be used to study the structure and properties of polymers and magnetic and biological materials. Methods will also be developed to probe bulk microstructures for inhomogeneities affecting materials performance. Another ne...
A new program involving offsite work by NML scientists is the use of the National Synchrotron Light Source at Brookhaven. In a joint effort with the U.S. Naval Research Laboratory, Bureau scientists will begin real-time in situ studies on materials transformation, analysis of crystal structure, and studies of material properties and phase transitions via electronic bonding properties of atoms and molecules in condensed matter. A new competence area has also been funded to develop a state-of-the-art picosecond pulse laser for studying effects of ionizing radiation, structure of liquids, surface science, chemical kinetics, and molecular and atomic spectroscopy.

In addition to these new competence areas, NML has received Congressional funding for a materials durability program. The need for this research was established by a 1978 NBS-sponsored study on the economic effect of metallic corrosion in the United States. Areas to be emphasized include localized corrosion, elastic plastic fracture, and wear.

The center and program overviews will give more details on these new research areas as well as their many existing programs. Following each of these overviews, members of the scientific staff will make brief technical presentations describing ongoing research efforts. While these presentations cannot give a complete description of NML activities, they do exhibit the far ranging breadth of its research, ranging from the theoretical studies of quarks to quantitative analysis of trace-level organic constituents in alternate fuels.
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Gabriel Luther readies the apparatus for measuring the Newtonian gravitational constant. The change in the period of a torsion pendulum is caused by the gravitational attraction of two spherical tungsten masses located near the bottom of the picture.

The NBS Center for Absolute Physical Quantities is responsible for maintaining the consistency and integrity of the United States' legal physical measurement standards and for assuring that they are compatible with international standards. The Center's central mission is to carry out this responsibility in accord with the needs of this Nation. The demands of our highly technical society for measurement accuracy can no longer be met entirely with artifact primary standards such as meter bars and kilogram masses. Consequently, as a result of research to which NBS has made important contributions, most basic international measurement are or soon may be based not on artifacts but on properties of nature such as atomic transitions or the speed of light.

As standards have become more sophisticated, the requirements for improved measurement methods have intensified and our understanding of the physical world has deepened. Our physical measurement system is bound together by the laws of physics, a detailed understanding of which is necessary to maintain an accurate, consistent system, and conversely subjecting these laws to test.

In order to meet its primary mission, the Center conducts a research program at the forefront of physics. That program involves measurements of increasingly high accuracy, made possible by capabilities developed through the determination of important physical constants and the study of fundamental physical phenomena. Frequently the measurement expertise of the Center is applied to important problems relating to other national issues, such as those involved in the development of advanced energy systems.

The most strongly mission-oriented programs of the Center are concerned with measurement standards for mass, length, time and frequency, temperature, and electrical quantities. They are multifaceted efforts requiring: basic research; development of sensors, instrumentation, and methodology; critical evaluation and documentation of data; international comparison of standards; and numerous measurement services to the public, including training sessions in measurement procedures, measurement assurance programs (MAPs), and instrument calibrations. Other programs, which concentrate on exploratory research into the basic properties of matter, focus on areas such as atomic and nuclear spectroscopy,
areas that presently offer the best prospects for advancing our metrological capabilities.

Recently, in response to some difficult measurement challenges, the Center has: provided frequency standards stable to 1 part in $10^{13}$ for navigation, lunar ranging, and military targeting; developed relatively simple but accurate thermometer calibration devices for improving the reliability of clinical and medical diagnostics throughout the country; harmonized optical x-ray and γ-ray wavelength standards to help resolve a discord in muonic physics experiments; used state-of-the-art laser technology to test the validity of Einstein's theory of special relativity; and more accurately measured the gyromagnetic ratio of the proton and the fine-structure constant.

Research to improve our measurement capability and extend our knowledge of fundamental constants and processes is underway or planned in a variety of areas. Frequency, the physical quantity that can be measured with the highest accuracy, can now define our time scale to within 1 part in $10^{13}$. However, further improvement is required for modern global navigation systems and for measurement of movements of the earth's crust. Researchers in the Time and Frequency Division are exploring new ideas for improved frequency standards and for methods to coordinate time worldwide at an accuracy of a few billionths of a second.

Recent work in the Center has established an accurate wavelength scale for x-ray and gamma-ray measurements. That work is being extended to both lower energies and higher energies, with potential applications to atomic and nuclear spectroscopy. Until now, the main applications of this new scale have been redeterminations of the scales for muonic and pionic x-ray spectra. Other work in the Center has led to a proposed NBS/Naval Research Laboratory research program using the synchrotron light source now under construction at Brookhaven. This effort will emphasize application of the synchrotron source to descriptive materials science while also providing opportunities for further studies in scattering and spectroscopy.

In the temperature measurement area, current work is establishing a firm foundation for the International Practical Temperature Scale. The improvements in that scale and its extension to lower temperatures have been to a large extent the result of NBS efforts. The future NBS program in thermometry will concentrate on the development of methods for dynamic measurements on transient, non-equilibrium systems such as those encountered in new energy system.

The laser will continue to be an important tool for standards research. Work is underway to improve stable high-accuracy laser systems and to utilize laser systems in studying atomic and molecular properties and in investigating the details of molecular interaction processes. A new technique developed by NBS, laser magnetic resonance, has yielded high resolution information on the structure of excited molecules. Further development of this technique will, for the first time, allow studies of absorption properties of molecules in excited states.

Pioneering NBS work on the measurement of very high frequencies is leading to the redefinition of the meter in terms of the speed of light. The technique of frequency measurement has now been extended by NBS scientists working in collaboration with scientists at the National Research Council of Canada, into the visible region where the measured frequency of light is $5 \times 10^{14}$ hertz. Since the length of a light wave is equal to the speed of light divided by the frequency of the waves, a very precise length scale can be established by measuring the frequency of a stabilized laser source. Because a value for the speed of light is agreed upon, accurate frequency measurements can be used to define the fundamental unit of length, the meter, in terms of the speed of light.

A fundamental phenomenon of physics, the Josephson effect, has been used by the Electrical Measurements and Standards Division to establish a new basis for accurate voltage measurement. Based on the Josephson effect voltage can be measured in terms of frequency. Small devices incorporating this capability are now used in NBS laboratories to maintain the U.S. legal volt. They replace banks of standard cells used in the past. Development now under way will make these devices, called Josephson junctions, more widely applicable, especially in industry.

Modern instrumentation capable of high accuracy measurements must not only be automated, but frequently must also be capable of internal calibration. Studies planned in the Center will investigate basic physical phenomena that can be utilized to develop self-calibrating devices. Such devices, when perfected, will make it possible to maintain maximum accuracy in field measuring instruments without frequent calibrations by NBS.

The thrust of all Center programs is to build a stronger, more accurate foundation for physical measurements and to improve understanding of the basic phenomena on which our physical measurement standards are based.
Rydberg Values for X- and $\gamma$-Rays
Richard D. Deslattes and Ernest G. Kessler, Jr.
Quantum Metrology Group

We have significantly improved the accuracy with which x-ray and $\gamma$-ray transitions are known in terms of the Rydberg constant, $R_\infty$. These improved connections have sharpened critical comparisons between theory and experiment for both normal and exotic atoms. In the case of x-ray spectra from normal atoms, our measurements have helped reveal provocatively simple regularities in the departures of experimental results from the predictions of relativistic self-consistent field calculations. Our $\gamma$-ray measurements contribute indirect information on the atomic x-ray problem just mentioned but, perhaps more importantly, serve to renormalize many spectra from muonic, pionic, and kaonic atoms. These measurements have yielded enhanced tests of quantum electrodynamics in muonic spectra and improved particle masses in the case of certain pionic and kaonic x-ray spectra.

Our strategy in this work followed the pattern of establishing secondary spectroscopic standards, well known in other spectroscopic regions. Although the measurement chain we developed links the $\gamma$-ray and x-ray transitions to the base units of wavelength and frequency quite well, the main scientific interest derives from their linkage to the Rydberg constant, $R_\infty$. Specifically, one extracts from the theory of the hydrogen atom a description of the visible Balmer $\alpha$ spectroscopic complex. Since the theoretical term differences are proportional to $R_\infty$, $R_\infty$ might be said to set the scale of the H-atom were it otherwise known or $R_\infty$ may be derived from the scale of the H-atom as is presently the case. All other atomic calculations are also homogeneous in $R_\infty$, hence the manifest importance of using it as an invariant basis for the establishment of secondary standards.

Today's best knowledge of the Balmer $\alpha$ region of atomic hydrogen is derived from linking (by means of Doppler-free spectroscopy) its non-overlapping components to certain Doppler-free absorption lines in molecular iodine. Of particular interest are those measurements carried out with respect to $I_2$ absorption features within the 633 nm HeNe laser gain curve. (Subsequent improvement in precision of measurement with respect to $I_2$ absorption in another region is not of significance for the present effort in view of limitations which are, for the most part, intrinsic.)

Our work therefore took as a token for $R_\infty$ a visible 633 nm HeNe laser locked to an $I_2$ absorption feature closely related to that used in the Balmer $\alpha$ spectroscopy mentioned above. We used this source to establish a scale with respect to which the spatial period of an almost perfect silicon crystal was determined using x-ray interferometry along a [110] lattice direction. This procedure produced a more accurate ($\sim 0.1$ ppm) local standard in the 0.2 nm (2 Å) region than is otherwise available via classical x-ray methods.

**Figure 1.** Schematic features of the measurement chain established for linking visible and $\gamma$-ray (or x-ray) wavelengths. Part a shows the x-ray/optical interferometer used to determine a particular lattice spacing relative to a visible standard (see text). Part b suggests the principle involved in comparing lattice spacings of various specimens so as to reduce the effect of x-ray line uncertainty on the comparison. Part c is a diagram of a classical transmission twocrystal instrument for x-ray and $\gamma$-ray wavelength measurement. Our realization of this system provides for absolute angle measurement with high precision thereby establishing (through parts b and a) direct connection to certain visible reference wavelengths and through these to $R_\infty$. 
By utilizing non-dispersive techniques we were able to transfer the above calibration to other crystals of Si and Ge having appropriate shapes and orientation for x-ray and γ-ray diffraction measurements. The non-dispersive (or slightly-dispersive) character of these transfer measurements insured that the results were not degraded due to the width and shape of x-ray line sources used. Finally, pairs of crystals calibrated in this way were used in double-crystal x-ray and γ-ray spectrometers with accurate means for diffraction angle measurement. These three steps then relate in a rather direct way the x-ray and/or γ-ray lines measured in the last part to the I2 stabilized HeNe lasers used in the first part and through them to the fundamental scale unit, R0. We proceed at this point to comment briefly on the three-step process.

The overall measurement chain is suggested by the three diagrams of figure 1. Figure 1a shows a diagram of the combined x-ray and optical interferometry of the Si 220 repeat distance. Our procedure yielded (by means of observations at a set of optical lock points) an effective number of x-ray intervals transited in a scan of approximately 100 optical half-wavelengths. For the particular Si specimen used, the summary of several hundred measurements was d220(Si, 25 °C) = 192.01707 pm (0.1 ppm). An adjacent specimen was then used in a geometry such as that illustrated in figure 1b to calibrate other specimens and, indeed, other crystal types. Evidently, the procedure suggested in figure 1b gives a null result when standard and unknown crystals agree, independent of x-ray wavelength. In the case of small difference, one can adopt a perturbation type approach in which it becomes rapidly evident that properties of the x-ray line used are less crucial to the quality of intercrystal comparisons than they would be in the case that we had to use fully dispersive techniques. It is also clear that the accuracy required of angle measurement schemes is significantly less in this approach than it would be in a fully dispersive area. This step is not a limiting one at the 0.1 ppm level.

Most recent work has focused on the third step, figure 1c, wherein pairs of crystals calibrated as just described are placed in the symmetrical transmission geometry shown. The interval between the two diffraction conditions indicated is twice the Bragg angle, θ, where the wavelength to crystal-spacing ratio, λ/d is simply 2sinθ. Evidently, accuracy available for λ follows that associated with d. Provided measurement precision is adequate and provided the scale for θ is established on an absolute basis. Measurement precision has been obtained by means of polarization encoded angle interferometry which yields a typical sensitivity of 0.05 milli arcsec for ranges of ± 2.5° and ± 15° in first and second generation instruments respectively. Perfect crystal resolutions, typically 20 to 50 ppm, provide a basis for adequate pointing precision provided statistically required source strengths (~ 0 to 100 Ci) are available. Accuracy, on the other hand, requires that the interferometric angle be calibrated in terms of fractions of the cyclic angle, 2π. To this end, we have employed optical polygons and sensitive nulling autocollimators which furnish indexing precision well below 1 milli arc-sec. Angles between all adjacent face pairs of a polygon sum to 2π regardless of the polygon's in-plane errors and with calculable (small) effects from out-of-plane errors. The process of marking all external angles constitutes a calibration; such calibrations have been established with a precision of about 0.05 ppm but require periodic repetitions to track secular changes in interferometer geometry. Thus, the calibration constant operator during a particular γ-ray or x-ray diffraction measurement is in-

\[ \text{Ca} \quad 3d-2p \quad \text{Ba} \quad 5g-4f \quad \text{Sn} \quad 4f-3d \quad \text{Ti} \quad 5g-4f \quad \text{Pb} \quad 5g-4f \quad \text{Ba} \quad 4f-3d \]

**Figure 2.** Comparison between theory and experiment for a class of outer orbit muonic x-ray transitions. Hatched bands represent estimates of theoretical uncertainties and data have been renormalized as required by new γ-ray data arising from the measurement chain of figure 1. In the absence of this revised energy scale, hatched bands would have centered on horizontal dashed line segments shown. The resulting discrepancy pattern would have been small but significant.
terpolated from a “curve of growth” including prior and subsequent calibration results. We feel that this process may be carried out with errors not greater than 0.1 ppm.

The above-described procedures have been by now applied to frequently used γ-ray secondary standards available from the isotopes $^{195}$Au and $^{192}$Ir [1] along with those from $^{170}$Tm and $^{169}$Yb [2]. In separate exercises the same technology has been applied to the W Kα1 x-ray line [3], while related procedures were previously applied to Cu Kα1 and Mo Kα1 [4]. By also utilizing otherwise available high precision results on ratios of K-series x-ray lines to a γ-ray reference [5] together with our measurement of the γ-ray reference [1], it has been possible to appreciably expand this atomic x-ray data base [6]. In general, our x-ray results are significantly poorer owing to the great spectral widths of these lines. On the other hand, both direct and indirect measurements of these lines have permitted us to approach the 1 ppm level.

Two examples illustrating applications of this work are shown in figures 2 and 3. In figure 2 we show a comparison between theory and experiment for a class of muonic x-ray transitions in moderate-to-high Z elements. This comparison is a significant test of quantum electrodynamics, especially the vacuum polarization terms, which had previously shown significant discrepancies [7]. Such a comparison is naturally sensitive to the numerical values of the γ-ray scale [8]. Were we to neglect the scale change then the comparison points would lie on the horizontal segments appearing in figure 2. These results are satisfying in two ways: evidently we have now agreement between theory and experiment in an area of some significance; and, the quality of this comparison is no longer limited by lack of knowledge of the reference γ-ray lines.

As a second application area, we turn to x-ray spectra of normal atoms. Over the past several years, relativistic self-consistent field calculations have become available [9]. These have been applied to the case of single inner shell vacancies in the relaxed-orbital limit [10]. When such “term-value” calculations are available with sufficient precision, predictions of emission transitions follow from subtraction of terms. Comparisons between theory and experiment for the Kα lines of several elements are shown in figure 3 [11]. The systematic discrepancies shown (which are evidently linear in Z) were not evident in previous data because of their lesser precision. Efforts toward understanding this situation have begun on the theoretical side while, at the same time, we have undertaken to broaden the available data base by a systematic study of these discrepancies as functions of principal and orbital quantum numbers as well as Z.

Several avenues suggest themselves for future work. These will be pursued as resources permit. Obviously, one wishes to extend the optically controlled scale to higher energies. This is particularly interesting as it becomes possible to reckon a γ-ray cascade summing to the order of $\Delta E = 10$ MeV. In this case, the corresponding mass decrement, $\Delta M$ is measurable to $\sim 1$ ppm. This combination of $\Delta E$ and the associated $\Delta M$ is sufficient [12] to establish a value for Faraday’s constant which is manifestly independent of chemical procedures. Significant nuclear spectroscopy near 2 MeV awaits application of the high resolution capabilities of our instrumentation. A precision measurement of the electron-positron annihilation radiation has been largely developed but remains to be executed. Finally, the progress to date in atomic x-ray spectra suggests the utility and interest of considerably expanding their study which we propose to undertake.
Laser Cooling of
Stored Ions

David J. Wineland,
Time and Frequency Division

We have been able to reduce the temperature of a sample of Mg$^+$ ions to a value $<0.5$ K by using radiation pressure. This technique will allow us to reduce in a fundamental way the present limits to accuracy in frequency standards and precision spectroscopy, namely those imposed by the first and second order Doppler shifts. When combined with first-order Doppler cancellation schemes, the method should yield orders of magnitude improvement over present techniques.

In spite of the great accuracy and stability achieved by today’s frequency standards, the need for improved standards continues to grow in both the pure and applied sciences. The present uncertainty in the cesium beam frequency standard which defines the length of the second is about 1 part in $10^{12}$. Interesting tests of various gravitational theories require clocks which are several orders of magnitude more accurate. In addition, substantially better clocks are needed, for example, in long baseline interferometry and in various navigation systems.

Doppler shifts are the dominant cause of uncertainty in the cesium standard and other existing or proposed frequency standards. When interrogating the frequency of an atomic transition (which provides the basis for the standard) we must use some method to cancel first-order Doppler shifts. However, our ability to do so is limited, and residual shifts always occur. More importantly, we are always required to account for the second-order Doppler effect, or relativistic time dilation shift of the moving atoms. In the Time and Frequency Division, a group including J. C. Bergquist, R. E. Drullinger, Wayne M. Itano, F. L. Walls, and D. J. Wineland has attacked the Doppler shift problem in a fundamental way—by substantially lowering the temperature of atoms.

The "atoms" in our experiments were actually atomic Mg ions confined in a room temperature electromagnetic "trap" which in turn was contained in a high vacuum. (The use of ion traps has another significant advantage in that the confining forces are benign and do not cause significant frequency shifts ($<10^{-13}$). The cooling principle can be understood by first noting that the ions are harmonically bound to the center of the trap, hence they oscillate back and forth with an amplitude and velocity governed by the temperature. We can irradiate the Mg ions with monochromatic light from a frequency-doubled dye laser whose frequency is tuned lower than the ion rest frequency but within the Doppler profile. The ions will preferentially scatter photons when they are moving toward the laser, and hence Doppler shift it into resonance. For each scattering event, the momentum of the ion is changed by the momentum of the absorbed photon. After about $10^4$ scattering events, substantial cooling below room temperature can be achieved. Figure 1 shows a plot of temperature versus time. The temperature was monitored by observing the induced currents in the trap electrodes. This experiment showed that, although cooling could be obtained, resolution was limited by noise in the detection electronics. A more sensitive measure of temperature could be obtained if we monitored the Doppler width of the optical transition. This was complicated because under the optimum cooling conditions that were used (small compact ion cloud, focused laser beam) cooling rates and heating rates (as the laser was tuned through resonance) could be as high as 1000 K/s. Hence a second, fixed-frequency laser was used to keep the ions cold while the scattered light from
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Figure 1. Ion temperature versus time when laser cooling is applied for fixed detuning of about 2 GHz. The ions were initially heated above equilibrium temperature with the laser. Laser cooling was then applied for a fixed time until a temperature approaching 0 K was achieved. After the laser is turned off, the ions rethermalize to the ambient temperature owing to collisions with background gas.

The frequency-swept laser was monitored. Figure 2 shows a resulting trace where the ion temperature was about 2.5 K. Similar traces now indicate that temperatures < 0.5 K can be obtained.

The limit on temperature achievable by this method is governed by the effects of recoil. For example, if the ion comes to rest when the "last" photon is absorbed, it will attain the recoil energy of the photon upon re-emission. We have studied this problem theoretically and find that, for Mg ions, where the electric dipole transition is fully allowed, the limit on temperature is about 1 mK. The cooling limit on less strongly allowed transitions, however, can be < 1 μK. Even with the presently-attainable temperature, we should be able to reduce the second-order Doppler shift correction in very high resolution studies (e.g., frequency standard) by about three orders of magnitude.

We have recently observed the pure rotational spectrum of a molecular ion—HBr+—by the technique of laser magnetic resonance (LMR). This first detection of an ion by LMR is significant because it makes the entire class of paramagnetic ions amenable to study.

Within the last few years, LMR has emerged as a powerful technique for the study of pure rotational spectra of transient species in the gas phase. It exhibits a considerably higher sensitivity than that of competing techniques, such as microwave spectroscopy and EPR, while the resolution attainable is roughly the same. The LMR method itself is intimately related to gas-phase EPR. The appropriate paramagnetic energy levels of an absorbing sample are tuned by a dc magnetic field until their difference frequency equals that of a fixed-frequency source. The prin-
Principal distinction between these two methods is: in EPR the relevant transition is between different magnetic sublevels \( (M_J) \) of the same angular momentum state \( (J) \), typically occurring in the microwave region for normally accessible laboratory magnetic fields (2 tesla); in LMR the relevant transitions are between rotational states (in molecules) or fine-structure levels (in atoms), and occur in the far-infrared (FIR). In both techniques, the sample is contained inside a resonant cavity. The increased sensitivity of LMR is mainly derived from operating at frequencies about 100 times higher than the microwaves normally used in EPR, and from the fact that absorption coefficients typically vary with the square or cube of frequency in this region. Detection limits for OH radicals are roughly as follows: LMR: \( 1 \times 10^6 \text{ cm}^{-3} \) and EPR: \( 2 \times 10^{12} \text{ cm}^{-3} \).

A schematic diagram of an optically-pumped FIR laser magnetic resonance spectrometer is shown in figure 1. In this system, a tunable \( \text{CO}_2 \) laser operating single-mode with a power output near 50 W transversely pumps the gain cell of a FIR laser. The FIR radiation oscillates in the optical cavity defined by a fixed mirror at one end and a movable mirror attached to a micrometer drive at the other. The detection volume of the cavity is separated from the gain cell by a thin polypropylene window set at the Brewster angle. A fraction of the FIR laser power is coupled out of the cavity and into a liquid-helium cooled germanium bolometer by an adjustable 45° coupling mirror.

In the apparatus shown in figure 1, the detection volume is centered between the pole faces of a 38 cm electromagnet. The magnetic field is modulated at frequencies near 5 kHz, and phase-sensitive detection is employed, resulting in a first-derivative line-shape.

Until very recently, all of the species observed by LMR had been produced in various types of atomic and molecular flames reacting inside the detection volume. These flames were generated by using a concentric flow tube mounted on the laser system perpendicular to the plane of the diagram. In the new spectrometer used to observe \( \text{HBr}^+ \), the flame has been replaced with the positive column of a glow discharge, and the magnetic field is instead produced by a 5-cm diameter by 33-cm-long liquid nitrogen cooled solenoid magnet, which can generate fields up to 0.6 T (6 kG). This new configuration provides for an increased detection volume, and the axial symmetry readily accommodates the electrical discharge. With this apparatus, we have succeeded in detecting several short-lived species, including ground-state oxygen atoms and metastable excited electronic states of \( \text{O}_2 \) and \( \text{CO} \), as well as the \( \text{HBr}^+ \) ion.

\( \text{HBr}^+ \) was generated in a discharge through 1 percent \( \text{HBr} \) in helium at 133 Pa total pressure and near-ambient temperatures. We observed the two lowest rotational transitions in the \( \Omega = 3/2 \) spin-component of its \( \text{II} \) ground electronic state, for which the energy-levels are shown in figure 2. Bromine occurs in nature with nearly equal abundances of the 79 and 81
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**Figure 1.** Schematic diagram of an optically-pumped laser magnetic resonance spectrometer.
mass isotopes, and the reduced masses of these two forms of HBr+ are nearly identical; thus we observe both isotopes simultaneously. Since each Br isotope has a nuclear spin of 3/2, we find a pattern of two sets of four lines, additionally split into doublets by the small “lambda-doubling” interaction. The additional hyperfine splitting from the proton is too small to resolve. This pattern is shown in figure 3.

When completed, the analysis of these LMR spectra will produce the first information on the hyperfine structure of HBr+, as well as precise values for the rotational constants and lambda doubling parameters. These, in turn, can be used to deduce spin densities, charge distributions, and accurate bond lengths for the molecule. It will be very interesting and informative to observe the effects of the net positive charge on these properties by comparing them with properties of corresponding neutral molecules. More exciting, however, is the prospect of detecting other similar ions by the same method. In particular, HCl+ may be of considerable astrophysical interest. Measurement of LMR spectra of this and other ionic species will provide the accurate rest frequencies required to perform astronomical searches for these molecules in interstellar clouds.

1 Department of Chemistry, University of California, Berkeley, California 94720.

Extension of Absolute Frequency Measurements to the Visible

Donald A. Jennings, F. Russell Petersen, and Kenneth M. Evenson,
Time and Frequency Division

The direct frequency measurement of visible light was achieved by D. A. Jennings, F. R. Petersen, and K. M. Evenson of the National Bureau of Standards and K. M. Baird and G. Hanes of the National Research Council, Ottawa, Canada. This experiment paves the way for frequency-based spectroscopic investigations in the important visible spectral region which are potentially a thousand times more accurate than measurements of wavelength. In addition, this experiment may eventually lead to a new definition of the meter.

Visible frequency measurements were achieved by a laser frequency synthesis chain, shown in a very simplified way in figure 1. This experiment links the cesium frequency standard directly with the frequencies of 10 hyperfine lines of 127I2 at the frequency of the second harmonic of the 260 THz He-Ne laser. The measurements were made in seven steps from cesium to iodine by using only frequency counting techniques. Actually, 14 lasers and 6 klystrons were used in the heterodyning experiments, finally culminating in the 520 THz visible frequency. The measurements of the first six steps were made at NBS and the final one at NRC. (The NBS 260 THz laser was transported to Ottawa for comparison with NRC’s 260/520 THz composite laser in the final step.) The schematic illustrating step 7 is shown in figure 2.

The NRC composite laser contained the iodine cell, the lithium niobate doubling crystal, and the 260 THz gain tube. The 260 THz frequency was stabilized to hyperfine components of the P(62) 17-1 transition in 127I2 by using saturated absorption techniques, and the 520 THz radiation generated from the 260 THz by the doubling
A value for the fine-structure constant accurate to $10^{-7}$ has been obtained from a new determination of the proton gyromagnetic ratio. This achievement has helped test one of modern physics' most fundamental theories: quantum electrodynamics (QED). QED is believed to provide an exact description of all atomic phenomena which do not directly involve nuclear forces, weak interactions, or gravitation.

The key to obtaining the new value was our development of a unique magnetic technique to measure accurately the relative positions of each of 1000 turns of wire on a single-layered precision solenoid. This new method allowed us to determine directly the proton gyromagnetic ratio, $\gamma_p'$ (where the prime indicates that the protons are in a spherical sample of pure H$_2$O at 25 °C). We then obtained an order of magnitude improved value for the fine-structure constant, $\alpha$, by combining our result for $\gamma_p'$ with the values of other already well-known constants, such as the speed of light in vacuum, $c$, and the Rydberg constant for infinite mass, R. The fine-structure constant is the fundamental expansion parameter of QED and therefore must be accurately known in order to compare critically the calculated values of various QED-dependent quantities with their experimentally determined values. Indeed, with the new value of $\alpha$, QED is able to predict the value of the electron $g$ factor, $g_e$, with an uncertainty of only about 3 in $10^6$. This theoretical result may then be compared with the experimental result obtained from the electron magnetic moment anomaly, $a_e = (g_e - 2)/2$, as obtained in a recent experiment at the University of Wash...
The agreement found is deemed acceptable in view of the incomplete nature of the theoretical calculations.

The quantity $\gamma_p$ is an atomic constant which relates the angular frequency, $\omega_p$, with which the proton precesses when placed in a magnetic field, $B$, to the value of the field: $\gamma_p = \omega_p / B$. Thus, the experimental determination of $\gamma_p$ requires the measurement of both the proton precession frequency and the magnetic field which produces the precession. Determining the precession frequency is relatively straightforward when nuclear magnetic resonance (NMR) techniques are used. More challenging is the critical problem of making an accurate dimensional measurement of the precision solenoid so that the magnetic field produced by a known current can be calculated.

In our experiment, the solenoid was single layered and wound on a hand apped, fused silica form. Its critical dimensions were measured by a magnetic induction technique which located the current in the windings. Coils A and A' in figure 1 formed a linear differential transformer which located the axial position of the current injected into selected turns of the solenoid. A servo system locked the coil assembly to the null point with a precision of better than 0.05 $\mu$m. A mirror (corner cube, M') located in the center of the coil assembly was part of a laser interferometer system, with the reference mirror (M) connected to the end of the solenoid. Thus, with the aid of a computer-automated system, the relative position of successive turns could be recorded. We chose to activate 10 turns at one time, and then move the current injector to successive 10 turns until information about all 1000 turns of the solenoid was obtained. Coils B, B', and C formed a radius-to-voltage transducer which measured the variations in the radius of the injected current. The voltage induced in coil C was inversely proportional to the radius of the activated turns of the solenoid. To detect small changes we first "bucked out" most of the voltage in coil C by using the two coils, B and B'. At the same time that we were bucking out the voltage in coil C, we were also increasing the sensitivity of this three-coil system to changes in the radius R of the solenoid because the voltage in coils B and B' increased when the radius R increased. This three-coil radius-to-voltage transducer was then calibrated by having a few turns of wire on both ends of the solenoid that were 25 $\mu$m larger at one end and 25 $\mu$m smaller at the other end. With this system, the axial position and the radius variations of the turns of the solenoid were measured to an accuracy of 0.05 $\mu$m. No turn deviated from that expected of a perfect solenoid by more than 2 $\mu$m.

These improved dimensional measurements along with other refinements in the experiment provided a 0.21 ppm (parts per million) value for $\gamma_p$, which in turn yielded for the fine-structure constant $a^{-1} = 137.035963(15)$ (0.11 ppm). This value of $a^{-1}$ is $(0.33 \pm 0.14)$ ppm less than the value of $a^{-1}$ derived from measurements of the anomalous magnetic moment of the electron and its current best QED estimate. The 0.14 ppm uncertainty in this comparison represents a test of QED which is a factor of ten more precise than all previous tests. The small, 0.33 ppm remaining discrepancy has the following possible explanations: (1) it could be purely statistical, about a 2 percent probability by chance; (2) the
Superconducting Thermometric Fixed Point Devices

Robert J. Soulen, Jr. and James F. Schooley, Temperature Measurements and Standards Division

The narrow and highly reproducible superconductive transitions of 10 materials have been shown to be useful as reference temperatures (fixed points) for definition of temperature scales which are being developed in the region of 0.01 to 20 K. Two devices incorporating these 10 superconductors are now available through the Office of Standard Reference Materials.

One of the cornerstones of the International Practical Temperature Scale (IPTS)—the lingua franca for thermometry—is a set of reference temperatures, or fixed points. These well delineated and reproducible points are defined by the change in physical state of selected materials. Their stability is used to hold the temperature scale and to check temperature calibrations. Notable examples are the melting point of gold, the triple point of water, and the boiling point of oxygen. When the IPTS was last formulated (1968), it was not extended downwards, partly because few conventional fixed points were available below 13.8 K. Traditional phase transitions (boiling points, melting points, triple points) of all materials except \(^5\)He and \(^3\)He take place at higher temperatures. Therefore, fixed points needed for this region must be found in phase transitions occurring within the solid state. A program was started at the NBS in 1968 with assistance from the NBS Office of Standard Reference Materials\(^1\) to develop cryogenic fixed points based on the phenomenon of superconductivity. There now exist ten such points between 0.015 K and 7.2 K, five of which have been incorporated in a new provisional temperature scale, EPT-76, which extends the IPTS-68 down to 0.5 K.

The fixed points are provided by two devices, Standard Reference Material (SRM) 767 and (SRM) 768, which are produced at NBS and distributed by the Office of Standard Reference Materials. Each unit contains five very pure, well characterized materials for which the phase transitions into the superconductive state occur over a temperature region of

\[ \begin{array}{|c|c|}
\hline
Temperature (K) & Superconductive Transition \\
\hline
10 & Nb, Sn, V\_{}Ga\_{}3 = (18.00 K) \\
1.0 & Nb = (9.289 K); Pb = (7.201 K) \\
0.1 & In = (3.146 K) \\
0.01 & Al = (1.175 K); Xn = (0.844 K); Cd = (0.515 K) \\
\hline
\end{array} \]

\(^{1}\)Standard Reference Materials are well characterized materials or simple artifacts with special chemical or physical properties certified by NBS.

**Figure 1.** Superconducting transition temperatures of several materials. The 10 materials included in the Standard Reference Material units are shown together with materials at higher temperatures which are being examined as candidates for fixed points.
about 0.001 K and for which the reproducibility of the observed transition temperature, designated $T_c$, is $\pm 0.001$ K or less. The materials used in the two devices and the assigned $T_c$'s are shown in figure 1.

Observation of the phase change is based on the fact that in the normal state above $T_c$ the electrons exhibit a very weak magnetic response to an impressed alternating magnetic field, while in the superconducting state the electrons respond with perfect diamagnetism. This very strong effect is easily registered as a change in mutual inductance in two coils surrounding the material. A typical transition is shown in figure 2, in this case for the element indium which is used in SRM 767. Provided that the ambient magnetic field as well as the measuring field are less than $1 \mu T$ (0.01 Gauss), some of the transitions have been found to reproduce to within $\pm 0.0001$ K.

Referring to figure 1, we see that the materials included in the SRM units do not cover the full temperature range over which superconductivity is known to exist. We are, therefore, conducting research to produce satisfactory samples of Nb and Nb$_3$Sn to extend the region covered by superconducting fixed points to a full three decades in temperature.

![Figure 2](image.png)

**Figure 2.** Indium phase transition. The change in mutual inductance, $\Delta M$, in a set of coils surrounding the In sample is plotted versus the output of an ac resistance bridge monitoring a calibrated germanium resistance thermometer. The transition temperature is chosen as the mid-point of the transition, while the width W of the transition is defined as the temperature interval, centered about $T_c$, corresponding to 80 percent of the change $\Delta M$.

---

**Improved Laser Test of the Isotropy of Space**

*John L. Hall, Quantum Physics Division, for himself and Alain Brillet, Joint Institute for Laboratory Astrophysics*

We report the application of stabilized laser techniques to the precision test of one of the fundamental concepts of Relativity Theory. These measurements confirmed the isotropy of space to $\pm 2.5$ parts in $10^{15}$, and represent a 4000-fold improvement over the best previous test.

One of the most meaningful and significant human activities might be called "guessing with inspiration." Indeed, we daily are called upon to invent an "outside reality" with only clues and shards of evidence for input. But I am thinking here of the kind of scientific guessing, or concept synthesis, that occurs in a field perhaps only a dozen times a century. This year we celebrate the 100th birthday of the genius that made such contributions in a single year.

Einstein's inspired guesses and their consequences must surely have been troublesome to conventionalists at the time. In explaining why Michelson and Morley had failed to see a few tenths of a wavelength shift when their apparatus rotated, Einstein gave up such reasonable physical ideas as simultaneity, absolute time, and absolute motion. New and unfamiliar ideas were introduced such as the equivalence (for discussion of physical effects) of all inertial reference frames, the physical equivalence of mass and energy, a kind of symmetry between time and length, and certain group properties of frame transformations. Outrageous and deeply troubling paradoxes were identified, such as the "twins" paradox. Other "unphysical" effects were predicted, such as the shrinking of a physical bar along the direction of its motion. This shocking physical theory is still of fundamental interest to us now 74 years
later since these remarkable counterintuitive predictions are found to be in
perfect agreement with every experiment performed up to now. Indeed, a
major industry is based on the conversion of a bit of the binding energy of
the uranium nucleus into commercial amounts of heat energy. Synchrotrons
sweep their frequency as the accelerated particles gain mass. Time dilation
of the muon’s internal decay clock gives a distance range in the CERN
laboratory some 29 times the distance that light could travel in one (proper)
decay time.

It is not surprising that experimentalists have found this special theory of
relativity a powerful stimulus to the invention of precision experiments
against which to test the theory. In the 1950’s and 60’s, high resolution tech-
niques based on the Mössbauer effect provided some major advances to con-
firm our knowledge of the validity of special relativity (the so-called inter-
action of local clocks with distant matter and “anisotropy of inertia” experi-
ments). The other new experimental tool, lasers, provided a first glimpse in
1964 of the dramatic enhancement of measurement sensitivity that lay ahead.

This first important experiment was performed in a special isolated labora-
tory near MIT by Charles Townes, Ali Javan, and their coworkers. They
pointed out for the first time the gain in sensitivity possible through the use
of frequency techniques to measure small length changes. Unfortunately,
their laser experiment was troubled by systematic noise sources, probably in-
certal forces arising from the periodic motion, and the attained sensitivity
was only somewhat better than that obtained in the 1930’s by G. Joos using
Michelson’s original techniques. Thus, a large amount of technical develop-
ment of laser techniques has been a necessary preliminary to testing rela-
tivity theory with lasers. It is probably fair to say that the first really mean-
ingful laser test of special relativity was only recently completed. In this mea-
surement, Alain Brillet (from the Laboratoire de l’Horloge Atomique, in
Orsay) and I, using appropriate laser techniques, repeated the famous
Michelson-Morley “Isotropy of Space” experiment of 1887. Impressively
enough, one still finds a null result, in agreement with Einstein’s postulate,
even with a measurement sensitivity 4000-fold improved over the best pre-
vious experiment (the 1964 experiment of Charles Townes et al.).

Our experiment is timely in three
ways. First (and trivially), it is ap-
propriate to do an improved relativity
experiment in an Einstein celebration
year. Secondly, laser techniques have
been developed to the point that they
permit a really major advance in sensi-
tivity. Thirdly, it is probably true that
all physical laws are approximate
statements: As the measurements be-
come more refined and sensitive, a
larger and larger fraction of “outside
reality” needs to be taken into account
in describing the system under study.
Ultimately then, one might expect some
image of the cosmic status in the micro-
scopic physics which we can probe.

Recently, several lines of investigation,
but most notably radio noise thermom-
etry done from above the earth’s
atmosphere, lead to the conclusion that
we are probably moving at speed ~
400 km/s relative to the 3 K blackbody
background radiation remaining from
the primordial “big bang”. Thus it is
interesting to see whether the supposed
small lack of isotropy in physics “in the
large” will have an ultimately observ-
able effect on extremely sensitive lab-
oratory experiments which test some
kind of local isotropy. (Honesty com-
pels me to note that the experimental
basis for this third, philosophical point
did not even exist when the experiment
was first undertaken. Basically we had
developed new measurement tech-
niques that appeared useful for several
fundamental experiments, and the NBS
management supported the work on
these completely adequate and reason-
able grounds.)

Our experiment was designed to be
highly sensitive, clear in its physical
interpretation, and free of problems
involving spurious effects. Its basic
concept can be understood by consider-
ing figure 1. Fundamentally, we were
comparing the laser frequency defined
by an etalon of length with the laser
frequency defined by an optical fre-
quency standard. As depicted in figure
1, a 3.39 μm laser was servostabilized
to the standing wave condition in an
isolated and stable passive Fabry-Perot
etalon. The laser, Fabry-Perot inter-
femeter, and associated electronics
were mounted on a large granite slab
on a table which could be slowly ro-
tated around a vertical axis. Informa-
tion about the length of the interfer-
ometer was implicitly carried by the
wavelength (frequency) of the portion
of the laser beam which left the table
along its rotation axis and which was
directed over to another table to be
effectively heterodyned with an “isola-
tion” laser. This laser was frequency-
stabilized relative to another 3.39 μm
laser which was in turn frequency-
stabilized relative to the saturated
absorption peak in CH₄. In following
Javan and Townes, we had thus pre-
pared a highly sensitive readout of the
optical length of the Fabry-Perot etalon
through the use of frequency measure-
ment techniques. To see whether there
was a measurable spatial anisotropy in
our laboratory, the laser and Fabry-
Perot etalon part of the apparatus was
rotated slowly and we looked for a
change synchronized with this rotation.
It is natural—perhaps inevitable when
the sensitivity is sufficiently high—that some such synchronous perturbation will be observed. We saw a signal at the table rotation frequency of some 200 Hz excursion, representing a $2 \times 10^{-12}$ length change of our Fabry-Perot etalon. Its origin is now understood as a gravitational stretching of the interferometer which occurred because of residual asymmetry in the mounting of the reference etalon when there was a slight misalignment of the rotation axis from the vertical. A 10-fold smaller signal was observed at the double frequency of the table rotation, which is the spectral location expected for a genuine anisotropy signal. However, considering that the laboratory axes were rotated relative to the hypothetical “preferred direction in space” by the earth’s rotation, a true cosmic anisotropy signal would show a further modulation every 12 sidereal hours.

We observed that the spurious signal at the double rotation frequency was essentially fixed in the laboratory coordinate system, and so averaging over a few days in 12 or 24 sidereal hour blocks reduced our spurious signal essentially to zero. This null result represented a fractional synchronous length variation below 2.5 parts in $10^{15}$, and this limit represents a 4000-fold improvement over the MIT laser experiment. Further, if it is supposed that the earth’s inferred velocity of $\sim 400$ km/s is the relevant one to be used in the coordinate frame transformation, this “laserized” Michelson-Morley experiment represents the most demanding test yet of the Einstein-Lorentz transformation.

As mentioned above, the laser heterodyne techniques provided a very high sensitivity in these experiments. If the spurious background signal could be reduced or eliminated, a factor of at least 1000 further improvement would be possible. In this domain, general relativistic effects (the earth’s gravitation) would cause a vertical spatial anisotropy of the type we can detect, $\frac{1}{2} (GM/R) (1/c^2) (1/R) \sim 3 \times 10^{-17}$. Unfortunately, such a vertical experiment would be hopelessly contaminated by gravitational distortion of the Fabry-Perot etalon itself. A more promising direction for growth is to redo the Kennedy-Thorndike measurement that shows the equivalence of the transformation of length and time. Extreme care would be necessary to avoid drifts, since the only modulation in this experiment arises from the earth’s motion. For example, a temperature stability of 50 $\mu$K for 1 month and creep rate noise below $10^{-11}$ per day would allow a 20-fold improvement on the original experiment of Kennedy and Thorndike.
Center for Radiation Research

Robert Placions adjusts equipment for characterization of x-ray fluorescent intensifying screens. Measurements are made, on an absolute basis, of the total light output and spectral distribution of the x-ray excited fluorescence from radiographic intensifying screens. This unique facility utilizes monochromatic x-ray production together with highly sensitive radiometric detection equipment. These screens are universally used in almost all medical, and in many industrial radiographic procedures to maintain good image quality while reducing x-ray exposure.

The Center for Radiation Research has a unique mission. It provides high accuracy radiation measurement techniques and quantitative data about atomic and nuclear radiation processes. These outputs are required for the safe and effective use of radiation in key technologies. Center activities cover the electromagnetic spectrum starting at the infrared, through the visible, the ultraviolet, and vacuum ultraviolet, to x-ray and nuclear gamma rays. Particle radiations include electrons, positions, protons, deuterons and neutrons below 140 million electron volts. Our facilities include a 140 MeV electron linear accelerator, a 240 MeV electron storage ring for synchrotron light, many lower energy accelerators, a polarized electron source, plasma devices, and many sophisticated spectrometers with computer assisted data acquisition.

During the past year, CRR has directed special attention to several areas of growing national concern. One of these areas, ionizing radiation health and safety, has attracted a large amount of public and institutional concern. At the request of the Senate Committee on Commerce, Science and Transportation, the Center is cooperating with the Conference of State Radiation Control Program Directors. Together, we are reviewing the need for an intermediate level of calibration services such as regional facilities to better couple NBS laboratories with State and industrial needs. This review will contribute to an updated long-range plan and budget for ionizing radiation measurements.

CRR is working with the State of Illinois to set up a pilot regional calibration laboratory, with Florida to set up a calibration facility for low-level survey instruments, and with the University of Michigan on the testing of personnel dosimetry performance. Special measurements were made on dosimeters used near the Three-Mile Island nuclear power plant. Natural matrix radioactivity standards, such as human lung and liver, are being prepared for environmental monitoring. We are working on dosimetry measurements and standards for radiation sterilization, a process which replaces the use of carcinogenic ethylene oxide. Measurements of the response of x-ray screens are part of our work on the technology for reducing patient exposure. Because of the need for increased cooperation between the various agencies concerned with ionizing radiation, the Center is represented on two...
recently formed interagency committees on ionizing radiation.

CRR is working to improve the state-of-the-art in optical radiation measurements. Better measurements are needed, for example, in solar and atmospheric monitoring and by the electro-optics and lighting industries. To make available to the lighting industry the new radiometric scale, which will eventually replace the current scale based on the candela, 175 lamps are being calibrated or both scales for simultaneous distribution. Progress toward the 0.1 percent radiometry needed in solar monitoring is being made through quantum-based calibrations of silicon photodiodes, by improved characterization of black body sources, and through intercomparisons of NBS radiometry standards. Improved measurements of UV radiation are made possible by new source standards and by accurate measurements of spectroradiometer response.

 provision of characterized detector packages on a rental basis enables users to measure the spectral response of their detectors and to test the performance of their measurement systems. New measurement assurance programs are being developed for diffuse reflectance and for retroreflectance.

Several of our activities contribute to the Nation’s energy programs. Measurement and calculation of the spectra of highly-ionized heavy ions are essential to the diagnostics of fusion-plasma devices. Ionization rate measurements now in progress will provide benchmark data for analyzing heavy ion impurities in Tokamak fusion devices. Vacuum ultraviolet radiometric calibrations and portable transfer source standards provide the measurement base for accurate measurements of radiation from fusion plasmas. Radiation phenomena, such as plasma line broadening and dielectronic recombination, are being investigated as possible new plasma diagnostic techniques. Resonance neutron radiography is being developed as a non-destructive method for obtaining accurate values for the total mass of fissionable isotopes. This method is expected to be useful in calibrating measurement devices for nuclear fuel rods as well as for waste and scrap from nuclear fuel reprocessing plants. Accurate measurements of neutron cross sections are being made for both fission and fusion reactions. Integral and differential neutron fields continue to be developed for
The calibration of neutron detectors used in fusion research, nuclear reactors, and personnel dosimetry.

The Center has a dedicated synchrotron radiation facility, SURF-II. This device produces electromagnetic radiation in a narrow, intense, highly-polarized beam with a continuous and accurately known spectrum from the infrared through the visible and into the extreme ultraviolet. This tunable, intense radiation is being applied to several new scientific and technical opportunities. Many of these activities involve collaboration with the Centers of NBS or with laboratories outside of NBS. Ultraviolet photodiode detectors are now being calibrated for photon energies up to 250 eV. This capability was used in a collaborative program with Los Alamos to measure photoemission yields of several promising cathode materials. Several calibrations were carried out on spectrometers for space experiments and fusion plasma diagnostics. A new spectrometer calibration facility, under construction with NASA funding, will give more accurate and convenient calibrations. During the past year our new high-flux normal-incidence monochromator came into full operation, and has been used to measure the angular distribution of photoemitted electrons from individual vibrational levels of highly excited molecules. This monochromator also has been used to study Stark mixing in high Rydberg autoionizing states of atoms and molecules. Further studies on excited state dynamics will utilize fluorescence measurements to investigate ion deexcitation processes. Using another monochromator, we have observed high pressure helium microbubbles in thin aluminum films by measuring the pressure-broadened helium resonance in absorption. Scientists from the Naval Research Laboratory are studying insulators by using reflection, photoemission and fluorescence. Scientists from Brookhaven National Laboratory are installing a circular dichroism apparatus for measurements of biomolecules. Apparatus is being built in collaboration with the Surface Science Division to study the desorption of ions from absorbates at surfaces. We do not have space to describe all of the activities at SURF-II, but these examples illustrate the wide range of activities being carried out with synchrotron radiation.

High energy photons and electrons are excellent probes of nuclear structure. The coupling of photons and electrons to charge, current, and magnetic moments of nuclear constituents is well known from quantum electrodynamics, and the flexibility of electron scattering allows energy and momentum transfer to the nuclear system to be varied independently. Using a high-current 140 MeV linear electron accelerator, CRR scientists have investigated nuclear structure using electron scattering, photon scattering, and electrodisintegration. Recent elastic photon scattering measurements from $^{12}$C showed a surprisingly large electric quadrupole component. Similar measurements on $^{16}$O will be of even greater theoretical interest. Elastic electron scattering has yielded an improved value for the $^{12}$C nuclear radius which has become a world standard. Similar measurements on $^4$He will provide a critical test of quantum electrodynamics.

In electron scattering, the cross section is measured as a function of energy and momentum transfer. In electrodisintegration, however, outgoing particles or induced radioactivities are integrated over all of the final states of the scattered electron. An entirely new type of experiment has recently been pioneered by CRR scientists in which the yield of particles is measured as a function of the incident energy. From analysis of such measurements it is possible to locate and measure the strength of the E1 and E2 giant resonances that result in proton and alpha particle emission. Results on $^{58}$Ni, $^{60}$Ni and $^{62}$Ni show important E2 components in the $\alpha$ channel.

The ultimate experiment would detect both the scattered electron and outgoing particle in coincidence. Such experiments would require a 100 percent duty cycle (CW) electron accelerator and would be crucial in going beyond the classical description of nuclear structure and reactions in terms of elementary neutrons and protons; that is, in determining the effects of many-body correlations, virtual pions, and excited nuclear states on nuclear structure. These opportunities are so important that we have begun, with DOE funding, to develop a prototype 185 MeV room-temperature CW electron accelerator. In addition to demonstrating the feasibility of building a 1 to 2 GeV machine using the same technology, the prototype accelerator will be a powerful tool in its own right for nuclear physics.

These vignettes cover briefly only a fraction of the CRR programs. Some of these programs and others are described in more detail on the following pages.
Radioactivity, like fire, has potential for both benefit and harm, and the increasing variety of its applications and public awareness of its hazards have brought challenges to the NBS Radioactivity Standardization group. We are meeting those challenges in a variety of ways. Nearly 2000 samples of some 50 different radionuclides were calibrated or issued as standard reference materials (SRMs) in 1978. Cooperative programs with nuclear-medicine and environmental-monitoring quality-control groups allowed the staff to assure correct instrument calibrations much beyond their ability to supply direct services.

Such cooperative measurements-assurance programs work to establish the traceability of radioactivity measurements to those of NBS. Why NBS? Because we are the legal promulgator of standards of the national radioactivity-measurements system. The term traceability may not be completely apt, but it is being used more and more by regulatory agencies to connote measurements that are demonstrably in agreement with those of the National Bureau of Standards.

Each year NBS must decide on those radionuclides for which standards are most urgently needed. Once those decisions are made, our work begins. In the last three years, an efficiency-extrapolation coincidence method employing a pressurized proportional counter and efficient gamma-ray spectrometers has been used to establish calibrations for $^{67}$Ga, $^{90}$Mo, $^{99}$mTc, $^{111}$In, $^{121}$I, $^{198}$Yb, $^{195}$Au, $^{201}$Tl, and $^{206}$Pb—all radionuclides now used in nuclear medicine. The same system was used to calibrate $^{147}$Pm (used in a pressure measuring device) and $^{110}$Ba-$^{110}$La (a significant monitor of nuclear-fuel burnup). Measuring the radionuclides released from the burning of coal required standards of several naturally occurring radionuclides. For example, a standard of flyash from the burning of Eastern United States coal was developed in which the sample is highly homogeneous and is certified for $^{226}$Ra and $^{228}$Ra content.

For some applications, preparing the SRM in the proper form and checking its uniformity offer more of a challenge than the basic calibration. Standards which are prepared to check the yields from chemical procedures are of this type. Such natural matrix standards of human lung and liver, soil from Rocky Flats, Irish Sea sediment, and river and lake sediments are being developed. Homogenization of these materials is a significant challenge which is being met partly by borrowing techniques from powder-mixing technology. Ultimately, not only the radioactivity of these materials will be measured, but the chemical forms will be examined. For example, we expect to tell users approximately how much of the plutonium in a sample is in the form of high-fired oxides.

Radioactivity calibrations are unique in that a value for a standard applies only for an instant. The radioactive decay law allows the standard to be used at a later time if accurate values for the half life and the associated uncertainty are known. For a number of years, the half lives of most radionuclides used as standards have been measured at NBS. The probability per decay for radiations is also required if their emission rate is to be deduced from the activity given for a standard. Well-calibrated germanium spectrometer systems have been used to measure gamma-ray probability-per-decay ($P_i$) values for many recent standards.

Such spectrometer systems are used in monitoring at nuclear power plants, or wherever mixtures of radionuclides must be assayed, and special standards are prepared for calibrating the efficiency of these systems as a function of energy. A mixture of 9 radionuclides with well-established $P_i$'s was developed for this purpose, and commercial suppliers now submit samples of each batch of their standards of this mixture to NBS to establish explicit traceability. Longer-lived radionuclides, such as $^{133}$Ba and $^{152}$Eu, which emit gamma rays at several energies, are also now available from NBS as standards, and a mixture of $^{125}$Sb, $^{134}$Eu, and $^{152}$Eu is being studied as a possible standard. For some common counting conditions, large errors can occur if the summing of coincident radiations is not taken into account, and computer programs are now being used to calculate these corrections for frequently encountered radionuclides.

Once a calibration has been established for any gamma-ray-emitting radionuclide, the response of NBS pressure ionization chambers to a known activity is measured relative to that of a $^{226}$Ra source producing a comparable current. This preservation of what would otherwise be only a temporary calibration, in the case of short-lived radionuclides, eliminates the need for frequent direct recalibrations. Doing so allows the group to offer an efficient calibration service for many radionuclides for which the demand does not justify preparing SRMs.

The preservation of calibrations, and a comparison of them on an international scale, is also accomplished by the routine transmission of calibrated gamma-ray-emitting solution standards to the Bureau International des Poids et Mesures (BIPM) and to the International Atomic Energy Agency.
Spectra of Highly-Ionized Atoms

Joseph Reader,
Atomic and Plasma Radiation Division

The development of controlled fusion reactors depends greatly on the ability to observe and understand the physical processes taking place in their very hot plasmas. One of the methods used to diagnose these plasmas is the observation of line spectra emitted by the various ionic species present. Such observations provide information about the temperature of the plasma, impurities, and spatial and temporal properties. For lighter ionic species much of the basic atomic data needed to interpret these observations are already on hand. However, for heavier ions, such as those with \( Z \geq 20 \), relatively few data are available. The problem is particularly acute for Tokamaks, because of their use of aperture limiters to prevent stray particles from striking the interior wall of the torus. Atoms from the limiter, which is usually made of a refractory metal such as molybdenum or tungsten, are sputtered into the discharge, where they become highly ionized and significantly affect the plasma conditions. Knowledge of the spectra of the ions of these heavy elements is therefore of great importance. By studying spectra of laser-produced plasmas our group has made progress during the past year toward providing new data about these highly ionized atoms. The work was done in collaboration with G. Luther and N. Acquista.

Data about highly ionized atoms were obtained in two separate experiments. First we focused the light from a 3 GW Nd/glass laser onto flat metallic targets to produce plasmas of various elements. The spectra were recorded on a 10.7 m grazing incidence spectrograph. Typical laser pulses were 15 J in 10 ns. By varying the energy and duration of the laser pulses we
were able to distinguish spectra due to different ionization stages. Analysis of the data yielded the spectra, electronic energy levels, and ionization energies of ions in the zinc and copper isoelectronic sequences to $\text{Sb}^{21+}$ and $\text{Sb}^{22+}$, including the important ions $\text{Mo}^{12+}$ and $\text{Mo}^{13+}$. As an example of the results, figure 1 shows the energy of the 5s configuration in the Cu sequence, along with the values obtained in fully relativistic calculations [1]. The calculations predict the general variation of energy very well, although the absolute values are somewhat displaced. As the scale is greatly expanded here the absolute differences between the two curves are actually not large; for Mo the difference is only 0.5 percent.

In the second experiment we transported a 2.2 m spectrograph and target chamber to the Los Alamos Scientific Laboratory. There we used a very powerful (100 GW) Nd/glass laser to generate still higher stages of ionization. Spectra were recorded with laser pulses of 30 J in 300 ps. With these observations we extended the Zn and Cu isoelectronic sequences to $\text{W}^{44+}$ and $\text{W}^{45+}$. These results represent the longest isoelectronic sequences ever observed as well as the highest stages of ionization recorded with diffraction gratings. Figure 2 shows an isoelectronic sequence plot for the 4s-4p resonance lines of Zn-like ions.

These experiments also produced significant results for molybdenum. Besides the resonance lines of $\text{Mo}^{12+}$ and $\text{Mo}^{13+}$, two of the most important lines used in Tokamak diagnoses are the resonance lines of the Mg and Na-like ions, $\text{Mo}^{30+}$ and $\text{Mo}^{31+}$. Until recently these lines had been observed only in Tokamaks. Confirmation of their proposed origins (ion and transition) were thus critically needed. Previous observations of laser-produced Mo plasmas [2] gave spectra that could not be interpreted unambiguously. In the present work we studied ions in the Mg and Na sequences from $\text{Sr}^{27+}$ to $\text{Pd}^{31+}$.

**Figure 1.** Plot of the energy (in cm$^{-1}$) of the 5s configuration in the Cu isoelectronic sequence. $Z_c$ is the net charge of the atomic core seen by the valence electron. Theoretical values are from Cheng and Kim (Ref. [1]).

**Figure 2.** Isoelectronic comparison of the 4$s^2$ 1$S_0$-4$s$4$p$ 1$P_1$ transitions in the Zn isoelectronic sequence.
Figure 3 shows a plot of two transitions in the Na sequence that are nearly coincident in Mo\(^{31+}\). From the isoelectronic regularities we could identify the observed lines and correlate them with Tokamak observations. Wavelengths for Mo are compared in Table I. For some lines the wavelengths agree well, confirming the proposed origins of the Tokamak lines. For other lines the wavelengths do not agree so well, suggesting a possible problem in the Tokamak measurements.

The results are also of interest for checking theoretical calculations of the properties of highly stripped ions in high temperature plasmas (energy levels, wavelengths, transition probabilities, cross sections for excitation and ionization by electron impact). In the domain of highly stripped ions, where relativistic effects are extremely important, the wavelengths predicted by the most accurate fully relativistic calculations agree with our experimental values to within about one percent (see Fig. 4). As the predicted values are systematically low by this amount, the experiment reveals a possibly important effect not included in present theories.

### Table 1. Present values of Mo wavelengths compared with Tokamak measurements of E. Hinnov, Phys. Rev. 14, 1533 (1976).

<table>
<thead>
<tr>
<th>Ion</th>
<th>(\lambda) (PRESENT)-NM</th>
<th>(\lambda) (TOKAMAK)-NM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mo(^{12+})</td>
<td>34.0909(5)</td>
<td>34.10(5)</td>
</tr>
<tr>
<td>Mo(^{13+})</td>
<td>37.3647(5)</td>
<td>37.38(5)</td>
</tr>
<tr>
<td></td>
<td>42.3576(5)</td>
<td>42.35(5)</td>
</tr>
<tr>
<td>Mo(^{20+})</td>
<td>11.596(1)</td>
<td>11.70(5)</td>
</tr>
<tr>
<td>Mo(^{31+})</td>
<td>12.7814(5)</td>
<td>12.9(1)</td>
</tr>
<tr>
<td></td>
<td>17.662(1)</td>
<td>17.7(1)</td>
</tr>
</tbody>
</table>
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**Figure 4.** Comparison between observed and calculated wavelengths in the Cu isoelectronic sequence. Calculated values are from Cheng and Kim (Ref. [1]).
Polarized Low Energy Electron Diffraction (PLEED): A Technique to Study Surface Magnetism

Daniel T. Pierce and Robert J. Celotta, Radiation Physics Division

At the surface of a magnetic crystal, the lack of translational invariance perpendicular to the surface and the reduced number of neighbors of the surface atoms cause the magnetic properties to differ from those in the bulk. We have developed a new way to measure the magnetization of the outer few atomic layers of a single crystal surface based on polarized low energy electron diffraction (PLEED). [1]

Due to the exchange interaction, the diffracted intensities of electrons at the surface of a magnetic crystal depend on the relative orientation of the incident electron spin and the magnetization of the surface. The surface magnetization, its temperature dependence, and the transition temperature at the surface have been described by a number of theories which we now have a straightforward way to test experimentally. The increasing interest in lower dimensional magnetism and surface critical phenomena makes the development of our "surface magnetometer" especially timely.

We also expect the surface magnetometer to have technological applications. In the push to further miniaturize magnetic devices—by using thinner layers in magnetic storage media, for example—the magnetic properties of the outer few layers will become very important. Our technique provides a research tool to study, for instance, the magnetic changes at the surface of a recording head resulting from corrosion. Magnetic surfaces are also important in hydrogen storage and catalysis, such as in the coal gasification process. The surface magnetometer will allow the study of the role of the magnetic electrons in chemisorption on well characterized single crystal surfaces.

Electrons are widely used in surface analytical techniques (e.g., photoemission, LEED, Auger spectroscopy), because their strong interaction with the electrons in the material limits their probing to the outer few atomic layers. For example, in the Ni(110) surface which we studied, electrons with energy of about 100 eV can on the average penetrate and return through only two atomic layers without losing energy and being removed from the elastically scattered beam. Polarized electron scattering provides a way to study the surface of a well-defined semi-infinite single crystal. The polarized electron probe is non-destructive and has potentially very high spatial resolution although we have not exploited it thus far. One can envision a magnetometer for surface microstructure which could display magnetic domains and bubbles.

The measurement of surface magnetization by polarized electron scattering is made possible by the polarized electron gun which we developed. The electron gun, which is based on photoemission from negative electron affinity GaAs, provides a constant intensity electron beam like an ordinary LEED gun, but the spin direction is modulated at a rapid rate. Since the incident electron beam intensity on the target crystal is constant, any ac component of the scattered intensity synchronous with the polarization modulation must result from a spin dependent scattering. The scattered intensity for incident electron spin parallel to the net spin in the ferro-magnetic surface \( I_{\uparrow\uparrow} \) is in general different from the scattered intensity when the spins are antiparallel \( I_{\downarrow\downarrow} \). We measure a quantity \( S \), which is this difference normalized to the spin averaged scattered intensity,

\[ S = \frac{I_{\uparrow\downarrow} - I_{\downarrow\uparrow}}{I_{\uparrow\uparrow} + I_{\downarrow\downarrow}} \]

We also correct for the fact that the incident polarization is 43 percent rather than 100 percent.

Theoretically, \( S \) depends on the exchange potential \( J(E,\theta) \) and the Coulomb potential \( V(E,\theta) \) seen by the electron scattering at an energy \( E \) and an angle \( \theta \). It can be shown in the first Born approximation that \( S \) is proportional to the average magnetization \( M \) of the outer few layers of the surface. If multiple scattering is included there may be higher order terms proportional to \( M^n \), where \( n \) is odd, but in Ni these are very small and may be neglected.

The apparatus [2] consists of the polarized electron gun attached to a conventional surface analysis chamber. We cleaned a Ni(110) crystal by successive Ar ion bombardment and annealing cycles. The surface cleanliness was checked by Auger spectroscopy using a cylindrical mirror analyzer. Generally, it is not straightforward to scatter low energy electrons from the surface of a ferromagnet because of the deflection of the electrons in stray magnetic fields. The stray magnetic fields have been minimized by making the Ni crystal the keeper of the small electromagnet that magnetically aligns the domains in the crystal.

We can measure \( S \) as a function of magnetic field to obtain a surface hys-

![Figure 1. Measurement of S as a function of H showing hysteresis in the surface magnetization.](image_url)
Hysteresis curve $S(H)$. Such a curve is shown in figure 1 for specular scattering at an angle of incidence of $12^\circ$ and an energy of 125 eV. The maximum $S$ in figure 1 is less than 0.02; this is a small signal but the noise level in this sensitive measurement technique is less than 0.001. Reversal of the magnetic field allows us to isolate any possible nonmagnetic contribution to the spin dependent scattering. We emphasize that figure 1 is a hysteresis curve representing the magnetization of the outer two atomic layers. Such a curve is very sensitive to surface contamination. In particular, segregation of sulfur to the surface decreases the magnetization to zero. Future measurements will study the effects of adsorbates on the surface magnetization. We will investigate the existence of magnetic dead layers at the surface (considered unlikely from these first measurements) and the role of the magnetic d-electrons in the bonding of adsorbed atoms.

We also explored the temperature dependence of the surface magnetization. There are definite predictions from theoretical scaling laws relating the surface and bulk behavior in the critical region near the Curie temperature $T_c$. We were able to measure $S(T)$ from 0.5 to 0.8 $T_c$ and found that the temperature dependence of the surface magnetization shows much less curvature than that of the bulk; in fact, it is approximately linear. Measurements were made by heating above $T_c$ and cooling in applied magnetic fields of 18, 21, and 26 Oe as represented by the different points in figure 2. The cooling was too fast to allow measurement near $T_c$. In future measurements we will have crystal temperature control and will measure up to $T_c$, thereby providing a test of theories of surface critical phenomena. We plan also to extend the measurements to low temperature in order to normalize $S(T)$ to the saturation magnetization.

In summary, this very powerful new technique may be compared to neutron scattering, which has been so successful in measuring bulk magnetic properties. We expect that analogous information will be obtained about surface magnetic properties using our new PLEED technique.

References


**X-Ray Image Information Theory**

*Joseph W. Motz and Michael Danos, Radiation Physics Division*

This study analyzes the dependence of image information content on x-ray exposure in medical diagnostic x-ray examinations. The results indicate that with the employment of image processing techniques and modified x-ray spectra, it is possible to significantly reduce these exposures without loss of the visual image information that is available to the radiologist.

Medical x-ray examinations provide the major source of radiation exposure to the population in this country. Therefore, any reduction in this exposure would have a large impact in reducing the adverse effects of radiation to the general health of the population.

Is it possible to reduce the exposure and still have the same diagnostic information that appears in visual form in present-day radiographs? We have carried out a theoretical study which concludes that this is indeed possible. This conclusion seems paradoxical, inasmuch as an exposure reduction is always accompanied by a loss of image information. However, our study indicates that only a fraction of the image information content in medical radiographs is visually detected by the radiologist. Accordingly, it is possible to reduce the exposure without loss of the visible information obtained previously, providing methods can be found to display all of the available image information. In fact, the exposure can be reduced to a theoretical minimum or threshold value without loss of the visible information on film. Such a lower limit exists because of the statistical noise introduced by the quantum nature of x-rays.

We have estimated the minimum exposures required for particular cases in diagnostic radiology from a theoretical relationship between the patient exposure and the image information con-
tent. The results for a few of these cases are shown in figures 1 and 2. Figure 1 shows the minimum exposures at different x-ray energies that are theoretically required for the detection with film of a tissue calcification sphere (0.5 mm diameter) which simulates the structure involved in the radiographic detection of breast cancer (mammography). Present day mammography exposures are in the region of 1 roentgen, primarily because the high film densities produced by such an exposure are necessary to obtain optimum image visibility. However, the data in figure 1 indicate that it may be possible to obtain the same visible image information with exposures that are one to two orders of magnitude smaller than 1 roentgen, provided that the x-ray spectrum is confined to an energy band (±10 keV) in the region of 30 keV. Figure 2 shows our estimates of the exposure reductions that are possible in chest and abdominal x-ray examinations. These data show that for chest and abdominal x-ray exams with respective 1 mm and 0.5 mm diameter spatial resolutions, the corresponding exposures may be reduced respectively from approximately 20 to 4 milliroentgens and from approximately 500 to 3 milliroentgens.

The effect of reducing the exposure in this manner is to produce a very low-density, low-contrast radiograph which provides a poor image on direct visual inspection. However, with commercially available image processing techniques, it is expected that contrast and density of the image can be suitably enhanced, essentially restoring image information previously observed. This procedure assumes that a suitable screen-film combination can be found to store all of the image information provided with a given x-ray exposure.

In this discussion, we used as an example the screen-film system. However, any type of x-ray imaging system with adequate sensitivity, dynamic range, and linearity can be used to obtain the described exposure reductions. An example of such a system is the x-ray image intensifier optically coupled to a TV camera. The video signal passes to an analog-to-digital converter, and is then stored on a disc. With such a system, the stored image can be displayed on a TV monitor with any desired type of image processing such as contrast or edge enhancement.

The application of these new systems to radiology requires data on the information content and the correspond-

---

**Figure 1.** Minimum x-ray exposure theoretically required in mammography for the detection of a tissue calcification sphere (0.5 mm diameter) embedded in 5 cm tissue.

**Figure 2.** Dependence of the attainable area (cm²) of the spatial resolution element on the patient exposure for chest and abdominal (G.I. tract) x-ray examinations for body structures described in Table II of paper by J. W. Motz and M. Danos, *Medical Physics* 5, 8 (1978).
The (e,p) and (e,a) cross sections for targets of $^{28}$Mg, $^{68}$Ni, and $^{60}$Ni have been measured in the electron energy range 16 to 100 MeV. They have been analyzed using the DWBA E1 and E2 virtual photon spectra. Protons are emitted primarily following E1 absorption but a emission results from a combination of E1 and E2 absorption.

Since the early days of Fermi, the idea that the effects of the electron’s electromagnetic field in electron-nuclear scattering could be related to the real photon cross section has intrigued nuclear physicists. As early as 1934 Bethe and Peierls had computed the electric-dipole electrodisintegration cross section of the deuteron and had compared the result with the photodisintegration cross section. In the next few years electrodisintegration cross sections for magnetic dipole, electric quadrupole and octopole transitions were calculated. These cross sections were enhanced relative to the electric dipole cross sections. The enhancement was understood on the basis of the strong momentum dependence of these cross sections and of the greater linear momentum which an electron can deliver to the nucleus compared to a photon. However, while all of these predictions were based on Dirac electron theory, they did not include Coulomb distortion effects (i.e., they did not allow the incident or scattered electron to change energy and momentum by exchanging longitudinal photons with the nuclear Coulomb field). Consequently, these early cross section estimates were grossly inadequate for all but the lightest target nuclei.

Faced with these technical difficulties, electrodisintegration experiments only played a minor role in mapping out the properties of the first nuclear normal oscillation or resonance to be discovered, the giant electric dipole resonance, GDR. Rather, the GDR was established and studied through photonuclear reactions. (As a point of interest many of the most important early experimental and theoretical studies of the GDR were done at NBS).

However, during the past seven years, normal oscillations of the nucleus other than dipole oscillations have been experimentally observed. Unlike the GDR, these new giant resonances were discovered and studied almost exclusively through inelastic scattering of medium energy hadrons and electrons.

Figure 1 shows a pictorial view of the monopole, dipole, and quadrupole oscillations of the nucleus ($\lambda = 0, 1, 2$, respectively). Normal oscillations which do not involve a nucleon spin flip are labeled $\Delta S = 0$ while those which do are labeled $\Delta S = 1$. Giant resonances, which are internal collective nuclear motions involving all nucleons, are important because they involve basic parameters of nuclear matter such as compressibility, polarizability, and the effects of the in-phase (isoscalar, $\Delta T = 0$) or out-of-phase (isovector, $\Delta T = 1$) motions of protons and neutrons. In addition to the normal oscillations shown in figure 1, the giant isoscalar octopole resonance has been reported in the literature.

While the new multipole resonances (NMR) are commonly called giant multipole resonances they are in fact less intense than the GDR. Because of the relatively small intensity of the NMR some method either to suppress the isovector GDR or enhance the NMR is needed to facilitate the study of the NMR. In hadron excitation of the isoscalar NMR, the method is to use an isoscalar projectile, thus suppressing excitation of the isovector...
GDR. In electron scattering or electrodisintegration the method is to enhance the NMR excitation through the strong momentum transfer dependence of the cross section in the manner alluded to earlier.

Fortunately, almost simultaneously with the discovery of the NMR, a theory which provided a solution of the Dirac equation in a point Coulomb field with no kinematic restraints such as characterized earlier theories became available. This theory, called a distorted wave Born approximation—DWBA theory in the trade—showed that Coulomb distortion of the electron wave function greatly enhanced the “virtual photon” intensity spectra, especially for E2 and higher electric multipoles.

The virtual photon spectra are those functions involving only electron kinematics which relate photo- and electrodisintegration cross sections. Figure 2 shows E1 and E2 DWBA virtual photon intensity spectra for Ni. The large difference between E1 and E2 virtual photon intensity spectra make it relatively easy to separate transitions involving E1 and E2 excitations in an electrodisintegration experiment.

The upper half of figure 3 illustrates the conventional photoproduction experiment, in which bremsstrahlung produced by electrons of energy \( E_0 \) strikes a radiator of high atomic number. The real photons—with intensity spectrum, \( N_Y (E_o, \omega) \), which of course does not depend on multipolarity of the reaction which the photons will induce—are absorbed by the target nucleus, which then emits particle \( x \). The yield of \( x \) for real photons is given by

\[
Y_{(\gamma,x)}(E_o) = \sum_L \int_{\text{thres}} E_o - m_x \ N_Y(E_o, \omega) \ \sigma^{L}_{(\gamma,x)}(\omega) \ d\omega
\]

where \( \sigma^{L}_{(\gamma,x)} \) is the photodisintegration cross section for the \( L \)th multipole and \( \omega \) is the excitation energy.

The lower half of figure 3 shows schematically an electrodisintegration experiment in which the electrons strike the target nuclei directly. The electroproduction yield, \( Y_{(e,x)} \), is given by an expression similar to \( Y_{(\gamma,x)} \), except that the spectrum of virtual photons seen by the target nucleus now depends on the multipolarity \( L \) of the nuclear transition. In this case

\[
Y_{(e,x)}(E_o) = \sum_L \int_{\text{thres}} E_o - m_x \ N_e(E_o, \omega) \ \sigma^{L}_{(e,x)}(\omega) \ d\omega
\]
Since $N_e(E_0,\omega)$ rapidly increases as $L$ increases for a given $E_0$ and $\omega$ electrodisintegration yields are very sensitive to the multipolarity of the transition.

Thus armed with a good virtual photon theory the discovery of the NMR by inelastic hadron scattering experiments, and the arrival of an energetic guest worker, E. Wolynec, from the University of Sao Paulo, we set about trying to exploit these developments.

For our initial experiments, we selected targets of $^{58}$Ni, $^{60}$Ni, and $^{62}$Ni. Our measurements were made with electrons in the energy interval between 16 and 100 MeV provided by the NBS linac and with a magnetic spectrometer capable of separating the many charged particle groups (such as protons, deuterons, tritons, and alphas) which can be copiously produced in a nuclear disintegration. At each of several spectrometer-incident-electron-beam angles we measured proton and alpha particle energy spectra as a func-
tion of the incident electron energy, \( E_\alpha \). These energy spectra were integrated over all particle energies and then the resulting angular distributions integrated over all angles to obtain \( Y_{(\gamma,\alpha)} \) and \( Y_{(\gamma,p)} \ (E_\alpha) \). The yields \( Y_{(\gamma,p)}(E_\alpha) \) and \( Y_{(\gamma,\alpha)}(E_\alpha) \) were both accounted for when the previously measured \( \sigma_{(\gamma,p)}(\alpha) \) was inserted in eqs. (1) and (2) using the electric-dipole virtual photon spectrum for \( E_\gamma = 16 \) to 50 MeV. These results confirmed the expectation that photon emission from the Ni isotopes was a predominately E1 process near 20 MeV.

On the other hand, the measurement of the \( (\gamma,\alpha) \) and \( (e,\alpha) \) yields showed that a sizable fraction of the \( \alpha \) emission comes from the giant isoscalar quadrupole resonance near 16 MeV. Figure 4 shows our \( ^{58}\text{Ni}(e,\alpha) \) excitation function. The open circles are the results for pure electroproduction and the filled circles are the results for electroproduction plus photoproduction when a 0.217-g/cm\(^2\) Ta radiator is inserted in the electron beam. The histograms labeled E1 and E2 are the cross sections which produce the best fit to both the electroproduction and the electroproduction plus photoproduction excitation functions. Note that attempts to fit the excitation data with pure E1 or pure E2 cross sections were not satisfactory.

The striking result of our measurements is that the alpha decay mode of the isoscalar E2 resonance exceeds statistical estimates by a factor of 4. Said another way the alpha decay channel accounts for 25 percent of the E2 isoscalar-energy-weighted sum rule value. Similar conclusions regarding the decay of the oxygen isoscalar E2 resonance have been reached by the Heidelberg-Jülich group on the basis of a \( ^{18}\text{O}(\alpha,\alpha') \) coincidence measurement. Theorists have long speculated that alpha clusters might be continually forming and dissolving in the nuclear surface. A quadrupole oscillation might preferentially shake off these conjectured alphas. At the present time these are only speculations and no theoretical explanation of our results is available.

Quantum Chromodynamics (QCD), our present theory of the strong interactions, describes hadrons as being composed of colored quarks and antiquarks. Color is a new degree of freedom associated with the strong interaction. All single quarks have color. So far all observed hadrons are colorless. The strong force between quarks and antiquarks is mediated by the exchange of massless colored gluons, just as the electrical force between electrons and between electrons and positrons is mediated by the exchange of massless photons. Convincing manifestations of the existence of the gluon have been displayed in recent \( e^+e^- \) annihilation experiments at 27 and 31.6 GeV. QCD implies that glueballs (gluonia) should exist [1]. These are mesons which are composed entirely of gluons; they contain no quarks and have no color. A current activity of the NBS Elementary Particle Program is the study of gluonium, i.e., to set criteria for its existence, and to understand how to distinguish gluonic states from the usual quark states experimentally.

Understanding the formation, structure, and decay of gluonic systems requires a full knowledge of the spectroscopy of "quarkful" mesons, i.e., those described in the usual way as quarks and antiquarks moving with a relative orbital angular momentum \( L \). Fortunately, the latter is a major component of high energy activity of NBS as manifested by work on charmonium and other "onium" spectroscopy (2).

Some of the simplest differences be-
Silicon photodiodes are the detectors most widely used for radiation measurements in the visible region of the electromagnetic spectrum. When employed in this capacity, their calibration is based on the thermal physics of either electrical substitution radiometers or the blackbodies. The possibility of basing these calibrations directly on the quantum physics of the internal photoelectric effect in silicon has been suggested frequently. Recently, we demonstrated a quantum-based calibration that is accurate to within ±0.3 percent. This uncertainty compares favorably with that currently available from the best thermal based calibrations, and, for silicon photodiodes, the new procedure is more convenient as well.

In a study of the radiometric properties of several high quality (high resistivity, shallow junction) silicon photodiodes, we found that the quantum efficiency, after correcting for reflectance losses, was within 1 percent of unity in the red region of the spectrum. The range of internal quantum efficiencies for five photodiodes along with their measured absorptance is shown in figure 1. At wavelengths longer than 650 nm the internal quantum efficiency is 0.99 or greater. Because it is so close to unity, there are less stringent requirements on the accuracy of the theoretical model used to predict this small difference.

Photons in the wavelength region longer than 530 nm are less than twice the band gap, so that for every photon absorbed only one electron-hole pair is created. (Photons absorbed by the free carriers in the conduction band are a negligible fraction of the total absorption.) Photons that penetrate to the vicinity of the p-n junction before absorption have a quantum efficiency of one because the minority carrier thus generated is immediately swept by the electric field through the depletion region. It is only in the regions away from the p-n junction that recombination or trapping

Quantum Basis for Visible Region Radiometric Standards
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can be expected to decrease the quantum efficiency.

Figure 2 shows the variation of the silicon absorption coefficient with wavelength. The absorbance is high in the blue region, decreasing by about two orders of magnitude toward the red. Therefore, in the blue region the majority of the photons are absorbed near the front surface. Here the recombination probability, 1-P, where P is the collection efficiency, is significant because of the large density of majority carriers and possible surface effects. One might expect that P(x) would be a complicated function of distance, x, into the diode; however, we have found that a model which postulates a layer of constant recombination probability followed by a region of zero recombination probability fits our data quite well. An example of the quality of the fit of this model to the data for one of the silicon photodiodes is shown in figure 3. Other more physically significant models for the recombination probability distribution function were also fit to these data. They only affected the shape of the function at wavelengths shorter than 400 nm.

In the long wavelength region of the spectrum the photons can penetrate beyond the junction into the bulk region of the diode before being absorbed. Because the region between the junction and the rear of the diode has a low concentration of impurities and defects, the lifetime of the electron-hole pair is long relative to the diffusion rate back to the junction. Therefore, recombination in the bulk region also has a very small effect on the quantum efficiency.

The simplest mathematical model which fits our data is of the form

$$\epsilon = K \left[ P + (1-P) \exp(-\alpha(\lambda) J) \right] - \frac{B}{\alpha(\lambda) L^2}$$

(1)

Here \(\epsilon\) is the internal quantum efficiency, P is the collection efficiency, \(\alpha(\lambda)\) is the spectral absorption coefficient of silicon, J is the junction depth, B is the thickness of the bulk region and L is the minority carrier diffusion length. The coefficient K can be interpreted as the calibration factor of the electrical substitution radiometer used to determine the external quantum efficiency. From our data the values obtained for K ranged from 0.9987 to 1.0033. These results are consistent with the estimated accuracy of the electrical substitution radiometer we used and the assumption that absorption of a visible photon in silicon produces one electron-hole pair.

Equation 1 can now be used as the basis of an absolute calibration of a spectrally non-selective radiometer. In order to do this, the internal quantum efficiency of a silicon photodiode is measured in the blue and near infrared spectral regions relative to that in the red. These data plus the published values of \(\alpha(\lambda)\) at the appropriate wavelengths can then be used to obtain K from eq. (1). The types of measurements involved in this procedure, except for the current from the photodiode, are all relative as opposed to absolute measurements. That is, the reflectance, absorption coefficient and relative spectral response all involve a ratio of similar measurements—no absolute radiometric measurements are required.

This research has demonstrated the feasibility of adopting a new measurement basis for absolute radiometry based on quantum physics instead of thermal physics. High quality silicon photodiodes can now be used for measurement of visible radiant power with an accuracy comparable to that of standards presently available. It is expected that improvements in the measured values of the absorption coefficient of silicon plus a more complete knowledge of the physics of these devices will yield more accurate and convenient radiometric standards. The long term goal of future work in this area would be the development of photodiodes whose radiometric properties could be accurately determined from a knowledge of their structure and physical properties instead of the relative radiometric measurements now used. Possible approaches are electronic test structures built into the photodiode and calculations based on device fabrication history.
The Center for Thermodynamics and Molecular Science (CTMS) provides the scientific community with the means to measure, interpret, and control accurately the behavior of complex chemical systems. Examples of such systems, whether manmade or natural, are ubiquitous: heat engines, lasers, chemical reactors, distillation columns, catalytic processes, the oceans, even biological systems.

To researchers in this Center, these systems represent mixtures of chemical substances in one or more phases, either in equilibrium or in the process of approaching equilibrium and interacting with both radiation and the containment surface.

The problems CTMS scientists address are often solved generically, with the result that the solutions are applicable to a variety of specific practical questions. For example, the quantification of the behavior of fluids can be applied to the development of standards for pressure measurement and to the provision of the values of those properties of steam needed in the design of electric power plants. Methods used to calculate the electronic properties of transient species in the atmosphere are applicable to transient species in chemical lasers. Procedures for measuring of the rates of chemical reactions relate equally well to atmospheric chemistry or to combustion kinetics. Methods developed to measure the heat evolved in chemical or physical transformations can be applied to study biological cell metabolism or to determine the stability of oil in the simulated environment of an internal combustion engine. Accurate spectroscopic data can be used to calculate the concentration of atmospheric pollutants; such data can also serve as a basis for calibrating laser frequencies or identifying molecular species in interstellar clouds.

A brief review of recent work within CTMS will illustrate the broad applicability of CTMS research and development.

Researchers involved in surface science are concerned with developing accurate methods to characterize the physical and chemical properties of surfaces. Surface science has been a rapidly developing field over the past 10 years, with important applications in corrosion, catalysis, air pollution, and integrated circuit technology. This
growth has resulted largely from the development of surface characterization techniques and instrumentation greatly improved specificity and sensitivity, from an increased understanding of surface properties and processes on a microscopic scale, and from the success of modern measurement methods and the reticulous concepts to a wide variety of scientific and technical problems.

Yet, in spite of the growth in this area, serious measurement-related problems and limitations remain. The Surface Science Division works to develop quantitatively understanding of the details of the measurement process as they relate to surface science and to apply this knowledge to the development of new and improved measurement methods and standards. Surface properties such as composition, atomic structure, electronic structure, atomic motions are being probed through a great variety of techniques, usually involving the interactions of energetic particles (ions, electrons, atoms) or the interaction of radiation with surfaces. Understanding of these processes on an atomic or molecular scale is critical to the development of reliable, quantitative measurement methods.

Researchers are engaged in work on electron stimulated desorption of molecules from surfaces, the surface characterization of catalytic processes, the application of infrared spectroscopy to the characterization of molecules absorbed on surfaces, field ion microscopy sputtering, the application of auger spectroscopy for the analysis of airborne particulates, and the development of theories for describing the interaction of photons or charged particles with atoms and molecules.

In chemical kinetics, our scientists develop methods to measure the rates of chemical reactions and to determine the mechanisms of reacting systems. They also provide evaluated kinetics data and measure particular rate constants when data of sufficient accuracy are not available elsewhere. In the chemistry of the atmosphere or combustion, dozens of reactions often occur simultaneously, with intermediate products of a transient nature playing a significant role. Frequently, knowledge of the nature of these intermediate products is purely speculative. The possible reactions they undergo must be considered in any quantitative description of a chemical
Programs in the Chemical Kinetics Division are concerned with the intermediates that occur in the atmospheric oxidation of olefins, the upper atmospheric chemistry of fluorocarbons, the processes that occur in planetary atmospheres, and the high temperature decomposition of hydrocarbons. Important intermediates and their reactions are being characterized. New methods for identifying species are being investigated and new methods for initiating chemical reactions, such as laser induced decomposition, are under study. Computer codes for modeling these systems are also being developed. Indeed, the linking of computer models and laboratory measurements will characterize the activities of the Chemical Kinetics Division in the future. The evaluated rate constants and related kinetics data provided by this Division are used in large scale computer models of upper atmospheric chemistry.

In the area of chemical thermodynamics, we provide accurate chemical thermodynamics data and standards. Scientists develop state-of-the-art instruments for measuring thermochemical properties. In support of the NBS Recycled Materials Program, researchers are designing the world's largest combustion calorimeter. It will be capable of measuring the heat evolved during the combustion of multi-kilogram-sized samples. Although the principal purpose of this calorimeter will be to determine the calorific value of refuse-derived fuel, it will serve as part of a general research facility for studying combustion processes. At the other extreme, microcalorimeters capable of measuring the heat evolved during metabolic processes have already been designed and built. Laboratories throughout the world use microcalorimeters based in the NBS designs.

Other efforts include work in determining equilibrium constants associated with ionic properties, high accuracy bomb calorimetric measurements for certifying heat-resistant Standard Reference Materials (SRM's), the development of SRM's to serve as standards for the calorimetric assay of radioactive plutonium, and the calculation of the high temperature thermodynamic properties of refractory compounds from molecular properties. Also, Division scientists are studying the heterogeneous and homogeneous decomposition of halocarbons and nitrous oxide (contributing to models of the ozone layer in the stratosphere) and developing a new mass spectrometric technique for characterizing fossil fuels. A major effort of the Chemical Thermodynamics Division continues to be evaluating and publishing of selected values of thermodynamic properties under the auspices of the National Standard Reference Data System.

Whereas the Chemical Thermodynamics Division is concerned primarily with the chemical properties of substances, the Thermophysics Division concentrates on the physical properties of substances. The Dynamic Measurements Program involves the measurement of such properties as thermal diffusivity, thermal expansion, heats of fusion, and heat capacities under conditions requiring an extremely rapid response. At present, a millisecond system is operational and a microsecond facility is under development. The capability now exists to measure both equilibrium and nonequilibrium properties at elevated temperatures.

The equation of state program is concerned with the accurate measurement of the temperature, volume, and pressure relationships in fluids and complex fluid mixtures, the measurement of such properties as dielectric constants near critical points, the development of quantitative theories to explain the behavior of these properties in the vicinity of critical points, the development of new measurement techniques to measure these properties more accurately, and, the development of mathematical correlation models for the properties of a variety of fluids used in energy generation.

These correlation models have been used, for example, to calculate accurately the properties of steam over wide ranges of temperature and pressure. A spherical acoustic resonator has been designed to accurately measure the velocity of sound in gases, from which thermophysical properties can be calculated. A laser light scattering instrument has been constructed to measure transport and equilibrium properties with the greatest accuracy currently achievable. In the future, properties of complex mixtures of polar and nonpolar compounds will be measured and interpreted. Such compounds are

---

1 See pages 99 to 114 for a discussion of the NSRD program.
found, for example, in systems for tertiary oil recovery.

The Thermophysics Division provides methods and standards for the measurement of pressure. Pressure measurements in industrial and government laboratories are made traceable to NBS standards through measurement assurance programs developed and maintained by division scientists. One current program consists of measurement assurance services (i.e., transfer standards consultation, round robin intercomparisons) for aircraft altimetry measurements. Highly accurate pressure measurements also find application in materials properties research. For example, a new high pressure phase of \( \text{CCl}_4 \) has recently been discovered which shows that a substance can have dual melting curves.

To meet the demands for static and dynamic properties data, a theoretical capability for prediction is required for systems not accessible with existing measurement methods. In response to this need, the Thermophysics Division has a statistical physics program in which models based on molecular properties are being developed to predict the behavior of bulk matter.

The work includes computer simulation of the behavior of properties and development of analytical theories. Both equilibrium phenomena and such nonequilibrium phenomena as metastability are being studied. Recent measurements of anomalously high values of solid heat capacities at high temperatures are being thoroughly investigated by the computer simulation of the bulk properties of solids taking into account the effects of large amplitude, anharmonic lattice vibrations. Theoretical work is also underway to predict the behavior of systems as they undergo phase transitions and to predict behavior under conditions of intense pressure and high temperature.

In molecular spectroscopy, scientists are concerned with the electronic properties of molecules and their interactions with electromagnetic radiation. The laser-high resolution spectroscopy group devises new measurement techniques for generating highly accurate spectra and computer models for interpreting and extrapolating the values of molecular properties obtained from the spectra. A laser diode spectrometer for measuring and analyzing infrared spectra of atmospheric constituents is being developed. The group is also engaged in providing wave-length standards that will be two orders of magnitude more accurate than those presently available. This effort is a response to requests from the instrumentation industry, industrial and government laboratories, and standards groups. This group also uses nozzle-beam single-mode laser techniques to determine the electronic structure of molecules and to improve the resolution and sensitivity of molecular electronic spectra measurement.

The microwave spectroscopy group furnishes accurate microwave spectra to astronomers for use in studying the chemistry of interstellar clouds. Researchers determine the structure of small, unstable molecular intermediates in atmospheric or combustion processes through analysis of the microwave spectra. NBS scientists have discovered new compounds such as ethylenimine and dioxirane in these studies.

The laser chemistry and photochemistry groups have as their objective the quantitative understanding of the chemistry of molecules when they interact with high power laser radiation. The quantum chemistry group develops and evaluates methods for calculating from first principles the electronic, structural, and chemical properties of molecules. Transient species in such systems as lasers play a critical role in the functioning of the system, but, because of their very small concentration, cannot be observed experimentally. The quantum chemistry group calculates reliable values for the molecular properties of species encountered in applied problems ranging from upper atmospheric chemistry to laser development for defense and energy purposes.

This brief description touches on the activities of the approximately 100 scientists who contribute to the programs of the Center for Thermodynamics and Molecular Science. Each year, CTMS researchers publish approximately 300 technical papers and reports and present 25 papers at national and international meetings. They cooperate extensively with scientists in universities, industry, and other Government agencies and participate in national and international standards activities.

The technical highlights that follow have been chosen to illustrate in more detail the breadth of the Center's activities. They represent work which is new or particularly exciting, but they by no means include all that has been significant or new during the past year.
Bond Energies and Chemical Reactivity

Wing Tsang
Chemical Kinetics Division

Bond energies are the essential ingredients for understanding chemical reactivity. Recent studies at NBS suggest that many long accepted values are in error. It is demonstrated that the new bond energies provide a sound basis for understanding cis-trans isomerization and small ring decyclization processes.

The course of any chemical reaction is marked by breaking and forming chemical bonds. For a quantitative understanding of chemical kinetics, a knowledge of the appropriate bond energies is necessary. Chemical kineticists usually define the bond dissociation energy as the enthalpy of reaction for the process \( AB \rightarrow A + B \) at 298 K, where \( A \) and \( B \) are molecular fragments. Note that this is a thermodynamic quantity and is directly related to the enthalpies of the molecule and fragments. However, since \( A \) and \( B \) are frequently unstable, direct determinations through heat of combustion measurements are not feasible. Indirect techniques must therefore be used, and for all except the smallest fragments, this means kinetic methods. Thus, one selects a reaction involving the unstable species in question and measures the rate of the reaction in both directions. Detailed balancing yields an equilibrium constant which can then be converted to heats of reaction if structural information for all species is known. Alternatively, a heat of reaction can be calculated from the temperature dependence of the equilibrium constant as measured across a range of temperatures. For all these measurements the instability of the molecular fragments introduces severe uncertainties and the heats of formation or bond energies so determined are necessarily fraught with assumptions. Nevertheless, for bond energies to play a role in predictive theories, accuracy requirements are extremely stringent.

For example, in the cases where the bond energy is directly reflected in the rates for a particular process, an error of 6 kJ/mol will result in an order of magnitude deviation in rate at 298 K and a factor of 2 at 1000 K.

The history of gas kinetics has been marked by repeated determinations of bond energies and, as new techniques and understandings have developed, by continual revisions of what had been thought to be well established numbers. Recent work at NBS has led to new insights on such measurements. The validity of this work is suggested by the self-consistency of the results as derived from a wide variety of measurements. Specifically, the NBS studies have concentrated on the reactions

\[
\begin{align*}
A_2 & \rightleftharpoons 2A \\
K_f & = k_f \\
K_r & = k_r
\end{align*}
\]

(where \( A = \) ethyl, isopropyl and t-butyl radicals), and have shown that high temperature determinations for \( K_f \) at 1100 K (carried out at NBS) and a reinterpretation of low temperature measurements, are completely consistent with existing results on the reverse reaction \( k_r \). These combined studies cover a range of rate constants of 35 orders of magnitude. Thus, for these "over-determined" systems we arrive at a consistent set of thermal properties for the unstable species \( A \). Furthermore, the calculated entropies agree with present day ideas on the molecular structure of the species involved. The enthalpies are, however, significantly different from those determined by scattered measurements of the type described earlier. The NBS results are thought to be more reliable due to the larger data base and consistency of determinations. Generalizing from these results, we arrive at the values for the heat of formation of simple organic radicals presented in Table 1. Also included for comparative purposes are previously recommended values. It should be noted that the general trend of the new data is towards increasing bond energies. In other words, most aliphatic hydrocarbons are much more stable than previously assumed.

An interesting consequence of these findings, which serves to illustrate the use of bond energies as a predictive tool, deals with the isomerization of small ring hydrocarbons. This is a subject of great current interest for which a considerable volume of data exists. The study of such highly strained systems pushes chemical theory to its limits. The simplest way of visualizing such processes is to postulate a biradical intermediate formed from the

<table>
<thead>
<tr>
<th>Compound</th>
<th>New NBS values (kJ/mol)</th>
<th>Previous recommended values (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ethyl-H</td>
<td>420</td>
<td>412</td>
</tr>
<tr>
<td>Isopropyl-H</td>
<td>407</td>
<td>395</td>
</tr>
<tr>
<td>N-Propyl-H</td>
<td>420</td>
<td>409</td>
</tr>
<tr>
<td>S-Butyl-H</td>
<td>407</td>
<td>398</td>
</tr>
<tr>
<td>I-Butyl-H</td>
<td>422</td>
<td>417</td>
</tr>
<tr>
<td>T-Butyl-H</td>
<td>404</td>
<td>387</td>
</tr>
<tr>
<td>T-Amyl-H</td>
<td>405</td>
<td></td>
</tr>
<tr>
<td>Cyclohexyl-H</td>
<td>416</td>
<td>395</td>
</tr>
<tr>
<td>Allyl-H</td>
<td>377</td>
<td>369</td>
</tr>
<tr>
<td>Isobutenyl-H</td>
<td>373</td>
<td></td>
</tr>
<tr>
<td>1-Methylallyl-H</td>
<td>375</td>
<td>355</td>
</tr>
<tr>
<td>Propargyl-H</td>
<td>384</td>
<td>393</td>
</tr>
<tr>
<td>3-Methylpropargyl-H</td>
<td>385</td>
<td></td>
</tr>
<tr>
<td>Benzyl-H</td>
<td>372</td>
<td>352</td>
</tr>
</tbody>
</table>
Table 2. Comparison between predicted and experimental activation energies for ring opening reactions.

<table>
<thead>
<tr>
<th>Compound</th>
<th>Experimental (kJ/mol)</th>
<th>From NBS bond energies (kJ/mol)</th>
<th>Previous results (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ethylene (2-membered ring)</td>
<td>275</td>
<td>272</td>
<td>255</td>
</tr>
<tr>
<td>Cyclopropane</td>
<td>268</td>
<td>255</td>
<td>238</td>
</tr>
<tr>
<td>1,2 Dimethylyclopropane</td>
<td>259</td>
<td>263</td>
<td>250</td>
</tr>
<tr>
<td>1,1,2,2, Tetramethylyclopropane</td>
<td>228</td>
<td>232</td>
<td>188</td>
</tr>
<tr>
<td>1,2 Dimethyclobutane</td>
<td>257</td>
<td>251</td>
<td>230</td>
</tr>
<tr>
<td>Vinylcyclopropane</td>
<td>208</td>
<td>208</td>
<td>108</td>
</tr>
</tbody>
</table>

breaking of the highly strained C-C bond, followed by appropriate rotations and finally recyclization. The activation energy for the isomerization is therefore: \( E = \Delta H_f \) (ring opening) + RT and \( \Delta H_f \) (ring opening) = 2D_f (C-H) - D_f (H-H) + \( \Delta H_f \) (hydrogenation) where D_f is the bond dissociation energy at temperature T and the heat of hydrogenation refers to the conversion of the cyclane to the appropriate aliphatic compound. Since the last two terms are accurately known, the dependence of the activation energy on the bond dissociation energy is quite clear. Such calculations performed using the older bond dissociation energies have always resulted in values approximately 20 to 40 kJ lower than experimentally measured. As a result, it has been necessary to postulate a 20 to 40 kJ activation barrier for recyclization or rotation. Structural and quantum mechanical considerations are however at variance with the assumption of such a barrier, making this subject quite controversial. With the new bond energies, we obtain the activation energy results summarized in Table 2. It can be seen that the deficit has been almost completely removed and in most cases is probably within the experimental uncertainty. Thus, it is now clear that the biradical mechanism does provide an accurate quantitative basis for predicting the activation energy for the isomerization of small ring compounds.

Dynamic Thermophysical Measurements

Ared Cezairliyan, Thermophysics Division

Research has been carried out to explore, by dynamical means, the thermophysical behavior of solids and fluids under extreme conditions of rapid heating. In addition to studying properties of materials of interest in the areas of high temperature sciences and technologies, we have attempted to:

- clarify the anomalous behavior of the heat capacity of metals at high temperatures (fig. 1),
- determine the effect of dynamic heating conditions on vacancy generation and migration,
- study superheating in phase transitions, and
- investigate the non-linear contributions to the transport phenomena under large thermal and electrical gradients.

Because of limitations in the conventional steady state techniques at high temperatures (above 2000 K), we have developed a dynamic technique for conducting the research. For convenience, our activities may be divided into

Figure 1. Heat capacity of molybdenum. The results indicate considerably higher values at high temperatures than the classical value of 3R (about 25 J mol\(^{-1}\) K\(^{-1}\)).
two categories, namely “millisecond” and “microsecond” systems—terms indicative of the speed of the dynamic experimentation. In either case, the technique is based on rapid resistive self-heating of a specimen by an electrical current pulse and on measuring the pertinent experimental quantities with appropriate time resolution.

In the millisecond system, we undertook two types of activities: (1) measuring selected thermophysical properties of new materials with the facility developed earlier in this program, and (2) developing new capabilities to enable the measurement of additional properties. In the microsecond system, we continued to develop a facility for extending accurate measurements to temperatures above the melting points of materials and up to 6000 K. Some of the highlights are given below.

With the “millisecond” system, we measured heat capacity, electrical resistivity, and thermal emittance of a graphite composite used as a high temperature material in aerospace applications. Similar measurements, in addition to its melting point, were also performed on palladium. It should be noted that the melting point of palladium is a reference point on the International Practical Temperature Scale and that its value is based on measurements performed over 40 years ago. New developments, as additions to the millisecond system, include a capability to measure thermal expansion simultaneously with other properties. We designed, developed, and performed a feasibility study of a laser pulse interferometer for this purpose (fig. 2). Another addition was a technique for measuring heat of fusion of metallic materials in experiments of subsecond duration. To check the technique, we performed measurements on niobium. Other new areas that we
Pressure as a Probe of Molecular Interactions

Vern E. Bean, Thermophysics Division

The use of pressure as a variable parameter is a valuable tool for studying molecular interactions. We have recently used differential thermocouple analysis to explore the phase transitions in carbon tetrachloride (CCl₄). Our measurements demonstrate that CCl₄ has dual melting curves up to a pressure of 100 MPa.

There are four phases in CCl₄ in the temperature/pressure region investigated: liquid, a face-centered cubic phase (denoted as Ia), a rhombohedral phase (Ib), and a monoclinic phase (II). Both Ia and Ib are plastic crystals. The interest is in the relationship between the liquid, Ia, and Ib. When CCl₄ is cooled at atmospheric pressure, it solidifies into Ia at about 245 K and with further cooling transforms to Ib. When heated, Ib melts around 250 K without passing back through the Ia phase. Should the cooling be limited so that only Ia is formed, then Ia melts around 245 K. Thus, at atmospheric pressure, CCl₄ has two melting points some 5 degrees apart. We have studied these phase changes as a function of hydrostatic pressure up to 350 MPa and over the temperature range of 210 to 330 K with the following results:

1. Between atmospheric pressure and 100 MPa, CCl₄ has dual melting curves, one for Ia, and, a few degrees higher, one for Ib, as shown in figure 1. Above 100 MPa, there is only one melting curve, that of Ib. These two curves diverge with increasing pressure. Above 273 K and 100 MPa, it was not possible to detect the formation of the Ia phase.

2. The Ia-Ib phase boundary is metastable. It is vibration sensitive and pressure rate dependent. The Ib phase will abruptly and spontaneously form from the Ia under a variety of conditions. Ib will also form from the liquid without passing through the Ia phase.

![Figure 1. Melting curves for the Ia and Ib phases and the II→Ib transition curve for CCl₄.](image-url)
3. There is no liquid-Ia-Ib triple point.
4. Liquid CCl₄ will superpress (which is analogous to supercooling in an isobaric experiment) forming a band in the T/P plane where the metastable fluid exists. The width of this metastable band increases with pressure.

A number of other experiments where pressure is an independent variable are either underway or are being developed. They include:
1. Light scattering measurements on fluids at high pressure through use of photon correlation spectroscopy for highly viscous liquids, and Brillouin scattering for less viscous liquids. Such measurements will yield: (a) the mean time for structural relaxation, (b) a measure of the distribution of relaxation times about the mean, and (c) a measure of the elastic response of the liquids to high frequency disturbances. Based on these data, researchers will initiate a program to develop theories which relate the rearrangement dynamics to the mechanisms which lead to viscosity and connect these mechanisms with the ease with which metastable states can be realized.
2. Isothermal compressibility measurements in fluids which use the precision of ultrasonic interferometry. The technique involves making ultrasonic measurements on two samples of the same fluid in the same pressure vessel. One sample has a constant ultrasonic path length, the other a constant mass. From the data, one obtains the speed of sound in the fluid as a function of pressure and the isothermal compressibility without going through the usual adiabatic to isothermal conversion.

This capability will be used to: (a) look for density anomalies in the metastable liquid region of CCl₄, (b) obtain compressibility data on fluids having nearly spherical molecules (to be used with change of the index of refraction with pressure data, obtained by K. Vedam of Pennsylvania State University, in a critical evaluation of equations of state of fluids), and (c) obtain compressibility data to be used in conjunction with dielectric relaxation measurements in an attempt to apply activation volume concepts to metastability in fluids.
3. Capacitance measurements on fluids as a function of pressure, temperature, and frequency for the dielectric relaxation studies mentioned above.

The Catalytic Methanation Reaction: A Source of Synthetic Natural Gas

John T. Yates, Jr., David W. Goodman, Richard D. Kelley, and Theodore E. Madey, Surface Science Division

Synthetic methane, CH₄, produced from coal, will become a major component of the Nation's natural gas supply after 1990. Heterogeneous catalysts will certainly play a significant role in achieving this objective. We have been studying the fundamental mechanism of the key catalytic reaction involved in the synthesis of methane. Using modern surface measurement methods, we have determined the chemical mechanism for the catalytic hydrogenation of carbon monoxide, CO, over nickel catalysts, and certain mechanisms of catalyst poisoning have been thoroughly investigated. This understanding of catalytic processes should provide a conceptual basis for optimizing the efficient use of catalysts in what promises to become a multibillion dollar national enterprise.

All proposed routes from coal to high-BTU methane involve the initial gasification of coal using steam and air or oxygen and yielding coal gas, a mixture of CO, H₂, and CH₄. While this mixture will burn, its BTU content is too low (150 to 500 BTU per standard cubic foot) for economical transport through the Nation's pipeline system. Therefore, the coal gas mixture must be catalytically converted to pure methane (1000 BTU per standard cubic foot). Although the catalytic synthesis of methane from CO and H₂ has been studied for the last 50 years [1, 2], until recently the mechanism by which the reaction occurs had not been definitely determined. We have been successful in focusing modern surface measurement techniques on this reaction to learn how it works and how to maintain efficient catalyst operation.

Carbon monoxide is the most strongly bound molecule known. The
energy required to dissociate the carbon-oxygen bond is 1070 kJ/mol\(^{-1}\). Because of this basic fact, it is necessary to use a catalyst surface to achieve a suitable chemical pathway leading to: (a) to CO dissociation and (b) to hydrogenation of the fragments to produce CH\(_4\) and H\(_2\)O. The catalyst must be able to carry out both reaction steps (a) and (b) with suitable efficiency and with the desired selectivity. In other words, it must produce pure CH\(_4\) efficiently without significant production of other undesired products. A number of transition metal catalysts are suitable, but Ni is, by a large margin, the most inexpensive catalyst currently employed in laboratory and pilot plant CH\(_4\) synthesis studies.

We have employed a Ni single crystal (1 cm\(^2\) surface area) as a model catalyst for our investigations of the reaction mechanism [3]. Use of the crystal permits us to utilize modern surface spectroscopy techniques for studying the reaction. However, it was first necessary to show that the Ni crystal behaved similarly to actual Ni catalysts having about 10\(^6\) cm\(^2\) surface area per gram. A spectacular result was obtained, as shown in figure 1, where the rate of CH\(_4\) synthesis (turnover number) over the Ni(100) single crystal is plotted against 1/T as an Arrhenius plot. Two important conclusions are apparent: (a) linear Arrhenius behavior is observed over a very wide dynamic range (5 orders of magnitude), giving an activation energy of 103 kJ/mol\(^{-1}\) (\(\approx\) 10 percent of the C-O kJ/mol dissociation energy), and (b) The agreement of the rate measured for the single crystal with rates and activation energies measured on Al\(_2\)O\(_3\)-supported high-area Ni catalysts is excellent. The single crystal may be used over a wider temperature range than the technical catalysts, giving more confidence that true activation energies are being determined.

We have directly shown that the single crystal is a good model catalyst [3, 4], and that results obtained on the single crystal are transferable to the real world.

Auger electron spectroscopy was then used to study the chemical composition of the surface of the Ni crystal following methane synthesis. We were able to show that a fraction of a monolayer of "carbidic" carbon always exists during the catalytic reaction. It originates from CO dissociation on the Ni surface: the rate of dissociation of the CO is closely related to the rate of CH\(_4\) production [5]. If either the H\(_2\)/CC ratio or the temperature falls outside an optimal range, a graphite layer forms on the surface; this graphite layer is a poison which deactivates the Ni catalyst. Such poisoning is a principal problem in methane synthesis over technical catalysts. It was also found that extremely small traces of gaseous Fe(CO)\(_5\) present in many sources of unpurified CO produced by coal gasification will decompose to yield an Fe-covered Ni surface which immediately produces the graphite poison, shortening the catalyst lifetime.

The mechanistic details which we have inferred are that both CO and hydrogen dissociate on the Ni surface. The carbon atoms form an active "carbide" layer on the Ni; the carbide species react with absorbed H to form \(-\text{CH}_x\) intermediates. Further hydrogenation of these intermediates results in the formation of CH\(_4\) product. A simplified view of the mechanism for the reaction of CO and H\(_2\) over Ni catalysts to yield CH\(_4\) is schematically

![Figure 2: Schematic representation of methane synthesis over Ni. The open circles represent the top layer of Ni atoms.](image-url)
Multiphoton Chemistry

John C. Stephenson, Molecular Spectroscopy Division

Fundamental studies of how intense infrared laser light causes chemical reactions are described. Time-resolved in situ spectroscopy is used to detect reaction rates, product energy states, and isotope enrichment factors, as functions of laser wavelength, fluence, intensity, and gas pressure. The data is compared to a comprehensive model, yielding new conclusions about the dynamics of excited molecules.

Radiation from powerful and efficient infrared (IR) lasers may directly induce chemical reactions such as molecular isomerizations and dissociations [1]. Since the energy required to break a chemical bond (e.g., 20 000 to 40 000 cm\(^{-1}\)) is substantially greater than the energy of an IR laser photon (e.g., the energy of a CO\(_2\) photon is 1000 cm\(^{-1}\)), a molecule must absorb many IR laser photons to react. For this reason, such chemical reactions are called “infrared multiphoton reactions” or IRMR. This IR laser radiation selectively excites particular chemical bonds in a molecule, unlike ordinary thermal reactions in which energy in the reactant molecules is distributed randomly. Chemists have hoped that particularly efficient or unique reactions could be effected through laser induced “bond specific chemistry.”

An enormous amount of research on laser-induced chemistry is now being done at universities, U.S. and foreign national laboratories, and at several leading corporations. Potential applications of IRMR include separation of stable and fissionable isotopes. Our research here at NBS has focused on developing the basic understanding of how IR laser excitation causes such reactions.

Most experiments in IRMR have been done with CO\(_2\) TEA laser pulses focused into bulbs of gas at high pressures and have relied on chemical analysis of the final stable end products. Such high pressure conditions may be necessary for potential commercially practical processes. However, it may be difficult to relate the results of such experiments to the basic questions of how IRMR occurs. This difficulty arises from complicating factors related to collisions between highly excited molecules, radical chain reactions, reactions on cell walls, secondary photolysis of initially formed products, and undefined or inhomogeneous laser fluence (energy/unit area) or intensity (fluence/unit time).

Our experimental approach [2-6] has been to use a CO\(_2\) laser pulse (about 10\(^{-7}\) second duration) to cause an IRMR in a very low pressure gas, such as:

\[ \text{CF}_2\text{HCl} \rightarrow \text{CF}_2(\nu, J) + \text{HCl}(\nu, J) + E_t \]  \[ \Delta H = 209 \text{ kJ/mol} \]

\[ \text{CH}_2\text{CFCI} \rightarrow \text{CF}_2(\nu, J) + \text{CFCl}(\nu, J) + E_t \]  \[ \Delta H = 419 \text{ kJ/mol} \]

We then use a weak visible or uv probe laser pulse (5 ns duration) to detect in real time before collisions occur (10 ns resolution) the rate [3, 4] at which products are formed. This technique lets us probe primary processes resulting from the coupling of isolated molecules to the radiation field, before the complicating effects mentioned above have occurred. We probe a region of constant, known CO\(_2\) laser fluence to determine the vibrational (V), rotational (J) and translational energy (E\(_t\)) of the products, [2, 6] and the isotopic enrichment [5] (e.g., \(^{13}\text{C}/^{12}\text{C}\)) in the products.
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We have measured all these factors and determined their dependence on the intensity, fluence, and wavelength of the IR laser. Another important experiment is underway to measure these parameters under conditions in which the reactants are extremely dilute (e.g., 1 part in $10^5$) in a high pressure bath of Ar atoms. Under these circumstances, the reactants undergo many collisions with bath molecules during the laser excitation process.

Any consistent theory of IRMR must explain product yields, formation rates, isotope enrichment, and the energy content of the products as a function of pressure and laser intensity. We are making progress in developing a comprehensive theory.

Some specific results on reaction (1) are shown in figures 1 and 2. In figure 1, the collision-free reaction yield [4] is shown as a function of laser yield F for CO$_2$ laser pulses of different peak intensity, I. One popular theoretical model [7, 8] of IRMR, used to explain many results on larger reactant molecules such as SF$_6$, predicts that the reaction yield depends only on F and is independent of I. This is dramatically not true for CF$_2$HCl, where for laser pulses of constant F, the yield increased by a factor of 400 as the average intensity I increased by only a factor of 6. This result shows that for CF$_2$HCl, coherent excitation of the molecule is important, and that a significant barrier to laser excitation occurs in the discrete lower vibration-rotation levels of this molecule. In figure 2, the absolute rate [3] at which CF$_2$HCl molecules decompose is shown as a function of Ar pressure, for CO laser pulses of two different intensities. The initial rise in reaction rate with increasing Ar pressure is due to collision-induced rotational relaxation i.e., CF$_2$HCl collisions with Ar atoms result in rotational equilibration within the absorber pump mode, allowing the pumping of molecules which were originally in rotational states outside the power broadened line. The fact that there is no downturn in rate at high Ar pressure shows that vibrational deactivation of excited CF$_2$HCl reactant molecules is not as efficient as theory [3, 8] had predicted.

By using a comprehensive model to understand data like that in figures 1 and 2, we can make predictions draw conclusions about molecular dynamics that are very difficult to measure directly. Figures 3 and 4 show such predictions [3, 8] based on the model which fits the data for figure 2. In figure 3, the distribution of vibrational energy in the laser excited reactant (solid line) is shown at time (1, 2, and 50 ns) during the laser pulse when the average reactant had absorbed 5, 10, and 15 photons, respectively. For comparison, the dashed lines show thermal distributions of the same average energy. Note that the laser-driven distribution always differ from a thermal distribution. Figure 4 shows the absorption cross section for a CF$_2$HCl reactant to absorb CO radiation as a function of the amount of energy the CF$_2$HCl has absorbed. Note that the absorption cross section.

![Figure 1](image1.png)

**Figure 1.** Intensity dependence in the IRMR of CF$_2$HCl. Absolute product yields from the dissociation of CF$_2$HCl (9.3 μm R(32) CO$_2$ laser transition of 1086 cm$^{-1}$) for non-modelocked laser pulses for four different total energies. The pulses all exhibited identical temporal envelopes and are labeled according to the peak intensity. The data given for each different pulse represent the yield of CF$_2$ observed at various times $\tau_p$ during the IR laser pulse plotted against the

Fluence F($\tau_p$) = \int_0^{\tau_p} I(t)dt for that time and laser pulse. The total pulse energies were 2, 5, 25, and 150 mJ, respectively, for the 12, 29, 140, and 880 MW/cm$^2$ pulses.

![Figure 2](image2.png)

**Figure 2.** Rates of production of XCF$_2$ during the dissociation of CF$_2$HCl by CO$_2$ laser pulses, determined for CF$_2$HCl very dilute in Ar at the indicated Ar pressure (1 Torr = 133.3 N/m$^2$). The pressure dependence was measured for two experimental conditions: (1) CO$_2$ laser operating on the R(32) transition at 1086 cm$^{-1}$ which is resonant with the CF$_2$HCl one-photon absorption, peak laser intensity of 150 MW/cm$^2$; (2) R(32) laser energy reduced by a factor of 10. The results were then drawn through the data points are the theoretically calculated results, based on the model described in ref. [3]. The isolated point shows the magnitude of the (± 35%) associated with each experimental datum.
decreases rapidly as the energy increases. This decrease is due to very rapid intramolecular dephasing rates (short $T_2$ times) caused by anharmonic couplings. The result is a "smearing out" of oscillator strength over a very broad spectral region.

The field of IRMR is extremely active. Questions related to coherent vs. incoherent excitation, $T_1$ and $T_2$ times, and the feasibility of "bond specific chemistry" are still controversial, as are questions regarding the commercial practicality of IRMR processes. However, these experimental and theoretical IRMR studies are creating new and detailed understanding useful in all areas of gas phase chemistry and molecular dynamics.
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\caption{Laser excited distributions (---) compared with thermal distributions (-----): (a) average energy $\langle v \rangle = 5$; (b) average energy $\langle v \rangle = 10$; and (c) average energy $\langle v \rangle = 15$. The extra curve (-----) in (c) for $\langle v \rangle = 15$ is the thermal distribution for a molecule arbitrarily truncated at 20 levels. These model predictions are for a CO$_2$ laser intensity of 150 MW/cm$^2$ and a pressure of 300 Torr Ar.}
\end{figure}

\begin{figure}
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\caption{CF$_2$HCl absorption cross section calculated for various values of energy absorbed $\langle v \rangle$. These average absorptions were achieved by varying the time of irradiation at an intensity of 150 MW/cm$^2$ and a pressure of 300 Torr Ar.}
\end{figure}
Quantum Calculations of Excimer Molecules

Morris Krauss, Molecular Spectroscopy Division

Quantum chemical calculations are being performed to identify and analyze the potential of candidate electronic laser systems for the Department of Energy and Defense Advanced Research Projects Agency-sponsored programs for generating high power laser beams. The net gain of a candidate system must be known. Experimental determination of this property is difficult for exciplex or excimer systems. Calculation of the spectroscopic behavior of excimer and continuum-continuum systems has proved to be an important source of information.

We have calculated the spectroscopic properties of important molecules in the following classes of laser candidates: Group VI-rare gas, rare gas-halide, Group IIb-Group IIA and b dimers, Group IV-rare gas, and rare gas-rare gas.

Ab initio molecule calculation for evaluating energies and spectroscopic properties can be done for small molecules containing low Z atoms using all-electron multi-configuration variational techniques. Considerable experience has been accumulated on dealing with the calculation of the correlation energy involved in bonding interactions over the entire range of internuclear separations. Of particular importance for excimer systems is the recent development of techniques for calculating van der Waals interactions into distances where the overlap of the charge distributions is no longer negligible. We have shown that the modification of the usual inverse power series expansion by a damping function \( \chi(R) \),

\[
E(\text{vdw}) = -\sum_{l,l'} C(l,L) \chi(l,L,R) R^{-2(l+l+1)}
\]

can be applied to all the systems mentioned above.

All the molecules of a class are of interest; thus the all-electron techniques have been extended by introducing pseudo-potentials to replace the core electrons. Both non-relativistic and relativistic effective core potentials (ECP) have been generated and used as necessary to treat high Z atoms. Calculations of the electronic properties of ion-pair molecules using ECP have compared favorably with all-electron results, although more research is still needed on the use of the ECP. Using the pseudo potentials, we have considered molecules containing elements as heavy as Hg and Pb. The ECP take the relativistic contraction of the core into account, but at the present time the spin-orbit interaction in the valence shell is treated as a perturbation.

The transition moments and energies have been calculated for the X-A bound to continuum transition in HgCl. The photodissociation cross section is illustrated in figure 1 as a function of the transition energy and temperature. The laser energy for the B-X transition is close to the peak energy, and a significant absorption will result from a buildup in the concentration of X state HgCl in the course of exciting the laser media. This absorption could explain the low extraction efficiency observed for certain types of HgCl lasers.

Self-absorption in Cd2 is also predicted by ab initio calculations for the excimer transition. From the energy curves shown in figure 2, we see there is strong bound-bound, \( ^2 \Pi \leftrightarrow ^2 \Pi \) absorption near 470 nm. Absorption was also predicted earlier for the 335 nm emission from Hg2 from the reservoir metastable excited states.

The Group VI-rare gas laser transition is a collision-induced electric dipole transition between electronic states that correlate to the valence states of the Group VI atom and the ground state of the rare gas atom. We have determined that, with the exception of XeO, the transitions are dominantly continuum-continuum. Calculation of the transition line shape is found to require a multichannel coupling among all states arising from the valence asymptotes. The line-shape for the Ar-O(1D) - Ar-O(1S) transition has been calculated in reasonable agreement with an experimental determination.

Pb vapor is now being explored as a Raman scattering media for producing highpower backward scattered pulse from an XeCl laser pulse. Rare gas buffers are used to enhance the backward scattering cross section over the forward. Collision-induced absorption at either the pump or Stokes frequency would reduce the efficiency of the process. A calculation of Pb-He and Pb-Xe energy curves and transition moment reveals that collision-induced absorption is not significant at the frequencies of interest.

The rare gas halide diatomic and triatomic excimer spectroscopy owe a great deal to theoretical calculation. Not all of the relevant states have been observed directly by experiment and assignments of some transitions are still not definitive. The relative ener

![Figure 1. Photodissociation cross section for the X²Σ — A²Π transition in HgCl as a function of transition energy and temperature.](image-url)
Theoretical calculations have proved to be a fast, accurate way to obtain the spectroscopic data needed in modelling laser media. We are continuing our studies of the rare gas halide lasers by examining photodissociation of bottle-necked states in XeF and the likelihood of positive gain for the XeF and XeCl system.

**Figure 2.** Excited state energy curves for the Cd₂ molecule calculated with multi-configuration self-consistent-field variational techniques.

New Development in the Evaluation of Thermochemical Data

D. D. Wagman, David Garvin, Vivian B. Parker, Richard H. Schumm, and J. Brian Pedley, Chemical Thermodynamics Division

A comprehensive, up-to-date compilation of evaluated thermochemical data has been completed by the NBS Chemical Thermodynamics Data Center. The compilation is called Selected Values of Chemical Thermodynamic Properties. It covers the periodic table except for some of the actinide elements and includes over 12,000 inorganic and low molecular weight organic compounds. These include pure substances in the gaseous, liquid, and solid phase as well as many binary solutions.

The properties tabulated in the compilation are the enthalpy of formation, \( \Delta H^0 \), Gibbs energy of formation, \( \Delta G^0 \), entropy, \( S^0 \), and heat capacity, \( C_p^0 \), all at the temperature 298.15 K (25 °C). In addition, values are provided for the enthalpy of formation at 0 K, \( \Delta H(0) \), and the enthalpy difference \( H^0(298) - H^0(0) \). The values are based almost entirely on experimental measurements and statistical calculations. Approximately 20,000 property values are included. Well over half of these are enthalpies of formation. The next two most numerous entries are for Gibb's energies of formation and entropies.

These tables are designed for use in chemical engineering, chemical and biochemical research, rocketry, plasma studies, environmental control, energy conservation, and other related technological fields. Thermodynamic properties are essential for calculating the energetics of chemical processes and optimizing of equilibrium yields. They are widely used in interpreting physicochemical research.

The numerical values in the tables resulted from critical analysis and evaluation of many different types of 
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physico-chemical measurement. Various calorimetric reaction enthalpies can be combined to yield values for the enthalpy of formation of particular substances. High temperature equilibrium studies may be combined with values of the thermal functions for the individual species in the reaction to yield desired values. Calculating thermal functions of gases by statistical-mechanical methods requires a knowledge of molecular structure parameters (bond lengths and angles) and vibrational frequencies; the calculation for a substance in the condensed phase requires values for the enthalpy content as a function of temperature and enthalpies of phase transitions. Low temperature (298 to 0 K) C° measurements are used to obtain the third law S° (298 K). Similarly, data on solubility, activity and osmotic coefficients, vapor pressures, and enthalpies of solution and dilution are required for the proper evaluation of measurements on solutions. Enthalpies of combustion, hydrogenation, and halogenation are used in the calculation of thermodynamic properties for organic molecules.

To do the above evaluations, we have amassed a reference file of numerical data abstracted from more than 40,000 articles describing over 200,000 measurements made since 1848 on individual chemical substances. Each year, an annotated bibliographic reference list of all material added to the Data Center files is published in the Bulletin of Chemical Thermodynamics. This list, arranged by chemical formula of the substance measured, indicates the type of measurement made as well as the full bibliographic citation.

Construction of these reference data tables is an exercise in the art of data evaluation. Often the properties of a substance can be determined by using several different measurement paths. The interconnections among the paths may be seen in figure 1. The results obtained from the various paths usually do not agree. Choices must be made in establishing the "best" values.

There are two fundamental components in this evaluation process. The first is the heart of the process and must be done by an expert. It is necessary to determine, for each measurement, in the light of present knowledge, whether or not the interpretation of the chemistry was correct and whether the technique was suitable. Reinterpretation, recalculation, and correction of the data often are necessary. A consistent set of auxiliary data is used in reducing the measurements, e.g., physical constants and properties of ubiquitous substances. Accuracies of the measurements must be assigned.

The second component is the combination of the accepted measurements to produce the final, recommended values for the substances. The following criteria are required for this component: (1) The recommended values must reproduce well those measurements considered to be reliable. (2) The values selected must be thermodynamically consistent throughout the tables and be in reasonable accord with physico-chemical correlations (similar substances should have similar properties).

Recently, this second component has been automated. More than 1,000 measurements involving 600 or more substances may be involved in a particular problem. Computer techniques are ideal for manipulating such large masses of data. In addition, a systematic fit of the data is obtained with an analysis of the network. This fit is used as a guide to the strategy of data evaluation and to indicate the importance of various substances. Rapid updating of the recommendation is possible when new and significant measurements become available because these evaluated measurements are stored in reusable form. The network solutions combining the measurements are done in an iterative process in which linear programming is used to locate the most highly consistent set of measurements and weight them accordingly, prior to a least squares solution. This two-step approach has been shown to mimic the decisions made by data analysts when they combine the measurements in the traditional "by-hand" solution. It results in a solution from which the user may combine any set of values in the data bank to predict with confidence the thermochemistry of a process.

Automation has been an important factor in the development of the data bank. The selected values are stored in a machine-readable file. Tables can be printed in any system of units.
A recent development is “loop analysis”. In this analysis, measurements are summed over every closed path in the loosely connected network. Conservation laws require zero sums, but experimental inaccuracies produce errors of closure. An analysis of the loop errors shows which measurements are highly inconsistent. As an example, figure 1 shows a network involving enthalpy measurements for 16 lithium compounds. It shows all 5 membered (or fewer) closed paths involving process a (there are 84 of these). The distribution of errors of closure is shown in figure 2. The mean error is close to zero, indicating that process a probably is acceptable. But the distribution is distinctly nonnormal. Processes b and c account for all extreme values and therefore are of doubtful accuracy.

This technique holds the promise of becoming a very rapid technique for preliminary analysis of thermochemical data and may play an important role in future data evaluation strategies.
The Center for Analytical Chemistry maintains expertise in analytical measurement to support activities in this Nation's industrial, clinical, environmental, and research laboratories. The results of analytical measurements often form the basis for regulatory, medical, and industrial decisions. It is essential that they be reliable.

The Center serves as the reference laboratory for assuring this reliability. For example, methods of high accuracy are developed for identifying substances and for quantifying the chemical composition of materials. Materials standards of known composition and stability are prepared for aiding in quality control of measurement procedures and for determining the reliability of data.

The National Bureau of Standards uses several means to transfer to others the Center's analytical methods, standards, and research results. These means include publications, seminars, consultation, cooperative programs, and the direct distribution of materials standards through the NBS Standard Reference Materials Program.

The diversity of materials standards produced in the Center reflects the ubiquity of analytical measurements in this society. These standards include samples used in the metals industries (e.g., steel, aluminum, copper), chemical industries, and clinical and environmental laboratories. To carry out the research underlying each of the several hundred gas standards, the Center must maintain a level of expertise not achieved in any other single analytical laboratory in the world. Moreover, standards become increasingly complex, and technical requirements for their development become more demanding. These factors create needs for new methods of measurement. The Center works to achieve a balance between provision of currently needed standards and research in new analytical methods.

The technical activities of the Center focus on sample and compound types (analytes)—organic, inorganic, gas, and particles. For each analyte, researchers in several disciplines take part in an integrated measurements standards program.

The Center has developed more than 80 gas standards. Though initially stimulated by the need for reliable measurement of air pollutants, such standards are becoming increasingly important in occupational health and safety, technology applications (e.g., evaluation of en-
gine performance), and atmospheric monitoring and research. Requirements for increasing accuracy, measurements of trace amounts of constituents, and determination of a greater variety of gases and toxic vapors necessitate research and development in the area of highly sensitive spectroscopic methods—those involving the use of lasers as well as mass spectroscopic techniques.

Organic compound analysis is often called a new frontier in analytical chemistry in recognition of two facts: hundreds of thousands of organic compounds occur in nature or are produced commercially; yet methods of measurement of complex mixtures are just now beginning to emerge. Moreover, the basis for standardization of methods is in a very early stage of development. The importance of methods for the detection and quantitative determination of organic molecules is evident in the potential applications: measurement of health-related constituents, including therapeutic drugs, in body fluids; measurement of nutrients and contaminants in foods; measurement of carcinogenic compounds in water, in air, on particles emitted with pollutant gases by factories and in synthetic fuels. Though the Center has been involved in organic analysis for a relatively short time, it has made a number of significant contributions: development of the first standard for trace organic analysis (antiepilepsy drugs in serum); development of quantitative methods of measurement of polynuclear aromatic hydrocarbons in recycled oil, and development of definitive methods for clinical chemistry. Research plans include the development of sophisticated chromatographic separation schemes and the linking of separation systems with novel spectroscopic, electrochemical, and mass spectrometric quantitative measurement systems.

The largest research activity in the Center is in inorganic analysis. Studies in this area have led to hundreds of materials standards, ranging from trace metals in food materials and blood to samples used at all stages in the production of metals—steels, cast iron, aluminum, and copper. In addition, high precision and high accuracy mass spectrometry on isotopic composition has led to the redetermination of atomic weights accepted as international standards. In the future, efforts will focus more on measurements of high technology materials and very complex matrices such as hazardous wastes. These endeavors will require the development of very sensitive techniques, with emphasis on improving the accuracy of multielement methods involving the use of lasers, neutron-radiation, electroanalytical techniques, and mass spectrometry.

Research in microanalysis is an important activity in the Center. Work in this area has emphasized understanding the fundamentals of electron, photon, and ion interactions with matter so that more quantitative information may be derived from microprobes. Most existing electron microprobes now use one of a series of quantitative x-ray emission data reduction programs developed in the Center. The most recent development, a computer program called FRAME-a, has yielded promising improvements in the ability to determine quantitatively elemental compositional information on micron size particles. These basic studies have aided in research to develop improved techniques in particle analysis, including a major effort to standardize the analysis of asbestos in air and water.

The field of analytical chemistry is undergoing a rapid growth and an increase in scientific complexity. The "evolution" is stimulated by the growing application of analytical chemistry to areas of public concern. Also, advances in analytical chemistry are helping to promote scientific advancement in other fields. As analytical measurements become more sensitive, they are increasing in valuable in areas such as materials science, climate research, health research, and nutrition research. Thus, the Center for Analytical Chemistry faces a dual challenge: to keep pace with the growing demand for standards and support current analytical applications and to take part in the advance of analytical chemistry itself.
Laser Enhanced Ionization in Flames

John C. Travis, Gregory C. Turk, James R. DeVoe, and Peter K. Schenck
Instrument Development Group and Chemical Stability and Corrosion Division (CMS)

From its inception in the summer of 1976 [1], until today, laser enhanced ionization (LEI) has held the promise of unprecedented sensitivity and accuracy in atomic flame spectrometry. It is characterized by a recently awarded U.S. patent No. 4,148,586 [2] as part of a general phenomenon called the "opto-galvanic effect" (OGE). Understanding the underlying mechanisms of LEI has been a significant step in establishing a solid foundation for the atomic spectrometric method.

Laser enhanced ionization occurs when a tunable dye laser is used to selectively populate a particular excited state of an atomic species present in a flame. Since the laser-prepared excited atoms have a lower effective ionization potential than they did prior to excitation, the rate of ionization of these atoms by thermal collisions increases significantly. This ionization enhancement can be easily monitored by drawing a current through the flame and observing changes in the current that are synchronous with pulsed or chopped laser illumination. As shown in Figure 1, the laser-induced ac component of the flame current is separated from the dc background current by an LC filter. It is then amplified and signal averaged by gated integration.

The analytical application of LEI comes from the well established technique of using a flame as an atom reservoir. It requires a liquid solution of the sample to be "nebulized" into the oxidant supply as a fine mist, carried through the fuel/oxidant mixing chamber, and finally into the flame.

The flame rapidly evaporates the solvent, while most trace metals present in the solution are left as free atoms. Quantitation is achieved by comparing spectrometric signals from unknown sample solutions to those from "calibrated" solutions.

Calibration curves exist for a number of elements detected by LEI. They yield "limits of detection" (LOD) often less than 1 part per billion (ng/mL) for aqueous solutions, as shown in Table 1 [3]. These data show that the technique compares favorably with the others listed. Conspicuously absent from the table are any elements having high (≥ 7.5 eV) ionization potentials.

The role of the ionization potential, as well as other pertinent parameters, can now be explained on the basis of a model using the simplified energy level/rate constant scheme of Figure 2. Several processes with relatively slow rates are neglected, for simplicity, including the "recombination" rates from the ionization level to the neutral levels. Recombination is insignificant because the applied electric field lowers the electron density and thus the recombination rate.

For example, consider the population of level 2 (n2) to be negligible in the absence of laser irradiation. Then the LEI signal current is taken to be proportional to k21n2 during the pulse, with level 2 being totally populated by the laser (see Fig. 2). Assuming a square laser pulse which maintains a fraction R ≤ [g2/(g1 + g2)] of the neutral atom density (n1 + n2) in level 2 during the pulse, the LEI current should go as k21R (n1 + n2), where R is determined by the rate constants of figure 2 and the laser spectral irradiance, Eν. Since the total number density, nT, is given by nT = n1 + n2 + n3, the final enhanced ionization rate becomes

\[
\frac{dn_T}{dT} = k_{21} R (n_T - n_1) \alpha \text{ signal current}
\]  

The effect of the ionization potential
comes from the excited state rate constant

\[ k_2 = \alpha \exp \left( -\frac{(E_i - E_f)}{kT} \right) \]  

(2)

where \( k \) is Boltzmann's constant, and \( T \) the flame temperature. Equations (1) and (2) indicate an inverse exponential dependence of signal current on ionization potential. However, semi-log plots have yielded slopes differing from a realistic 1/kT value by \( \geq 50 \) percent, and, therefore, an improvement of the model was required.

Re-examining equation (1) reveals that a possible explanation to the problem might arise from the depletion of the neutral atom pool \((n_r - n_i)\) by ionization during the laser pulse. Thus, at any time after the beginning of the pulse (for which \( n_i = 0 \)), although the LEI current is favored in \( k_2 \) for low ionization potential elements, it is penalized by the factor \((n_r - n_i)\) representing depletion of neutrals. Since real laser pulses are not "square", but have a finite risetime, the population fraction \( R \) is building up in time as the neutral atom density \( n_r - n_i \) is diminishing and thus, a complex solution is expected for the maximum value of \( dn_i/dt \).

Such a solution has been obtained for a laser pulse shape approximating that used in these experiments. The resulting expression agrees with experimental sensitivities for 23 transitions within 17 elements using an air/acetylene flame [4]. This expression, as recently reported in Analytical Chemistry [4], can be used to predict sensitivities for observed transitions and elements, utilizing conventional spectroscopic cross sections.

Two additional areas of study are in progress: (1) the relative insensitivity of high ionization potential atoms, and (2) the characterization of the mechanism of electron/ion collection. The first problem is being approached through sequential—or "stepwise"—excitation to high energy levels using two tunable lasers, and satisfactory results have already been published [5]. The second area of study is being approached both experimentally and theoretically. The experimental work involves measuring a number of variables, including signal strengths, flame potentials, and flame background currents as a function of other variables, such as electrode geometry, applied potential, flame composition, and aspirated solution composition. The theoretical studies will involve obtaining numerical solution of Poisson's equation in a flame subjected to an applied field, with realistic electrode configurations and flame conditions.

The outlook is promising for LE in flames to become established as a major method for quantitative spectroscopic analysis.
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Measurement of Trace Elements in Solar-Cell Silicon
Richard M. Lindstrom, Ronald F. Fleming, and Paul J. Paulsen,
Inorganic Analytical Research Division

Large quantities of pure silicon will be required in the 1980’s as solar photovoltaic electricity becomes an important energy source. Accurate measurements of trace impurities help to define the optimum balance between purity and cost.

The Low-Cost Solar Array project, managed by Jet Propulsion Laboratory (JPL) for the Department of Energy, has as its goal the generation of electrical power from the sun at a cost comparable to that charged by electric utilities. Reaching this target requires a massive increase in the scale of operations of the solar-cell industry. This increase is expected to cause a dramatic drop in the price of solar cells, their structural supports, and the power-conditioning equipment required for a large distributed activity.

It now appears that the targets set at the beginning of the project in 1975 can be met by more than one combination of methods. The most mature technology is that of flat-plate, single-crystal silicon arrays, which were developed primarily for space applications. For such applications, the quantity of cells produced was small and the cost was relatively high. The cells were made by slicing disks, one by one, from large single-crystal ingots of semiconductor-grade silicon, the purest material produced in multi-ton quantities in commerce today.

For generation of electrical power, much greater quantities of silicon will be required in the 1980’s. Current estimates are that photovoltaics will require tens of thousands to hundreds of thousands of tons of silicon to be produced per year by 1990.

This quantity of silicon must be produced without an unacceptable degradation of cell quality, at a price no
greater than one-fifth the current price of semiconductor grade silicon. It is the quality of this "solar grade" silicon that our work addresses through trace element characterization.

Workers at Westinghouse, Dow Corning, and Monsanto are studying the effects upon solar-cell performance caused by adding specific impurities to silicon. These studies will define "solar grade" silicon. Measuring cell efficiency as a function of concentration requires that the concentration be known; however, for some impurity elements, the concentration at which the cell degradation begins is less than 1 part in 10$^9$ (1 ppb). Such low concentrations cannot be measured by most methods of trace analysis. In those cases where sufficiently sensitive analytical techniques are unavailable, the concentration in a doped crystal must be inferred from that in the melt from which it is grown. This requires a knowledge of the liquid-solid distribution coefficient, which is difficult to measure because of the great tendency of crystallizing silicon to exclude certain impurities from its crystal lattice.

Related difficulties must be faced by chemical engineers who design large-scale production processes for solar silicon. Since impurity concentrations of interest are very low chemical analysis performed by most service laboratories will have low accuracies. Therefore, an engineer will have difficulty in constructing an impurity mass balance that would assure with high confidence that some sensitive contaminant will not concentrate in the final product.

To this set of problems analytical chemists at NBS have applied two sensitive methods of trace analysis that have been shown to be reliable in the past by repeated agreement in the certification of Standard Reference Materials. These two techniques are neutron activation analysis (NAA) and isotope dilution spark-source mass spectrometry (IDSSMS). In NAA, packaging and handling methods have been established and detection limits have been calculated and verified by measurement of blank silicon samples. Nearly all elements of interest can be determined quantitatively at concentrations where changes in electrical properties begin to be visible. Two notable exceptions are titanium and vanadium, which we are still unable to measure at sub-ppb concentrations in silicon. In IDSSMS, the laboratory blank sample and instrument sensitivity are roughly equally important limits to the minimum quantity of impurity that can be observed, which is generally in the region of a few nanograms for the elements of primary interest.

The results of our measurements, when compared with those made by other investigators, show the difficulty of the measurement problem. For forty percent of the samples compared, the discrepancy is greater than a factor of two. The problem is most extreme for copper (see Table 1). Our measurements in some cases differ by three orders of magnitude from those reported by other analysts. Systematic errors in our NAA determinations are not likely since excellent agreement was found in an analysis of the same sample by both IDSSMS and NAA. Measurements of concentrations of other elements in samples also show large discrepancies when NBS measurements were compared with others.

Experience in geochemical trace element measurements has shown how discrepancies of this kind can be resolved. The method used is an analysis of a common lot of materials in different laboratories by different techniques. If disagreement in results exists, the process is repeated, with improvements in methods, until agreement is reached. To aid in such comparisons of analyses, a silicon Research Material is in the process of being prepared.

<table>
<thead>
<tr>
<th>Sample</th>
<th>W-007-Cu</th>
<th>W-017-Cu</th>
<th>W-051-Cu/Ti</th>
<th>W-056-Cu</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass Spec</td>
<td>1.80</td>
<td>32</td>
<td>4</td>
<td>70</td>
</tr>
<tr>
<td>NAA</td>
<td>1.65</td>
<td>25</td>
<td>NA</td>
<td>—</td>
</tr>
<tr>
<td>&quot;Best Estimate&quot;</td>
<td>1.7</td>
<td>17</td>
<td>1.7</td>
<td>42</td>
</tr>
<tr>
<td>NBS</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NAA</td>
<td>0.050 ± 0.01</td>
<td>11.2 ± 0.5</td>
<td>0.002 ± 0.002</td>
<td>45.3 ± 0.8</td>
</tr>
<tr>
<td>IDSSMS</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>42.2</td>
</tr>
</tbody>
</table>
Quantitative Analysis of Individual Trace-Level Organic Constituents in Alternate Fuels

Willie E. May and Stephen N. Chesler, Organic Analytical Research Division

Increasing energy demand in the United States, coupled with increasing reliance on foreign sources of petroleum, has caused national concern that has resulted in a program for developing new sources of energy. The conversion of coal to gaseous or liquid fuels and the utilization of oil shale and tar sands appears to be some of the promising new energy sources. However, a serious though largely unknown complication of developing these alternate fuels is their potentially deleterious effect on man and the environment. Of particular concern are the numerous compounds (for example, those identified on EPA's priority pollutant list) which result from processing alternate fuels, and which may eventually be transported into the environment as gaseous or liquid effluents. To evaluate the potential environmental effects, the alternate fuels base source, its industrial processing, and its resultant effluents must be analyzed. Results of these analyses cannot be assessed adequately without knowing the accuracy of the analytical techniques and data obtained.

We have in the past conducted several collaborative studies aimed at assessing the accuracy of data obtained from various trace organic analytical methodologies. The results of a recent comparison of the determination of hydrocarbons, and N- heterocyclics by several laboratories under contract to the Department of Energy, are given in Table 1. The variance among results reported by these laboratories document the current state of measurement in this area. One well-documented method of increasing the accuracy of analytical measurements involves the use of quality assurance standards, and Standard Reference Materials (SRM's). However, until recently, RM's for environmental trace organic analyses did not exist because they require for certification a determination by a minimum of two totally independent methods. During the past year, we have developed the requisite methods for certifying a Shale Oil SRM.

The methodology used in the certification of shale oil was developed over an 18 month period. Initially, we focused our efforts on the evaluation of techniques for extracting the compounds of interest from shale oil matrix. A classical acid-base extraction scheme and a high performance liquid chromatographic fractionation procedure, which was developed in this laboratory, served as independent methods for isolating the analytes from the sample. Next, we investigated the use of gas chromatographic (GC), gas chromatographic-mass spectrometric (GC/MS), and high performance liquid chromatographic (HPLC) methods for identifying and quantifying the compounds of interest in the various fractions obtained from the isolation procedures. Direct analysis by GC/MS was also used when possible.

These data, given in Table 2, show that the overall agreement between the various methods of extraction and quantitation was good up to the 95 percent confidence level. This excellent agreement between these results compared to those obtained in the interlaboratory collaborative study provided the basis for establishing state-of-the-art methods for trace organic analyses.

The specimen of shale oil being cer-
Computer-Controlled Electrochemical System for Electrode Kinetics Research

Lawrence M. Doane and Richard A. Durst, Organic Analytical Research Division

Modern electrochemical research often requires measurements of fast electrode kinetics and transient intermediates. Since commercial electrochemical equipment generally do not meet these rate requirements, a state-of-the-art, computer-controlled system capable of data acquisition at a rate of 100 kHz is in the final stages of development. A specially designed potentiostat, with dynamic and nearly complete compensation of the cell resistance, will be incorporated into this system. Fourier transform experiments can be implemented, since this system can sample two inputs simultaneously at a rate of 50 kHz. The system has been designed for maximum data acquisition throughput and versatility, and simplified control.

The recent emphasis on finding energy-efficient processes has stimulated a resurgent interest in electrochemistry and electrochemically related fields. Since maximizing the efficiency of electrochemical processes will involve the elucidation of electrode reaction mechanisms it is necessary that fundamental investigations of these processes and their associated electrode kinetics be undertaken. Commercially available electrochemical instruments are generally not versatile enough to be useful in many of these types of investigations. We are therefore constructing a computer-controlled electrochemical system (CCES) that can generate complex waveforms, apply these waveforms to an electrochemical cell, and then acquire data at a high rate. A system similar to this is used in single-drop square wave polarography and will serve as a model for evaluation of the CCES. In the single-drop experiment, the potential range of interest is scanned at the end of the mercury drop lifetime, so that several polarographic problems can be minimized, e.g., electrode charging current and solution agitation. In addition, the potential is applied as a square wave while sampling the resulting current at the end of each potential change and adding together the two sampled currents. Thus, this method gives an increased current signal over that obtained from the linear ramp experiment. This system is obviously applicable for trace metal analysis, and such an analysis will be used to evaluate the CCES.

We have designed the CCES around the relatively low-cost central processing units (CPU) that are now commercially available. The CPU is a Zilog Z80A microprocessor, operated at a clock rate of 4 MHz, in which the fastest instruction cycle takes place in 1 ps. Memory consists of 64 kilobytes (K) of random-access memory (RAM) and 240 K dual-drive disk memory. A block diagram of CCES is shown in figure 1. The CCES acquires the electrochemical signals via two modes: mode A uses fast commercial potentiostats (an electronic instrument used to control the potential of an electrochemical cell) from which analog signals are converted to digital format in the com-

![Figure 1. Block diagram of the computer-controlled electrochemical system (CCES)](image-url)
ITER: input the TIME evaluation uses data depending on whether the computer or a laboratory-built potentiostat which digitizes the electrochemical signals before entering them into the computer. There is a five-fold difference in signal acquisition rate between the two modes: 20 ms for mode B versus 100 μs for mode A.

In mode A, the analog electrochemical signals are digitized by two analog-to-digital converter boards (ADC) residing in the computer. The conversion can occur at a maximum rate of 70 kHz (i.e., one data point every 33 μs). However, execution of the program to input and store the data requires an additional 30 to 60 μs, depending on whether or not an analog signal is being sent to the potentiostat. Therefore, the overall throughput could be restricted to no less than 100 μs. Although the two data words are stored sequentially, the two converters operate in a master-slave relationship so that the two electrochemical signals (current and potential) are sampled simultaneously.

We have built a fast potentiostat in which two ADCs' and a digital interface have been included to minimize the software required to operate the CCES (fig. 2). In this scheme, the computer loads a group of parallel registers with the parameters of the electrochemical signal to be output by the potentiostat. When this function is finished, the computer reverts to an input sequence that sends the digitized data to the computer upon signal from the ADC's. One input sequence can occur during the conversion of the next analog signal; however, when two signals are converted simultaneously, the second datum input to memory will add an additional 10 μs to the overall throughput. i.e., 20 μs are required to perform one complete two-data input. The registers can be reloaded during an outputting sequence so that the output can be dynamically altered in a manner dependent on the format of the program.

Currently, we are developing software for this system. We have chosen to write our program in FORTRAN and use assembly language subroutines to input the data. This allows us to operate CCES at the maximum possible computer-controlled speed. In addition to the gain in speed, the RAM memory space which a BASIC interpreter would normally occupy is now available for data storage. However, a direct memory access (DMA) controller is being designed to directly input the data to memory (bypassing the CPU). By using the DMA, the CCES speed will depend only on the ADC conversion rate, freeing the CPU for other tasks.

Following an evaluation of the CCES, its application will be broadened to include: (a) electrode kinetics experiments via Fourier transform of AC voltammetry, a technique providing high precision measurements of faradac admittance vs potential or frequency; (b) rapid scanning detectors for high performance liquid chromatography, where the dynamic resistance compensation and rate of data acquisition will permit the real-time identi-
High Resistance
Junction Formation in House
Wiring Circuits With
Aluminum Conductors

Dale E. Newbury, Gas and Particulate Science Division

The mechanism of high resistance junction formation in aluminum-wire iron screw connections is shown to be the generation of iron-aluminum intermetallic compounds during arcing.

In the period 1968-1972, many new homes built in the United States were equipped with aluminum wiring and conventional brass-coated iron junctions. In laboratory experiments, these aluminum-iron junctions have been observed to undergo a glow-arcing phenomenon accompanied by severe overheating which could lead to the initiation of a fire [1]. The origin of the overheating, which involves two normally satisfactory electrical conductors, has not been previously explained. Electron probe microanalysis of the microstructures of circuit components which have undergone such failures has revealed the probable mechanism of the glow phenomenon [2].

Previous laboratory investigation of the glow phenomenon revealed that glowing began when the aluminum wire-iron screw junction became mechanically loose [1]. As a starting point for this study, conducted in cooperation with the NBS Center for Consumer Product Technology (CCPT) a loose connection between an aluminum wire and an iron screw was simulated in a circuit carrying 15 amperes of current. When the components were separated by a small gap, an arc was created that led to the glow phenomenon. Scanning electron microscopy and x-ray microanalysis of the regions damaged by the arc revealed evidence of significant material transport across the arc and of high temperatures at the surface of the components (see figs. 1 and 2). Iron and a minor amount of
copper were transported to the surface of the aluminum wire, and aluminum was transported to the iron screw apparently in the vapor phase. The zinc component of the brass was not detected and was probably lost by evaporation. Temperatures in excess of 1500 °C were suggested by the observation of solidification structures of nearly pure iron at the periphery of the crater on the screw.

This combination of high temperatures and intimate mixing of the metals suggested the possible formation of intermetallic compounds. A section through the damage crater revealed the presence of such a compound, Fe₅Al, as determined by x-ray microanalysis. The existence of the intermetallic compound at the current-transmitting interface is of special significance since its resistivity is generally a factor of 10 to 100 times greater than that of either of the pure metals.

In order to confirm that this phenomenon occurs in actual junction boxes wired with aluminum, a second series of experiments was carried out in cooperation with CCPT. Typical household junction boxes wired with aluminum were subjected to high current cycling until glow failure was induced. In the process large portions of the assembly reached temperatures of 400 to 500° C [1]. Samples for metallographic examination were prepared from a section through the wire screw contact: a typical section through a contact is shown in figure 3. A thick reaction zone spanning the entire region of contact between the wire and screw can be seen in the optical micrograph (figure 3). An electron microscope image of this region, Figure 4, reveals that the zone is composed of two layers. X-ray microanalysis with the NBS theoretical matrix correction procedure FRAME C indicates (1) that the layer
adjacent to the aluminum corresponds to the intermetallic compound FeAl₃ and (2) that the outermost layer consists of Fe₂Al₃ with 0.5 percent copper. Examination of samples taken at various stages in the glow process suggests that initially intermetallic compounds are either iron-rich or aluminum-rich depending on the major constituent present. With continued reaction, intermetallic compounds containing roughly the same quantities of each element are formed [3]. All of the intermetallic compounds containing aluminum and iron have resistivities 20-200 times greater than aluminum or iron [4].

The observation of the development of thick intermetallic layers in the current carrying region during the glow failure suggests the following chain of events: (1) an arc occurs in an initially loose connection, causing local heating and material transport in the vapor phase; (2) on both the wire and the screw, the metallic elements react in the high temperature environment, forming intermetallic compounds; (3) the high resistivity of the intermetallic compounds leads to sharply increased IR heating at the interface; and (4) the heat produced leads to enhanced material transport, first as a vapor and perhaps eventually as a liquid, which then promotes rapid reaction to form even more intermetallic material, resulting in an unstable, runaway process. Knowledge of this basic mechanism for glow failure of electrical junctions provides important information which could lead to the design of safer circuit connections.
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Discrimination of Natural From Anthropogenic Carbonaceous Pollutants Through Mini-Radiocarbon Measurements

Lloyd A. Currie and George A. Klouda, Gas and Particulate Science Division

Radiocarbon dating rests on the fact that living matter is in isotopic equilibrium with cosmic ray-produced ¹⁴C; death breaks the photosynthetic chain, leading to reduction of the isotopic ratio ¹⁴C/¹²C in accordance with the physical half-life of 5730 years. We have taken advantage of this natural phenomenon to develop a method for quantitatively discriminating between biogenic (“living”) and fossil (“dead”) carbonaceous contaminants in the environment [1] (see fig. 1).

The importance of distinguishing biogenic from fossil carbon arises from the effects of both natural and anthropogenic carbonaceous species on health, stratospheric ozone, and climate. In order to plan responsible control strategies, it is therefore vital to determine the relative contribution of man’s activities to atmospheric hydrocarbons, halocarbons, carbon monoxide, and primary and secondary carbonaceous particles. Although natural emissions of hydrocarbons far exceed those originating from man’s use of fossil fuel [2], for example, there remain very significant questions concerning the sources of hydrocarbons contributing to rural pollution episodes as well as the influence of natural forest emissions on urban air pollution [3]. Longer-lived tropospheric species, such as methane, may lead to depletion of stratospheric ozone; and trace gases and particles may influence the earth’s radiation balance directly through “greenhouse” and albedo effects or indirectly through cloud nucleation [4]. It is worth noting that radiocarbon is the only unique biogenic/fossil discriminator. Chemical composition and
stable isotope measurements ($^{13}$C/$^{12}$C) are frequently helpful but the former is indirect and subject to interference and the latter exhibits large natural variations.

Because of the small atmospheric concentrations of many of the species of interest (table 1), it has been necessary to advance the state of the measurement art by a factor of a thousand. That is, measurements must be practicable for samples containing just a few milligrams of carbon—rather than having gram-size samples which are typical of conventional Radiocarbon.

### Table 1. Tropospheric concentrations (mg-C/m$^3$).

<table>
<thead>
<tr>
<th>Range</th>
<th>Air quality standard</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO$_2$</td>
<td>180. +</td>
</tr>
<tr>
<td>CH$_4$</td>
<td>0.76 ± 0.03</td>
</tr>
<tr>
<td>CO$^*$</td>
<td>0.06 - 20.</td>
</tr>
<tr>
<td>HC</td>
<td>$&lt;10^{-3}$ - 2.00</td>
</tr>
<tr>
<td>CCl$_4$, C$_2$H$_6$, etc.</td>
<td>$&lt;10^{-3}$ - $10^{-3}$</td>
</tr>
<tr>
<td>Particles</td>
<td>$&lt;10^{-3}$ - 0.10</td>
</tr>
<tr>
<td>Dissolved</td>
<td>2 - 10 (mg/l)</td>
</tr>
<tr>
<td>Organic</td>
<td>—</td>
</tr>
<tr>
<td>Carbon</td>
<td>—</td>
</tr>
</tbody>
</table>

N/S asymmetry.

Dating. This requisite sensitivity was achieved through the design of a high purity, miniature gas proportional counter which is linked with a two-parameter low-level counting system, described in the following section.

### Measurement System

Following collection and separation according to size or chemical characteristics, environmental samples containing 5 to 15 mg carbon are converted quantitatively to CO$_2$ for radiocarbon measurement. Prior to counting of the $^{13}$C, the sample-CO$_2$ must be rigorously purified—a few ppm of electronegative impurities interfere with counting—and cryogenically transferred to a high-purity quartz counting tube. Measurement of the radiocarbon takes place over a period of several days, using a special low background system incorporating massive shielding, electronic anticoincidence cancellation of cosmic ray muons, and two-dimensional spectroscopy according to pulse amplitude and risetime. Special features of the system, which includes an on-line computer, provide for rejection of spurious electronic pulses and long-term monitoring of stability. As a result of the attention given to materials' radio-purity plus active (timing, spectroscopy) and passive background reduction, our residual background is comparable to the signal ($\sim 0.1$ cpm). This is equivalent to a "noise" attenuation (with reference to the unshielded counter) of more than a factor of two hundred.

Figure 2 is a photograph of our 15 mL quartz counter and the internal shield of high purity copper. This counter is used for samples containing up to 30 mg-carbon; a second counter having an internal volume of 5 mL and operated up to 4 atmospheres CO$_2$ is used for samples having $\leq 10$ mg-carbon. (The residual background rate for the 5 mL counter is remarkable: a recent measurement in the underground counting laboratory at the University of Bern yielded a mean interval of 25 minutes between counts.) A display of the two dimensional spectrum, for an air particulate sample collected in Salt Lake City, is given in figure 3. Valid pulses lie below the dashed line, and eight (rejected) spurious events are seen above. Further details concerning the sample preparation and purification system, and a brief description of the counting system may be found in References 5 and 6, respectively.

### Experimental Evidence of Man's Activities

Our research, whose objective is to use radiocarbon to discern man's perturbations of environmental carbonaceous matter, has been directed toward three classes of samples: atmospheric...
gases, atmospheric particles, and organic matter in "recording" media, such as sediment and ice cores. Study of the first two categories yields information on the significance of current activities, while the third provides the historical record and a link to the global carbon cycle. Work with atmospheric gases is still at an early stage; we have just begun sampling atmospheric methane, and suitable apparatus for the collection of mg-quantities of non-methane hydrocarbons and carbon monoxide is under development. In cooperation with University groups, however, we have carried out a number of measurements of radiocarbon concentrations in atmospheric particles and in sediment. The results are summarized in Table 2.

The first point to be noted in Table 2 is that, with the exception of one sample, all samples consisted of only about 10 mg of carbon. This is the amount which was available with normal, daily operation of a HiVol air sampler or with the chemical processing of about 600 grams of surface sediment. The only two previous studies of radiocarbon in urban aerosols involved a thousand times as much carbon and required a week of sampling [7]. (Similarly, conventional radiocarbon measurements of PAH in sediment would have required extraction of a metric ton of material.) Aside from the increased ease of sampling and time resolution, the ability to measure very small samples is essential in terms of selectivity. That is, miniradiocarbon counting makes it possible to derive reliable information on individual chemical or size fractions—especially fine particles which may be free from local contaminants, such as resuspended waste or spores.

The ambient particles (Table 2) studied in collaboration with the Uni-

---

Table 2. Radiocarbon in aerosols and sediment.

<table>
<thead>
<tr>
<th>Mass-Carbon (mg)</th>
<th>Percent contemporary [14C/12C] (±1 S.D.)</th>
<th>Supporting data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ambient particles</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Los Angeles</td>
<td>7.8</td>
<td>23 ± 15</td>
</tr>
<tr>
<td>Salt Lake City</td>
<td>5.3</td>
<td>28 ± 13</td>
</tr>
<tr>
<td>Utah Desert</td>
<td>10.2</td>
<td>88 ± 16</td>
</tr>
<tr>
<td>Impact particles (&lt;3 µm)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Portland, OR.</td>
<td>5.1 - 10.7</td>
<td>62. - 107.</td>
</tr>
<tr>
<td>Sediment</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Puget Sound, WA.</td>
<td>FA 60.</td>
<td>86 ± 21</td>
</tr>
<tr>
<td></td>
<td>PAH 14.</td>
<td>19 ± 21</td>
</tr>
</tbody>
</table>

* Ref. 5.
* Ref. 8.
* Ref. 9 (FA = Fatty acid fraction, PAH = Polycyclic aromatic hydrocarbon fraction).

---

Figure 2. Photograph of the small quartz counter (15 mL volume) and associated shield. The shield, along with the inner wall of the counter, is constructed of OFHC copper.
versity of Utah Research Institute and the University of Utah [5], confirmed what is generally expected; that is, the urban particles consisted largely of fossil carbon while the rural (desert) particles indicated a biogenic source. Supporting studies on the composition of the insoluble carbonaceous component (soot) also pointed to an anthropogenic (fossil) source for the urban samples. Pyrolysis-gas chromatography-mass spectrometry revealed several cyclic and substituted aromatic compounds which have also been observed in vehicular exhaust.

Collaborative work with the Oregon Graduate Center was designed to assess the impact of vegetative burning (by man) on urban (Portland) air particulate pollution [8]. The results of that study, indicated in table 2 and summarized in figure 4, demonstrated that on high impact days, contemporary carbon from vegetative burn sources such as field and slash burning and space heating with wood contributed between 27 and 51 percent of the fine particulate mass, and up to 35 percent of the total suspended particulate material collected in the Portland and Eugene, Oregon, airsheds. The radiocarbon analyses of filters selected for high impact from residential wood combustion suggested that this source is currently significant and could become one of the most significant seasonal sources of respirable particulates in the future, unless steps are taken to improve combustion efficiency and/or emission control. Chemical Mass Balance, based on the inorganic composition of the particles, tended to corroborate the radiocarbon data, but it could not provide the same degree of unique source identification. (Note that the “anthropogenic” carbon in the Portland study was contemporary—i.e., biogenic, whereas it was fossil in the Los Angeles and Salt Lake City study.)

One of the most interesting areas of investigation is the record of man’s past impacts on the environment. This was the stimulus for the last study [9] included in table 2, the measurement of the chemical and isotopic record in organic matter in a sediment core from Puget Sound, taken midway between urban North Seattle and the rural Olympic Peninsula. The initial results, which apply to the top 10 cm sediment...
layer or material deposited during the last two to three decades, show that different organic species are far from isotopic equilibrium. The high radiocarbon content (86±21 percent contemporary) of the fatty acid fraction, indicating a biogenic origin, is consistent with the premise that this fraction originated from recently-living planktonic matter. The Polycyclic Aromatic Hydrocarbon (PAH) fraction on the other hand, was found to contain little or no radiocarbon, indicating that it was primarily of fossil origin, presumably associated with man’s use of fossil fuel. Stable isotope measurements (13C/12C) of the PAH did not clearly discriminate between coal and petroleum, but did rule out waste oil as a primary source. These findings support the contention [10] that PAH in the surface sediment comes mostly from fossil fuel combustion rather than from natural forest fires. (PAH, which contains known carcinogens and mutagens, is a common product of incomplete combustion, and it is generally associated with the particulate emissions.) Further studies, at increased depths in the sediments, should yield the historical record for both fossil and vegetative combustion.

Future Directions

Our immediate plans call for expanding the miniradiocarbon counting system to accommodate up to twenty or more simultaneous counting channels, such that sample throughput need not be limited by the relatively long counting times associated with individual measurements. Information on the global methane cycle and assessment of the fossil contribution to urban and rural non-methane hydrocarbons will follow from our current work on atmospheric gas sampling.

Within the past few months, in cooperation with the University of Rochester, we have begun also to explore a new measurement technique which promises to extend our sensitivity by an additional factor of 10^2 to 10^3. Through the use of Accelerator Mass Spectrometry (AMS), in which individual radioactive atoms (rather than their disintegrations) are counted in a nuclear accelerator, we have succeeded in measuring the radiocarbon concentration in just 40 µg of a contemporary radiocarbon sample [6, 11]. The relationship between decay counting (llc) and atom counting (AMS) as well as the main features of our exploratory experiments are sketched in figure 5. Considerable work remains to be done, particularly in the areas of ion source sample preparation and fast and reproducible beam switching, before AMS will be established as a reliable and accurate technique; and machine availability and cost make it currently somewhat less attractive than llc if 5 to 10 mg of environmental carbon samples are available. However, its incredible sensitivity—literally a million-fold better than conventional radiocarbon dating—promises to make practicable hitherto impossible experiments. We can anticipate the use of radiocarbon to determine the origin of the rarer atmospheric species (e.g., halocarbons), and we should be able to greatly increase our knowledge of environmental sources and transformations through the examination of individual organic compounds found in ocean sediment, polar ice cores, and atmospheric particles.
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Accelerator Mass Spectrometry

\[ A = -dN/dt = \lambda N = N/\tau \]

llc: \[ n = A\epsilon\Delta t \] AMS: \[ n' = A\epsilon'T \]

Exploratory Experiment

(Rochester, July 1979)

OBJECTIVES

- Environmental sample preparation/dilution [particulate SRM]
- Electromagnetic isotope enrichment/implantation [CO2]
- Minimum sample size [new radiocarbon dating SRM]

PRELIMINARY RESULT

(dating SRM)

\[ 40 \mu g - C \rightarrow ^{14}C/^{12}C = (1.41 \pm 0.04) \times 10^{-12} \]

FIGURE 5. Accelerator Mass Spectrometry (AMS) Exploratory Experiment at the Microgram Level. (llc represents low-level counting; \( n \), number of counts; \( A \), disintegration rate; \( \epsilon \), detection efficiency; \( \Delta t \), llc counting time; \( \tau = 1/\lambda \), the mean life of radiocarbon; \( N \), the number of atoms of radiocarbon.)


View of the counter arm of the five-counter diffractometer. Antonio Santoro and Kay Hardman are investigating a material at low temperature; the sample is enclosed in the cryostat shown standing in the central part of the picture. The neutron beams diffracted by the powdered material are intercepted and measured by the counters in the horizontal plane of the instrument. There are five such counters, placed 20° apart, so that different regions of the pattern can be measured simultaneously. Visible in the picture are also the catcher of the primary beam (on the left), and shielding walls, necessary to reduce background.

The National Bureau of Standards has had a continuing involvement in materials research and development since its founding in 1901. Today, more than ever, NBS is committed to a strong program in the materials sciences, and has focused most of such research in the Center for Materials Science.

This Center’s program is geared towards providing technical support to private organizations and government agencies to enhance more effective use of materials. Further, we believe that a strong base of materials science at NBS is an essential foundation for U.S. industry in developing new products, increasing productivity and assuring future economic competitiveness. Accordingly, the Center conducts major research activities in polymers, metals, ceramics, and glasses focus on areas where measurement services and data are especially needed.

Our materials research program addresses major phases of the materials cycle, from processing through design, manufacture, and assembly, to use and finally to recycle or discard. The Center’s research program covers three major aspects of materials science: transformation science, structure/property science and durability science. Transformation science is the basic science which underlies materials processing research, for it deals with the changes in state or microstructure of materials. It seeks to predict the microstructure which results from variables of composition, temperature gradients, pressure, and mechanical stresses. Those same variables are of importance in industrial processing. Structure/property science addresses how to measure structures and how chemical and physical properties depend upon structure. Durability science deals with the changes which cause deterioration in service, such as corrosion, wear and fracture.

Center activities are formulated partly on the basis of materials’ trends and problems, such as those identified by the National Academy of Science. We find it especially effective, however, to plan our efforts through direct contact with the users of our services, frequently by working in cooperation with our many “clients” in industry and government. Thus, our assessment of the needs for materials’ standards is aided by having members of our staff participate in more than 120 engineering standards committees concerned with measurements needed for effective use of materials. We are helped both in pro-
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gram design and execution by 22 industry-supported Research Associates who work with our staff. In addition, we have attracted 54 guest workers from industry and universities. We also work closely with other government agencies. In fact, the Center currently provides technical assistance to approximately 60 different organizations within the Federal Government. About 40 percent of our materials program is carried out to provide direct support to other government agencies. In addition, we sponsor or co-sponsor national or international conferences, symposia, and workshops.

The technical activities of the Center are carried out by six divisions: Chemical Stability and Corrosion; Fracture and Deformation; Polymers Science and Standards; Metallurgy; Ceramics, Glass and Solid State Science; and Reactor Radiation. These divisions vary considerably in their balance between theory and experiment, between direct standards work and research, and in their orientation toward industrial needs and the other components of the scientific and technological community.

For instance, to meet the needs of the metals processing and manufacturing industries for data required to develop durable, high performance alloys, the Center carries out theoretical, experimental, and data-analysis activities on alloy phase stability. The needs for accurate phase diagram information on new alloy systems have been addressed frequently in recent years, and a joint effort with the American Society of Metals (ASM) or phase diagrams is now underway. In this joint program the Center provides overall guidance to the program to assure reliability of the data evaluations, to maintain coordination among participating phase diagram centers (most of which are in the private sector), and to develop techniques for the graphic presentation of phase diagram data. ASM will serve as a direct interface with the metal industry so that needs and priorities can be properly determined. An international council involving 70 members from nine countries will advise us on this effort. Two significant features of this joint effort are the publication of a new bulletin for rapid information transfer and the availability to industry of evaluated data directly from ASM.

One unique feature of our structure/property science work is the 10-megawatt research reactor located at
The authors at the national ceramics testing facility at the Center for Materials Science at the Brookhaven National Laboratory have been working on developing and testing new materials for use in various applications. They are particularly interested in developing new materials with improved durability and corrosion resistance. In this article, they discuss their work on developing new materials and their testing methods.

One of the materials testing methods they use is the combination of x-ray diffraction and infrared spectroscopy. They explain how these methods can be used to determine the structure and composition of materials, and how they can be used to identify corrosion products. They also discuss the use of synchrotron radiation to study the structure of materials at the atomic level.

Another important aspect of their work is the development of new materials with improved corrosion resistance. They discuss how they are using advanced computational methods to design new materials with improved properties. They also discuss the importance of developing new materials that can be used in harsh environments, such as those found in the transportation industry.

In summary, the authors at the Center for Materials Science are making significant contributions to the development of new materials and testing methods. Their work has the potential to improve the durability and performance of materials in many applications, including the transportation industry.
predictive models coupled with nondestructive evaluation techniques are becoming increasingly important in developing materials performance codes and standards, including those for metals. For example, in 1976, Alyeska Pipeline Service Company requested waivers from the Department of Transportation (DOT) for a number of buried girth welds. The welds contained radiographically detected defects which appeared to be not in conformance with DOT regulation. The waiver was based on a fracture mechanics analysis.

In anticipation of the waiver, DOT requested assistance from NBS in evaluating the fracture mechanics analysis and the nondestructive evaluation methods used to detect and determine the dimensions of specific girth weld defects. In large part because of the analysis provided by Center scientists, DOT did eventually conclude that under some circumstances, exemptions from existing standards could be granted if warranted on the basis of fracture mechanics test results. Thus, more petitions for exemptions can be anticipated. The Center is working with DOT now to establish a technical framework for ruling on these waiver requests—a framework which would minimize the need for subjective judgments and thus obviate a tendency toward overly conservative design.

The breadth, scope, and accomplishments of the Center's technical program are comprehensively reflected in the more than 420 articles by Center scientists published in 1979 in numerous professional journals, books and conference proceedings. The following brief reports highlight some current work of particular interest.
Erosion of Brittle Materials by Solid Particle Impact

Sheldon M. Wiederhorn, Bernard J. Hockey, A. William Ruff and Lewis K. Ives, Fracture and Deformation Division

In an effort to provide a better understanding of the micro-mechanics of erosion and other impact-related processes, the detailed nature of damage produced in ceramics and metals by impingement with solid particles has been investigated. Results obtained by scanning and transmission electron microscopy clearly specify the elastic-plastic nature of the impact. This has led to the development of models which incorporate the concept of elastic-plastic fracture in describing the erosive wear of brittle materials.

Erosion is a major cause of material degradation in both civilian and military applications. It is caused by the high velocity impact of solid particles or liquid droplets against solids. Although each impact causes only a minute amount of damage, the cumulative effect of millions of impacts can result in appreciable loss of material from structural components. Furthermore, even the minute damage caused by the impact of a single particle often can significantly reduce the strength of brittle materials.

In many military applications, erosion shortens the lifetime and increases the cost of replacement of mechanical components. The operation of gas turbines in dusty terrains, for example, reduces turbine lifetime to one-tenth the normal value. As a result of this shortened lifetime, the cost of replacing turbines in helicopters used in Southeast Asia amounted to $150 million in 1970 alone. Other examples of component degradation include: the erosion of radomes by water, ice, and dust; the damage of optical components such as laser windows by rain and dust; the damage of turbine and rocket components by combustion products; and the erosive thinning of helicopter rotor tips by dust.

Because of their outstanding erosion behavior, ceramic materials are often used in applications where erosion resistance is required. Thus, castable refractories have largely replaced metals in certain high wear areas of oil refineries and are being considered for use for similar applications in coal gasification plants. In another application, ceramics have been usefully employed as nozzle vanes in experimental radialflow gas turbines, where they have exhibited a pronounced superiority over the standard metallic vanes in resisting erosion. Ceramics are also used in a number of applications where other properties are important, but where erosion is a factor in limiting reliability. In windscreens and radomes for example, ceramics are used because of their transparency to electromagnetic radiation, but must also be able to resist erosion to maintain their integrity. Similarly, in turbine nozzles and vanes, ceramics must withstand both high temperatures and erosion from combustion products and dust.

The few examples given above underline the need for improved erosion resistant ceramics, the development of which could, in principle, be assisted through a better understanding of the erosion process. Studies have been conducted primarily through the use of the scanning and transmission electron microscopes. Erosion rate measurements have also been made in a variety of chemical environments, and at temperatures ranging from room temperature to 1000 °C. The combination of techniques employed on this project has led to the development of

Figure 1. Impact site in SiC produced by 150 μm SiC particles at a velocity of 94 m/s, and an impact angle of 90°.
a deeper understanding of the erosion process, and to the development of new elastic/plastic models of erosion that are particularly applicable to brittle materials. These models are based on the observation that all erosion of ceramic materials, no matter how brittle, is accompanied by plastic deformation.

The earliest indication of plastic deformation during erosion of hard brittle materials, such as Al₂O₃, SiC and Si, came from examination of individual impact sites by light microscopy. Residual plastic impressions were found to be associated with cracks that formed as a result of the impact. The damage resulting from impact is, in fact, very similar to that produced during hardness testing using Vickers or Knoop diamond indentors. For soft materials such as LiF or MgO, etch-pit techniques have been used to show that dislocation slip-bands are associated with impact damage or hardness impressions. These observations naturally suggest that similar deformation accounts for impact impressions in hard materials such as Si, Al₂O₃, and SiC. However, direct evidence for plastic flow in these materials was difficult to obtain, because the dislocations produced by impact are closely confined to the impact site. This close proximity of the dislocations to the plastic deformation was observed for all materials studied (Ge, Si, Al₂O₃, SiC, MgO), but the extent of deformation and the morphology of the cracks associated with the deformation was dependent on the crystal structure. MgO, an ionic crystal, exhibited the most extensive deformation at impact sites; cracks that formed (on 110 planes) in this crystal were always confined within the zone of plastic deformation. Quite the opposite behavior was observed for Si and Ge, which are covalent materials and more brittle than MgO. For these materials, plastic deformation was confined to the near vicinity of the impact site, while cracks propagated relatively large distances into the crystal. The behavior of SiC and Al₂O₃ was somewhat intermediate, the extent of deformation being approximately twice the size of the residual impact impressions. Cracks in SiC and Al₂O₃ propagated beyond the deformation zone and were arrested in materials that was free of dislocations.

A qualitative comparison of this type of erosion damage with that occurring in metals indicates a great similarity for both types of materials with regard to the density and extent of dislocation formation at the impact site (figure 2). For both types of materials, the density of dislocations at the contact site is so high that the crystal structure is severely strained; fruitful examination by transmission electron microscopy is not feasible. Dense tangles of dislocations result in complete scattering of the transmitted electron beam. At the edge of the impact site, the dislocation density drops abruptly to the density characteristic of the undamaged crystal. Ceramics and metals differ in appearance because metals are able to accommodate the mechanical strains resulting from the impacting particle, whereas ceramic materials crack when subjected to high strains. As a consequence, crack formation is normally observed during the erosion of ceramics. In fact, it is this crack formation that normally accounts for material loss during the erosion of ceramics.

Investigations of impact damage by light microscopy and by scanning electron microscopy are useful for revealing the relative extents of fracture and plastic flow. Plastic deformation in ceramic materials is enhanced when particles strike target surfaces at low angles of impingement. Scan-
Atomistic Theories of Crack Growth and Fracture

Edwin R. Fuller, Jr., Robb M. Thomson, and Brian R. Lawn

A structural component that fails by a brittle fracture mode generally involves the growth of an intrinsic flaw, or crack under sustained load until it attains some critical size.

The desire to understand this crack growth and fracture from a fundamental level has provided considerable impetus to the atomistic modeling of crack tips and crack-tip processes. While these models are usually overly simplistic in relation to real structures and materials, they demonstrate the connection between microscopic processes in the crack-tip region and macroscopic fracture parameters; they thereby provide a qualitative framework for considering the complicated phenomena of crack growth and fracture. Only through this fundamental understanding can more realistic models be developed and more quantitative calculations be performed that permit an assessment of crack growth behavior, and accordingly, of component reliability from more fundamental principles.

Our studies in the Center for Materials Science have been to develop atomistic models of a cracked solid, which minimize the mathematical complications that necessitate elaborate computer calculations, yet which contain the essential elements of the fracture process and do not preclude general conclusions. Reconsidering an earlier model of Thomson et al [1], we were able to decouple effectively the nonlinear interatomic interactions in the crack-tip region from the linear elastic interactions in the bulk of the solid [2,3]. This stratagem provides a mechanics model within which the influence of the crack-tip interaction can

---

Figure 3. Impact crater in dense Al₂O₃, 3-5 μm grain size, caused by 150 μm SiC particles at a velocity of 90 m/s and an impingement angle of 15°.
be explored. It was into this framework that we were able to incorporate, again in a simplified manner, the molecular interaction of a gaseous species with the crack-tip atoms to obtain a theory of chemically assisted crack propagation [4, 5].

In the following section we describe the lattice model of a crack we have considered, and indicate how the atomisticity of the problem leads to a number of mechanically stable crack configurations ("lattice trapping"), from which the crack can advance by activation. The final section discusses how a molecular chemical reaction can be incorporated into this mechanics model to give a qualitative model of chemically assisted bond rupture.

**Intrinsic Bond Rupture.** Our atomistic model of a crack in a quasi-one-dimensional solid is shown in figure 1. It consists of two semi-infinite chains of atoms that maintain their rigidity by means of an interatomic interaction. This interaction is modeled as a flexural spring element with force constant $\beta$. The chains of atoms are bonded together by a series of cohesive interactions between the chains, modeled as stretchable spring elements between the atom pairs. To form a crack, we suppose that the first $n$ stretchable elements are ruptured, or stretched beyond their assumed finite range of interaction. We assume further that the remaining cohesive spring elements are in the linear regime of their force-displacement response with spring constant $\alpha$. The one exception is the crack-tip interaction which, by the necessity that it must rupture to advance the crack, must be allowed to be in the nonlinear regime of its response. Transverse opening forces $P$ are applied to the end atoms of each chain to force open the crack.

The total potential energy of this crack system is given by [3]

\[
U = -2Pn_{0} + \beta \sum_{j=1}^{\infty} \left[ u_{j+1} - 2u_{j} \right] + u_{j-1} + nU_{nn} + U_{n}(2u_{n}) + \frac{1}{2} \alpha \sum_{j=n+1}^{\infty} \left[ u_{j} \right]^{2}, \tag{1}
\]

where the first term on the right hand side is the potential energy of the loading system; the second term is the strain energy stored in the flexural bonds; and the remaining terms are the contributions from the cohesive bonds across the crack. These cohesive contributions are, respectively, the total bond energy from the $n$ ruptured bonds, the bond energy of the nonlinearly strained bond at the crack tip, and the linear-elastic strain energy of the remaining cohesive bonds. From a fracture mechanics viewpoint, this potential provides both the driving force for fracture and the resistance force to fracture. The crack driving force is derived from the stored elastic strain energy which is released upon crack advance; whereas, the resistance to fracture is contained in the cohesive bond energy of the crack-tip bonds that must be ruptured to advance the crack.

In contrast to a Griffith continuum analysis, where the fracture resistance is provided by the average cohesive energy required to form the new element of surface, the atomistic treatment reveals a fine structure in this process through the discrete nature of the bond rupture event. To illustrate this atomistic influence, we examine the variation of the system potential energy as the crack-tip bond ruptures. We require, however, that for each crack-tip bond displacement the remaining atoms of the solid are in an equilibrium configuration with respect to this displacement. Necessary conditions for these equilibrium configurations are

\[
\delta_{n} = 2u_{n}, \quad \delta_{n} = u_{n}\delta_{n} = nU_{nn} - \left( P^{2}/6\beta \right) (2n^{3} + 3n^{2}\xi + n) - K\delta_{n} + U_{n}(\delta_{n}) - \frac{1}{2} \alpha (\xi - \frac{1}{2})\delta_{n}^{2}, \tag{3}
\]

where $\xi$ is an elastic coefficient defined by $\xi(\xi - 1) = (2\beta/\alpha)$, and $K = (P/\xi) (n+1)\xi$ is an effective one dimensional "stress intensity factor".

This expression is particularly useful for demonstrating the origin of the atomistic energy barrier to intrinsic bond rupture and crack advance. Focusing our attention on the $n^{th}$ bond, the first two terms on the right hand side of Eq. (3) are constant for a given applied force and will not be considered further. The next term, $-K\delta_{n}$, corresponds to the reduction in potential energy that results from the applied fracture driving force as the crack-tip bond ruptures. The two remaining terms represent the resistance of the system to the rupture of the crack-tip bond. The first of these resistance
Chemically-Assisted Bond Rupture.

An important part of the above construction was that the interatomic potential between the crack-tip atoms was effectively decoupled from the interactions of the remainder of the solid. Accordingly, this construction provides a mechanics model whereby an arbitrary bond-rupture reaction can be studied in an equivalent linear elastic continuum of crack-tip stiffness \( \alpha \left( \frac{\xi - 1}{2} \right) \). An appropriate crack-tip reaction to consider is a bimolecular chemical reaction. It provides a qualitative model for understanding stress corrosion cracking in a gaseous environment.

We begin by reviewing the energy surface for a bimolecular chemical reaction of two free molecules (similar to Lawn and Wilshaw [6]). Consider the reaction depicted in figure 3 where a gaseous molecular \( A_2 \) interacts with the crack-tip bond \(-B-B-\) to form the product molecule \( A-B- \). Several possible potential energy surfaces for this four-atom complex are depicted in figure 4 as a function of the \(-B-B-\) bond displacement. We assume that the \( A-A \) atoms arrange themselves in the most energetically favorable position for each value of the \(-B-B-\) bond displacement. Comparison of curve (1) with curves (2) or (3) show that the presence of the \( A_2 \) molecule makes it easier to dissociate the \( B \) atoms. Generally this reaction occurs with an activation energy barrier that could result, for example, from the repulsive interaction of the polar component of the \( AB \) molecule. If the reaction is endothermic, the final state of \( 2AB \) is metastable with respect to that of \( A_2 + BB \), and the reverse is true for exothermic reactions.

The procedure for inserting this chemical reaction, via a modified cohesive force law, into the constraint of a lattice crack is the same as that used in the construction of figure 2b. The initial and final equilibrium configurations now correspond to nonreacted and reacted (adsorption) states of the bond, respectively. The unstable configuration relates to the activated complex of the reaction. The exact influence of the chemical reaction on the rupture of the crack-tip bond depends on the details of the chemical reaction and its activation barrier. Various possibilities have been considered in a recent manuscript [7]. The main effect of the chemical reaction is to further bias the intrinsic activation energy barrier and to allow crack growth to occur at a lower applied stress. Another important conclusion is that the thermo-dynamic surface energy, which determines the thermodynamic condition for crack propagation, is also lowered to that of the chemically reacted surface.
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Neutron Diffraction Profile Analysis and the Structures of Electronic Ceramics

Antonio Santoro and Robert S. Roth, Reactor Radiation Division

In recent years it has become evident that certain crystalline phases allow cations and anions to move through the crystal structure of which they are part much more quickly than had previously been believed possible. Such materials, which include, for example, sodium β-alumina and cubic stabilized zirconia, are often called “super-ionic conductors.” In an effort to better understand the mechanisms involved in super-ionic conductivity, the phase equilibria, crystal chemistry, and crystal structure of these materials are being examined in laboratories throughout the world. In fact, only a thorough understanding of the possible mechanisms of conduction in different types of conductors will enable a more accurate prediction of properties and allow the researchers to tailor-make solid ionic conductors for specific applications in batteries, fuel cells, etc.

The two most promising classes of possible ionic conductors have O\(^{-2}\) and Li\(^{+}\) ions as the mobile species. Conventional oxygen ion conductors have the fluorite-type structure with oxygen vacancies, and the conduction involves some type of hopping mechanism through the vacancies. However, it has been found that a new group of compounds based on the scheelite- and BaMnF\(_4\)-type structures may accommodate oxygen ions in interstitial positions which then become the vehicle for the ionic conduction. On the other hand, the Li\(^{+}\) containing materials have structures with channels sufficiently large to permit the motion of the conducting ions.

A problem associated with the study of compounds of the type mentioned is related to the fact that heavy and light atoms are present simultaneously in the structures. It follows that x-ray diffraction cannot lead to an accurate knowledge of the atomic distribution, and neutron methods are the only alternative. In addition, many of the materials of interest cannot be prepared as single crystals of sufficiently large size for single-crystal work and have to be analyzed by powder diffraction. Because of the random orientation of the crystallites in a powder,
the three-dimensionally diffracted intensities are collapsed into a monodimensional distribution, which results in a loss of information about the spatial properties of the crystal, and, if overlapping of the diffracted lines occurs, about the intensities associated with each set of crystallographic planes. The lost information can be partially recovered if the powder patterns are measured with diffractometers of high resolution, and if, instead of using integrated intensities in structural refinements, one fits the entire observed profile with one calculated in terms of a plausible model of the structure ("Rietveld Method," or "Profile Analysis").

Not surprisingly, the application of the method of profile analysis in the U.S. and in foreign laboratories has become increasingly important in the study of a wide class of polycrystalline materials, and numerous improvements of both the experimental techniques and data refinement methods have been proposed or applied. In the past few years, scientists and technicians at the NBS reactor have established the forefront capability in the U.S. in the methods and applications of neutron diffraction-profile analysis and have developed a new multidetector high resolution diffractometer for profile analysis studies.

With this facility, illustrated in figure 1, five counters are used simultaneously. The resulting gain in intensity may be used to reach an instrumental resolution such that the natural broadening due to the physical conditions of the sample becomes observable and constitutes the predominant factor in determining the width of the diffracted lines.

At the NBS reactor, studies of possible ionic conductors are underway as part of a collaborative effort between scientists of the Reactor Radiation Division and the Ceramics, Glass, and Solid State Science Division. Compounds with both O⁻² and Li⁺ ions have been, or are being, examined with powder neutron diffraction. The structures of CeNbO₄, CeTaO₄, and NdTaO₄ have been well refined so that reasonable conjectures can be made about the relationship between the stochiometric and the oxygen-rich phases obtainable by oxidation of some of these compounds. Similarly, the structures of LiNb₂O₆, M-LiTa₂O₇, and Ta₅W₂O₁₅ have been accurately measured as part of an attempt to determine the still unknown positions of the Li⁺ ions in the structure of H-LiTa₂O₅. As an example of the results obtained in these studies, the calculated and observed profiles for the structure of LiNb₂O₆ are compared in figure 2.

More recently, it has become apparent that the structures of many ionic conductors are modulated. Modulation, for example, has been clearly established in CeNbO₄, and there are good reasons to believe that it is also present in H-LiTa₂O₅. Little is known about modulated structures, and even their definition is still being debated. We may define modulation from a strictly crystallographic point of view in the following way:

We may say that a structure is "modulated" when it has one or more structural "features" having a periodicity which is "inconsistent" with, or "incommensurate" with respect to, the periodicity of the bulk of the structure. When this condition occurs, the ratio of the two periods is not a rational number (perhaps, we should say that this ratio is not "a simple" rational number). The "features" which cause the modulation may be: 1) positional in nature (i.e., shifts from the positions that one or more atomic species would have if the structure were unmodul-

![Figure 2](image.png)
Pressure is beginning to take its rightful place beside temperature as an important research variable in the quest to understand the nature and behavior of matter. Two developments at NBS are chiefly responsible for the recent blossoming of high pressure science: (1) the capability to generate very large static pressure and (2) the capability to measure it. As a result of these two milestones, the discovery of new phases and properties of materials, new insights into the physics of condensed matter systems, the synthesis of new materials, and the opportunity to test experimentally theories which previously could be considered little more than interesting conjectures have all become possible. A steady flow of refinements and new applications are now being developed in our laboratory. Other developments can be found in the current scientific literature.

In the past, the direct generation of pressures by applying a known force to a known area required the costly construction of a large apparatus and a considerable effort to operate it successfully. The development of the diamond anvil pressure cell (DAPC) at the National Bureau of Standards surmounted these difficulties. The NBS pressure device obtains large pressures by using small areas, the substance to be studied is placed between two diamonds (see figure 1). When the diamonds are squeezed together with a moderate force, a large pressure is transmitted to the substance because of the small area presented by the faces of the diamonds. The resulting apparatus (see figure 2) is compact, small enough to be held in one hand, relatively inexpensive, easy to operate, and readily adaptable to existing measurement equipment. Furthermore, the diamonds provide optical and x-ray access to the stressed sample. The result has been an increase in the number of experiments that can be performed at high pressure. Previously, work was restricted primarily to compressibility studies, pressure-volume-temperature relations, and electrical resistance measurements. The DAPC adds microscopic observations, infrared spectroscopy, x-ray studies, and, most recently, viscosity measurements.

Quantitative use of pressure in research requires both a means to generate the pressure and a means to measure it. Pressure is force per unit area, and hence if a known force is applied to a known area, the pressure is easily computed. This direct method of pressure determination was the basis of early pressure devices, but severe problems in accuracy develop above about 3.0 GPa. Consequently, secondary pressure standards are required for most of the work at high pressure.

Fortunately, a very useful, rapid,
The impact of the ruby scale on high pressure research with the diamond anvil cell is indicated in figure 3. The curve is the result of a survey we made of the scientific literature from 1960 through 1978. After the introduction of the DAPC in 1959, activity increased slowly for a few years, but without a quantitative knowledge of the pressure, interest was limited. However, after the introduction of the ruby pressure scale in 1972 and its calibration in 1975, a dramatic increase occurred in research activity which has not yet reached its peak.

Among the recent advances associated with the increasing activity have been the applications of x-ray energy dispersive and single crystal techniques. We have, for example, carried out with F. Maurer of NBS a detailed study of factors affecting intensity and resolution in energy dispersive powder diffraction in order to optimize the experimental conditions for obtaining x-ray diffraction data with the diamond anvil cell. The factors studied included size and intensity distribution of the white radiation source, absorption in the diamonds, beam divergence and particle size of the sample, as well as collimator and slit system design. Improvements in equipment and techniques have led to obtaining better data in less time, and thus have enhanced NBS capabilities for high pressure crystallographic studies.

As examples, we discuss our results on CuCl, CdS, and ice VII. The behavior of CuCl under pressure has received much attention recently, prompted by the reports that it undergoes a transition to a metallic state at about 4.0 GPa. Further, anomalies in compressibility, resistivity and magnetic susceptibility in the pressure range of 4.0 GPa and in the temperature range 4.2 K to 300 K have been reported, and the existence of superconductivity has been postulated for the anomalous diamagnetic behavior.

The pressure dependence of the electrical resistance of CuCl to pressures up 14.0 GPa was measured using our recently developed two-probe method adapted to the diamond anvil
Ila single approximately 2.3 wa: = dependent m from S,N dielectric-transition in 38x493 also made samples. We show results with and resistance measurements, and new techniques, indicating a V/V of 26 percent and a shortening of the O-O bond distance from 29.06 nm to 26.38 nm. There is a sharp break in the compressibility at approximately 15.86 GPa with very little change in A_0 (30.52 to 30.35 nm). This probably indicates that the repulsive forces become highly significant.

At the request of Waterleit Arsenal we are studying the electrical and structural properties of CdS as a function of pressure and temperature. The semiconductor-conductor transition has been measured electrically, by energy dispersive x-ray diffraction, and observed microscopically. The transition is dependent on particle size purity. Single crystals transform at 2.65 GPa, while powders transform at 3.25 GPa. Interestingly, the slope ΔP/ΔP_trans is negative. At 100°C, the transition occurs at 2.49 GPa and at -44°C, the transition is at 3.24 GPa. All measurements were performed in a 4:1 methanol-ethanol solution and were therefore hydrostatic.

We also made x-ray diffraction measurements above and below the CdS transition. The transition is from the zincblende structure where each atom is tetrahedrally coordinated to the sodium chloride structure where each atom is octahedrally coordinated. Preliminary results indicate that the low pressure phase has a volume compression of -3.1 percent to the transition and an additional -19.3 percent upon transforming to the high pressure form.

The compressibility of S_N_1 was studied with J. K. Stalick of NBS at a pressure of 4.2 GPa through use of a new type of diamond anvil pressure cell designed for single-crystal x-ray studies. A single crystal of S_N_4 was first mounted on a glass fiber and the unit cell determined by centering 15 reflections on the Syntex diffractometer. The cell parameters of the monoclinic unit cell (α = 87.91(1), b = 71.73(13), c = 87.06(1) nm; β = 92.47(1)°, numbers in parentheses represent uncertainty in the values) agree with those obtained from a single crystal placed within the pressure cell with no external pressure applied. Unit cell data were also determined at pressures of 1.3, 3.0, 3.7, and 4.2 GPa. At 4.2 GPa, the cell parameters decrease to α = 81.56(21), b = 66.67(5), c = 81.62(8) nm; α = 89.93(7), β = 91.74(16), γ = 89.90(15)°. The volume of the unit cell decreases from 5.481(2)×10^5 nm^3 to 4.437(13)×10^5 nm^3, a reduction of 19 percent, while the a and c axial lengths become equal within the accuracy of the measurements. The monoclinic metric symmetry is retained to 4.2 GPa.
Since the diamond anvil cell places no restrictions on the acquisition of data, especially with respect to angle, a theoretical investigation is being conducted to examine the consequences of these limitations for radial distribution function analysis. The method of investigation is to form a comparison of the reliability of various computational procedures and to construct the comparison as a function of the degree of data limitation. An exact set of data having an exactly known adiabatic distribution function is used so that the absolute error can be determined in each case.

The recently developed diamond anvil cell falling-sphere viscometer has been utilized to measure the pressure dependence of the viscosity of stable and metastable n-butyl chloride (see figure 4). This substance was chosen as a cooperative intra-NBS investigation of metastable states of matter. The equilibrium freezing pressure (2.3 GPa) and the glass transition pressure (4.2 GPa) were determined at room temperature by separate measurements to identify the region of metastability (2.3 GPa ≤ p ≥ 4.2 GPa) (see figure 5). The viscosity was then obtained by starting at a pressure of 1.94 GPa. This transport property was found to vary smoothly through the transition from the stable to the metastable state.

The viscosity results for n-butyl chloride were also used in conjunction with the critical point viscosity model,

\[ \eta = A(1 - P/P_c)^{-\nu} \]

where \( \eta \) is the viscosity, \( P_c \) is the glass transition pressure, and \( A \) and \( \nu \) are other parameters. Use of the model makes it possible to obtain a reasonable estimate of the glass transition pressure if the viscosity as a function of pressure is known for sufficiently high pressures. Values of \( P_c \) have thus been determined for n-butyl chloride, 4:1 methanol-ethanol, and isopropyl alcohol, and the results have been used to confirm the ruby line-broadening method of determining glass transition pressures. For the noted liquids, the model yields, respectively, 4.6, 10.2, and 5.1 GPa for \( P_c \), and the ruby method yields 4.2, 10.4, and 4.5 GPa.

In addition to confirming the line-broadening method of finding \( P_c \), the viscosity model might prove to be useful for describing the properties of lubricants. Since lubricants are used under conditions of widely varying stresses, the value of the exponent in the viscosity model could be important for evaluating the ability of a lubricant to respond to the changes in the stress. The unusual magnitude of the critical exponent also presents a challenge to theoreticians in this field.

The temperature dependence of the glass transition in 4:1 methanol-ethanol was determined by the ruby line broadening method. At -48 °C the glass transition is 5.65 GPa yielding \( \Delta P_c / \Delta T = 0.68 \) GPa per degree. This value agrees with values obtained at lower pressures for other alcohols.

**Piezoelectricity and Pyroelectricity in Poly(vinylidene fluoride)**

Martin G. Broadhurst and George T. Davis, Polymer Science and Standards Division

In the past ten years polymer transducers made of poly(vinylidene fluoride) (PVDF) have been discovered and accepted as reliable, practical and unique measurement devices. NBS was involved in early developments in this field and demonstrated a variety of applications such as intrusion and fire detectors, laser beam profile measurement devices, absolute radiometers, hydrophones, etc. NBS work has stimulated commercial development of transducer devices and their application to measurement problems throughout government.

During this period, we were particularly involved in establishing a broad description of the basis of piezoelectricity and related phenomena in PVDF. This knowledge was needed to guide optimization of the effects and define reasonable limits on how much could be expected from these devices. In the following, we present a general description of the molecular structure of PVDF, show how a simple piezoelectric model was developed and successfully tested, and describe the important consequences of this development.

**Microscopic Details of PVDF**

PVDF crystallizes from the melt into spherulitic structures. Figure 1 is a photomicrograph of a melt-crystallized PVDF film taken between crossed polaroids. The volume fraction of crystalline material is typically about 50 percent, depending on thermal history. Most of the uncrystallized molecules are in a metastable supercooled liquid phase. The glass transition temperature for this liquid phase is around -50 °C.

We assume, as shown in figure 2, that the spherulites consist of stacks of lamellae which grow outward from the center of the spherulite. These lamellae
are typically 10-20 nm thick, depending on crystallization conditions. The molecular chains are approximately normal to the large lamellae surfaces and to the radii of the spherulites. Much of the liquid material is probably located between the crystalline lamellae. That is, a typical region (figure 2) consists of parallel layers of alternating crystal and liquid material, each layer of the order of 10-20 nm thick. Of course, on a larger scale one expects the usual stacking faults, grain boundaries, and other course defects typically found in a polycrystalline solid. Since the molecular lengths are of the order of 100 times the lamellae thickness, each molecule must pass many times through one or more of the crystal layers and is free to assume flexible and irregular configurations in the liquid layers.

PVDF is inherently polar (figure 3). The hydrogen atoms are positively charged and the fluorine atoms negatively charged with respect to the carbon atoms in the polymer. In the liquid phase, the molecules continually change shape due to rotations about carbon-carbon bonds.

The net dipole moment of a group of molecules in a liquid region will be zero in the absence of an applied electric field because of the random orientations of individual dipoles.

In the crystal phase, certain regular molecular conformations are energetically favored for crystal packing. Viewed down the molecular chain, four such conformations are shown in figure 4. All four crystal structures are long lived (whether stable or metastable) at room temperature, and three have polar unit cells. That is, a crystal of polar $\alpha$, $\beta$, or $\gamma$ phase has a net dipole moment. Crystal phase transformations can occur through mechanical stretching, high temperature annealing or application of large electric fields. In addition to phase changes, changes in orientation of the crystal moment can occur in large electric fields. The field induced changes in orientation and phase occur by rotations about carbon-carbon covalent bonds, or by rotation of molecular segments about their long axes, or both. The driving force is the decrease in the applied field-molecule dipole interaction energy which is extremely large. A typical molecular segment in the crystal has a dipole moment of roughly $2 \times 10^{-28}$ Cm (70 Debye). The energy of interaction between it and a field of $10^6$ Vm$^{-1}$ is several times the thermal energy at room temperature and comparable to the energies needed to rotate molecules in the crystal phase. Thus PVDF is truly ferroelectric, but with the poling alignment caused by VanderWaals forces rather than dipole-dipole force and with a Curie temperature well above the melting range (170-200 °C) of the various crystal phases.

Model for Piezoelectricity

The preceding established the existence in PVDF of polar crystals preferentially aligned by an applied field so that a PVDF film has a net electric moment. The charge on the film due to aligned dipoles is the product of the polarization (dipole moment per unit volume) and area.

$$Q = N_{\mu_0}(\epsilon_0 + 2) <\cos \theta_0>/3L_0 \quad (1)$$

![Figure 1](image1.png)  
**Figure 1.** Photomicrograph of a rapidly cooled melt of commercial unoriented PVDF between crossed polaroids.

![Figure 2](image2.png)  
**Figure 2.** A schematic diagram of a spherulite and a detail of a section emphasizing the lamellar structure of the radiating branches.
where \( N \) is the number and \( \mu_0 \) the vacuum dipole moment of the dipoles, \( \psi_0 \) the angle between the dipoles and the normal to the film, \( l \) the film thickness and \( \epsilon_0 \) the permittivity of the crystal. All of these quantities are measurable.

As a beginning, we asked what the effect of temperature and pressure will be, assuming the dipoles remain orientationally frozen—the simplest possible case. This question does not preclude other possible effects, but we will at least take into account a very basic effect before looking for more subtle mechanisms. Most workers in this field have begun with special mechanisms such as special space charge distributions, changes in the molecular conformations or orientations, etc., without first eliminating thermal expansion and compressibility effects. This neglect is due in part to the relative unimportance of volume expansion in inorganic piezoelectrics.

Taking the temperature and pressure derivatives of the surface charge on the PVDF film and assuming no change in \( \mu_0 \) or the mean dipole orientation, we obtain the hydrostatic piezoelectric constant \( d_p \) and pyroelectric coefficient \( p_\gamma \).

\[
d_p = \rho_0 \beta_0 \left[ -\frac{1}{3} (\epsilon_0 - 1) + \frac{1}{2} \phi^2 \gamma_0 \frac{2}{\epsilon_0 - 1} \right],
\]

\[
p_\gamma = -\rho_0 \gamma_0 \left[ \frac{1}{3} (\epsilon_0 - 1) + \frac{1}{2} \phi^2 \gamma_0 \frac{2}{\epsilon_0 - 1} \right] \frac{(1 \ln l_0) + (1 \ln v_0)}{1 \ln v_0}
\]

where

\[
P_0 = \Phi (\epsilon_0 + 2) N \rho_0 J_0 (\phi_0) \langle \cos \theta_0 \rangle / 3 v_0
\]

\( v_0, \beta_0 \) and \( \alpha_0 \) are the crystal volume and its pressure and temperature coefficients of expansion, \( \phi_0 \) and \( \gamma_0 \) are the amplitude of thermally induced dipole librations and associated Gruneisen constant, \( \Phi \) the crystal volume fraction and \( J_0 (\phi_0) \) a zeroth order Bessel function of the first kind.

Independent experimental values were used to evaluate the right hand side of eq. (2) and eq. (3) without adjustable parameters and the results are shown in figures 5 and 6 together with data obtained at NBS.

Figure 3. Molecular model of PVDF in the all-trans conformation found in the \( \beta \) crystal phase. The backbone is composed of carbon atoms, the spheres represent fluorine atoms and the hydrogen atoms, if shown, would appear at the ends of the "sticks" which represent chemical bonds.

Figure 4. Projection of four crystal structures of PVDF viewed along the molecular axes. Dipole moments are shown by arrows.
These results show that without changing the number of dipoles, vacuum dipole moment or dipole orientation, essentially all of the observed piezoelectric and pyroelectric response of PVDF is accounted for. Additional mechanisms connected with transport of space charge, stress dependent reversible crystallization, molecular rotations, etc., appear unjustified by the data.

Significance of this Development

Based on the above mechanism of piezoelectricity in PVDF, we can make some very strong statements about the optimization and limitations of this material.

1. Present PVDF has about half the theoretical maximum polarization, so that improvements in performance are expected to be small.

2. To find a “better” polymer than PVDF, one needs to have a dipole with a smaller volume and larger moment than the compact (CF₂-CH₂) group.

3. Increasing the crystal to amorphous volume fraction can increase $P_e$, but will decrease sample compressibility and expansion coefficient with small net gain. Some increase in compressibility can result from incorporating small voids in the specimen.

4. Use of the polymer is limited to temperatures below the melting point. Increased stability can be expected from increasing the crystal lamellar thickness and thus reducing the ratio of fold surface area to crystal volume.

5. Moisture and moderate amounts of ionic impurities have negligible effect on the performance of PVDF.

6. Piezoelectricity and pyroelectricity in PVDF are directly related to the compressibility and expansion coefficient so that both effects will exist together.

7. The phase having the largest dipole moment will be the most active phase.

These conclusions give confidence in the dependability of PVDF transducers used within the stated limitations and provide firm guidance in the optimization of transducer processing and polymer modification efforts.

Electrochemical Noise Measurements: A New Measurement Technique for Diagnosis and Study of Localized Corrosion

Ugo Bertiocchi, Chemical Stability and Corrosion Division

Fluctuations in the electron potential and/or current of corroding electrodes are giving information on the breakdown and repair of protective films and are being studied as a possible means of detecting the output of localized corrosion. Iron and aluminum in solutions that can cause pitting were examined. A large increase of noise signal was detected when pitting occurred.

The detection and analysis of the fluctuations in current and potential of electrodes, which are generally called electrochemical noise, are receiving increasing attention in electrochemistry as a means for the study of some aspects of electrode kinetics [1] and are also being applied to the field of corrosion, where the method has the potential to be a useful tool, particularly for the detection of localized corrosion [2].

In the area of electrode kinetics, one of the advantages is that there is no need to apply an external signal to the system under study. The analysis of the experimental results, however, still requires further development of the mathematical models necessary for interpreting the results. As far as localized corrosion is concerned, the examination of the characteristics of the deviations from the average values of the electrode potential and current can give insight in the processes of formation of protective films and their breakdown and might be able to signal the onset of pitting when the average corrosion rate is still low.

A number of techniques can be employed to characterize the electrochemical noise. My main effort has been directed toward looking at the signals...
in the frequency domain, through use of a spectrum analyzer. In order to minimize interference, some instruments are battery operated, and electromagnetically shielded as well as protected from mechanical vibrations. The level of instrumental noise often limits the electrochemical systems that can be examined, thus, reduction of such noise is of paramount importance in these studies.

For the purpose of studying corrosion processes, it is often convenient to control the potential of the electrode under study. This is accomplished by means of a potentiostat. Commercial instruments, however, tend to introduce noise of unacceptable levels into the circuits, preventing the study of the signals of interest. For this reason, I developed a special low-noise potentiostat with the cooperation of the Special Analytical Instrumentation Group, Center for Analytical Chemistry. The instrument is designed for the detection of fluctuations in the frequency range between 0.1 and 2000 Hz. The internal noise is of the order of \(3 \times 10^{-8} \text{ V/} \sqrt{ \text{Hz}} \). Figure 1 shows the noise current produced by the potentiostat on different resistive loads. With such an instrument, current fluctuations in the nA range, caused by changes in the electrode characteristics, can be detected above the instrumental noise.

Noise measurements are now being made on various electrodes in order to gather phenomenological information about the noise levels generated by different electrochemical processes and to test the range of usefulness of the apparatus we have developed. For instance, I studied, as examples of low-noise processes [3], the deposition of copper and nickel.

Because it is an electrode system of interest in corrosion science, I examined the Fe electrode in a neutral borate solution with a small amount of chloride added. The voltage noise under galvanostatic conditions was much larger when the electrode was polarized anodically. As shown by the spectra in figure 2, the noise levels increased by more than a factor of ten when the electrode was above the pitting potential. Correspondingly, observation of the voltage signal as a function of time revealed sudden bursts of oscillations which were probably related to the formation of pits.

Another system I examined was Al in a boric acid: sodium metaborate mixture with and without addition of a small amount of NaCl. In the chloride-containing solution, which is known to cause pitting if the potential is raised approximately above —700 mV vs SCE (Saturated Calomel Electrode) [4], the spectra obtained below and at the pitting potential are shown in figure 3, together with the voltage spectrum.

By dividing the voltage by the current at each frequency, a plot of the absolute impedance \(Z\) of the electrode as a function of the frequency can be constructed. Figure 4 shows such a plot. Here again, the onset of pitting is marked by a fundamental change of the impedance at low frequency. When pitting does not occur, the random fluctuations in the current density are the system response to the voltage noise input, and the electrode behaves

---

**Figure 1.** Current spectra recorded in potentiostatic conditions on different resistive loads.

**Figure 2.** Voltage spectra iron in borate solution with chloride added. (a) anodic +1050 mV versus SCE; (b) anodic +750 mV versus SCE; (c) open circuit —280 mV versus SCE. Spectra are an average of 16 spectra.

**Figure 3.** Voltage and current spectra for aluminum in borate solution with chloride added below and at the pitting potential. Current density (a) —650 mV versus SCE; (b) 800 mV versus SCE. Dashed line is voltage.
like a capacitor of about 0.3 \( \mu \text{F/cm}^2 \). Above the pitting potential, the noise current increases more than two orders of magnitude, and the impedance plot cannot be explained except as being caused by fluctuations of the electrode current, independent of the applied voltage signal.

The detection of the current noise is a good indication of the beginning of pitting, and the large fluctuations observed are probably due to hydrogen evolution from the pits [5]. I found the onset of the large current noise to be reproducible within 20 mV.

The noise current, which can be accounted for by oscillations of the order of a few percent of the average dc current, is the sum of several contributions; however, it can be shown that the two major ones are caused by fluctuations of the electrode resistance from the breaking of the protective film and the fluctuations of the double layer capacitance caused either by changes in surface area or in the thickness of the insulating film. At the moment, it is not possible to decide whether the noise is due more to the faradaic or to the capacitative current. However, the increase in impedance at higher frequency indicates that the capacitative term is probably negligible above about 100 Hz. These results suggest that a dynamic breaking and repairing of protective films on the metal surface are responsible for the signals observed.

This work should thus provide new insights into the basic processes that control corrosion and, in so doing, also offer a new and more effective tool for detecting, characterizing, and measuring various forms of localized corrosion such as pitting.
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Migration Models For Polymer Additives

*Isaac C. Sanchez, Shu Sing Chang,* and *Leslie E. Smith, Polymer Science and Standards Division*

An important problem in food packaging is the absorption into food of chemicals present in the packaging material. For the past two years, the Polymer Science and Standards Division has been studying the migration of additives from polymeric packaging materials to food simulating solvents. This study has been carried out under the aegis of an interagency agreement with the Bureau of Foods of the U.S. Food and Drug Administration. Our primary goal in this research program has been to develop a migration model which can be used as a guide for the food packaging industry and serve as a sound scientific basis for FDA regulatory decisions.

Initially our research has focused on a class of polymers called polyolefins. These polymers, of which polyethylene is the prototype, represent the majority of plastics used in food packaging applications. Most polyolefins are semicrystalline, with the glass transition temperature of the amorphous component below room temperature. For such polymers migrations of additives at room temperature often follow simple Fickian kinetics.

We have found a "migration decision tree" (MDT), as shown below, to be a useful device in focusing attention on the specific technical questions that must be answered when evaluating migration. The basis for the MDT is that migration can be limited by any of four physical factors:

1) initial loading of additive
2) solubility of additive in food (simulating solvent)
3) equilibrium partitioning of the additive between food and package
4) diffusion.

Non-Diffusion Limited Migration

The maximum permissible amount of migration of a particular additive is
Migration Decision Tree

Given: Packaging plastic (mass $M_p$) containing $M_0$ gram of additive.
Compare: Migration of additive into a food simulating solvent of mass $M_s$ to the maximum permissible dose or concentration $C^*$:

$$C^* = \frac{M^*}{M_s}$$

- $M_0 < M^*$
  - Acceptable Migration (load limited)
  - $S < C^*$
    - Acceptable Migration (solubility limited)
  - $S > C^*$
    - Determine: Solubility ($S$) of additive in simulating solvent

- $M_0 > M^*$
  - Determine: Is migration limited by partitioning of additive between solvent and plastic?
    - Residual concentration of additive in plastic must be greater than
      $$C = \frac{(M_0 - M^*)}{M_p}$$
    - Since the partition coefficient $K$ is greater than $S$, the ratio $C^*/C$ is compared with $S$:
      $$S < \frac{C^*}{C}$$
      - Estimate or determine: Additive polymer interaction parameter $X^\infty$
      $$\ln K = \ln S + X^\infty + 1$$
      - Equilibrium extraction:
        $$M_\infty = \frac{M_0}{1 + M_p/KM_s}$$
      - $M_\infty < M^*$
        - Acceptable Migration (partition limited)
      - $M_\infty > M^*$
        - Estimate or determine: Diffusion coefficient $(D)$ of additive in polymeric film

- $M_1 < M^*$
  - Acceptable Migration (diffusion limited)

- $M_1 > M^*$
  - Unacceptable Migration
determined from its toxicology. This amount is presumed known and is usually expressed as a maximum allowable concentration of the additive in the food (C*).

It is obvious that any level of migration is acceptable if the initial loading of additive to the plastic package is small enough so even if all the additive migrates to the food, its concentration level will never exceed C*. This is the first branch of the MDT.

It is also obvious that if the solubility (S) of the additive in the food simulating solvent is limited and S<C*, then migration will always be within acceptable limits. This is the second branch of the MDT.

If the migration is neither load nor solubility limited, then it may be limited by partitioning. At very long times, the additive will equilibrate or partition itself between the food simulating solvent and plastic package. A residual amount of additive is always retained by the package. An example of partitioning is shown in figure 1 for the migration of radiolabeled (carbon-14) n-octadecane from low density polyethylene to a 50/50 ethanol/water mixture. Notice that more than 80 percent of the original amount of additive is retained by the polyethylene. (In this example the ratio of solvent to polymer is about 100.)

At equilibrium, the ratio of additive concentration in the solvent to its concentration in the plastic is called the partition coefficient, K. We have shown [1] that if the additive has only limited solubility in the food simulating solvent, then the relationship between the partition coefficient and the solubility is given by:

$$\ln K = \ln S + \chi^\infty + 1$$  \hspace{1cm} (1)

where $\chi^\infty$ is a parameter (a reduced chemical potential) which characterizes the thermodynamic interaction at infinite dilution of the additive with the plastic packaging material. The parameter is also related to the volume fraction activity coefficient ($\gamma^\infty$) at infinite dilution by [2]

$$\ln \gamma^\infty = \chi^\infty + 1$$  \hspace{1cm} (2)

Combining eqs. (1) and (2), we obtain the simple result

$$K/S = \gamma^\infty$$  \hspace{1cm} (3)

Experimental values of $\chi^\infty$ are conveniently measured by inverse gas chromatography [3]. For non-polar additives and non-polar polymers, $\chi^\infty$ is invariably positive and usually falls in the range:

$$0 < \chi^\infty < 2$$

Positive $\chi^\infty$ values are indicative of an unfavorable thermodynamic interaction between additive and polymer. Values of $\chi^\infty$ larger than 2 can occur when:
1) the additive/polymer combination is polar/non-polar and/or
2) the additive is large in size.

Positive $\chi^\infty$ values imply through eq. (1) that

$$K > S.$$ 

In figure 2 measured values of $K$ and $S$ are compared for the migration of radiolabeled n-octadecane from high density polyethylene to various ethanol/H2O mixtures.

Direct experimental determinations of K or $\chi^\infty$ are difficult and time consuming. However, K can be easily estimated by eq. (1) from a known solubility and a theoretically estimated $\chi^\infty$. Theoretical methods of estimating $\chi^\infty$ are available [2], but even this calculation can be avoided by assuming that $\chi^\infty$ has a worst case value of 2 (or larger). Using the definition of the partition coefficient, the amount of additive that will migrate at infinite time ($M_\infty$) can be calculated as shown in the third branch of the MDT.

Equation (1) is based on the assumption that the food simulating solvent is not absorbed by the plastic package. If the solvent is absorbed, then an appropriate correction can be made [2]. Fortunately, in most cases where partitioning is an important consideration, solvent absorption is not. For example, polyolefins do not appreciably absorb water or alcohol and it is usually aqueous and alcoholic food stuffs for which partitioning is important.

**Diffusion Limited Migration**

If migration is not load, solubility, or partition limited and the maximum

![Figure 1. Migration of n-C18H38 from LDPE into 50/50 ethanol/water mixtures at 60 °C.](image1)

![Figure 2. Partition coefficients of n-C29H58 between PDPE and ethanol/water mixtures and solubilities of n-C29H58 in ethanol/water at 60 °C.](image2)
shelf-life of the packaged food is much shorter than the time required to achieve equilibrium partitioning, migration may be diffusion limited. For simple Fickian diffusion from a plastic sheet of thickness \( t \) to an infinite reservoir of solvent, the amount of migration at time \( t \) can be estimated from the following equation [4]:

\[
\frac{M_t}{M_\infty} = 4(Dt/\pi F)^{1/2} \tag{4}
\]

where \( D \) is the diffusion coefficient of the additive in the plastic sheet. For Fickian diffusion, \( \frac{M_t}{M_\infty} \) is linear in \( t^{1/2} \) for \( \frac{M_t}{M_\infty} \) values up to about \( t^{1/2} \). For longer times eq. (4) overestimates the amount of migration. As shown in the fourth and final branch of the MDI, if the maximum shelf-life of the packaged food is known, then the maximum amount of diffusion limited migration can be calculated. (For a finite solvent reservoir, \( M_\infty \) is replaced by \( M_\infty \) in eq. (4)).

Most of our migration experiments from polyethylene (PE) have exhibited small departures from ideal Fickian behavior. The most common deviation is illustrated in figure 3 which shows the migration of the normal alkane \( n-C_{32}H_{66} \) from PE to heptane and to ethanol. The migration curves tend to be slightly sigmoidal in character rather than completely concave to the time axis as is characteristic of Fickian diffusion. This positive deviation, which is an unexpected acceleration of migration, is thought to be caused by the absorption and swelling action of the food simulating solvent. To test this conjecture, migration experiments were performed on high density PE containing radiolabeled \( n \)-octadecane in contact with unlabeled \( n \)-octadecane as solvent. In one experiment the PE was saturated with the labeled \( C_{18} \) (about 5 percent by weight). In this kind of experiment solvent absorption effects are completely absent because the PE is already fully swollen. This experiment was compared with one in which the PE was only partially swollen with labeled \( C_{18} \) (1 percent by weight). The results are shown in figure 4. As can be clearly seen, simple Fickian kinetics are observed for the fully swollen sample whereas a positive deviation is observed for the partially swollen sample.

Although solvent absorption would appear to cause migration to deviate from ideal Fickian behavior, this deviation is relatively unimportant compared to the effect that solvent absorption has on the absolute value of the diffusion coefficient. In figure 3 \( n-C_{32}H_{66} \) has an apparent diffusion coefficient in low density PE that is about 30 times larger in heptane than in ethanol.

Use of eq. (4) for migration assumes that diffusion in the plastic package is rate controlling. This is not always the case. Our experiments have shown that when the solubility of the additive is very low in the food simulating solvent \( (K<1) \), migration often follows a \( t \) rather than a \( t^{1/2} \) law. This behavior can be seen in figure 1 where the initial slope of the migration curve is approximately unity. Under conditions of low solubility and solvent stirring, diffusion of the additive through the relatively stagnant boundary layer surrounding the polymer sheet can become rate controlling. We have shown that a linear \( t \) law is consistent with boundary layer limited diffusion. We are currently working on a more general theoretical model that will bridge the gap between polymer limited and boundary layer limited migration.
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even program offices have been established within NML to focus diverse technical activities on specific problems and goals. These offices fund, coordinate, and direct efforts in all NML and several NEL (National Engineering Laboratory) technical centers. Thus, they draw on expertise in many scientific disciplines to meet national needs for measurement services and data. The offices can be readily separated into two distinct categories: 1) those based on traditional outputs fundamental to the NBS mission and related to general, ongoing national needs; and 2) those that deal with topical areas and direct NBS expertise in measurement science toward solving specific current problems.

Into the first category fall offices managing the traditional NBS outputs: Measurement Services, Standard Reference Materials, and Standard Reference Data. They provide the means for tracing measurements to the national reference standards. Further, they provide quality assurance for the application of NBS measurement technology in the field. Dating back to the founding of NBS, these programs have promoted growth of organizations which improve measurement, data, and standardization services throughout the United States and abroad.

The Measurement Service activities—weights and measures, calibration coordination, and coordination of voluntary standards—are specifically concerned with the practical application of fundamental standards in the real world of measurement. The weights and measures effort, which predates NBS, provides the fundamental standards for the exchange of goods and services in the marketplace. Although NBS does not have statutory authority to regulate weights and measures within a State, it does provide State weights and measures offices with the necessary technical support to insure fair and equitable measurements throughout the Nation. It also works to assure that State weights and measurement activities are traceable to national standards and are capable of dealing with the complex measurement problems of the modern marketplace. In the area of calibration coordination, Measurement Services provide leadership and services to laboratories in industry, State and local governments, and other Federal agencies through NBS calibration and measurement assurance programs. A new
program has been established to improve the management and use of precision test equipment in the Federal Government. The Measurement Services staff also coordinate the NML participation in domestic voluntary standards and plays a major role in managing key international standards responsibilities. This office is specifically charged with coordinating NBS participation in the International Organization for Legal Metrology, the Treaty of the Metre organizations, the International Organization for Standardization, and the International Electrotechnical Commission and in preparing policy positions for NBS delegates to these organizations.

The Office of Standard Reference Materials produces and certifies materials standards for the quality assurance of most of the physical and chemical measurements of the United States—and the world. This program presently provides more than a thousand different Standard Reference Materials (SRM's), ranging from over 100 different steel reference materials, through such biomatrix SRM's as trace elements in spinach and bovine liver, to such physical SRM's as Mössbauer Spectroscopy standards and superconductive fixed point devices. The range of SRM's provided serves traditional measurement activity as well as measurement needs related to new technologies. Considerable effort is now going into the production of new environmental and clinical SRM's—a reflection of national concerns in these areas. Presently, the Environmental Protection Agency requires that the calibration standards used in atmospheric measurements be traceable to NBS SRM's, whenever possible.

The third traditional output program is the Office of Standard Reference Data (OSRD). The need for coordination and support at NBS of an international effort to compile and evaluate scientific and technical data has been specifically recognized by Congress in the Standard Reference Data Act of 1968. One-third of the Federal data collection effort is funded through OSRD, and another third is directly managed or coordinated through this office. In addition, OSRD and its constituent data centers in this country cooperate with other data centers throughout the world to avoid duplication of effort and to aid the promulgation of standard reference data. Data efforts in NML range from the large, ongoing data centers in chemical kinetics and thermodynamics to shorter term data evaluation efforts in high resolution infrared spectra. A highly successful vehicle for disseminating reference data has been the Journal of Chemical and Physical Reference Data.

The “topical” program offices of NML presently focus the scientific and technical resources of NBS on national problems in the recycling of waste materials, nuclear technology, nondestructive testing, and the environment.

The Office of Recycled Materials is presently engaged in activities related to urban solid waste and recycled oil. Due primarily to environmental considerations, the problem of the disposal of urban waste is becoming acute for many cities across the Nation. The best solution to the disposal problem is to use waste as a resource, both for raw materials and for fuel. To be a resource standards are needed. Standards, however, are particularly difficult to set for a substance as heterogeneous as urban waste. A current major focus for this office's Resource Recovery Program is the development of standards for refuse-derived fuel.

In the Office of Measurements for Nuclear Technology current activities focuses on the need for accountability throughout the nuclear fuel cycle. This program is concerned with all aspects of the handling and measurements of nuclear fuels, from the determination of volume and flow of nuclear material through the determination of the precise isotopic composition of nuclear fuels by nondestructive evaluation, to the measurement of more accurate values of the life-times of radionuclides. Future plans include standards for nuclear waste disposal.

The Office of Nondestructive Evaluation (NDE) has as its objective the improvement of the reliability and durability of materials and structures by means of improved NDE procedures and standards. The program's role is to help industry develop and bring to use methods for accurate and reproducible NDE measurements. This includes technical investigations of standards (both physical calibration standards and procedural documents), characterization of instruments, development of improved techniques and the assessment of the meaning of the NDE on material performance.

The Office of Environmental Measurements manages the oldest topical program in NML, the air pollution program. It has evolved since 1972 from a single effort
the problems of standardization in homogeneous air pollution, to its present major thrust in the development standards for water pollution and particulates. Areas of intense effort involve the measurement and characterization of environmental asbestos and the development of CRM's for trace organic compounds in water. A recent project resulted in a significant revision in the mechanism of ozone-alkene reactions used in photochemical smog models.

The topical programs, unlike the traditional "output" programs, are planned for limited duration. Figure 1 gives an idealized time development chart for topical programs and shows the approximate status of various programs. The time axis can be quite different for the different programs. For example, Recycled Oil is expected to have a lifetime of 5 to 10 years, while NDE will probably last considerably longer. Nevertheless, the chart illustrates the philosophy of the topical programs as they apply NBS expertise to national problems. When the BS contribution is complete, the program is terminated. The ongoing effort represents the transfer of the products of the topical program to output programs and, possibly, an ongoing activity carried out within a technical center. The types of products transferred to output programs would include CRM's, data compilations, and libration services.
Load Cell Mass Comparator

Randall M. Schoonover, Length and Mass Measurements and Standards Division for Office of Weights and Measures

The calibration of mass standards upwards from 25 kg in value is presently performed on mechanical balances used as mass comparators. The slow balance response time and the handling precautions required to protect the knife-edge bearings make this a time consuming process. In addition, a large amount of laboratory space must be dedicated to a permanent installation. Economies of time and laboratory space would be effected if the mass comparisons could be accomplished using a strain gauge load cell, provided that its precision could be improved at least tenfold over its inherent repeatability. I have constructed a simple comparator based on the use of a load cell, which demonstrates that the tenfold improvement is readily attainable.

The problem in using a load cell to compare a mass standard with an unknown object of the same nominal value is that hysteresis in the cell and loading errors are too large to allow one to exchange loads in the most direct way, i.e., completely unloading the cell and reloading with a different mass. Use of a load cell in this manner is limited to a precision of 0.005 percent. However, the hysteresis and loading errors would be greatly reduced if most of the tension on the load cell could be maintained during the interchange of loads. I was able to do this in a very straightforward way, as described below.

About 90 percent of the tension on the load cell is maintained during the load interchanges by use of a coil spring. Essentially, this is accomplished by suspending the cell coaxially inside the coil spring, allowing the load to compress the spring, and then adjusting the surrounding rigid frame to prevent the release of more than 10 percent of the spring tension.

Figure 1 shows the device in detail. The lifting eye carries the rigid frame and is itself suspended from a building structural member, “A” frame, etc., through a hydraulic cylinder. A coil spring, with a predetermined spring constant and length, rests on the bed plate centered about a passageway. On the upper end of the spring rests a floating plate with its passageway similarly centered. Horizontal motion of the floating plate is restricted by vertical rods that are part of the frame. The rods, however, do not impede vertical motion of the spring and plate.

Resting on top of the floating plate are a thrust bearing and ball-and-socket assembly. The ball-and-socket permits crude vertical alignment of the cell during initial assembly. The bearing allows the spring to rotate during compression and extension and also removes torque from the cell during the loading cycle.

Adjustable shunt stops are set to interdict vertical motion of the floating plate just before full loading is reached, thus providing a rigid suspension of the cell. When the load is removed, slight vertical motion of the spring and cell is permitted before the constant load stop runs against the bed plate. This stop is adjusted to provide about 90 percent of full load to the cell when the mass load is removed.

Universal flexure joints provide for a repeatable load axis. Without these, the minor mechanical misalignment that occurs during the load/unload cycle would degrade cell performance. In addition to the components shown in the schematic drawing, a hydraulic lifting cylinder is required, as is a weight transport system. Dollies and tracks provide excellent weight handling (up to 1000 kg) for the existing device. Also, an electronic device is required to indicate load cell output signal. However, a single such device will suffice for loads from 25 kg to 25,000 kg.

I have constructed a realization of this device at the 225-kg (500-lb) level [1]. Using the device, calibration of 500-lb State mass standards was accomplished to a precision of 0.0002 percent. In addition, the calibration effort required only a few hours as compared to a few days for the same measurements using an equal-arm balance.

I believe that the same approach will be applicable for load cells operating in the range between 25 kg and 5000 kg—and possibly higher. In particular, at the 25 kg level such a device operating at a precision of 0.001 percent or better would be an important contribution to industrial metrology.
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Interagency Cooperation in
Mass Spectral Data Base
Dissemination

Lewis H. Gevantman, Office of
Standard Reference Data

For over three years the Office of
Standard Reference Data (OSRD) has
been involved in a joint data dissemina-
tion project with the Environmental
Protection Agency (EPA) and the
National Institutes of Health (NIH).
This project deals with the collection,
evaluation, and dissemination of a
mass spectral data file containing over
31,000 chemical compounds. The
compounds profile relate largely to
health and environmental concerns,
but the file is sufficiently diverse to
include information on chemical sub-
stances of interest to other commer-
cial and academic areas.

Prior to OSRD involvement, the
NIH-EPA Mass Spectral Data file was
accessible to users via an on-line com-
puter system as a commercially avail-
able service [1]. The entry of the OSRD
into this project has broadened the
methods for disseminating the data and
placed a greater emphasis upon the
quality of the spectra, both contained
in and being added to the file. The
ultimate intent is for the activity to
provide a depository of the highest
quality spectra and to make the high
quality data available in a number of
formats so as to achieve the widest
dissemination tailored to user require-
ments. Finally, it seeks to influence
the community of mass spectral data
users and producers to continue to im-
prove the quality of mass spectral data
reported in the open literature.

The OSRD, in collaboration with
EPA and NIH, has made the data base available in two forms: mag-
netic tape and book. The magnetic
tape is available under a lease agree-
ment [2] and is intended for use by
organizations who engage in a large
number of spectral analyses in the
course of their normal operation. The
data book [3] is intended to reach the
scientific and technical audience which
is involved in mass spectral measure-
ment but does not require the degree of
use implied in an automated system.

Each entry in the tape file contains
a spectrum, quality index, compound
name, molecular weight and formula,
and the Chemical Abstracts Service
(CAS) Registry Number. The entire
data base is written on a single 2400-
foot reel of magnetic tape in IBM
unformatted Fortran(G) and is available in 9-track, 800 or 1600 bpi. Up-
dates of data are provided on a regular
(annual) basis.

The book form is published as four
volumes plus an index volume. The
spectra are indexed in four ways: by
chemical substance name and synonyms, formula, molecular weight, and
CAS Registry Number. Supplements
are being produced periodically, and a
complete revised set of indexes is published as each supplement appears.

Every entry is formatted as shown in
figure 1. Each spectrum is accom-
panied by the CAS Registry Number,
the molecular formula which is ordered
by the Hill convention [4] and derived
by computer from the CAS-supplied
connection table record. The molecular
weight is derived by computer from the
same records using the integral atomic
masses C = 12, H = 1, O = 16, etc.
The structure diagrams, a unique fea-
ture of the book, are also computer
derived from the connection table
record for each substance.

The "Quality Index" (QI) employed
in selecting the data is based upon a
set of criteria established by F. W.
McLafferty [5]. Originally the overall
index was made up of seven individual
factors dealing with such items as
evaluation of the spectrum by an
experienced mass spectroscopist, ioniza-
tion conditions, impurity peaks ob-
erved, illogical neutral losses, isotopic
abundance, number of peaks, and the
comprehensiveness of the data. Addi-
tional factors such as compound purity
and instrument calibration procedures
have been added to the QI to select the
spectra in the book and tape.

**Figure 1. Typical mass spectrum.**
Further efforts to refine and extend the use of quality criteria have been pursued in the OSRD. Several technical discussions have been held under the auspices of the Joint Committee for Atomic and Molecular Physical Data (JCAMP) concerning the identification and promotion of measurement specifications which would lead to the improvement of mass spectra in the open literature. A preliminary manuscript based upon the McLafferty criteria but extending and clarifying the required steps is now being prepared. Further refinement of the paper based on critiques by acknowledged experts will lead to a final document which is planned for publication in 1980. Acceptance of these criteria by the International Union for Pure and Applied Chemistry (IUPAC) is also being contemplated.

In employing the two new mechanisms for disseminating the mass spectral data the OSRD has attempted to effect the widest distribution possible. The leasing of the tapes has resulted in a number of arrangements, some related to primary (in-house) use of the tape and others to more extended use. The latter has involved lease by large corporations for distribution within their subsidiaries, lease by data services for dissemination via on-line service, lease by foreign nations for distribution of the data within the specified borders of the country, and finally lease by instrument manufacturers for incorporation of the data in an automated search file associated with experimental mass spectrometer systems. In this way, a wide and divergent group of users has been embraced.

A final step taken by the OSRD to improve the data quality and guarantee the acquisition of mass spectral data is a more recent agreement reached with the United Kingdom Mass Spectral Data Centre (MSDC), now based at the University of Nottingham. Originally this group, based at Aldermaston, contributed a large portion of the spectra contained in the file. After some hiatus, this group is again active and seeks to collect, evaluate, and submit for inclusion in the data file the better spectra now found in the literature. The Centre also plans to solicit spectra from industrial, academic, and miscellaneous sources for ultimate insertion into the data file, provided the data meet the quality requirements discussed above. It is believed that the renewed involvement of the MSDC should lead to the achievement of improved spectra and a system which conforms fully to the OSRD goals of improving the dissemination of scientifically reliable data.
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Table 1. Concentration Level, μg/mL

<table>
<thead>
<tr>
<th>Drug</th>
<th>Toxic</th>
<th>Therapeutic</th>
<th>Subtherapeutic</th>
<th>Blank</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phenytoin</td>
<td>60.7 ± 0.9*</td>
<td>16.7 ± 0.3</td>
<td>4.2 ± 0.1</td>
<td>0</td>
</tr>
<tr>
<td>Diphenylhydantoin</td>
<td>174.7 ± 0.6</td>
<td>75.9 ± 0.5</td>
<td>11.8 ± 0.4</td>
<td>0</td>
</tr>
<tr>
<td>Ethosuximide</td>
<td>103.6 ± 0.3</td>
<td>21.6 ± 0.2</td>
<td>5.3 ± 0.2</td>
<td>0</td>
</tr>
<tr>
<td>Phenobarbital</td>
<td>18.6 ± 0.7</td>
<td>8.1 ± 0.2</td>
<td>3.6 ± 0.1</td>
<td>0</td>
</tr>
</tbody>
</table>

The uncertainties represent one standard error for the above certified values. The imprecisions observed both within and between the liquid and gas chromatographic analyses used for this certificate are included in the standard errors.

...ent use and, to the degree possible, with prospective methods. This required serum that would be free from chemical and biological (e.g., immunologically active) interferences; and (3) two, independent, highly accurate analytical methods had to be given in the literature for the drugs. The purity of the selected supply of each drug was determined by liquid chromatography (LC), the compositions of fractions being characterized by supplemental chromatography and spectroscopy.

The specifications we set for compatibility of the serum matrix with a variety of antiepilepsy drug assay methods precluded the use of any but human serum. (Serum from a bovine source, for example, might exhibit cross-reacting antibodies to bovine components in radioimmunoassay reagents.) The large volume of serum needed required the pooling of sera. Since serum from different donors could be expected to contain different interfering substances due to individual dietary habits and drug utilization, we employed several treatments to obtain an interference-free serum. First, hepatitis-free plasma from several donors was clotted by adding calcium chloride, and the serum obtained by centrifuging. The lipoproteins were removed and the serum was heated to deactivate some of the enzymes. The serum was again centrifuged and then dialyzed to remove electrolytes. After re-equilibration with 0.15 mol/L sodium chloride at pH 6.5 to 7.0, the serum was passed through a bed of charcoal and a 0.22-μm pore-size membrane filter into a sterile container.

We tested the processed serum by observing the clarity of the product after portions were freeze-dried and reconstituted. Unprocessed and processed serum was also tested by reversed-phase LC and gas chromatography (as described below) for evidence of interfering substances. The difference between the original and the processed serum as detected by reversed-phase LC is illustrated in figure 1. All of the serum as detected by reversed-phase LC then divided. A portion would serve as the serum blank and the remainder, in three separate portions, as the matrix for the drugs. Appropriate quantities of the four drugs were added to the three portions. The four pools were then dispensed into vials with a mechanized pipettor which was precalibrated for accurate delivery. The vials of serum were freeze-dried in a prolonged single operation to minimize any irregularity in residual moisture level, and then, when under nitrogen, they were stoppered.

A random selection of vials containing blank serum and three levels of drug-spiked serum were reconstituted with weighed quantities of water. The homogeneity of each kind was determined by differential refractometry. With the refractive index of serum about 0.01 greater than that of water, detection of variations of 0.1 percent required refractive index measurements better than 0.000 01. This was accomplished by comparing the serum samples to a reference aqueous solution containing about 100 g/L of potassium chloride, using a differential refractometer with a sensitivity about 0.000 001. The vial-to-vial variations in the reconstituted sera were less than the variance found by chemical analysis.

Quantitative analysis of drugs in serum was performed by reversed-phase LC, with a fixed-wavelength detector at 254 nm and, for primidone, a variable-wavelength detector set at 210 nm. Peak areas were determined by use of an electronic integrator. Standard samples containing each of the four drugs in 20 percent methanol-80 percent water were run alternately with serum samples. Calibration data were thus obtained concurrently with the sample analyses and were applied
to give the quantitative results. Figure 2 illustrates a typical chromatogram, recorded at 254 nm.

Our gas chromatographic results were obtained with a special column packing, GP 2 percent SP-2510 DA on 100/120 Supelcoport, to separate the anticonvulsant drugs in their underivatized forms. Flame ionization detection was used, and the output was interfaced with a computing integrator. The compounds used as internal standards in the analyses for the four drugs are listed in Table 2. Uniform quantities of the internal standards were combined with 1 mL of the reconstituted SRM sample and, in separate containers, combined with the primary standard drugs taken in quantities about 2 percent lower and about 2 percent higher than the expected (from the weighed-in) quantities of the drugs in the SRM sample. Then 1.0 mL volumes of the serum blank was pipetted into the tubes containing the mixtures of primary and internal standards. Usually four SRM samples and two of the bracketing standard mixtures were analyzed as a group, as follows:

- Each was acidified to pH 1 to 2 and then extracted with 10 mL of high-purity chloroform. After centrifugation, the aqueous layer was discarded and the chloroform was decanted into a 15 mL conical centrifuge tube and evaporated at 20 °C under vacuum. The concentrate was dissolved in 50 μL of chloroform and vortex-mixed. One microliter of this solution was then injected into the gas chromatograph. Figure 3 illustrates the separations achieved by gas chromatography.

Standard reference material (SRM) 900 is now being used in clinical laboratories throughout the nation. A new comparison of laboratory results is now in progress, and preliminary findings indicate that this SRM is having a dramatic effect on the quality of the clinical tests for antiepilepsy drugs in human serum.

Table 2. Drugs and internal standards used in GC analysis

<table>
<thead>
<tr>
<th>Drug</th>
<th>Internal standard</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phenytoin (Diphenylhydantoin)</td>
<td>4-(p-Methylphenyl)-5-phenylhydantoin</td>
</tr>
<tr>
<td>Ethosuximide</td>
<td>α-Methyl-α-propylsuccinimide</td>
</tr>
<tr>
<td>Phenobarbital</td>
<td>5-Ethyl-5-(p-methylphenyl)-barbituric acid</td>
</tr>
<tr>
<td>Primidone</td>
<td>4-Methylprimidone</td>
</tr>
</tbody>
</table>
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Development of Test Procedures to Determine Calorific Value of Refuse and Refuse-Derived Fuels

Eugene S. Domalski, Chemical Thermodynamics Division and Joseph G. Berke, Resource Recovery Program

Over the past two years, we have been working on a joint Department of Energy/Environmental Protection Agency project to develop information for a product specification on refuse-derived-fuels (RDF). More recently, we have been working with the Office of Recycled Materials to continue the RDF work in direct response to the mandate of the Resource Recovery and Conservation Act (RRCA) PL94-580.

The research problems stem from the fact that the calorific value of municipal solid waste (MSW) or refuse-derived-fuels (RDF) is currently determined in a bomb calorimeter by using gram-size samples which have been subjected to a high degree of processing. The processing includes grinding, shredding, milling, riffling, and pelletizing of the waste sample. Engineers who are experts in incinerator technology and solid waste processing believe that after such treatment the waste sample no longer resembles or represents the original waste. They claim that significant chemical changes take place as a result of the size reduction (from gross sizes down to below one millimeter) which is necessary in the preparation of a homogeneous waste sample for conventional calorific value determination. Similarly, such engineers have stated that the calorific value determined for the highly processed waste sample may have little or no correlation with the original heterogeneous waste. Because of the enormous heterogeneity of refuse, a suitable procedure has not emerged as yet which may be used with confidence to select and extract a truly representative sample. A suitable test procedure for the calorific value of solid waste from which a reliable thermal efficiency could be calculated would supply a mechanism by which engineers, public works administrators, and private owners could evaluate with confidence whether their large incinerators or refuse-fired boilers are in compliance with contract performance specifications. Such a test procedure can be validated from measurements carried out in a multi-kilogram capacity flow calorimeter on large samples of refuse which have undergone little or no processing. Both the business and industrial communities have expressed the need for a test procedure. In addition both American Society of Mechanical Engineers and American Society for Testing and Materials have also lent support to the NBS program.

NBS Activities

During the initial phases of the program at NBS, the tests were carried out in a 2.5 gram bomb calorimeter. However, due to the concerns of processing the material cited above, a larger sample size calorimeter was required. NBS met the challenge by building a 25-gram sample size bomb calorimeter. Processing of samples, although still required, was less severe than for the 2.5-gram unit; in addition, samples of as received-pellets of commercially produced RDF could also be combusted. The specifics of this work are available in NBS publications: NBSIR 78-1494 and NBSIR 80-1968.

Much of this work is being coordinated with the ASTM committee E-38 on Resource Recovery, which is currently working to establish standard test methods to characterize refuse-derived-fuels and enhance their potential for becoming an article of commerce. The development of markets and sales of refuse-derived-fuels will be linked strongly to appropriate characterization procedures. In particular, the calorific value, which provides a measure of the energy content of RDF, will have greater impact than any other material property on market development because burning will be an important mode of reclaiming energy from processed solid waste for at least the next decade. Thus, a test procedure for determining the calorific value will better equip commercial laboratories to certify accurately the energy content of RDF of various compositions. In addition, the determination of the calorific value of RDF at various stages of processing will identify any stages which impart a different chemical character to the solid waste.

Since many of the current incinerators for waste-to-energy systems burn unprocessed garbage as received, both ASME and ASTM expressed the need to determine the calorific value of the unprocessed garbage. To do so requires using large samples of garbage to ensure some sort of representative “grab” sample. NBS, in cooperation with DOE, is designing and plans to build and operate a multi-kilogram sample size flow calorimeter to handle unprocessed or minimally processed refuse.

To date, pilot units of the flow system using 25-gram samples have been built and tested. Currently, tests are being conducted to determine proper operating parameters of the small units that can be scaled up. Calibration work with known materials is going on to correlate between the 25-gram bomb and the 25-gram flow units. Over the next two years, NBS, with assistance from DOE will construct and operate the multi-kilogram calorimeter and conduct a variety of experiments on fuels and various fuel mixes as related to resource recovery and waste-to-energy systems. The data will include heating values, moisture, ash, and elemental analysis. Although the principal thrust of this research is on the combustion calorime-
Nuclear Fuel Assay Using Resonance Neutrons
Roald A. Schrack, James W. Behrens, and Charles D. Bowman, Nuclear Radiation Division

The Center for Radiation Research is developing a technique that will produce images similar to the familiar x-ray image, that will show the distribution of any isotope desired. Using neutrons generated by the NBS linear accelerator, this technique—resonance neutron radiography—provides a unique tool for determining both distribution and content of any sample. The technique is being developed as a reference standard measurement system for the NBS Nuclear Technology Program.

This program seeks to provide accurate and timely techniques to keep track of nuclear materials. The resonance neutron radiography technique is used to measure the concentration and uniformity of distribution of fresh fuel rods and to measure nuclear material in scrap and waste from a nuclear plant.

The physical phenomenon that is utilized in the technique is the selective absorption and scattering of neutrons by the nucleus. Every isotope has a different set of energies for which it interacts with neutrons. These energies have been carefully cataloged so that the observations of a characteristic absorption pattern can be used to identify the presence of an element—and in particular the amount and isotope of the element. Previous research at NBS has determined to better than 1 percent accuracy the values of these interaction cross-sections for a wide variety of materials. The values previously determined at the Bureau were submitted to the national clearing house maintained at the Brookhaven National Laboratory on Long Island. We drew on these files in the analysis of our data.

Resonance neutron radiography thus represents a new application and use for information that has already been accumulated. The procedure used is shown in figure 1. Neutrons generated by the NBS linear accelerator are collimated down to a thin fan-shaped beam. A sample of material to be analyzed is placed in this beam. The number and location of neutrons that pass through the sample are determined with a position-sensitive neutron detector placed behind the sample. This information is accumulated in a computer as the sample is scanned. When the sample is completely scanned, the accumulated data are analyzed to produce a picture of the distribution of the desired isotope in the sample. The total amount of the isotope in the sample can then also be determined.

The ability to discern details in the distribution of the desired isotope depends on the resolution of the detector system. Commercially available detec-

![Schematic diagram of Resonance Neutron Radiography system. Neutrons are generated in a source by using the electron beam of the NBS linac. The neutrons are then collimated into a fan-shaped beam. The sample to be examined is passed through the beam to produce an image in a computer controlled system.](image-url)
tors have a resolution limit of about 5 mm; details smaller than this could not be observed. Fuel pellets used in nuclear reactors are 10 mm in diameter, so the available resolution in commercial detectors does not permit a meaningful measurement of nuclear fuel. To overcome this deficiency, a high-resolution detector system was developed by NBS in collaboration with the Oak Ridge National Laboratory. This detector, shown in figure 2, has a resolution of about 1 mm and has been used in the analysis of nuclear fuel.

In addition to its value in the Nuclear Technology Program, resonance neutron radiography promises to be of value in other fields, such as nondestructive evaluation. The examination of manufactured items for hidden defects is frequently done with low-energy neutrons as well as x-rays. Hidden defects in welds can be detected before the equipment is used, preventing costly equipment failure. As an example of this type of use, a sample was made with an intentionally defective joint. Figure 3 shows the result of a resonance neutron radiography of this sample when the distribution of silver in the brazing material was made. No defect was observable with normal x-ray imaging techniques. The defect was only marginally detectable using low-energy neutron imaging techniques.

Research is continuing on the resonance neutron radiographic technique to improve accuracy and resolution and to reduce the time required to produce an image. Although the technique is now restricted to laboratories with high-energy linear accelerators, methods are being worked on to allow the technique to be used on a broader basis and thus become more available as a tool for technology.

Figure 2. High-resolution position sensitive neutron detector. The detector region is the center small-diameter tube. Special amplifiers are enclosed in the large-diameter cylinders at each end. The valve allows the gas used in the ionization chamber to be changed to determine the effects of different mixtures and pressures. The detector is presently operating with a mixture of $3.1 \times 10^5$ pascals of $^3$He, $7.9 \times 10^5$ pascals of xenon and 0.4 pascals of carbon dioxide. ($10^5$ pascal = 1 atmosphere).

Figure 3. Computer-generated distribution of silver in a defective silver solder joint as determined by a resonance neutron radiographic scan.
Improved Uses of X-rays for Nondestructive Evaluation

Masao Kuriyama, William J. Boettiger and Harold E. Burdette, Metallurgy Division

The current need in industry for quality control and early detection of flaws in materials cannot easily be satisfied by simple refinements of existing NDE technology. Fundamental principles underlying the existing traditional techniques should be re-investigated from a fresh point of view. Here we will report the results of such efforts in two different aspects for NDE techniques: one is the resolution improvement of radiography and the other is the measurement of residual stresses within materials.

A. X-ray Image Magnification

Industrial applications of radiography presently demand the early real-time detection of small flaws such as tight cracks in materials. The live images of flaws or structures are recorded (or viewed) usually on a detector (an electro-optical imaging system) with similar size as the image itself. In order to detect small objects, an improvement in the resolution of real-time imaging systems is required, hopefully without loss of image brightness. However, attempts to improve the resolution usually result in a significant loss of intensity. Thus, the detectability (or intensity sensitivity) of small signal changes caused by flaws will be lost because of lack of brightness. Any approach in the improvement of resolution for real-time imaging always encounters two opposing problems: If one improves the resolution, then the brightness generally decreases, and vice versa. Present commercial image intensifiers have resolution limits determined by the multistage configuration and the fiber diameter in fiber optic plates. They may be about 50 \( \mu \)m, down to 10 \( \mu \)m at best.

We have developed [1, 2] a technique which enables us to magnify an x-ray beam containing structure information (radiography or topographic images) before it reaches a detector. This magnification capability can be used either to improve the overall resolution of existing x-ray radiographic techniques which are limited by the detector or to permit the use of less complex (and high gain) imaging systems to attain resolutions already possible. In our demonstration an x-ray magnifier displayed a detailed image of 1000 mesh grid (25-\( \mu \)m spacings) with good contrast on a real-time basis on an ordinary image intensifier of 100-\( \mu \)m resolution. In order to magnify an x-ray beam which contains structure information (such as one containing radiographic images), the beam is successively diffracted from two silicon crystals. The first diffraction magnifies the beam horizontally and the second in a perpendicular direction.

This magnification technique makes use of Bragg diffraction from a nearly perfect silicon crystal free from dislocations. This type of Bragg diffraction, often called dynamical diffraction, has unique features which are essential for making x-ray image magnification possible. When an x-ray beam diffracts from the surface of a crystal and the diffracting planes are not parallel to the crystal surface, the diffraction is termed asymmetric. There are three aspects of asymmetric dynamical diffraction which are important for the x-ray magnifier: beam magnification, reflectivity, and the acceptance angle for the diffraction. Figure 1 shows schematically the asymmetric diffraction geometry. An incident parallel monochromatic beam of x-rays is magnified in one dimension by a factor \( m \) as shown in figure 1, where \( \theta_{in} \) and \( \theta_{out} \) are the angles between the crystal surface and the incoming and outgoing beams, respectively. Obviously, high magnifications are obtained when \( \theta_{in} \) is very small. The “quantum” efficiency of an x-ray magnifier is determined by reflectivity under Bragg conditions. The ratio of the diffracted total flux (photon/second) to the incident total flux is called the reflectivity and is a function of the deviation from the Bragg condition. For a thick perfect crystal with negligible absorption, this ratio is unity for a range of angles centered about the Bragg condition and falls to zero rapidly for larger deviation from the Bragg condition. Because the reflectivity is unity regardless of the diffracting plane, the intensity (photon/second cm\(^2\)) of a parallel beam magnified in one dimension by asymmetric diffraction from a perfect crystal is decreased by a factor \( (1/m) \) only because of the magnification of the beam area. Since refractive indices for any materials cannot be larger than one for the ordinary x-ray energy range, the unity reflectivity is the highest efficiency—that is, no loss—which one can expect in x-ray optics. As shown

![Diagram of asymmetric Bragg diffraction](image)

\[
\Delta \theta_{out} = \Delta \theta_{in} = \sqrt{m} \Delta \theta_{in} = \frac{\theta_{in} - \theta_{out}}{\sin \theta_{in}}
\]

**Figure 1.** Asymmetric Bragg diffraction showing one-dimensional magnification of an x-ray beam. The cross-section of the incoming beam, \( d_{in} \), is magnified by a factor, \( m \), to produce the outgoing beam \( d_{out} \). The extremely narrow divergence of the outgoing diffracted beam created by dynamical diffraction guarantees the faithful magnification of x-ray images present in the incoming beam.
in figure 1, the maximum divergence of the outgoing beam, \( \Delta \theta \), is related to the quantity \( \theta \), which is determined by the crystal property of silicon, and \( \Delta \theta \) is of the order of 6 arc second. This small value of \( \theta \) guarantees the one-to-one correspondence of the details between the unmagnified images and the magnified images. Since the reciprocity law holds for x-ray magnifiers, demagnification needed for lithography can, in principle, be achieved by these magnifiers.

B. X-ray Residual Stress Evaluation in the Interior of Materials

One of the nondestructive methods currently used for measurements of residual stresses in industrial materials involves the application of x-ray analysis for stress measurement. X-ray diffraction phenomena are used to determine macroscopic residual stresses in engineering components. The methodology of analysis and its basic principles are well known. Briefly, when materials are under stress, x rays are diffracted with a Bragg angle which is slightly different from the Bragg angle expected in unstressed materials. The change in the Bragg angle is related to the alteration of atomic interplanar spacings when the crystal lattice of the materials is strained. As a measurement system, the essential part of this x-ray technique is the accurate measurement of lattice constants (or their changes) in materials by well refined Bragg diffractometry. The surface residual stress can be evaluated from the strains measured by x-ray diffractometry using a set of assumptions regarding material elasticity and homogeneity. Although the accuracy obtained by this technique is, in principle, superior to any other methods, an obvious shortcoming lies in its incapability of detecting strains (or stresses) in the interior of bulk materials.

Currently, improved quality control of industrial components demands quantitative information concerning the stress distribution near cracks and residual stress distributions after different types of cold working and heat treating. These demands naturally lead to the necessity of measuring residual strains in the interior of materials. Ordinary Bragg diffractometry will not be sufficient to respond to these demands. There is an entirely different approach to the x-ray evaluation of residual strains although it uses the principles of x-ray diffraction. This approach involves the use of energy dispersive solid state detectors with high energy x-ray photons. The use of solid state detectors has been introduced very effectively in the fields of scanning electron microscopy (microanalysis) and x-ray fluorescence analysis of materials in the past ten years. It is called energy-dispersive spectroscopy. Unlike these successful applications, this technique has not been applied to the residual stress (strain) measurements of materials. Extremely high resolution and accuracy are required for strain measurements in comparison with the other applications. If one could improve the resolution sufficiently and overcome other important technical problems, this new system will be ideal for residual stress measurement in industry; the equipment will be compact and the results will be displayed visually and almost instantaneously, and analysis of the data will be made on site by a computer. Also this system, in general, works better for high energy photons. High energy photons also make practical the use of the transmission geometry, since the x-ray absorption coefficient of materials is approximately inversely proportional to the third power of the energy of x rays.

The use of an energy dispersive system for possible residual stress evaluation was tested in 1973 by Leonard [3], who concluded, however, that this system did not have sufficient accuracy for this purpose. We have proven that his conclusion was premature, and that it is still too soon to dismiss the possible industrial use of this technique for the evaluation of residual stresses. In so doing, we have proposed [4, 5] a method for determining a strain tensor in predetermined volumes in the interior of a material, as shown in figure 2. In energy dispersive spectroscopy, one is concerned with the energy spectral profiles and peak positions at different energy values, instead of Bragg angles which play a key role in Bragg diffractometry. Lattice constant will be measured in energy dispersive spectroscopy by the energies of diffracted photons:

\[
\text{d} \text{(A)} = \left( \frac{6.199}{\sin \theta} \right) \frac{1}{E(\text{kev})}.
\]

Here, d is an atomic interplanar spacing related to lattice constants, E is the energy of diffracted photons measured from peak positions of the spectra, and the coefficient including half the scattering angle \( \theta \) is constant for a given scattering geometry. For our purposes, the scattering angle should be smaller than 30° to ensure complete transmission geometry.

One may claim that the energy resolution of current solid state detectors is not adequate for the evaluation of residual strains. Fortunately, it has been known that each diffraction profile in the energy spectrum obtained from a solid state detector is very close to a Gaussian. If the mathematical shape is known for a spectral profile, then the claim mentioned above can be
circumvented: Mathematically fitting the observed peaks with Gaussian functions, one can determine the centroids (or peaks) of the profiles far more accurately than the $\Delta E/E$ value of detectors would indicate. As shown in figure 3, one can improve by a factor of 100 the accuracy of determining the centroid positions.

Figure 3 shows an example of the observed spectral profile which has been fitted by a Gaussian curve with a linear background. The accuracy of determining the centroid (or peak) position has been found to depend simply upon counting statistics. Reproducibility of those positions has also been tested; as long as the same predetermined volume is viewed, the centroid position remains identical within the statistical error. As a reference to possible instrumental instability, Ag K$\alpha$ line spectrum in each run has been fitted with a Gaussian curve. (White radiation was obtained using a Ag target tube.) The Ag K$\alpha$ line result indicates that the instability, if any, is not significant enough to jeopardize the accuracy in the determination of diffraction peak positions. Our result demonstrates that the strains of $5 \times 10^{-5}$ can be detected in the predetermined volume of $0.5 \times 0.5 \times 0.5$ mm$^3$ with reliable reproducibility, if sufficient counting statistics are established, while strains of $3 \times 10^{-4}$ can easily be detected even with moderate counting statistics.

In conclusion, an energy dispersive diffraction system has demonstrated its capability as a useful tool for the determination of residual stresses inside materials, when the curve fitting technique is used simultaneously. The present demonstration has been carried out with low energy photons. The use of high energy photons certainly makes more practical the use of these energy dispersive systems for residual stress evaluation. More penetration and increased energy resolution of detectors will improve the resultant accuracy and detectability of strains. Since the energy dispersive system can be made simple and compact, without any delicate moving parts, the system is quite ideal for an industrial use on site, particularly when data are handled by a mini-computer. By no means has an energy dispersive system such as used here reached the ultimate resolution; further improvements of x-ray optics and detectors should be made, in particular, with high energy photons.
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High Accuracy Particle Size and Particle-Fluid Interaction Measurements Using the Particle Doppler Shift Spectrometer

David S. Bright and Robert A. Fletcher, Gas and Particulate Science Division

We have increased the accuracy and precision of the Particle Doppler Shift Spectrometer (PDSS) measurement technique through improvement of its light optics and its data reduction and analysis systems. With the PDSS, we can now determine the diameter of spherical aerosol particles in the 5- to 5-μm range with an accuracy of 0.05 μm. This high accuracy made it possible for us to study particle/fluid interactions that have been undetectable by other techniques, though such interactions have been theoretically inferred.

The basis of particle diameter measurement by the PDSS is a modification of the laser velocimetry technique. The sample cell, a vertical tube, is intersected by a horizontal laser beam. Light is scattered by both the stationary windows of the sample chamber and any particles falling through the laser beam. Scattered light at 6° above horizontal is detected and measured with a photomultiplier having well collimated collection optics. The light scattered by the settling particles is Doppler shifted with respect to the incident light; the magnitude of the frequency shift is proportional to the settling velocity of the particle. The Doppler shifted frequency is measured by mixing the light from the particle and from the windows (unshifted light) and analyzing the resulting signals. With a Fast Fourier Transform analyzer, the amplitudes of the scattered light signals are stored according to frequency. From the frequency of the scattered light, we determine the settling velocity of the particle; from the settling velocity, we can calculate the particle's diameter by using Stokes's law.

In addition to the particle diameter information contained in the frequency of the scattered light, we are able to also obtain particle size information from the amplitude of the scattered light. The intensity of light scattered from a spherical particle is a complex function of the particle size, angle of observation relative to the incident light, the indices of refraction of the particle and the suspending medium, and the wavelength of the light. The intensity of scattered light as a function of particle diameter may be calculated from Lorentz-Mie theory. The calculation for the parameters of our experiment (6° angle of observation, known wavelength, and indices of refraction) give the curve shown in figure 1, which contains many maxima and minima features. The calculated curve is experimentally equivalent to summing the scattering intensities from a uniform distribution of particles having diameters covering the range of the Mie calculations. Such a summation of intensities is also shown in figure 1 and clearly demonstrates the features of the calculated Mie curves. The duplication of the calculated Mie curve features in the experimentally obtained curve allows us to use the features in the experiment curve as accurate size calibration markers. For a given feature, the Mie calculation gives us an accurate value for the particle diameter, from which we can calculate the particle settling velocity on the basis of Stoke's law. The settling velocity can also be determined experimentally from the Doppler shift frequency for that feature of the curve. Through sophisticated data analysis, we are able to compare the settling velocities calculated from the Mie theory with the settling velocities experimentally determined from the Doppler shift such that we can detect velocity differences as small as a few μm/s, or equivalent to diameter differences of only 0.05 μm.

This sensitivity allowed us to verify the Stoke's equation for particles in the 5- to 15-μm diameter range. In order to accomplish this verification, it was necessary to demonstrate that we were not perturbing the settling velocities in some way. Thermal convection adds large velocity increments to the settling velocity and removes most or all size dependency, which may easily be seen in the loss of the features of the scattering curves. Though we find no evidence of thermal convection, we do find under certain sampling conditions a particle-induced fluid flow phenomena.

When a particle gravitationally settles through a fluid (air in our experiments) the drag force of the fluid results in a small momentum transfer to the fluid causing a small fluid flow in the direction of the settling particle. This flow then serves to increase the settling velocity of neighboring particles because the fluid is no longer stationary, but is moving with the settling particles.
We demonstrated this effect by comparing the following two experiments:
In the first experiment, we measured the settling velocity of particles when they uniformly filled the settling chamber and compared it to the calculated velocity to verify that no velocity shift occurred. We use this sample geometry for particle size measurements. In the second experiment we measured the settling velocity of a 4-mm diameter column of settling particles in a 9-mm diameter settling chamber. The air sheath around the column of particles was void of particles. With this experimental condition we observe an increase in the settling velocity, which is particle concentration dependent, as shown in figure 2. The velocity increase represents the velocity of the induced air flow, which adds to the settling velocity.

The induced fluid flow is manifested in the second experiment because a return flow path exists—the particle-void region of the settling chamber. In the first experiment, no velocity shift is observed because the return flow is uniform over the entire volume and effectively cancels the drag effect on the particles.

The induced fluid flows we observed are on the order of 10 to 100 \( \mu \text{m/s} \). An order of magnitude calculation, balancing the fluid viscous diffusion force and the Stoke's drag force, gives fluid velocities which are in good agreement with these values.

The sensitivity of the particle settling velocity to the induced flows of such low magnitude can be measured by the PDSS due to the accuracy we can obtain by using the Mie scattering curve features as size calibration markers. We know of no other technique that can determine particle diameter in the 5- to 15-\( \mu \)m diameter range to an uncertainty of 0.05 \( \mu \)m or that has the sensitivity to detect particle-fluid interactions of the low magnitudes we have described above.

\[ \text{Figure 2. Fluid velocity as a function of particle concentration.} \]